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Abstract 

 

X-ray diffraction is a method that allows the three-dimensional structure of a molecule to 

be determined.  To use this technique to study a protein model, high-quality crystals were 

grown.  A biosynthetic approach was taken to model the mammalian protein 

peptidylglycine Ŭ-hydroxylating monooxygenase (PHM), which is a copper-binding 

protein that hydroxylates the Ŭ-carbon of a glycine residue in the production of peptide 

hormones.  In order to understand the mechanism of this reaction, a model of the two 

copper sites involved in hydroxylation was created using the bacterial protein azurin as a 

scaffold (Az-PHM).  To compare the structural similarity of the model to the native PHM 

system, Az-PHM crystals were grown for x-ray diffraction using various buffers, salts, 

polyethylene glycol (PEG) and excess copper.  Dozens of the resulting crystals were 

diffracted, which had lower resolutions (~2.5 Å) and higher mosaicities (0.8 - 1.2° on 

average).  Crystal dehydration and cryoprotection techniques were applied and 

consistently yielded higher resolution and lower mosaicity crystals.  The crystal with the 

highest resolution and low mosaicity was grown in Tris buffer, lithium nitrate, PEG-2000 

and copper chloride.  Diffraction images for this crystal were collected on a Rigaku 

RAPID II X-ray Diffractometer using a copper radiation source with capillary optics and 

an R-AXIS image plate detector.  Data were indexed to yield a P212121 space group, 

which was then followed by integration, scaling and averaging using CrystalClear 2.1 

software.  Phases were determined using the Molecular Replacement method in the 

software CCP4.  Finally, structural refinement of the model and electron density map in 

Coot yielded a 1.3 Å structure with an Rfactor of 17.57% and an Rfree of 20.70%. 
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CHAPTER 1 

Chapter 1.1 Introduction  

Biological inorganic chemistry is an exciting new field of chemistry that is 

devoted to exploring the role of metals in biological systems.  Many metals such as 

vanadium, manganese, iron, cobalt, nickel, copper, zinc, molybdenum and tungsten have 

been found to play essential roles in the structure and function of metalloenzymes (1).  

After iron and zinc, copper is the third most abundant trace element in humans (2) and 

has many diverse functions in metalloenzymes as it can be involved in electron transfer, 

oxygen transport and even catalysis (1).  With so many functional roles, surely the 

coordination around the copper plays a large part in fine-tuning its electronic structure 

and therefore, its function. 

Copper sites in metalloproteins can be divided into six classes based on 

spectroscopic properties which depend on a copperôs active site geometry, the types of 

ligands coordinated to the copper ion, the electronic structure of the copper atom and its 

resulting function.  The first class is traditionally known as Type 1 (T1) and is 

characterized by proteins that bind a copper(II) ion that give an unusually strong signal in 

the UV-visible region near 600 nm (3).  The signal is the direct result of the copperôs 

strong covalent-like interaction with sulfur in a cysteine (4).  The cysteine sulfur is one of 

three donors to bind in a trigonal fashion; the other ligands include two nitrogen atoms 

(Figure 1.1a).  In addition, sometimes one or two axial ligands will also coordinate the 

copper center (sulfur from a methionine amino acid and/or oxygen from a backbone 

carbonyl group).  Proteins containing a T1 site are often referred to as ñblue copper 

proteinsò and function in electron transfer (1).  Type 2 (T2) is the name that defines the 

second class of copper sites which is expected to show a weaker blue color with 

absorption between ~575 and 800 nm when a copper(II) ion is bound to the active site.  

This weak absorption signal is due to the different geometry and ligand types normally 

found in T2 copper proteins (5).  Typically, the ligands surrounding a T2 copper active 

site include four donors (ñxò number of nitrogen atoms and ñ4-xò oxygen atoms from 

various amino acids) in a square planar coordination (Figure 1.1b) and on occasion, an 

axial donor (also usually a nitrogen or oxygen atom).  Copper active sites classified as T2 
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are often involved in catalysis (1).  Other classes of copper active sites are more rare and 

include Type 3 (T3), Copper A (CuA), Copper Z (CuZ) and copper chaperones. 

(a)   (b)  

Figure 1.1. Typical coordination of (a) T1 and (b) T2 copper sites in biological 
molecules.  

Understanding why the structure of different copper active sites gives rise to their 

function is at the heart of this research.  Metalloprotein design is one way in which this 

relationship can be studied.  In this study, metalloprotein design involves modeling a 

naturally-occurring metal site using a biosynthetic approach.  Active site residues from 

the target metal site of interest are mutated into a native protein scaffold that is stable, 

easy to purify and well-characterized.  By using an existing protein as a scaffold, the 

aqueous environment and common pH of the target system can be preserved.  Also, 

because the number of possible active site residues is limited and their composition is the 

same as those ligands in the native system, certain aspects of metal coordination are 

maintained. In modeling the metal site of a target protein in this way, the end goal is to 

create a model that is a structural and functional mimic of the native system.  Generally, 

native biological enzymes are so efficient and selective that few models can compare.  In 

the future, the ability to mimic the structure and function of any enzyme by way of 

metalloprotein design will  allow researchers to create protein molecules for any desired 

function (6). 

 

Chapter 1.2 PHM and Azurin 

The target protein of interest is peptidylglycine Ŭ-hydroxylating monooxygenase 

(PHM) which is a large metalloenzyme found in mammals.  PHM is ~300 residues in 

2+ 
2+ 
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length (7) and is part of a larger protein complex called peptidylglycine Ŭ-amidating 

monooxygenase (PAM) which was first located in the pituitary gland (8). PHM contains 

two copper-binding sites that function in peptide hormone synthesis, catalyzing the 

oxidation of C-terminal glycine-extended peptides into Ŭ-hydroxylated products (9).  

These two copper sites are located across a solvent gap of ~11 Å (7) and each have 

different roles in that one of the coppers functions in electron transfer/electron storage 

(CuH) and the other participates in catalysis (CuM). The CuH site is thought to get its 

electrons from a physiological reductant, such as ascorbate, while the CuM site is thought 

to be where molecular oxygen and substrate bind prior to the hydroxylation reaction.  

One of the unknown questions about the roles of the copper ions in the mechanism is the 

nature of the reactive oxygen species generated at the CuM site (9). 

Though the functions of these copper ions are characteristic of T1 and T2 copper 

active sites, structurally-speaking, both of these copper sites resemble the structure of T2 

sites (Figure 1.2).  CuH is bound by three histidines, 107, 108 & 172, and CuM is bound 

by two histidines, 242 & 244, and methionine 314 (the numbering is from human PHM) 

(9). 

 

Figure 1.2. Copper active sites of PHM (PDB ID: 1PHM). The copper on the top, 
CuM, is bound by two histidine residues and a methionine and fuctions in electron 
transfer. The copper on the bottom, CuH, is bound by three histidines and is the 
site for catalysis. 

CuH 

CuM 
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Interestingly, PHMôs copper(II) ions communicate when an electron is passed 

from CuH to CuM.  This is puzzling given that the two copper ions are located across a 

solvent gap and are not coupled to one another.  The shortest distance for the electron to 

travel is directly between the two copper centers in the solvent-filled gap that separates 

the copper ions (9).  In order to better understand how the mechanism for electron 

transport occurs, to clarify the nature of the reactive oxygen species and to explore 

copper metalloprotein design parameters, a biosynthetic model was created using a 

protein called Azurin as the scaffold. 

Azurin is small protein with a molecular weight of 14 kDa and a length of 128 

residues (10).  It is found in the soil bacteria Pseudomonas aeruginosa and is thought to 

play a role in the shuttling of electrons in the denitrification pathway (11, 12).  It is a 

well-characterized blue copper protein, and historically, itôs stable to mutations (13, 14), 

making it an ideal candidate to use for design.  Azurin was also chosen because it 

possesses a native Type 1 copper binding site (His46, Cys112, His117 & Met121), shown 

in Figure 1.3.  Using azurin as a scaffold, a Type 2 site was designed where three residues 

were mutated, namely Gln8Met, Gln14His and Asn16His, to create an Az-PHM variant 

(15).  The overall protein fold of azurin contains mostly beta-sheet secondary structures 

with a looped section containing some alpha helical segments.  Most of the amino acids 

supporting the T1 copper site are found on this loop section (Cys112, His117, Met 121) 

with the fourth ligand found on an internal strand of beta-sheet (His46) (16).  The section 

of the protein where the T2 copper binding site was designed is a section that has three 

parallel strands of beta-sheet structure, with the amino acid residues Gln8Met, Gln14His, 

and Asn16His being found on two of these adjacent strands. 
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Figure 1.3. Azurin crystal structure (PDB ID: 4AZU) with a copper bound in the 
T1 copper site. The three residues circled were the amino acids that would be 
mutated to bind copper in the designed T2 site. 

In order to study the function of the Az-PHM model, structural analysis must be 

carried out to identify whether or not the design of the T2 site allows a copper(II) ion to 

bind and to determine how closely the model recreates the native copper binding site 

structure.  Protein structure can be determined qualitatively in several ways, however x-

ray crystallography and NMR spectroscopy are the only two ways in which a high-

resolution, three dimensional structure can be determined (17).  In light of this, research 

began by purifying the protein in order to grow crystals of the mutant.  Obtaining pure 

Az-PHM is vital because growing diffraction-quality crystals depends on the purity of the 

protein sample (18). 

 

Chapter 1.3 Az-PHM Purification  

Az-PHM was purified from BL21* E. coli cells previously infected with a pET9a 

expression vector containing a gene for the azurin preprotein from the bacterium 

Pseudomonas aeruginosa (15).  Cell colonies were cultured for 5-8 hours in LB media 

containing Kanamycin in a shaking incubator at 37°C and then again overnight in a 2x 

yeast-tryptone (2xYT) medium containing 16 g bactotryptone, 10 g yeast extract, 5 g 

sodium chloride and 50 mg kanamycin per liter of media for 12-14 hours at 30°C.  After 

cells reached an optical density of >1.5 at 600 nm, the cultures were induced with 

isopropyl ɓ-D-1-thiogalactopyranoside (IPTG) to a concentration of ~0.07 g/L of culture 

and then incubated for another 3 hours.  The induction with IPTG caused the azurin gene 

to be aggressively translated and transcribed from the pET9a plasmid. 
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Cells were pelleted via centrifugation and then lysed through osmotic shock.  The 

first step in shocking the cells was suspension of the cell pellet at 37°C in a sucrose 

solution consisting of 20% (w/v) sucrose, 1 mM EDTA and 39 mM Tris.  After 

subsequent centrifugation, the resulting pellets were resuspended in purified H2O at 4°C 

for ~10 minutes causing the cells to swell, breaking the cell wall.  Because the azurin 

preprotein gene includes code for a 19 amino acid leader sequence that sends the finished 

protein to the periplasm, Az-PHM is released into solution after cell wall lysis leaving 

behind intact plasma membranes.  A third round of centrifugation follows osmotic shock 

to separate Az-PHM from the cell lysate. 

In order to further purify Az-PHM from other proteins in the periplasmic 

supernatant, sodium acetate at pH 4.1 was added to a final concentration of ~50 mM to 

precipitate the unwanted protein.  After a final round of centrifugation, Az-PHMôs 

isoelectric point of ~5.1 was utilized in cation-exchange chromatography.  SP-Sepharose 

resin, which consists of negatively-charged sulfonate groups, was added to the 

supernatant.  Because a pH of 4.1 was maintained during this step, the sulfonate groups 

on the resin bind the positively-charged Az-PHM.  The resin was washed in the SP-

column before increasing the pH to 6.35, a pH above its isoelectric point, to elute Az-

PHM.  Next, the protein was added to an anion-exchange column containing Q-

Sepharose resin equilibrated to a pH of 6.35 with 50 mM ammonium acetate.  At this pH, 

other proteins in the solution bind to the positively-charged amino groups of the resin, 

allowing Az-PHM to flow through in a fairly pure form.  Lastly, a size-exclusion column 

containing Sephadex resin separated any proteins in solution by their size.  Before 

running the column, the Az-PHM in solution was titrated with copper. 

Throughout the purification, the presence and concentration of Az-PHM was 

determined using the unique spectroscopic properties of azurinôs T1 copper site.  When 

copper is titrated into a sample of apo azurin, each azurin active site binds a copper(II) 

ion tightly and electrons from the copper are covalently shared with the sulfur of Cys112.  

This bonding characteristic gives rise to a very intense SƂCu(II) charge transfer band at 

~625 nm (3).  To calculate the concentration of Az-PHM, a UV-visible spectrum of the 

apo form of the protein is obtained and overall protein concentration is determined using 
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Beerôs Law, absorbance at ~280 nm and a molar absorptivity of 8440 M
ï1

cm
ï1

.  One 

equivalent of copper is titrated into the measured sample and a spectrum of holo Az-PHM 

was obtained.  Knowing that azurinôs molar absorptivity is 5000 M
ï1

cm
ï1

 at ~625 nm, 

Az-PHMôs concentration was determined by measuring the absorbance of the signature 

peak near 625 nm (15). 

This spectroscopic characteristic was also used to assess the purity of the fractions 

from the size-exclusion column.  A pure sample of Az-PHM should ideally produce a 

spectrum where the ratio of absorbance at 280 nm to the absorbance at 625 nm is equal to 

1.8.  This ratio was calculated for each fraction that eluted from the size-exclusion 

column.  Typically, fractions ~40 to 43 gave ratios close to 1.8 and were noticeably 

smaller than the ratios of fractions ~20-39.  This trend is visible in Figure 1.4 where 

fractional ratios for the first two growths of Az-PHM are shown. 
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Figure 1.4. Graph showing the purity ratios of fractions containing Az-PHM from 
the size-exclusion column. A ratio of 1.8 indicates a pure Az-PHM sample. 

Protein purity was also examined using sodium dodecyl sulfate polyacrylamide 

gel electrophoresis (SDS-PAGE).  Small samples of Az-PHM taken before and after the 

size exclusion column were run down an SDS gel and analyzed for contamination by 

other proteins.  Figure 1.5 shows a gel containing samples from two purifications.  Lane 1 

contains a protein ladder.  Lanes 2 and 3 contain samples before running the gel-column.  
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Lanes 4 and 5 contain samples from fractions between ~25-39 while protein from 

fractions ~40-43 is found in lanes 6 and 7. 

1         2        3        4        5         6         7      8

Lane 1: Protein Ladder

Lane 2: G1 pre-gel column

Lane 3: 1st G2 pre-gel column

Lane 4: G1 post-gel column (fractions 24-39)

Lane 5: 1st G2 post-gel column (fractions 25-38)

Lane 6: G1 post-gel column (fractions 40-43)

Lane 7: 1st G2 post-gel column (fractions 39-43)

Lane 8: Wild-type Azurin post-Q column

175
80
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30

25
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kDa 1         2        3        4        5         6         7      8

Lane 1: Protein Ladder

Lane 2: G1 pre-gel column

Lane 3: 1st G2 pre-gel column

Lane 4: G1 post-gel column (fractions 24-39)

Lane 5: 1st G2 post-gel column (fractions 25-38)

Lane 6: G1 post-gel column (fractions 40-43)

Lane 7: 1st G2 post-gel column (fractions 39-43)

Lane 8: Wild-type Azurin post-Q column
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Figure 1.5. Results of SDS-PAGE using Az-PHM samples taken before and after 
the size-exclusion column. Lane 1 contains a protein ladder. Lanes 2 and 3 
contain samples before running the gel-column for growths 1 and 2, respectively. 
Lanes 4 and 5 contain samples from fractions between ~25-39 while protein from 
fractions ~40-43 is found in lanes 6 and 7 from growths 1 and 2, respectively. 

In analyzing the spectroscopic ratios and the gel from SDS-PAGE, it is apparent 

that the size exclusion column was successful in purifying Az-PHM from other 

contaminants.  In analyzing the spectroscopic data, the purest protein was typically found 

in fractions 40-43.  Though the ratios for these fractions were not 1.8, they were very 

close to this ideal value and suggested a nearly pure sample.  Their purity was confirmed 

with SDS-PAGE when the resulting gel revealed single large bands which appear to be 

under 17 kDa in lanes 6 and 7.  The extra bands present in lanes 2-5 also explain the high 

spectroscopic ratios calculated for fractions ~25-39.  These bands near 25 kDa and 50 

kDa are clearly not azurin and therefore, serve to increase the spectroscopic ratios.  The 

ultrapure Az-PHM samples from fractions ~40-43 are ideal for crystallography and 

greatly increase the chances that crystals will form (18). 
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CHAPTER 2 

Chapter 2.1 Introduction 

In order to gain structural information from the Az-PHM model system, ultrapure 

protein samples were used to grow crystals for x-ray diffraction. Most crystallographers 

would agree that growing diffraction-quality protein crystals is the most time-intensive 

and least understood part of the crystallography process.  Diffraction-quality crystals are 

well-ordered gelatinous solids in which protein molecules stack together in a repeating 

pattern.  Part of the difficulty in obtaining ordered crystals is due to the irregular shape of 

most macromolecules.  Because protein molecules lack flat edges, they donôt stack well, 

compelling water molecules to form channels between the layers of stacked protein 

molecules.  Water molecules facilitate interactions between protein molecules, which 

help the crystal nucleate and grow, however, hydrogen bonding interactions are weak 

which means that protein crystals are fragile and fall apart easily.  Another factor that 

complicates stacking is the inherent chemical properties of protein molecules.  Small 

changes in the pH of the solution cause differences in charge over the surface of the 

protein molecule, making it difficult to predict conditions that will cause crystallization 

(17). 

Generally, crystallization occurs when pure, concentrated protein is placed in an 

environment that causes it to become supersaturated and precipitate out of solution.  

Supersaturation can be achieved through two different methods that are often used 

simultaneously, namely water loss and the use of a precipitating agent.  Water loss, 

typically via evaporation, causes the protein in solution to become more concentrated by 

forcing it into a smaller volume of solution.  A precipitant does a similar thing by 

immobilizing water, causing the protein to aggregate together in a smaller volume of 

solution.  Most often the precipitating agent is a salt or polyethylene glycol that is either 

diffused in or added directly to the buffered protein solution to compete for solvation and 

salt out the protein.  It can, however, be beneficial to use both salt and polyethylene 

glycol (PEG).  Depending on its concentration and the makeup of the protein, salt can 

either salt out or salt in.  Salting in describes the process of allowing the protein to more 

easily dissolve by raising the ionic strength of the solution.  Salt can also facilitate 
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protein-protein interactions by shielding repulsive charges on the surface of the protein 

molecules (18). 

After finding the exact salt and PEG concentrations coupled with the right pH and 

temperature that will yield crystals, two techniques called dehydration and cryoprotection 

can be implemented depending on the quality of the crystals and the need to protect them 

from ice crystallization during pinning and cryofreezing.  Dehydration is a process that 

involves removing water molecules from a crystal that has already formed.  Water is 

removed when crystals are equilibrated to a solution containing less water than the 

solution the crystals grew in.  By forcing water out of the crystal in this manner, the 

crystal becomes more ordered.  Cryoprotection, on the other hand, decreases ice 

formation around the crystal by providing a viscous solution to pin crystals from.  

Crystals are successively equilibrated against solutions of increasing glycerol.  The 

glycerol prevents water from forming crystalline ice which would diffract with the 

protein crystal and cause unwanted diffraction rings (ñice ringsò) to appear in the 

diffraction pattern.  The need for dehydration and cryoprotection is initially determined 

after screening crystals. 

It is necessary to screen crystals to determine if they are well-ordered (diffraction-

quality) since it is difficult to visually distinguish a good crystal from a bad crystal.  

Screening a protein crystal typically involves mounting it on an x-ray diffractometer and 

exposing it to x-ray radiation to obtain two sample diffraction images.  The reflection 

data from the images are processed, and the resulting statistics are used to assess the 

quality of the crystal. These statistics include spot intensity, mosaicity, resolution, the 

prevalence of ice rings and the accuracy of the unit cell prediction.  If the crystal is well-

ordered then reflections will be intense and have a large intensity relative to background.  

The crystalôs mosaicity, a measure of its disorder, will be low and resolution will be high, 

meaning reflections will be located far from the center of the image.  In addition to 

having no ice rings, the high quality of these three statistics helps ensure that the unit cell 

prediction is accurate. 
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Chapter 2.2 Method for Crystal Growth & Crystal Box Set-up 

Pure protein was used to set up crystal boxes that utilized the Hanging Drop 

Vapor Diffusion method.  Crystallization of the protein using this method relies on the 

diffusion of water from the protein drop into a reservoir solution below, as depicted in 

Figure 2.1. 

 
Figure 2.1. Depiction of the hanging drop vapor diffusion method, adapted from 
reference 19. Protein is located in the drop and becomes concentrated as water 
leaves the drop. 

The hanging drop vapor diffusion method calls for a hanging drop that sits in a 

sealed environment over a reservoir solution that is typically twice as concentrated with 

precipitation reagents.  Because the drop is in vapor equilibration with the reservoir 

solution, water leaves the drop in order to reach equilibrium.  As water leaves, the protein 

located in the drop becomes more concentrated.  With the right balance of salts and 

precipitating agents to facilitate protein-protein interactions, the protein will crystallize 

out of solution. 

To find conditions under which Az-PHM would crystallize, primary literature was 

consulted (20-31).  Numerous conditions were identified where azurin and variants of 

azurin had previously been crystallized using vapor diffusion (Table 2.1).  When 

crystallizing Azurin on two separate occasions, Faham et al. used Tris buffer, lithium 

nitrate, polyethylene glycol (PEG)-4000 and copper chloride (22).  These reagents were 

initially chosen to crystallize Az-PHM since a crystal structure was desired that showed a 

copper(II) in the weakly-binding T2 site designed on the surface of the protein. 
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Table 2.1. Conditions used to crystallize azurin and its variants. All conditions 
were found in primary literature. Special instructions regarding exact 
crystallization methods are not included. 

Reference 
Reservoir 

Reagents 

Drop 

Reagents 

Protein 

Concentration 

20 

0.1 M Acetate pH 5.5 

3.2 M (NH4)2SO4 

0.5 M LiNO3 

0.1 M Acetate pH 5.5 

2.0 M (NH4)2SO4 

0.3 M LiNO3 

10 mg/mL 

21 3.4 M Na/KPO4 pH 6.0 1.7 M Na/KPO4 pH 6.0 14 mg/mL 

22 

0.1 M TrisHCl pH 8.0 

0.1 M LiNO3 

25% PEG-4000 

20 mM CuCl2 

0.05 M TrisHCl pH 8.0 

0.05 M LiNO3 

12.5% PEG-4000 

10 mM CuCl2 

10 mg/mL 

23 

0.1 M Tris pH 8.0 

0.1 M LiNO3 

30%(w/v) PEG-4000 

20 mM CuCl2 

0.05 M Tris pH 8.0 

0.05 M LiNO3 

15%(w/v) PEG-4000 

10 mM CuCl2 

15 mg/mL 

24 

0.1 M Imidazole pH 6.0-8.0 

0.1 M LiNO3 

25-38% PEG-4000/8000 

6.25 mM CuCl2 

0.05 M Imidazole pH 6.0-8.0 

0.05 M LiNO3 

12.5-18% PEG-4000/8000 

3.125 mM CuCl2 

10-15 mg/mL 

25 

0.1 M Imidazole pH 8.0 

0.1 M LiNO3 

20% PEG-8000 

0.05 M Imidazole pH 8.0 

0.05 M LiNO3 

10% PEG-8000 

13 mg/mL 

26 

0.1 M Imidazole pH 7.0 

0.1 M LiNO3 

20% PEG-4000 

0.05 M Imidazole pH 7.0 

0.05 M LiNO3 

10% PEG-4000 

15 mg/mL 

27 

0.1 M Imidazole pH 7.0 

0.1 M LiNO3 

20% PEG-4000 

0.05 M Imidazole pH 7.0 

0.05 M LiNO3 

10% PEG-4000 

15 mg/mL 

28 

0.1 M Citric acid pH 3.2 

0.1 M LiNO3 

20-24% PEG-4000 

0.05 M Citric acid pH 3.2 

0.05 M LiNO3 

10-12% PEG-4000 

15 mg/mL 

29 

0.1 M Imidazole pH 7.0 

0.1 M LiNO3 

20% PEG-4000 

0.05 M Imidazole pH 7.0 

0.05 M LiNO3 

10% PEG-4000 

15 mg/mL 

30 

0.22 M acetate pH 6.0 

0.2 M CaCl2 

25% PEG-4000 

7.5-10 mg/mL 

31 

0.08 M Na acetate pH 6.0 

0.24 M LiNO3 

0.24 M CaCl2 

25% PEG-8000 (or 4000) 

0.04 M Na acetate pH 6.0 

0.12 M LiNO3 

0.12 M CaCl2 

12.5% PEG-8000 (or 4000) 

1 mM 

Besides the reagents chosen initially, azurin was also commonly crystallized in 

buffers such as imidazole and acetate, other salts such as calcium chloride, copper such as 

copper sulfate and other precipitating agents such as PEG at molecular weights 600, 

1000, 2000 and 8000 (Table 2.1).  Combinations of all these reagents at various 

concentrations were explored using 24-well crystal boxes.  The 24-well plates have four 
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rows (labeled A, B, C and D) with six reservoirs in each row (labeled 1, 2, 3, 4, 5 and 6).  

An example of the conditions used in one of the crystal box trials, called ñBox #70ò, is 

presented in Table 2.2.  In setting up the box, the buffer, salt, precipitant, copper and 

water were mixed in each of the 24 reservoirs and final concentrations of these reagents 

in each reservoir (denoted A1, A2, A3é through D5, D6) are indicated in parentheses in 

Table 2.2. Then after mixing reservoir solutions, 2 ɛL was taken from well A1 and mixed 

with 2 ɛL of purified Az-PHM on a coverslip.  The purified Az-PHM used in crystal box 

set-up had concentrations between 25-35 mg/mL (or 1.8-2.5 mM).  Lastly, the coverslip 

was sealed over the respective reservoir and the process was repeated for the remaining 

23 wells. 
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Table 2.2. Example of crystal conditions (Box #70). All concentrations in 
parentheses are final concentrations in the reservoir solution. The drop above 
each reservoir contained 2 ɛL of water, 2 ɛL of 29.5 mg/mL Az-PHM in 50 mM 
imidazole pH 8.07 and 2 ɛL of reservoir (for drops over row A, 2 ɛL from A3; for 
drops over row B, 2 ɛL from A4; for drops over row C, 2 ɛL from A5; for drops 
over row D, 2 ɛL from A6). 

 2.0 M Imidazole pH 8.02 5.0 M LiNO3 50% PEG-8000 0.1 M CuCl2 Millipore H 2O 

A1 25 µL (0.05 M) 0 µL 260 µL (13%) 50 µL (0.005 M) 665 µL 

A2 25 µL (0.05 M) 0 µL 220 µL (11%) 50 µL (0.005 M) 705 µL 

A3 25 µL (0.05 M) 0 µL 180 µL (9%) 50 µL (0.005 M) 745 µL 

A4 25 µL (0.05 M) 0 µL 140 µL (7%) 50 µL (0.005 M) 785 µL 

A5 25 µL (0.05 M) 0 µL 100 µL (5%) 50 µL (0.005 M) 825 µL 

A6 25 µL (0.05 M) 0 µL 60 µL (3%) 50 µL (0.005 M) 865 µL 

 

 2.0 M Imidazole pH 8.02 5.0 M LiNO3 50% PEG-8000 0.1 M CuCl2 Millipore H 2O 

B1 25 µL (0.05 M) 0 µL 260 µL (13%) 50 µL (0.005 M) 665 µL 

B2 25 µL (0.05 M) 0 µL 220 µL (11%) 50 µL (0.005 M) 705 µL 

B3 25 µL (0.05 M) 0 µL 180 µL (9%) 50 µL (0.005 M) 745 µL 

B4 25 µL (0.05 M) 0 µL 140 µL (7%) 50 µL (0.005 M) 785 µL 

B5 25 µL (0.05 M) 0 µL 100 µL (5%) 50 µL (0.005 M) 825 µL 

B6 25 µL (0.05 M) 0 µL 60 µL (3%) 50 µL (0.005 M) 865 µL 

 

 2.0 M Imidazole pH 8.02 5.0 M LiNO3 50% PEG-8000 0.1 M CuCl2 Millipore H 2O 

C1 25 µL (0.05 M) 0 µL 260 µL (13%) 50 µL (0.005 M) 665 µL 

C2 25 µL (0.05 M) 0 µL 220 µL (11%) 50 µL (0.005 M) 705 µL 

C3 25 µL (0.05 M) 0 µL 180 µL (9%) 50 µL (0.005 M) 745 µL 

C4 25 µL (0.05 M) 0 µL 140 µL (7%) 50 µL (0.005 M) 785 µL 

C5 25 µL (0.05 M) 0 µL 100 µL (5%) 50 µL (0.005 M) 825 µL 

C6 25 µL (0.05 M) 0 µL 60 µL (3%) 50 µL (0.005 M) 865 µL 

 

 2.0 M Imidazole pH 8.02 5.0 M LiNO3 50% PEG-8000 0.1 M CuCl2 Millipore H 2O 

D1 25 µL (0.05 M) 0 µL 260 µL (13%) 50 µL (0.005 M) 665 µL 

D2 25 µL (0.05 M) 0 µL 220 µL (11%) 50 µL (0.005 M) 705 µL 

D3 25 µL (0.05 M) 0 µL 180 µL (9%) 50 µL (0.005 M) 745 µL 

D4 25 µL (0.05 M) 0 µL 140 µL (7%) 50 µL (0.005 M) 785 µL 

D5 25 µL (0.05 M) 0 µL 100 µL (5%) 50 µL (0.005 M) 825 µL 

D6 25 µL (0.05 M) 0 µL 60 µL (3%) 50 µL (0.005 M) 865 µL 
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Chapter 2.3 Dehydration and Cryoprotection of Crystals 

Crystal boxes were stored at room temperature or at 4°C in a walk-in cold room.  

The boxes were checked daily over the span of days and weeks.  Crystals often appeared 

within 24 hours, with typical growth times requiring 3-7 days.  After crystals appeared to 

stop growing, some crystals were selectively removed from the drops to be dehydrated 

and cryoprotected following methods adapted from Heras et al. (32).  To perform the 

dehydration, crystals were transferred into new reservoir solutions containing the exact 

conditions they were grown under with two exceptions: 1) the amount of PEG was 

increased by one-third and 2) glycerol was added to give a final 10% (v/v) reservoir 

solution.  For example, if crystals from well A4 of Box #70 needed to be dehydrated, a 

dehydration reservoir would be set up with conditions described in Table 2.3.  Typically 

dehydration was carried out at 4°C in which case the original box and the dehydration 

reservoir would first equilibrate to 4°C for 2 hours.  The transfer of crystals was also 

completed at 4°C by quickly moving them from their original drop to a new coverslip 

with a 5 ɛL drop of solution from the dehydration reservoir.  The drop was then sealed 

over the dehydration reservoir to equilibrate for approximately 12 hours at 4°C. 

Table 2.3. Dehdyration conditions for crystals from Box #70, well A4. 

 2.0 M Imidazole pH 8.02 Glycerol 50% PEG-8000 0.1 M CuCl2 Millipore H 2O 

A4 25 µL (0.05 M) 100 µL 186 µL (9.3%) 50 µL (0.005 M) 639 µL 

After dehydration, the crystals were cryoprotected in a similar way.  For each well 

of crystals being dehydrated, three reservoirs of cryoprotection solution were set up.  

Cryoprotection conditions are identical to dehydration conditions with one exception: the 

amount of total glycerol in each of the reservoirs increased successively from 15 to 20 to 

25%.  For example, if the dehydrated crystals from well A4 of Box #70 needed 

cryoprotection, three reservoirs of solution would be set up using the reagents shown in 

Table 2.4.  After setting up the wells, they equilibrated at 4°C for 2 hours. 
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Table 2.4. Cryoprotection conditions for crystals from Box #70, well A4. 

 2.0 M Imidazole pH 8.02 Glycerol 50% PEG-8000 0.1 M CuCl2 Millipore H 2O 

15% 25 µL (0.05 M) 150 µL 186 µL (9.3%) 50 µL (0.005 M) 589 µL 

20% 25 µL (0.05 M) 200 µL 186 µL (9.3%) 50 µL (0.005 M) 539 µL 

25% 25 µL (0.05 M) 250 µL 186 µL (9.3%) 50 µL (0.005 M) 489 µL 

Using the same technique described for dehydration, crystals were first 

transferred from the dehydration drop into the cryoprotection drop containing 15% 

glycerol.  After equilibrating for only 10 minutes, the crystals were next transferred to the 

drop containing 20% glycerol.  The process was then repeated for the third and final 25% 

glycerol drop.  After a final 10 minutes of equilibration, the crystals were immediately 

pinned and frozen in liquid nitrogen.  Pinning the Az-PHM protein crystals involved 

looping the crystals with a nylon cryoloop and quickly plunging them into a dewar 

brimming with liquid nitrogen. The instantaneous freezing process was important 

because freezing crystals in a dewar that was not filled could result in a more gradual 

cooling of the crystal as it moves through cool, foggy air.  Slower freezing is known to 

result in more crystalline ice forming on the outside of the crystal, prevent nice glass 

formation of the cryoprotection solvent and lastly, create non-uniformity within the 

crystal.  After pinning and cryofreezing, crystals were stored in a liquid nitrogen dewar 

until they were screened for quality. 

 

Chapter 2.4 Method for Screening and Predicting a Unit Cell 

The quality of the Az-PHM protein crystals was assessed by obtaining their 

diffraction images.  Crystals were carefully mounted in a Rigaku R-Axis Rapid II 

Diffractometer and maintained at a temperature of -150°C with a nitrogen generator and 

helium compressor system. The crystals were exposed to copper KŬ radiation (ɚ = 

1.541870) at a voltage of 50 kV and current of 40 mA.  These x-rays were transmitted by 

a flat graphite monochromator to a 0.3 mm collimator with special capillary optics.  Two 

diffraction images were collected 90° apart, with a 0.5° oscillation width and 5-minute 

exposure times.  The resulting images were processed with Rigakuôs CrystalClear 2.1 

software in the macromolecular processing mode.  Using the built-in d*TREK processing 
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suite, the software determined the crystalôs unit cell and used it to predict the location of 

the reflections on the two images.  The steps for processing the reflection data using 

CrystalClear 2.1 are outlined in the rest of this section. 

Before the crystal was exposed to radiation, certain software parameters were set 

regarding the crystal and the type of x-ray radiation being used.  In the Setup window 

(Figure 2.2) are six tabs: Main, Crystal1, Crystal2, Detector, X-Ray Source and Notes.  

The parameters that were typically used are shown in the Figures.  Under the Main tab 

(Figure 2.2), values were typically entered for Temperature.  In the Crystal1 tab (Figure 

2.3), Size (X (mm), Y (mm), Z (mm)), Color, Mount, and Morphology were recorded.  In 

the Crystal2 tab (Figure 2.4), Space group (always Unknown) and the Molecular formula 

of Az-PHM (C610H959N165O191S10Cu3) were entered.  (Three copper atoms were entered 

because Az-PHM was titrated with one copper and two or three additional copper atoms 

were anticipated to bind to the protein molecule since the crystal was grown in solution 

containing free copper.)  The Detector tab (Figure 2.5) contained information that the 

instrument automatically records.  The X-Ray Source tab (Figure 2.6) required Optics 

Type, collimation type, Voltage (kV), Current (mA), Element and Source type to be 

specified.  Finally, any other details about the crystal or its diffraction were recorded 

under the Notes section. Many of the parameters entered in the Setup window are used in 

data processing and also appear in the CIF file generated after the structure is solved. 
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Figure 2.2. d*TREK Setup dialog box in CrystalClear 2.1 showing the Main tab 
where Temperature and Crystal ID were entered. All other parameters are 
default. 
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Figure 2.3. d*TREK Setup dialog box in CrystalClear 2.1 showing the Crystal1 
tab where Size, Color, Mount and Morphology were entered. All other 
parameters are default. 
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Figure 2.4. d*TREK Setup dialog box in CrystalClear 2.1 showing the Crystal2 
tab where Space group and Molecular formula were entered. All other 
parameters are default. 
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Figure 2.5. d*TREK Setup dialog box in CrystalClear 2.1 showing the Detector 
tab where no parameters were entered. All parameters are default. 
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Figure 2.6. d*TREK Setup dialog box in CrystalClear 2.1 showing the X-Ray 
Source tab where Optics Type, collimation type, Voltage (kV), Current (mA), 
Element, and Source type were entered. All other parameters are default. 

Once all Setup parameters were entered and the crystal was centered in the x-ray 

beam, the crystal was exposed to copper X-ray radiation and two diffraction images were 

collected.  An example of two typical screen images is shown in Figure 2.7.  The two 

image files each contain their own header that records any experimental settings such as 

beam location, image dimensions, exposure time, and oscillation width. 
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Figure 2.7. Typical screen images that are 0.5° in oscillation width. These images 
were taken 90° apart. 

The first step in determining the unit cell involves locating reflections on the two 

screened images.  All reflection peaks have an associated intensity relative to average 

background noise.  The ratio of intensity to the standard deviation of average background 

noise (denoted I/Sigma, I/SigI or I/ůI in CrystalClear) is one parameter used in finding 

reflections, seen in Figure 2.8.  The default I/Sigma value is 5.00 which was typically 

used but can be raised or lowered as needed.  This value is significant because any 

reflections having an I/Sigma value below the designated cutoff are not considered spots 

and therefore, not included in the reflection list that the software passes on to indexing 

(33).  Many protein crystallographers use I/Sigma values of 2 or 3 for clean diffraction 

images. For images with many spots including twins or noise, it may be best to use 

I/Sigma values of 10 to be sure that only the strongest spots are used in unit cell 

determination. 
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Figure 2.8. The Main tab of the d*TREK Find Spots dialog box in CrystalClear 
2.1. The dialog box pictured is an example of typical parameters used when 
screening a crystal. 

Other advanced settings associated with finding spots can also be changed 

depending on the size and intensity of the reflections produced during screening.  These 

settings shown in Figure 2.9 were always used when finding spots. 
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Figure 2.9. The Advanced tab of the d*TREK Find Spots dialog box in 
CrystalClear 2.1. This dialog box shows default parameters that are typically 
used when screening a crystal. 

Once reflections have been located, a list of spot locations is passed on to the 

indexing stage where a unit cell, space group, orientation and Bravais lattice type are 

determined for the crystal being screened.  The Index spot function in CrystalClear 2.1, 

shown in Figure 2.10, was used for this purpose.  The Unknown option under space group 

was always selected so that the software was not biased in predicting any particular unit 

cell.  A Maximum resolution may be specified which only allows spots out to a certain 

resolution to be included in indexing.  The User chooses solution option was always 

selected because this instructs the software to show a list of possible unit cells after 

indexing is complete (33). 
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Figure 2.10. The Main tab of the d*TREK Index Spots dialog box in CrystalClear 
2.1. Space group, reflection lists, and resolution limits can be specified for 
indexing. 

Parameters on the Advanced tab shown in Figure 2.11 are default and were rarely 

changed because indexing is especially robust in d*TREK (33).  Max cell length was not 

changed to anything other than 0 because doing so tended to limit the number of resulting 

solutions listed.  Decreasing the Max residual also resulted in fewer unit cell options to 

choose from when indexing was complete.  By changing I/SigI, reflections that do not 

exceed that cutoff value were excluded from indexing.  The Deice option was selected so 

that reflections appearing where ice rings normally show diffraction were not used in 

indexing.  Lastly, it was common for the Beam check to remain deselected, but indexing 

results are not negatively impacted opting to check the beam.  When the beam was 

checked, a radius of 25 was searched for a valid radius of 20.  If no better beam location 

was detected, the software used the location listed in the image headers. 
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Figure 2.11. The Advanced tab of the d*TREK Index Spots dialog box in 
CrystalClear 2.1. The default parameters displayed were always used when 
screening a crystal. 

Because the User chooses solution option was selected, a window displaying 

several unit cells opened after indexing was complete, as seen in Figure 2.12.  Solutions 

were listed in order of symmetry, the most symmetrical unit cell appearing first on the 

list.  The software highlighted the most probable solution and orientation.  Occasionally, 

the unit cell that the software deemed the most probable solution was not the correct cell.  

A unit cell that had a Least Sq (least square residual) value of 2.5 or greater was not 

typically a valid cell (33). 
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Figure 2.12. Sample Index Results where solutions are listed in order of 
symmetry. The highlighted solution and orientation are results that the software 
deems most probable. 

Once a unit cell solution and orientation matrix were selected, refinement of these 

values as well as detector and source positions was performed.  The refinement reduced 

differences found between the observed reflection locations and the locations that were 

calculated using the indexing solutions.  The refinement software (Figure 2.13) was 

always set to Refine on Images rather than refining the reflection list generated after 

finding spots. The same screen images used to find spots (like those in Figure 2.7) were 

used in refinement.  The option to constrain the unit cell according to symmetry was 

always selected to prevent the software from changing the symmetry of the cell when 

refining its dimensions.  The refinement Macro Most was used because it was 

recommended by Rigaku.  This macro has designated parameters such that resolution 

Min and Max are set to 0.00, I/ů(I) to 5.00, and Cycles to 100.  It also has designated 

rejection limits of 0.5 for X(mm) and Y(mm) and 1.0 for Rot.(deg) (33).  The Macro All 

can be used as it allows certain rotation and translation values between the detector and 

source to be refined, however, this refinement is not essential since only two screen 

images are used (34). 
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Figure 2.13. The Main tab of the d*TREK Refine Cell window in CrystalClear 2.1. 
The parameters shown are default with the exception of Refine on Images where 
both screen images are used. 

There are few advanced refinement parameters, none of which were changed from 

what is shown in Figure 2.14.  The Global refinement option was not used since it has 

been disabled in this software version.  Wide slice refinement is defaulted at none because 

the screen images taken do not qualify as wide slice since they are smaller than three 

degrees (33). 

 

Figure 2.14. Default parameters on the Advanced tab of the d*TREK Refine Cell 
window in CrystalClear 2.1. 
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Refinement commenced by hitting Run.  As multiple rounds of refinement took 

place, the mosaicity and the ratio of rejected reflections out of total reflections were 

monitored.  When these values did not change appreciably, refinement was considered 

complete.  This typically took three to five runs of refinement.  Because the software 

refined on images, it was possible to graphically see specific reflections that were 

rejected on the screen images (surrounded by a red circle).  With the newly refined unit 

cell dimensions and positions for the detector and source, calculated reflections could 

then be predicted and subsequently displayed on the screen images. 

 

Figure 2.15. The Main tab of the d*TREK Predict Spots window in CrystalClear 
2.1. A Maximum resolution of 2.0 Å was often used for screen images. 

The last stage of screening was calculating predicted reflection positions and 

comparing them to the actual, observed locations.  As demonstrated in Figure 2.15, 

screen images 1-2 were used and the Crystal mosaicity value was automatically carried 

over from refinement.  A Maximum resolution was usually entered depending on how 

well the crystal diffracted.  A value of 2.00 was routinely used since many crystals that 
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were screened did not have spots beyond 2.0 Å.  If spots were visible beyond 2.0, the 

resolution maximum was lowered appropriately. 

 

Figure 2.16. Sample prediction results. Mosaicity and refined unit cell parameters 
are deemed correct due to the accurate predictions for almost all reflections. 

Calculated reflections are based on the unit cell and orientation matrix and 

visually appear on the screen images (Figure 2.16).  The images were compared to the 

calculated reflections (blue circles) to identify the degree to which the software could 

predict the location of the spots on the images.  If most predicted circles were centered on 

spots, the unit cell assigned to the crystal was deemed correct.  (Not all of the spots will 

be predicted because some are not Bragg reflections.)  The prediction also indicated 

whether or not the CrystalClear software accurately estimated mosaicity.  An appropriate 

mosaicity was estimated when almost all spots were predicted.  When only some of the 

spots were accurately predicted, the mosaicity estimation was low, while a high mosaicity 

estimate was indicated by many predictions that were observed at locations where no 

actual spot existed. 

 

Chapter 2.5 Judging Criteria and General Results/Discussion 

Predicting a unit cell accurately largely depends on the quality of several factors 

such as reflection intensity, resolution, crystal mosaicity and to some extent, the lack of 
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ice rings.  These four criteria were the basis for characterizing the diffraction quality of 

the crystals.  High-quality crystals were those that had intense reflections, resolution 

beyond 2.0 Å, mosaicities less than 0.60 and very minimal to no ice rings.  All criteria, 

with the exception of ice rings, relate to the degree of order inherent in the crystal. 

The ratio of reflection intensity relative to background noise is expressed as I/ů 

and is one criterion that determines the strength of the data.  While screening crystals, it 

was commonly observed that large crystals gave more intense reflections upon 

diffraction, which is consistent with the findings of Fox & Karplus (35).  Theoretically, 

the intensity of a given reflection is directly related to the number of x-rays that are 

scattered and converge at the image plate.  Because a larger crystal contains more 

repeating units and takes up more of the beam, more x-rays will be scattered.  Thus, 

reagent conditions were optimized to obtain large crystals for screening in order to avoid 

collecting weak data. 

There are several ways that protein growth can be controlled to yield sizeable 

crystals, and within a particular buffer system, trends occur that allow for such 

optimization.  The clearest example of reagent optimization is shown in Figure 2.17, 

where a similar azurin mutant (with only 1 amino acid difference from Az-PHM) was 

crystallized using two different molecular weights of polyethylene glycol (PEG).  There 

is a distinct difference in size between crystals grown in PEG-4000 (columns 1, 3 and 5) 

and those grown in PEG-8000 (columns 2, 4 and 6).  With the exception of the type of 

PEG used, drop conditions are identical between columns 1 & 2, between columns 3 & 4 

and between columns 5 & 6.  It is unmistakable that for this particular buffer system, 

crystals grown with PEG-8000 are larger than those grown with PEG-4000.  The 

concentration of PEG also affects size.  Moving across a pair of columns in a given row, 

the concentration of PEG decreases which causes a fewer number of large crystals.  The 

number of crystals in a given well is proportional to the size of the crystals.  Optimizing 

conditions that produced large crystals ensured that an incorrect unit cell prediction was 

not because of weak reflections. 
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Figure 2.17. Box #58 at ~5 days of an azurin variant with 1 residue difference 
than Az-PHM. Conditions are identical within column pairs (1 & 2, 3 & 4, and 5 & 
6) with the exception of the type of PEG used. PEG-4000 was used in columns 1, 
3, and 5 whereas PEG-8000 was used in columns 2, 4 and 6. The concentration 
of PEG decreases across the row from left to right. 

There are two probable reasons for the growth of large crystals in a solution 

containing a small PEG concentration.  When a drop has more water, it takes longer to 

equilibrate with the reservoir solution below which means that saturation of the drop 

happens gradually.  Thus, fewer nucleation sites result which correlates with the growth 

of larger crystals.  It could also be that because there is less PEG in the drop, there is 

more mobile water and Az-PHM is not as concentrated.  This would also result in less 

nucleation.  In either case, once saturation is reached and nucleation begins, crystals start 

to grow and the concentration of protein decreases even though the volume of the drop 

gets smaller (35).  This seems plausible because Wilson et al. found that as the number of 

crystals in a given drop decreased, their average size increased (36).  Fehrer also found 

that when crystals grow quickly they tend to be numerous and small (37). 

Consistent with these findings by Wilson and Fehrer, imidazole concentration can 

also be varied to optimize crystal nucleation and size.  For this particular buffer, when the 

concentration of imidazole was decreased, nucleation and crystallization occurred within 

hours, resulting in many tiny crystals.  The photographs in Figure 2.18 from Box #65 

were taken after ~24 days.  The concentration of imidazole in the drop increases from 

row A (5 mM) down to Row D (20 mM).  With the exception of imidazole, drops within 
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a given column have identical reagent concentrations.  It is clear that the presence of 

imidazole decreases the number of nucleation sites, resulting in fewer and larger crystals. 

 

Figure 2.18. Box #65 at ~24 days of Az-PHM in imidazole at pH 8.0. Conditions 
are identical within columns with the exception of the amount of imidazole used. 
Imidazole concentration is consistent across a row but increases down a column. 
PEG concentration decreases across a row from left to right but is consistent 
down a column. 

Growing and screening large crystals provides strong reflection data, however, 

one of the trade-offs of obtaining strong data is large mosaicity values.  This is consistent 

with what was observed.  Mosaicity, the second criterion, is a measure of the degree of 

overall disorder within a crystal.  The root of this word, mosaic, is a great description of 

this concept because it suggests that although a crystal may appear to be one crystal, it is 

really composed of little crystals regularly referred to as mosaic blocks.  Large crystals 

have higher mosaicities simply because there is more opportunity for disorder.  More 

abstractly put, if mosaic blocks do not stack properly early on in crystal formation, even 

small disorder can be exaggerated as the crystal grows larger. 

In order to combat the problem of high mosaicities in the Az-PHM crystals, two 

approaches were used.  The first approach worked toward growing crystals more slowly, 

and the second called for dehydration of the crystals that had already formed.  In order to 

cause slower crystal formation, protein drops were diluted with water, which increased 

the total volume of the drop.  Typically, a volume of 2 ɛL was added to the drops, which 

1           2          3        4      5    6 

A 
 

 
 
B 
 

 
 
C 
 

 
 
D 



    

35 

contained 2 ɛL of protein and 2 ɛL of the reservoir solution. Larger drops equilibrate at a 

slower rate and as water is lost from the drop slowly over time, the protein does not reach 

saturation as quickly.  Diluting Az-PHM protein drops with water caused crystals to 

increase in size over a longer period of time, but there was no statistical drop in 

mosaicity.  This may be because the protein drops were only diluted by 2 ɛL of water at 

the most.  Increasing the volume of the drop by a greater amount may lead to even larger 

crystals with smaller mosaicities. 

Because the first approach was largely unsuccessful, a technique called 

dehydration was used.  In theory, dehydrating crystals after they have formed removes 

excess water and causes mosaic blocks within the crystal to shift to become more 

ordered.  Mosaicity values collected from crystals with and without dehydration are 

shown in Table 2.5 below.  The dehydrated Az-PHM crystals show a marked 

improvement in mosaicity values when compared to those that were not dehydrated. 

Table 2.5. Mosaicity comparison of crystals from two wells with identical 
conditions. Crystals in well C1 were dehydrated and show much lower 
mosaicities than crystals from well D2 which were not dehydrated. 

Box #, well # Crystal Dehydrated? Mosaicity (°) 

68, D2 

Y13 No ----- 

Y14 No 0.55 

Y15 No 0.99 

Y16 No 0.62 

69, C1 

BB1 Yes 0.41 

BB2 Yes 0.48 

BB3 Yes 0.48 

BB4 Yes 0.36 

The third criterion, resolution, is also directly affected by the order within a 

crystal.  The more ordered a crystal is, the higher the resolution will be.  Because high 

resolution reflections are located where x-rays diffracted at higher angles must converge, 

the impact of thermal motions and crystal disorder is greater, making these reflections 

less intense or non-existent.  Because of this phenomenon, it is difficult to obtain high 

resolution data.  Resolution can be improved, however, by diffracting crystals at low 
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temperatures to slow down thermal motions and by growing crystals with more order.  

Seemingly, crystals that are grown at a slower rate will be more ordered because given 

time, protein molecules will add to the crystal more purposefully instead of hastily. 

Unfortunately, large Az-PHM crystals grown at a slower rate did not diffract to a 

higher resolution.  The best explanation for this is that the large crystals that were grown 

slowly did not have improved mosaicities, and because crystal disorder has a great impact 

on high-resolution reflections, there were none that appeared on the diffraction pattern.  

However, because dehydration gave an improvement in mosaicities, there should also be 

an improvement in resolution, which is precisely what was observed.  Diffraction patterns 

seen in Figure 2.19, illustrate this improvement.  The patterns in these photos come from 

two wells with the same conditions except for PEG concentration in the drop.  Crystals 

that were dehydrated consistently showed reflections between 2.0-2.5 Å and often times 

showed reflections beyond 2.0 Å, while the crystals not treated do not show diffraction 

between 2.0-2.5 Å. 

(a)    

(b)    

Figure 2.19. Diffraction patterns from crystals grown in (a) Box #70, well B1 and 
(b) Box #68, well D2. The only difference in crystallography conditions between 
(a) and (b) is that the drop in (a) contained 2 ɛL of reservoir solution with 5% 
PEG-8000 whereas the drop in (b) contained 7% PEG-8000. 
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Besides growing large crystals and using dehydration, a final technique called 

annealing was attempted in which a frozen crystal placed in the nitrogen stream was 

warmed for short time and then frozen again in the stream.  This technique was mildly 

successful regarding resolution, but unfortunately, mosaicity values increased 

dramatically.  The diffraction patterns in Figure 2.20 show reflections prior to annealing 

(left) and after annealing (right).  The resolution improved from 2.0-2.5 Å, but in almost 

all cases, mosaicity values doubled. 

  

Figure 2.20. Diffraction patterns from Z9 crystal harvested from Box #67, well C1. 
The pattern on the left was obtained before annealing and the pattern on the right 
after annealing for 15 seconds. 

The fourth and final criterion used to judge a crystalôs quality is the presence of 

ice rings.  Ice rings are intense rings visible on a diffraction image due to crystalline ice 

formation during freezing.  Flash-freezing is an important last step in preparing a crystal 

for screening as crystalline ice can form from water vapor in the air or from liquid in the 

drop that is looped up during pinning.  Sometimes ice rings do not affect the diffraction 

of the crystal itself, but they can be a hindrance in predicting the unit cell because they 

appear on the diffraction pattern.  Though the CrystalClear software can compensate for 

ice rings, it is best to avoid them since the software omits all data obscured by ice rings. 

To freeze a protein crystal efficiently, the pinned crystal must move from room 

temperature air to the liquid nitrogen at ï210 °C as quickly as possible.  A sharp 

temperature gradient was created by filling a dewar to the brim in order to provide a 

uniform transition between temperatures.  Typically, this was sufficient to prevent water 
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vapor from crystallizing.  However, preventing liquid in the drop from freezing was more 

difficult.  PEG is a natural glassing agent that immobilizes water, preventing it from 

forming into crystalline ice.  But, because many of the larger protein crystals only 

required small amounts of PEG to grow, the liquid in the drop often froze upon pinning 

and freezing crystals.  To combat this problem, many different freezing methods were 

attempted without success, however, one technique called cryoprotection consistently 

worked at avoiding ice formation from liquid in the drop.  At 4 °C, Az-PHM crystals 

were transferred between a series of three solutions each containing identical 

concentrations of reservoir reagents with an increase in PEG concentration and the 

addition of glycerol.  The higher concentration of PEG and glycerol provided enough 

glassing agent to prevent ice formation.  A visual comparison of crystals with and 

without cryoprotection is shown in Figure 2.21.  The crystal without cryoprotection 

(2.21b) has liquid from the drop that was looped during pinning and froze to give 

crystalline ice which is evident in the crystalôs corresponding screen image. The crystal 

with cryoprotection, however, is clear and ice rings are absent from its screen image. 
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(a)     

(b)      

Figure 2.21. (a) Cryoprotected crystal from Box #70, well A3. (b) Crystal from 
Box #68, well C3 that was not cryoprotected. 

After growing and screening hundreds of Az-PHM crystals, trends observed in 

crystal growth were used to control intensity, mosaicity, resolution and the formation of 

ice.  Crystals were obtained that gave strong intensities, mosaicities below 0.60, and 

resolutions beyond 2.0 Å in the absence of ice rings by reproducibly growing large Az-

PHM crystals that were subsequently dehydrated and cryoprotected.  Because diffraction-

quality crystals can be selectively grown, the collection of a full data set is possible 

wherefrom a crystal structure can be obtained. 

 

 

 

 

 


