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I. Introduction 

 

Although several authors have shown evidence that expenditure and income data obtained 

from household surveys is typically measured with a large amount of error1, there are not many 

studies using data from Latin America that address this issue.  As a result, studies that calculate 

different economic indicators, such as poverty or inequality indexes or economic mobility for 

Latin America countries, are usually contaminated by measurement error in the data (Duval 

Hernández et.al., 2006).  

 

This paper uses nationally representative panel data from Peru to estimate the effect of 

measurement error on estimated economic mobility and the growth rate of per capita 

expenditures for years 2004 to 2006. More specifically, two alternative methods proposed by 

Luttmer (2002) and Glewwe and Dang (2005) are implemented to estimate the impact of the 

measurement error on the observed variance of the logarithm of per capita expenditures. These 

results are then used to assess the relative importance of measurement error in the estimation of 

economic mobility in Peru between 2004 and 2006 by simulating the join distribution of the 

logarithm of per capita expenditures corrected for the effect of measurement error. Finally, the 

magnitude of the bias in the growth of rate of per capita expenditures by quintiles is also 

evaluated.  

 

One of the main findings of this paper is that conservative estimates suggest that measurement 

error in per capita expenditures accounts for between 11 and 13 percent of the observed 

                                                             
1 See for instance Bound and Krueger (1991) and Pischke (1995) 
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variance of per capita expenditures. Also, economic mobility indices estimated from observed 

data are upward biased by 24 to 50 percent. Finally, the results suggest that measurement error 

in per capita expenditure produces an overestimation of its growth rate that ranges from 46 to 

61 percent for the households in the first quintile, and from 39 to 43 percent for the second 

quintile. For the third quintile the overestimation in the growth rate of per capita expenditures 

is of about 40 percent. For the fourth quintile, the overestimation varies between 14 and 19 

percent. Finally, results for the fifth quintile suggest that the direction of the bias depends on 

the assumptions about the variances of the logarithm of per capita expenditures. 

 

The remaining sections of this paper are organized as follows: Section II presents a brief review 

of the more recent literature involving the assessment of the effects of measurement error on 

economic mobility and mean of expenditures. In Section III, the methods applied in this paper 

to estimate such effects are explained. Section IV describes the data to be used. Section V 

provides and discusses the results. Finally, the last section presents the main conclusions of the 

study.   

 

II. Literature Review 

 

There are several possible sources of error in expenditure data from household surveys.2 

According the typology of non-sampling error in expenditure data provided by Neter (1970), 

the following groups can be distinguished: (i) recall errors associated with the fading of 

people’s memories; (ii) telescoping errors caused by the incorrect placing of certain expenditure 

                                                             
2 See Deaton (2000) for an extensive discussion. 
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in time by respondents; (iii) reporting errors associated with respondents being overwhelmed 

either by the length of the survey or by the number of items covered; (iv) under- or over-

reporting associated with the "prestige" of the item; (v) conditioning effects associated with 

repeated interviewing; (vi) respondent effects associated with the particular member of the 

household who answers the questionnaire; (vii) interviewer effects; and (viii) effects associated 

with the design of the instrument. To these categories, Deaton (2000) adds also biases in the 

data due to non-responses or to the use of an inadequate sampling frame. 

 

Several methods have been proposed to remove the effects of measurement error on income or 

expenditure data. One of them is based on the so-called validation studies. The idea is to 

compare household survey data to other sources of information about income or expenditures, 

which usually come from administrative data.3 For instance, Bound and Krueger (1991) 

compare reported income in the U.S. from Current Population Survey data to employer-

reported Social Security earning records.  They find that the measurement error of reported 

earnings is positively auto correlated and negatively correlated with true earnings. Pischke 

(1995) obtains similar results using U.S. data from the Panel Study of Income Dynamics 

Validation. Finally, Battistin (2002) uses data from household survey to data from diary surveys 

(that are completed by the respondents) from the U.S. Consumer Expenditure Survey to 

measure the extent of measurement error in expenditure data. He obtains some evidence of 

measurement error affecting the aggregate measure of consumption both for diary and recall-

based data. In general, it is not possible to use validation studies based on survey data 

                                                             
3 See Bound, Brown, and Mathiowetz (2001) for an extensive review. 
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measured with error in developing countries due to the unavailability of administrative data 

that can be matched to household surveys.  

 

Regarding the effects of measurement error on the estimation of economic mobility, Antman 

and Mckenzie (2005) propose to construct pseudo panels from cross-sectional surveys. Instead 

of tracking individual observations, pseudo panels allow analysis of economic mobility for 

cohorts of individuals, which can be based on age, gender, education, etc. The method then uses 

cohort means within each time period in order to eliminate individual-level measurement error.  

 

The pseudo-panel approach had its critics, such as see Duval Hernández et.al. (2006) and 

Deaton (1997). First, this method might still lead to biases if there is time-varying cohort-level 

measurement error. Also the pseudo-panel analysis can entail certain biases when it fails to 

track a consistent group of individuals over time, due to events like migration, deaths, and 

household dissolution and creation. Finally, switching the analysis from individual or 

household expenditure to average cohort expenditure eliminates the possibility of studying any 

intra-cohort income mobility.  

 

An alternative to overcome the measurement error problem is based on the instrumental 

variable methodology. In particular, Glewwe and Dang (2005) propose to use second measures 

of expenditures or variables that are caused by expenditures as instruments. The method 

requires one instrument and panel data that captures households at two different points of time. 

Another instrumental variable approach has been proposed by Luttmer (2002).  His method 

allows researchers to estimate the impact of measurement error in expenditures without panel 

data, although it requires at least two instruments. In this paper both Glewwe and Dang’s and 
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Luttmer’s methods are used and their results are compared. The details of the methodological 

procedures are described in the following section.  

 

III. Methodology 

 

Measurement error 

 

In order to estimate the magnitude of the bias caused by measurement error in the variance of 

Peruvian households’ expenditures, two distinct methods are used. First, following the method 

developed by Luttmer (2002), if two instruments for per capita expenditures are available, it is 

possible to estimate the impact of measurement error for one particular year using cross 

sectional data. Assume that the measured per capita expenditures are decomposed into a 

corrected component and an orthogonal measurement error: 

 

µ+= *EE  

 

where E is the observed per capita expenditures in the households, E* are the true unobserved 

per capita expenditures. Also assume that the measurement errorµ  has a variance of 2
µσ  .    

 

Now let z1 and z2 be two instruments for E*. For these instruments to be valid, the following 

assumptions are needed: 

 

[ ] 2,1,0 == izE i µ  

(1) 

(2) 
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( ) 2,1,0, =≠∗ iEziρ  

 

Equation 2 implies that both instruments are uncorrelated with the measurement error in 

Equation 1. On the other hand, Equation 3 implies that both instruments are correlated with E*, 

and thus the correlation coefficient of each instrument and E* is different than zero.4 Further, 

assume that the variances of the error terms of the regressions of E* on z1 and E* on z2 are vσ  

and wσ , respectively. We can then use the instrumental equations to estimate the variance of the 

real per capita expenditures, 2
*Eσ . 

 

Solving for the covariances between measured per capita expenditure and the two instruments, 

and between both instruments, Luttmer (2002) obtains: 

 

[ ] 2
*11 1

, xxzzxCov σασ =≡  

[ ] 2
*12 2

, xxzzxCov σγσ =≡  

[ ] 2
*1121 21

, xzzzzCov σγασ =≡  

 

where 1α is the slope parameter of the regression of z1 on x and 1γ is the slope parameter of the 

regression of z2 on x.  Equations (4), (5) and (6) are then solved for 2
*xσ : 

 

                                                             
4 In a more general setting, the instrumental variables method requires the instruments to be partially 
correlated with the endogenous variable. Since Equation 1 only includes one explanatory variable, it is 
possible to reduce more complicated rank conditions to the assumption made in Equation 3. See 
Wooldridge (2002). 

(4) 

(5) 

(6) 

(3) 
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21

212
*

zz

xzxz
x σ

σσ
σ =  

 

Having found the variance of the logarithm of real per capita expenditures, the variance of the 

logarithm of the measurement error can be obtained as follows: 

 

2
*

22
xx σσσ ε −=  

 

The first instrument used by Luttmer (2002) is based on a question in which responders rank 

their standard of living using a discrete scale. We use a somewhat similar instrument, in the 

sense that it is also based on households’ own subjective perception of their economic situation. 

More specifically, we use the subjective minimum income per capita, which is the ratio between 

the minimum amount of money required by the household to make ends meet each month, 

according to the head of the household’s subjective assessment, and the number of members of 

the household. This variable, although highly correlated with household per capita expenditure, 

should not be correlated with the measurement error in measured per capita expenditure. 

 

The second instrument, which is also used by Luttmer (2002), is income per capita. This 

instrument is also highly correlated with household expenditure. However, we can expect that 

the measurement error of income per capita is correlated with the measurement error of per 

capita expenditure (i.e. households that underreport income are likely to underreport 

expenditures as well). We then use the logarithm of household income per capita as one of our 

instruments due to the lack of a better alternative.  

 

(7) 

(8) 
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As argued by Luttmer (2002), even though using the logarithm of income as an instrument 

would lead us to obtain biased estimators of 2
*xσ  and 2

εσ , it is possible to determine the 

direction of those biases. Thus, the expected positive correlation between the measurement 

error of income and the measurement error of expenditure would cause an upward bias in 
2xzσ . 

This would lead us to overestimate the fraction of the variance of observed household income 

that can be explained by its true variance and underestimate the variance of the measurement 

error. Hence, we should interpret all our estimates of 2
εσ  as lower bounds of the variance of the 

measurement error in the logarithm of household expenditures.  

 

The second approach for estimating the importance of the measurement error in household 

surveys’ expenditure data is based on the method presented in Glewwe and Dang (2005), which 

requires panel data that includes the same households at two different points of time. This 

method starts by assuming that the measured household per capita expenditure in period 1, x, 

is the product of the true unobserved household per capita expenditure, x*, and a random 

measurement error, 0>xε , which in turn implies: 

 

( ) ( ) ( )xxx εlog*loglog +=  

 

Assuming that both the unobserved per capita expenditure and the error term at period 1 

follow lognormal distributions implies that the observed per capita expenditure must also 

follow a lognormal distribution, such that: 

( ) ( )22
*,~log xxxNx εσσλ +  

(9) 
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where xλ  is the mean of x, 2
*xσ  is the variance of x* and 2

xεσ  is the variance ofε . Further, 

assume that all these assumptions also hold for per capita expenditures at period 2, y, such that: 

( ) ( ) ( )yyy εlog*loglog +=  

( ) ( )22
*,~log yyyNy εσσλ +  

 

where y is the measured per capita expenditure in period 2, y* is the real (unobserved) per 

capita expenditure, 0>yε  is the random measurement error in per capita expenditures at 

period 2, yλ  is the mean of y, 2
*yσ  is the variance of x* and 2

yεσ  is the variance of yε . 

 

In order to estimate the importance of measurement error in per capita expenditures Glewwe 

and Dang (2005) rely on the following equations: 

 

( ) ( ) 111 *log*log uyx ++= ∗∗ βα  

( ) ( ) 222 *log*log uxy ++= ∗∗ βα  

 

Since both x* and y* are unobservable, instrumental variables must be used to obtain consistent 

estimations of the parameters in Equations 11 and 12. Based on derivations provided by 

Glewwe (2005), Glewwe and Dang argue that if the instrument used is a variable caused by x* 

(y*), then one can obtain unbiased estimates of ∗
1β  ( ∗

2β ).   

 

In this study, the subjective minimum income per capita is used as an instrument of the 

logarithm of per capita expenditures. As previously explained, although this variable is highly 

(10) 

(11) 

(12) 
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correlated with household per capita expenditure, it should not be correlated with the 

measurement error in observed per capita expenditure. Moreover, this variable is arguably 

caused by per capita expenditures, since households that spend more tend to require greater 

levels of income to pay their expenditures. In contrast, we should not expect that the subjective 

minimum income per capita causes per capita expenditure, because expenditures should 

depend on household intertemporal preferences for goods and services and income level, but 

not on subjective minimum income.  

 

Although it is not expected that current expenditure causes the current subjective minimum 

income, it can be argued that past levels of expenditure may cause the current subjective 

minimum income. If that is the case, the subjective minimum income would not be a good 

instrument to estimate Equation 11, since it would be correlated with u1. However, by assuming 

that the proportional contribution of the measurement error to the variance of ln(x) is equal to 

the proportional contribution of the measurement error to the variance of ln(y), it can be shown 

that: 

 

[ ]
[ ]

[ ]
[ ] 2

2

1

1

*)log(
)log(

*)log(
)log(

β
β

β
β ∗∗

===
xVar
xVar

yVar
yVar

 

 

where 1β  and 2β  are the Ordinary Least Squares estimates of the regression of ln(x) on ln(y) 

and of ln(y) on ln(x), respectively. The proportional variance assumption then implies: 

 

2

2
11 β

β
ββ

∗
∗ =  

(13) 

(14) 
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Therefore, by obtaining consistent estimates of ∗
2β  using the minimum income per capita as an 

instrument in Equation 12, 1β  and 2β  by Ordinary Least Squares, Var[log(x)] and Var[log(y)] 

from observed data, we can estimate the variances of the logarithm of x* and y* with Equation 

13 and ∗
1β  by Equation 14. Then we can finally estimate the variance of the logarithm of xε  and 

yε  using the following equations shown by Glewwe and Dang (2005): 

 

[ ] [ ] [ ] [ ] 







−=−=

∗
∗

2

21)log()log()log()log(
β
β

ε xVarxVarxVarVar x  

[ ] [ ] [ ] [ ] 







−=−=

∗
∗

1

11)log()log()log()log(
β
β

ε yVaryVaryVarVar y  

  

Hence, we can estimate the variance of the logarithm of measurement error in per capita 

expenditures using either Luttmer (2002)’s method or Glewwe and Dang’s (2005) method. For 

the former, cross sectional data cross sectional data may be used if two instruments for the 

(logarithm) of per capita expenditures are available. In contrast, Glewwe and Dang (2005)’s 

method requires only one instrument, which should be caused by per capita expenditures when 

a panel of households of at least two years is available. In this paper both approaches are 

implemented using Peruvian data in order to compare the estimates under two different sets of 

assumptions. These estimates then can be used to recover the distribution of the real per capita 

expenditures. This will be done in order to estimate economic mobility and the growth rate of 

per capita expenditures in Peru between 2004 and 2006.  

 

  

(15) 

(16) 
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Economic mobility and transition matrices 

 

One of the consequences of household expenditures being measured with error is that it leads 

to overestimates of economic mobility over time. In order to evaluate the extent to which 

economic mobility is overestimated, we use the following index proposed by Glewwe (2005): 

 

( ) ( ) ( )( )1010 ln,ln1, xxxxm ρ−=  

 

where ix  the household expenditure in period i, and ( )ba,ρ is the Pearson coefficient of 

correlation between a and b, which is assumed to be positive. The idea here is that the larger the 

correlation of household expenditures over time, the lower the economic mobility. Since the 

coefficient of correlation is between 0 and 1, economic mobility will also be between 0 (no 

mobility) and 1 (complete mobility). As Glewwe (2005) points out, this particular index 

measures relative mobility, since it focuses on changes over time in the relative position of 

households in expenditures distribution. He also shows this index of economic mobility satisfies 

some desirable mathematical conditions.5 

 

Another way to analyze economic mobility is to construct transition matrices for household 

expenditures between two periods of time. Although it does not allow us to get one unique 

measure of economic mobility, this constitutes a complement for the mobility index, since 

transition matrices are useful to evaluate how the expenditure distribution of households 
                                                             
5 In particular, Glewwe (2005) shows that this mobility index is strongly relative (i.e. it focuses on changes in 
expenditure shares, not changes in expenditure over time) and satisfies the Atkinson-Bourguignon condition 
(i.e. measured economic mobility increases if a household with higher expenditures than a second household 
in both time periods switches its level of expenditures with the second household in one of the two periods).  

(17) 
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changes among quintiles from one period to another. Thus, it allows us to study the percentage 

of households that go from one quintile to another compared to those that stay in the same 

quintile.  

 

In this study both the economic mobility indices and the transition matrixes are estimated using 

two methods. First, the variance of the logarithm of the measurement error of per capita 

expenditures for years 2004 and 2006 is calculated following Luttmer’s method, as previously 

described. Then, a similar method is applied to calculate the distribution of the changes in the 

logarithm of per capita expenditures.  In particular, the variance of the change in per capita 

expenditures, 2
*x∆σ  ,can be found by: 

 

21

212
*

zz

zxzx
x

∆∆

∆∆∆∆
∆ =

σ

σσ
σ  

where the covariances 
1zx∆∆σ , 

2zx∆∆σ , and 
21 zz ∆∆σ  are defined analogously as in Equations 4, 5 

and 6, using the variations for each variable. Thus the variance of the measurement of the 

change in per capita expenditures, 2
εσ ∆ , is just the difference between the variance of the 

observed change in per capita expenditures, 2
x∆σ , and 2

*x∆σ : 

 

2
*

22
xx ∆∆∆ −= σσσ ε  

 

Using these estimates and those obtained by Equations 7 and 8, we can generate simulations of 

per capita expenditures in 2004 the variation per capita expenditures from 2004 to 2006 

corrected by measurement error to calculate simulated per capita expenditures in 2006. Then, 

(18) 

(19) 
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these simulations can be used to estimate economic mobility and generate transition matrixes. 

In this study, 50,000 simulations were generated following this method.  

 

A second method to evaluate economic mobility implemented in this study is based on the 

estimation of the joint distribution of per capita expenditures in 2004 and 2006 using either 

Equation 11 or Equation 12 from Glewwe and Dang (2005). In order to obtain the joint 

distribution of per capita expenditures in 2004 and 2006, the linearity assumption in Equation 11 

and Equation 12 needs to be checked. In our case, the linearity assumption holds for both 

equations (i.e. quadratic terms for the explanatory variables were found to be statistically 

insignificant). In order to follow a similar procedure to the one followed by Glewwe and Dang 

(2005), the joint distribution of per capita expenditures is obtained using Equation 12. 

 

To begin, estimates of ∗
1β , Var[ln(y*)], ∗

1α  and Var(u1) are required. The parameter ∗
1β  can be 

estimated by Equation 14, once ∗
2β  has been previously estimated by Equation 12 using the 

instrumental variable approach previously explained. Then Var[ln(y*)] can be estimated using 

Equation 13. However, Glewwe and Dang (2005) shows that the parameter obtained should be 

interpreted as the upper bound of the variance of the logarithm of y*. Thus, at least two 

assumptions should be made about its value. Finally, the parameters ∗
1α  and Var(u1) can be 

estimated using the following equations derived by Glewwe and Dang (2005): 

 

______

1

______

1 )ln()ln( yx ∗∗ −= βα  

[ ] [ ]*)ln(*)ln()( 11 yVarxVaruVar β−=  

 

(20) 

(21) 
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Once all the previous parameters are obtained, the joint distribution of ln(x*) and ln(y*) is 

calculated using 50,000 simulated households. Then, the simulated data is used to calculate the 

index of economic mobility and to construct a transition matrix.  

 

Growth rate of per capita expenditures 

 

The main advantage of Glewwe and Dang’s method over Luttmer’s method previously 

described is that it, by estimating the joint distribution of per capita expenditures in 2004 and 

2006, allows us to calculate the estimated grow of per capita expenditures for each quintile 

corrected for measurement error. We then used the simulations obtained by applying Glewwe 

and Dang’s as described in the previous section to calculate the growth rate in per capita 

expenditures corrected by measurement error. In order to ensure that the same households are 

compared, the growth rate in per capita expenditures is calculated using 2004 quintiles. In other 

words, the per capita expenditures of one particular quintile of households according to 2004 

data are compared with per capita expenditures of the same group of households in 2006, 

regardless their position in the distribution of per capita expenditures in 2006. 

 

IV. Data 

 

The data used in this paper comes from the Peru´s National Household Surveys (Encuesta 

Nacional de Hogares – ENAHO), which has been implemented on a quarterly basis since 1997. 

These surveys are nationally representative and provide information on household 

demographics, education, health, employment, expenditure, income, and agricultural activities 
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among others. Specifically, we use the surveys conducted in 2004, 2005, and 2006. The ENAHO 

surveyed 19,590 households in 2004, 20,577 in 2005, and 20,378 in 2006.  

 

One of the advantages of these data sets is that they incorporate a nationally representative 

panel of 3,897 households interviewed once a year from 2004 to 2006. Each household included 

in the panel was interviewed in the same month each year. Thus, if a household was, for 

example, interviewed in April of 2004, it was also interviewed in April in 2005, and in April 

2006. This allows us to assume that observed changes in household living conditions are not 

explained by season changes in expenditures or income.  

 

Total expenditures in Peruvian Household Surveys are obtained by the aggregation of various 

groups of expenditures (i.e. food, transportation, housing, education, recreation, etc.). This 

information comes from the recall of expenditures obtained through household interviews. 

Most of the questions of these interviews are answered by the head of the household or the 

housewife. The average length for the whole interview is around three hours.  

 

V. Results 

 

Before presenting our results, we need to evaluate the assumption that the unobserved 

household expenditures follow a lognormal distribution, which is used to develop the 

simulations described in Section III. Assuming that measurement error follows a lognormal 

distribution, we would only need to check whether the observed household expenditures are 
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also normally distributed6.  Of course, it can be argued that the measurement error might not 

follow a lognormal distribution. However, we rely on the simulations provided by Glewwe 

(2007) which show that if we relax this assumption and use alternative distributions for 

measurement error (i.e. t-distribution or a gamma distribution), we will obtain very similar 

results for the mean of household expenditures. 

 

The normality assumption is evaluated in Figure 1, where nonparametric kernel density 

estimates using the automatic (optimal) bandwidth for the logarithm of the observed per capita 

expenditures are displayed. Also, a Kurtosis-Skewness test was conducted to evaluate the log-

normality assumption more formally. As we can observe in Figure 1, the observed household 

expenditures did not have a perfect fit to the normal distributions with the same mean and 

variance in any of the three years. Moreover, in all the cases the Kurtosis-Skewness test rejected 

the normality assumption. However, the normality assumption still provides a reasonably close 

fit, and it is not expected to distort the simulations.  

 

                                                             
6 Recall that the sum of two normally distributed random variables has a normal distribution, and that the 
logarithm of the measured household expenditure is the sum of the logarithm of the true unobserved 
household expenditure and a random measurement error. 
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Figure 1: Density estimates of the logarithm of observed per capita expenditures

 

  

 

Estimates of measurement error 

 

This section presents the impact of measurement error on the observed variance of the 

logarithm of per capita expenditures using Luttmer (2002)’s and Glewwe and Dang (2005)’s 

methods, as described in Section IV.7 For the former, the variance of the logarithm of 

measurement error was estimated using each year of the data in hand. For the latter, the 

                                                             
7 The parameters estimated using Glewwe and Dang’s method and that will also be used in simulations 
are presented in Appendix 1. 
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variance of the measurement error was estimated only for 2004 and 2006, since those were the 

years used to estimate Equations 11 and 12. The results obtained are displayed in Table 1. 

 
Table 1: Peru- Impact of Measurement Error on the  

Variance of the Logarithm of Per Capita Expenditures  
 

 

 

Table 1 shows that variance of the measurement error varies between 0.06 and 0.08, depending 

on the method used to its estimation and year.  The results obtained by Luttmer’s method 

suggest that it accounts for more than 11 percent of the observed variance of per capita 

expenditures. In contrast, under Glewwe and Dang’s method it accounts for more than 13 

percent of the observed variance of per capita expenditures. Since for Luttmer’s method the 

estimated variance of the logarithm of the measurement error constitutes the lower bound of its 

real value; and for Glewwe and Dang’s method the estimated variance of the logarithm of per 

capita expenditures represents the upper bound of its real value, all the estimates of the impact 

of measurement error on per capita expenditures should be considered conservative. 

 

 

  

2004 2005 2006
Variance of observed per capita expenditures 0.53 0.57 0.58

Lutter (2002)'s method
Variance of the log of per capita expenditures 0.47 0.50 0.51
Variance of the log of measurement error (lower bound) 0.06 0.07 0.06
Increased variance of log of per capita expenditures (%) 11.11 11.69 11.11

Glewwe and Dang (2005)'s method
Variance of the log of per capita expenditures 0.46 - 0.50
Variance of the log of measurement error (lower bound) 0.07 - 0.08
Increased variance of log of per capita expenditures (%) 13.62 - 13.62
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Simulations of economic mobility and transition matrices 

 

Table 2 presents the estimates of economic mobility and the transition matrix using data that 

has not been corrected for measurement error between 2004 and 2006. The index for economic 

mobility, as defined in Equation 20, is equal to 0.240, which is relatively high considering that 

we are looking at changes over a period of two years. Between 2004 and 2006, only 45.8 percent 

of the households remain in the same quintile, 39.8 percent move by one quintile, and 14.4 

percent move by two or more quintiles.  

 

Table 2: Peru 2004/2006: Transition Matrix and Estimated Mobility in Per Capita Expenditure 
Results Based on Observed Data 

 

  

 

Calculations made based on observed per capita expenditures measured with error provide 

estimates of economic mobility that are biased upward (Glewwe, 2005). In this study, we 

provide two distinct approaches to address this problem. First, per capita expenditures in 2004 

and changes in per capita expenditures are adjusted using Luttmer’s (2002) method in order to 

calculate the per capita expenditures in 2006 corrected by measurement error. As described in 

Section IV, 50,000 simulations were generated to estimate economic mobility and create the 

transition matrices under Luttmer’s method. Our results are displayed in Table 3. 

1 2 3 4 5
1 12.8 4.9 1.7 0.5 0.1
2 5.0 6.9 5.1 2.4 0.6
3 1.4 5.0 6.5 5.4 1.7
4 0.7 2.4 4.6 7.1 5.1
5 0.1 0.8 2.1 4.6 12.5

Mobility index (1-ρ[ln(x2004), ln(x2006)]): 0.240

2006 Quintile

2004 Quintile
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As expected, economic mobility in Table 3 is lower than economic mobility based on 

observational data. In particular, the index of economic mobility is now 0.186, which implies 

that economic mobility in Table 2 was overestimated by about 24 percent. Also, Table 3 suggests 

that 47.9 percent of households remained in the same quintile over the two periods. This is 

around 5 percent higher than the correspondent percentage displayed in Table 2.  

 

Table 3: Peru 2004/2006: Transition Matrix and Estimated Mobility in Per Capita Expenditure. 
Results Based on Observed Data Corrected for Measurement Error using Luttmer’s method 

 

 

 

An alternative method is to explicitly estimate that joint distribution using Glewwe and Dang’s 

methodology, as discussed in Section IV. Table 4 shows the transition matrix and estimated 

mobility index using the upper bounds for Var[log(x*)] and Var[log(y*)] as shown in Appendix 1. 

The most striking result in Table 4 is that the estimated mobility index is only 0.120, which is 

half the value obtained using observed per capita expenditures. Also, the results suggest that 

54.6 percent of Peruvian households stayed in the same quintile over the two years, which is 

almost 20 percent higher than the correspondent percentage when observed data is analyzed.  

 
  

1 2 3 4 5
1 13.2 4.8 1.6 0.3 0.0
2 4.9 7.5 5.2 2.1 0.3
3 1.6 5.2 6.6 5.1 1.6
4 0.3 2.2 5.1 7.5 5.0
5 0.0 0.3 1.6 5.0 13.1

Mobility index (1-ρ[ln(x2004), ln(x2006)]): 0.186

2006 Quintile

2004 Quintile
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Table 4: Peru 2004/2006: Transition Matrix and Estimated Mobility in Per Capita Expenditure 
Results Based on Simulated Data Corrected for Measurement Error using Glewwe and Dang’s method 

Using Estimated Upper Bounds for Var[log(x*)] and Var[log(y*)] 
 

 
 
 
Results from Table 4 assumed that the estimated upper bounds of Var[log(x*)] and Var[log(y*)] 

are unbiased. However, if the measurement errors between 2004 and 2006 are correlated, that 

assumption is implausible. An alternative assumption is that the variance of the logarithm of 

per capita expenditures accounts for 80 percent of its observed value. The results after making 

this assumption are displayed in Table 5. In this case, the estimated mobility index is 0.127, 

which implies that measurement error in expenditure data accounts for 47 percent of the 

observed economic mobility. Results from Table 5 also suggest that 53.6 percent of Peruvian 

households stayed in the same quintile between 2004 and 2006.  

1 2 3 4 5
1 14.5 4.5 0.9 0.1 0.0
2 4.6 8.8 5.2 1.4 0.1
3 0.8 5.3 7.8 5.2 0.9
4 0.1 1.4 5.3 8.9 4.4
5 0.0 0.0 0.8 4.5 14.6

Mobility index (1-ρ[ln(x2004), ln(x2006)]): 0.120

2006 Quintile

2004 Quintile



24 
 

Table 5: Peru 2004/2006: Transition Matrix and Estimated Mobility in Per Capita Expenditure 
Results Based on Simulated Data Corrected for Measurement Error using Glewwe and Dang’s method 

Assuming Var[log(x*)]= 0.8Var[log(x)] and Var[log(y*)]=0.8Var[log(y)] 
 

 

 
In Table 6 the variance of the logarithm of per capita expenditures is assumed to account for 70 

percent of its observed value. It shows an estimated mobility index is 0.143, which suggests that 

the measurement error in expenditure data accounts for 41 percent of the observed economic 

mobility. Also, Table 6 indicates that 52.0 percent of Peruvian households stayed in the same 

quintile between 2004 and 2006.  

 
 
Table 6: Peru 2004/2006: Transition Matrix and Estimated Mobility in Per Capita Expenditure 
Results Based on Simulated Data Corrected for Measurement Error using Glewwe and Dang’s method 

Assuming Var[log(x*)]= 0.7Var[log(x)] and Var[log(y*)]=0.7Var[log(y)] 
 

 

 
To summarize the latter results, estimates of suggest that the index of economic mobility varies 

from 0.12 to 0.18, which in turn accounts for between 24 and 50 percent of the economic 

mobility from observed data measured with error.  

1 2 3 4 5
1 14.3 4.7 1.0 0.1 0.0
2 4.6 8.6 5.3 1.5 0.1
3 1.1 5.1 7.6 5.3 1.0
4 0.1 1.5 5.2 8.7 4.5
5 0.0 0.1 0.9 4.4 14.5

Mobility index (1-ρ[ln(x2004), ln(x2006)]): 0.127

2006 Quintile

2004 Quintile

1 2 3 4 5
1 14.0 4.7 1.2 0.1 0.0
2 4.7 8.4 5.0 1.7 0.2
3 1.1 5.1 7.3 5.3 1.1
4 0.1 1.6 5.3 8.2 4.7
5 0.0 0.1 1.2 4.7 14.0

Mobility index (1-ρ[ln(x2004), ln(x2006)]): 0.143

2006 Quintile

2004 Quintile
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Simulations of the growth rate of per capita expenditures 

 

In this section, the estimated growth rates of per capita expenditures by quintiles corrected for 

measurement error are presented. The data come from the simulation results generated using 

Glewwe and Dang’s method to correct the per capita expenditures for measurement error. In 

this section, the same assumptions about the Var[log(x*)] and Var[log(y*)] are made as in the 

last section. In all cases the same households are compared based on the distribution of per 

capita expenditures in 2004. The results are displayed in Table 7. 

 

Table 7: Peru 2004/2006: Estimated Annual Growth in Per Capita Expenditure by Quintiles 
 

 

 

The first conclusion to draw from Table 7 is that measurement error in per capita expenditures 

tends to underestimate its true growth rate for the poorest households. This is consistent with 

the finding in Glewwe (2007), which shows that when inequality increases over time while the 

extent of measurement error remains unchanged, measurement error leads to an overestimate 

of the growth of income (or expenditures) among the poorest households. Using the variance of 

the logarithm of per capita expenditures as an index of inequality, results from Table 1 suggests 

that the same logic can be applied in the Peruvian case, since inequality has increased while the 

variance of measurement errors in per capita expenditures have stayed more or less stable.  

Upper bounds Var(y*)=0.8Var(y) Var(y*)=0.7Var(y)

(a) (c) (d) (e)

1 24.1 15.0 15.6 16.6

2 18.1 12.7 12.9 13.0

3 15.5 11.0 11.2 11.0

4 10.4 9.1 9.0 8.7

5 4.5 6.4 6.1 4.5

2004 
Quintile

Glewwe and Dang's method 
Observed
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The results suggest that measurement error in per capita expenditure produces an 

overestimation of its growth rate that ranges from 46 up to 61 percent for the households in the 

first quintile, and from 39 up to 43 percent for the second quintile. For the third quintile the 

overestimation in the growth rate of per capita expenditures is of about 40 percent. For the 

fourth quintile, the overestimation varies between 14 and 19 percent. Finally, results for the fifth 

quintile suggest that the direction of the bias depends on the assumptions about the variances of 

the logarithm of per capita expenditures.   

 

VI. Conclusions 

 

This study represents an empirical exercise aimed to estimate the effects of measurement error 

in expenditure data using information from a Peruvian household panel for years 2004 to 2006. 

In particular, it intended to obtain unbiased estimators of economic mobility and the growth 

rate of per capita expenditures, after correcting for the effects of measurement error.  

 

The results suggest that measurement error in expenditure data accounts for at least 11 to 13 

percent of the observed variance of per capita expenditures. The study also shows that mobility 

indices estimated from observed data are biased upward, and that the magnitude of the bias 

ranges between 41 up to 50 percent. Finally, the results suggest that measurement error in per 

capita expenditure produces an overestimation of the growth rate of per capita expenditures 

that ranges from 46 to 61 percent for the households in the first quintile, and from 39 to 43 for 

the second quintile. For the third quintile the overestimation in the growth rate of per capita 

expenditures is of about 40 percent. For the fourth quintile, the overestimation varies between 
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14 and 19 percent. Finally, results for the fifth quintile suggest that the direction of the bias 

depends on the assumptions about the variances of the logarithm of per capita expenditures. 

 

All these results reflect the importance of considering the effects of measurement error in 

household surveys when estimating economic indicators such as those of this study, or other 

indicators such as poverty or inequality indices. For instance, by knowing that economic 

mobility is not as high as observed data would indicate, focalization of poverty alleviation 

programs towards particular areas would not need to be revised as often compared to what it 

would be required if economic mobility were higher. Also, for evaluation of social programs 

that are designed to increase household income for a certain population group, similar methods 

may be applied to improve the estimated impacts of such programs. 

 

Unfortunately, there are no previous studies to our knowledge that address this issue using 

data from Peru. We believe it is important that future research incorporate these considerations 

in order to provide more reliable evidence of Peru’s economic performance. This in turn can 

improve the quality of the information used by policymakers to design and evaluate public 

policies and programs. 
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Appendix 1 

 

 

Estimates parameters proposed by Glewwe and Dang (2005) (1) 

  

 

Parameter Estimate Method

0.5287 From observed data

0.5812 From observed data

8.0105 From observed data

8.1658 From observed data

0.7972 OLS regression from observed data

0.9229 IV regression given by Equation 12

0.7251 OLS regression from observed data

0.8394 From proportional variance assumption given by Equation 13

1.1565 Calculated using Equation 21

0.1029 Calculated using Equation 22

 Upper bound for 0.4567 Calculated using Equation 13

 Upper bound for 0.5021 Calculated using Equation 13

(1) All estimates based on 3,897 household with complete data in 2004 and 2006
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