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ABSTRACT

Run-time load balancing is always a problem in scalable parallel data servers because of initial data distribution. In practice, data distribution is expressed by users or database designers at the time of cluster definitions. A data warehouse is a scalable parallel server to operate on high volumes of data for analytical processing. Relational model implementations for analytical processing should incorporate very fast operations like join, scan, sort, etc. Currently, for shared-nothing MPP architecture, data is partitioned at load time in a shared-nothing way. The task distribution in a join, scan and sort process, is determined by the query optimizer in a relational engine and there is no possibility of load balancing at run-time because of the high network and I/O cost. However, for a large number of nodes in a MPP architecture, there may be a need for load sharing at run time, unlike the plan generated by the optimizer in relational engines. We have developed a theory for normal distribution of data from a node to its immediate neighbouring nodes. This normal distribution is implemented as a replication technique for small fractions of data from a node to its adjacent nodes at load time. Since a data warehouse is a read-only data service system, fractional replications can be distributed without worrying about audit or update. During run time, based on mutual agreements, task load can be transferred from a node to its adjacent nodes, for minimizing the overall time involved in relational operations. This normal distribution of fractional replicated data will lead to a unique probabilistic run-time solution for load balancing, not available in current parallel data servers.

1. INTRODUCTION

A data warehouse is a subject-oriented, integrated, time variant, nonvolatile collection of data in support of management’s decision making process. Data warehouse brings together large volumes of business information obtained from operational systems and other data sources. The data is combined, transformed and stored in a consistent format. The data collected is retained over time so that changes and trends can be identified. Critical business functions like market planning and analyses provide an enterprise a better understanding of existing business and discovery of new opportunities. The single most important component of a data warehouse system is the Relational Database Management System (RDBMS) which stores the vast amount of information from which answers to critical business questions are derived. The major requirements of a data warehouse database server are: (i) scalability to handle tens to hundreds of gigabytes of data well, and yet capable of handling terabytes of data; (ii) fast query
performance for interactive ad hoc queries as well as extremely complex queries that go through a large amount of detailed data, for example, computationally intensive aspects like joins, sorting and grouping are often part of the applications requiring complex queries; (iii) fast data load and updates; (iv) high availability of the warehouse for mission critical decision-support applications for users all over the world and last of all (v) data warehouse administrative capabilities to manage a large-scale relational database.

A parallel relational database with MPP (Massively Parallel Processing) architecture is referred to as a shared-nothing architecture consisting of nothing more than a fast network of independent uniprocessors or nodes. By connecting multiple nodes together through a high speed, point-to-point interconnected network, MPP architectures can scale indefinitely from a hardware perspective. This is because each node is an independent entity and is not bound by a common system bus or shared operating software. As a result, these architectures can support an unlimited number of processor nodes and deliver the performance necessary for running complex and analytical decision-support queries. This shared-nothing approach is used in managing data in current data servers to minimize operating system overhead and reduce network cost. To achieve this level of independence, each node runs its own instance of the database which consists of services for managing its own logging, recovery, locking and buffer management. This instance of the database is called a co-server. Each co-server owns a set of disks and the partitions of the database that reside on these disks (Figure 1). A co-server may have physical accessibility to other disks owned by other co-server(s) for failover purposes, but in normal operation, each co-server accesses only those disks that it owns.

A query engine is designed based on three important aspects in order to maximize scale up and speed up. They include: optimal partitioning of data, partitioning of control and partitioning of execution. Data partitioning enables the physical division of a database to make it appear as if it is a group of small databases. Current parallel servers with a shared-nothing architecture maintains scalability by partition ownership. That is, a data partition is read and written only by the co-server that owns it. This is to minimize expensive network cost for any network traffic. The optimal data partitioning is done by the users and the database designers through cluster creation syntax. The partitioning of control as well as that of execution are carried out according to the optimal plan generated by a query optimizer. Each co-server may interact and coordinate activities with other co-servers in order to perform scan, join and sort tasks in order to speed up a query. This level of coordination is achieved by making intelligent decisions about how to divide the query and where to send the component operations to be performed on different nodes. These decisions include the (i) request manager which makes decisions about how a query should be divided and distributed while ensuring the workload is balanced across the nodes; (ii) query optimizer which determines the lowest-cost plan to perform a query; (iii) metadata manager which resides on each co-server and cooperate with others to provide accessibility to the metadata of all the databases stored in the system and the (iv) scheduler which distributes execution tasks by activating a plan such that the proper resources are locally available (Figure 2).

![Figure 2: Components of a typical parallel server for optimal decision making at compile time.](image)

It is important to mention at this point that the decisions regarding the optimal data partitioning and those regarding task partitioning as described above, are all done at load time and compile time, respectively. Runtime decision making regarding data partitioning and task
partitioning is avoided by the current parallel data servers due to high cost one has to pay for the network and I/O.

As a solution to the unaffordability of dynamic load balancing, we have first developed a theory for normal distribution of data from a node to its neighboring nodes as a replication technique of small fragments of data during load time. After we initially load the data to the processors, we decide on a data packet size and let each such packet of data be distributed to other processors for replication, using a Binormal distribution whose corresponding density function \( g(x,y) \) with mean zero and standard deviation \( \sigma \), is given by,

\[
g(x,y) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right) \tag{1.1}
\]

The graph of such a density function is a bell-shaped curve that is symmetric around the origin (Figure 3).

We actually use Box-Muller transformation to generate two normal deviates from a normal distribution,

\[
g(y) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{y^2}{2\sigma^2}\right) \quad \text{and consider transformation}
\]

between two uniform deviates on \((0,1)\), \(x_1, x_2\) and two quantities \(y_1, y_2\) as,

\[
y_1 = \sqrt{-2\sigma \ln x_1} \cos(2\pi x_2),
\]

\[
y_2 = \sqrt{-2\sigma \ln x_1} \sin(2\pi x_2) \tag{1.2}.
\]

Instead of picking uniform deviates \(x_1, x_2\) in the unit square, we instead pick \(v_1, v_2\) as the ordinate and abscissa of a random point inside the unit circle around the origin. Then the sum of their squares \(R = v_1^2 + v_2^2\) is a uniform deviate, which can be used for \(x_1\), while the angle that \((v_1, v_2)\) defines with respect to the \(v_1\) axis can serve as the random angle \(2\pi x_2\). Then the sine and cosine in [1.2] can be written as \(\frac{v_1}{\sqrt{R}}\) and \(\frac{v_2}{\sqrt{R}}\), obviating the trigonometric function calls.

We are using such a distribution function to ensure a uniform spread of the data in the \(x\) and \(y\) directions of 2-d network of processors (extensible to three and higher dimensions). The probability of a data packet to fall within a range along \(x\) and \(y\) axes, can be evaluated by obtaining the area under this density function between the range [Hiller and Lieberman, 1974]. We generate two uniform random numbers in the interval [0,1] from a normal distribution by [1.2] using a standard routine [William, 1994]. The generated pair of normally distributed independent random numbers, will give the random coordinates of the processor to which the data packet has been distributed for replication. In this way, we carry out several steps of Monte-Carlo simulation for each processor on packets of data, and draw a pair of random deviates from a Binormal distribution with mean zero and standard deviation (S.D) \(\sigma\). This pair of random deviates as discussed above, determines the location of the replicated data packet in the network of processors. Here, \(\sigma\) is a processor-specific parameter.

\[
\text{Figure 3: The normal distribution of data from a single node to the neighboring nodes in the 2-d space for replication.}
\]

**Example:**

Let us consider an example of a data warehouse application using data from a national grocery retailer. The retailer wants to know more about the various buying patterns of customers and which products were commonly purchased at that time. A star schema was selected as the data model. We consider a part of the star schema to explain the data replication technique (Figure 4). We consider 3 tables: \emph{Products} of size 83K, \emph{Purchases} of size 170M and \emph{Store} of size 900. There is a foreign-key relationship from \emph{Products} to \emph{Purchases} and also from \emph{Store} to \emph{Purchases}. For uniform distribution over 100 processors, say, in a 2-d network, we shall first distribute in each node, 830 \emph{Products} tuples or records, the corresponding \emph{Purchases} records carrying foreign keys from those 830 \emph{Products} records, as well as records from the \emph{Store} table whose keys are also inherited by those \emph{Purchases} records. In this specific example, the \emph{Store} table can be replicated at every node because it is small in size. Having done this initial distribution, we shall consider \emph{Products} table as the primary table for normal distribution and will assume that the number of iterations of Monte-Carlo simulation, \(N\) say is 1000 and the data packet size, \(m\) in each iteration is 83. In each such packet, we shall consider 83 tuples of \emph{Products} records, the corresponding tuples from \emph{Purchases} table
carrying foreign keys from the *Products* records selected. Thus, we have given a formal picture of an approach to deal with data distribution for replication.

![Figure 4: A part of a market analysis star schema for a grocery retailer](image)

The theory we developed next is for run-time load balancing after the data has already been replicated at load time, following the above distribution rule. Each node maintains its local cost (sum of I/O CPU and communication cost due to messages) below a certain specified threshold so that a global cost function is minimized. At each time step, the nodes coordinate with each other asynchronously in a way to minimize this global cost function as the sum total of I/O, CPU and communication cost across all nodes at that time step. In case of an unbalanced task load by a node, a message may be sent asynchronously to a node containing its partial replicated data, so that this other node may take over its task only if its own cost fraction is less than a specified threshold. The above mentioned global cost as the sum of the local contributions from all nodes is thus minimized following a gradient descent method of optimization.

## 2. THE THEORY

### 2.1. Replication of Data by Normal Distribution

The equations in the ensuing paragraphs refer to a processor node in location \( (i,j) \), considering a 2-d network of nodes.

The amount of data as a variable at a particular node \( (i,j) \) at the initial load time is given by:

\[
x(i, j) = x'(i, j) + \sum_{k,l} D(k,l)
\]  

[2.1.1]

where, \( x(i, j) \) is the total amount of data a node has after replication, \( x'(i, j) \) is the initial amount of data loaded and \( D(k,l) \) is the random input of data to the node \( (i,j) \) from all nodes for replication.

A constant \( m \) typifies the average size of a data packet. A data packet is a collection of data that “migrate” to a specific node for replication, following normal distribution. Thus, the total number of data packets present in a particular node \( (i,j) \) after initial load, can be written as:

\[
N(i,j) = \frac{1}{m} x'(i,j)
\]  

[2.1.2]

Repeating a Monte-Carlo simulation \( N \) times for each node \( (i,j) \), we draw a pair of random deviates from a Binormal distribution with mean zero and SD \( \sigma \). The parameter \( \sigma \) is node-specific, and describes its characteristics related to the amount of data it holds. The pair of random deviates determine the location of each of the \( N \) packets of data in the 2-d network, and thus contributes to \( D(k,l) \).

### 2.2. Run-Time Load Balancing

Run-time load balancing being very expensive in current parallel data servers, is avoided. However, the replication technique described above can solve this problem. After data loading is over, a node has its initial data as well as portions of replicated data from other nodes. At run-time, based on agreements between the nodes, task load may be transferred in a way so that the global cost of the whole relational operation at a particular time step is minimized. The global cost here, is the sum total of the local contributions to the I/O, CPU and communication costs, from all the nodes in the network. Each node minimizes its local cost function (function of local I/O, CPU and communication costs) by keeping the task load below a certain specified threshold. It also takes into consideration the cost it incurred in the previous time step, in making this decision. Thus, with the cooperation of all the nodes in the network, the global cost function follows a gradient descent towards minimization [Smolensky and Riley, 1984].

Whenever a node faces a situation of load imbalance, it asynchronously sends a message to other nodes. All nodes check for any pending messages for receipt. The node having the portion of the replicated data the sender needs to operate on, will check the contents of the message for the satisfaction of all the prescribed hypotheses regarding the message size, the processor-id,
etc. It will also check on the task load fraction it will have to operate on, against a threshold. If less than the threshold, it will agree to operate on the replicated data and will send an asynchronous message back regarding such a mutual agreement. This mutual agreement follows all the conditions for the local minimization of cost tending to the global minimization, as discussed earlier.

2.2.1. The Global Cost Function

In this section, we provide a complete mathematical formulation for the dynamic load balancing situation and how such a situation is handled with an optimal cost.

Dynamics are defined as changes over time. Since the total number of computations in the data partitions can be discretized and this number changes with load transfer between the nodes, we describe a discrete, dynamical model for the local and global cost incurred in the network at a particular time step.

Example:

Let us first explain our approach with an example, where a join needs to be taken between two tables $T_1$ and $T_2$. Let each node out of say, 100 nodes initially contain 100 tuples of $T_1$ and 10,000 tuples of $T_2$. The total computation involved in this join, may be discretized into 25 time steps each involving tasks of joining 4 tuples of $T_1$ with $T_2$. Each task is done in a step. We call it a discrete computational step. Assuming it is a nested loop join, a node at each computational step, may do a cost analysis over its previous computations and decide to perform a join for 2 tuples of $T_1$ and delegate 2 other join computations to the neighbouring nodes by mutual agreements. This decision is made in a way such that the overall cost of the join computation decreases with time. In the following paragraphs, we will present a formal framework for such decision making.

The probability of the node $(i,j)$ to become active is proportional to the total cost it contributes to the network [Hopfield, 1982]. By saying that a node is active, we mean that the node is actively taking part in load sharing. A node will probabilistically decide on task load sharing, by comparing the estimated cost at the current step, with the cost, it incurred in the previous time step. In the following lines, we describe how such a decision is made. By assumption, the cost function is additive under network decomposition. In such a network what is required of the probability assigned to a state of the network, is nothing but the product of the probabilities assigned to the states of the component networks. Thus adding the costs of the components’ states should correspond to multiplying the probabilities of the components’ states. It is a mathematical fact that the only continuous functions $f$ that map addition into multiplication, i.e., $f(x+y) = f(x)f(y)$ are the exponential functions $f(x) = a^x$ for some positive number $a$. Equivalently, these functions can be written $f(x) = e^{x}$.

In the present case, the proportionality between the probability of the node $(i,j)$ to become active and the total cost (cost of decision making and communication + computational cost) it contributes to the network at time $t$, can be written as,

$$\text{prob} \propto \exp(-\text{cost})$$  \[2.2.1.1\]

The negative sign indicates that lower the cost of its state in the network, higher is the probability of $(i,j)$ to activate in sharing task load from other nodes.

Now, a node at $(i,j)$ has an earlier estimated cost for every step in the computation. It will activate depending on the probability whether this estimated cost at the current step $t$ is lower than the cost incurred by it at the previous step.

Every node $(i,j)$ must thus compute the local likelihood ratio

$$\frac{\text{prob(to activate)}}{\text{prob(not to activate)}} = \exp\{\text{cost (t-1)} - \text{estimated cost (t)}\}$$ \[2.2.1.2\].

If the exponential term is positive, i.e., if the previously estimated cost at time $t$ is lower than the cost the node $(i,j)$ incurred at time $(t-1)$ (taking into account the cost of decision making and computation, in the previous step), the probability for the node $(i,j)$ to activate will be greater, i.e., the node $(i,j)$ will more likely activate in response to the net input of the task loads.

Thus, at the cost of replication at static level, the task load from one node can be transferred to another node at run-time, on the basis of mutual agreements. This does not need true data migration at run-time, which is very expensive, as explained earlier. The communication cost will be very low as it deals with only short messages carrying information regarding the processor-id, status, data range and the type of computation involved. Thus, we get a true dynamic load balancing scenario at an optimal cost with some extra cost involved for initial data replication.

In the following paragraphs, we develop the theory for the local and global cost functions. The local
cost contributed by a node \((i,j)\) is the sum of the cost due to agreements involving communication and the cost due to computation on the data. The global cost is the sum of the contributions from all the nodes \((i,j)\).

Let us consider a time step \(t\), when a load balancing situation arises. The nodes with unbalanced task load send messages in the form of vectors whose elements contain all information regarding its processor-id; its current status as whether it may be a receiver or sender of an extra task load; the exact range of data to work on; a small query execution plan for the computations to be done on the data; etc. These vectors are mapped onto a so-called mathematically termed observation space. An observation space is a \(N\)-dimensional vector space where any \(N\)-dimensional vector if mapped onto, is considered to be point. Let \(r_0(t), r_1(t), r_2(t), \ldots, r_{k-1}(t)\) be the \(k\) message vectors that are being mapped onto the observation space at time step \(t\). These vectors may be represented as a block message vector \(r\), for our future notation.

Thus,

\[
r(t) = [r_0(t), r_1(t), r_2(t), \ldots, r_{k-1}(t)]',
\]
is the block message vector. Each node \((i,j)\) in a 2-d network of nodes, is assigned a block feature vector \(f(i,j)\) whose vector elements convey information regarding its own processor-id, what range of data it has, what computations it is supposed to do, its current status, etc. The list of all task loads \(q_p(i,j, r_p(t), t)\), messaged to \((i,j)\) via all possible \(r_p(t), p = 0, \ldots, (k-1)\), comprises the input vector \(q(i,j, r(t), t)\).

A decision rule is applied by the node \((i,j)\), by associating its own features with the elements of the incoming message vectors \(r_0(t), r_1(t), r_2(t), \ldots, r_{k-1}(t)\). Each \(f_p(i,j)\) is compared with each of the message vectors \(r_p(t), p = 0, \ldots, (k-1)\). It checks whether the incoming message in each of the message vector matches the features in its own feature vector or not regarding send or receive of task loads. It labels 1,-1 or 0 to the association of its feature vector with the message vectors. "0" implies no match at all, "1" implies that there is a match and a task load is possibly to be received from the source associated with the message vector. Similarly, "-1" implies that there is a possibility of sending a task load to the receiver specified by the message vector.

Thus, for \(p = 0, \ldots, (k-1)\),

\[
label(f_p(i,j), r_p(t)) = 0, 1, \text{ or } -1.
\]

An agreement occurs between a node \((i,j)\) and another node in the network, if \(f_p(i,j)\) matches any \(r_p(t), p = 0, \ldots, (k-1)\). The node with which this agreement takes place, is the one specified in \(r_p(t)\) and the communication for this agreement involves a message of size \(m\), say. It is denoted by \(m(i,j, r_p(t), t)\). It is important to mention here, that the communications will only deal with messages regarding the task load transfer and no true data transfer will actually take place. These communications are random, depending on the run-time situation of the system. If there are several iterations \(l\) of such random communications between different nodes in load balancing situations at time step \(t\), then the true state of the whole system at time \(t\) is determined by the net effect of all the activities taking place in all the \(l\) steps at that particular time \(t\). The number of times \(l\) a node will come across such a load sharing scenario and the random message vectors \(r_p\) with load sharing information, will all be consistent with the initial Binormal distribution of data. Thus, we may say that the run-time sharing of tasks will follow the trend of the Binormal distribution.

Let us denote the state of the network by the pair \((r(t), l)\) consisting of the incoming block message vector \(r\) mapped onto the mathematically so-called observation space, and the time \(t\). The cost function assigns a real number to each state. The cost function has as parameters the set of the feature vectors \(\{f(i,j)\}\) associated with each \((i,j)\) and we call this the feature base \(F\).

The cost function considered should be additive under the decomposition of the system, i.e., if the network is partitioned into two unconnected networks, the total cost of the network will be the sum of the costs of the two subnetworks.

Let the global cost function as a contribution from all \((i,j)\) at time \(t\), be given by

\[
C_F(r(t), t) = \sum_{i,j} \left( C_v(r(t), f(i,j), m(i,j, r(t), t)) + C'(r(t), f(i,j), q(i,j, r(t), t)) \right)
\]

[2.2.1.3]

where \(C_v(r(t), f(i,j), m(i,j, r(t), t))\) is the cost contributed by the node \((i,j)\) due to agreements with adjacent nodes through communication of messages of size \(m\). \(C'(r(t), f(i,j), q(i,j, r(t))\) is the computational cost on the changing task load, during load balancing.
2.2.2. Calculation of the Cost due to Agreements through Communication:

Now the total contribution to the communication cost by \((i,j)\) due to agreements is given by,
\[
C_u(r(t), f(i, j), m(i, j, r(t), t))
\]
\[
= \alpha \sum_{l} \sum_{p=0}^{k-1} \text{label}(r_p(t), f_p(i, j))m_p(i, j, r_p(t), t)
\]
\[2.2.2.1\]

where \(l\) is the total number of iterations of a set of randomized communication operations, \(m\) is the message size communicated during every task load transfer and \(\alpha\) is the constant of proportionality. The “mod” value implies that cost will always be additive, whether the label is 1 or -1 for a receive or send respectively.

2.2.3. Calculation of the Computational Cost due to Agreements:

The net input of task load to \((i,j)\) is given by
\[
I_u(r(t), f(i, j), q(i, j, r(t), t))
\]
\[
= \sum_{l} \sum_{p=0}^{k-1} \text{label}(r_p(t), f_p(i, j))q_p(i, j, r_p(t), t)
\]
\[2.2.3.1\]

due to agreements of \(r_p(t)\) and \((f(i, j))_p\) on transferring the critical fraction of task loads, \(p = 0, \ldots, (k-1)\).

Now, the initial task load on a node \((i,j)\) was proportional to \(x'(i, j)\) excluding the replicated data on which it operates, if necessary. The task load at time \(t\) is proportional to the data to work on and is given by,
\[
\chi(ij) = \frac{x'(i, j)}{T}
\]
\[2.2.3.2\]

where, \(T\) is the total number of time steps to complete the relational operation. Task loads are added and subtracted from it on the basis of agreements. The net input of task load at time step \(t\), on basis of agreements is \(I_u(r(t), f(i, j), q(i, j, r(t), t))\). Thus the amount of data it operates on, at time \(t\) is given by:
\[
\chi(ij) + I_u(r(t), f(i, j), q(i, j, r(t), t))
\]

The computational cost \(C'(r(t), f(i, j), q(i, j, r(t))\) is proportional to the amount of the data operated on. Let this constant of proportionality be \(\beta\).

Thus, we may write,
\[
C'(r(t), f(i, j), q(i, j, r(t))
\]
\[
= \beta \{ \chi(ij) + I_u(r(t), f(i, j), q(i, j, r(t), t)) \}
\]
\[2.2.3.3\]

Since the term \(I_u(\cdot)\) above, can be positive, negative or zero, the computational cost at each node at each time step may vary according to the necessity of task load balancing.

The cost terms in \[2.2.2.1\] and \[2.2.3.3\] from all \((i,j)\) contribute to the global cost \(C_F(r(t), t)\) in \[2.2.1.3\]. The global cost will be minimized if the total contribution to the communication and computation cost from each active \((i,j)\) is minimized.

2.2.4. The Threshold for Decision Making

For each iteration of a set of \(l\) randomized communications, a node calculates the fraction of the total weighted cost incurred with respect to the previously estimated cost for each such computational step. Let this cost be denoted by \(E\). This cost is incurred on the basis of agreements of \(f_p(i, j)\) with \(r_p(t)\), as discussed earlier. A node \((i,j)\) thus calculates

\[
\text{wtd-cost-fraction} = \frac{\sum_{p=0}^{k-1} \text{label}(r_p(t), f_p(i, j))q_p(i, j, r_p(t), t)}{\text{estimated cost}}
\]
\[2.2.4.1\]

We use the “mod” value of the sum of all weighted agreements, to ensure that the cost fraction is always positive. This fraction should be less than a threshold for minimization. So, we update the fraction as,

\[
\text{critical-fraction} = \frac{\sum_{p=0}^{k-1} \text{label}(r_p(t), f_p(i, j))q_p(i, j, r_p(t), t)}{\text{estimated cost}}
\]
\[2.2.4.2\]
where \( v \) is a threshold. Each node decides to receive or send based on agreements, the critical fraction of the task load [Sarkar, June 1996]. It orients its own feature vector \( f(i,j) \) with the information that it can send or receive the task loads.

We may express the best threshold range (Figure 5) in terms of the number of processors, \( P \). The theory has been developed in the thesis [Sarkar, June 1996] and the best threshold range for an optimal dynamic load balancing situation, for a network of \( P \) processors should lie within the range,

\[
1 > v > 1 - \frac{2}{P} \quad [2.2.4.3].
\]

![Decision Threshold vs. Number of Processors](image)

**Figure 5:** The best threshold as a function of the number of processors, \( P \), as \( P \) increases, the threshold value limits to 1.

### 3. THE IMPLEMENTATION

The motivation of this section is to present some of the results of the simulation of a parallel data server using the data replication by normal distribution and dynamic load balancing in order to minimize the global cost. The implementation has been carried out on a parallel computer CM-5 (Connection Machine) which simulates a parallel data server. Conceptually, each processor simulates a co-server in a true parallel data server. The normal distribution as a replication technique as well as the asynchronous communication between the nodes for dynamic load balancing have been implemented on CM-5 using C++.

In our implementation, we are considering a range of data to lie in a 2-d space. This 2-d space has then been subdivided into small 2-d partitions and the computations in a particular data partition, are entirely local to that partition. We are now using a 2-d array of \( P \) processors consisting of \( \sqrt{P} \) processors along one dimension and again \( \sqrt{P} \) processors along the orthogonal dimension. Let \( d0 \) and \( d1 \) be the coordinates of a processor respectively in the X and Y dimensions. The value of \( d0 \) is specified as CMMD_self_address() \( \sqrt{P} \) and the value of \( d1 \) is specified as CMMD_self_address() \% \( P \), where the call CMMD_self_address() returns the processor identifier for the processor passed as an argument. The data partitions are then evenly loaded onto these \( P \) processors arranged in the above mentioned checkerboard fashion.

A Monte-Carlo simulation of the normal distribution of several data packets is then carried out by each processor in order to replicate the data, it owns.

A computationally intensive program is then made to run in parallel with all processors working asynchronously on different partitions of data for several iterations of time steps. At times, when a processor’s task load is such that its cost fraction rises above a certain threshold, it asynchronously sends a message containing the information regarding its processor-id, its status, the exact range of data it needs someone else to operate on, etc. Any processor containing that part of its replicated data will respond to the message and will agree or disagree to receive the task load at that instant. This decision is based on the truth of a few hypotheses and also on the fact that the incoming task load will not cause its local cost fraction exceed the threshold. On agreement, it will pursue the prescribed operations on the replicated data. Figure 7 shows that the best minima of the local costs along the 2-d space of processors are got using the threshold value within the range as described in equation [2.2.4.3]. In this way, the processors carry on with the computations on its local data partitions taking part in the load balancing situations when necessary and come out of the loop with a minimized global cost after all time steps are over (Figure 6). Tests were also made with increasing data partitions to simulate a Very Large Database (VLDB). We used up to 256 processors and were able to
bring about a good speedup. The graph in Figure 8 ensures the scalability of our implementation.

![Graph showing change in global cost with time for three thresholds with P = 64, where P is the number of processors in the 2-d space.](image)

**Figure 6:** Change in the global cost with time for three different thresholds with $P = 64$, where $P$ is the number of processors in the 2-d space.

![Graph showing local contributions to the global costs with three different thresholds.](image)

**Figure 7:** Local contributions (costs) along the 2-d space of processors for three different thresholds. Here, $P = 64$, where $P$ is the number of processors in the 2-d space.

![Graph showing parallel run times vs. increase in number of data partitions.](image)

**Figure 8:** The change in the parallel run-times with the increase in the number of data partitions in the 2-d space.

4. CONCLUSIONS

Our main concentration in this research has been in finding out a better way to deal with dynamic load balancing issues, in a parallel data server. Since the current problem lies in the huge amount of data transaction involved for dynamic load balancing, we thought of a technique for data replication during load time, using normal distribution function. This will leave intact all the advantages of static data partitioning, like balanced I/O operations across all nodes and disks, accommodation for VLDBs, etc. In addition, it will be able to speed up the query operations by a cost optimal, decision-based, dynamic load balancing mechanism in a scalable manner. We have simulated a parallel data server here, only to get an initial idea of the possible results. As a future direction, we are also looking into distributed OLTP (On Line Transaction Processing) databases, where updates and audit trail synchronization will be a considerable issue. We believe that run-time load balancing as opposed to compile-time plan generation for executions, can work well for both OLTP (On Line Transaction Processing) and OLAP (On Line Analytical Processing) parallel data servers.
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