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Abstract

This dissertation attempts to deepen the literature’s understanding of intangible

investments. Specifically, it focuses on the impact of regulatory and fiscal policy on

motivations for intangible investments. This dissertation consists of three chapters.

The first chapter considers the impact of antitrust policy on research and develop-

ment incentives. Policymakers have increasingly concluded that optimal antitrust

policy requires looking beyond traditional static analyses and considering the dy-

namic e↵ects of policy. Such analysis is challenging as limited studies exist concern-

ing dynamic competition policy. This paper attempts to bridge this knowledge gap

by developing a novel structural growth model that includes mergers and acquisitions

(M&A) activity. This allows for a deeper understanding of the impact of M&A on

economic growth as well as serving as a test bed for proposed antitrust policies. The

model, estimated on U.S. data, shows that M&A is a double-edged sword. Blocking

all M&A transactions causes a significant decrease in the growth rate. Unrestricted

M&A causes a significant increase in market concentration. Both cases are welfare

decreasing. The chapter then considers the balance of static vs. dynamic policy as

well as a policy regime’s impact on the macroeconomy.

Antitrust policy analysis requires an understanding the motives behind a proposed
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transaction. The second chapter develops a novel methodology for classifying rela-

tionships between parties in a merger and acquisition transaction. Understanding

the motives of an M&A transaction is essential in researching the economic impact

of M&A. Given the high number of transactions per year, manually classifying ev-

ery transaction is unfeasible. This paper proposes a novel methodology using a

large-language model to determine if a transaction has possible horizontal or vertical

linkages. With su�cient information, this model is highly accurate. Focusing on

transactions involving U.S. firms, 38% of transactions were only horizontally linked,

38% were only vertically linked, 12% were both horizontally and vertically linked,

and 10% had no linkages. This pattern is robust across time and presidential ad-

ministrations. The resulting data can be used by any researcher studying M&A

transactions.

Continuing with the theme of understanding motives behind intangible investments,

the third chapter elucidates the nature of entrepreneurship by comparing life-cycle in-

come profiles and outcomes of individuals who share similar characteristics but di↵er

in their choice of self- or paid-employment. Results are based on U.S. administra-

tive data from the Internal Revenue Service and Social Security Administration over

the period 2000–2015 for subgroups of the population di↵ering by gender, marital

status, education, occupation, industry, cohort, and employment status. Contrary

to top-coded survey evidence based on relatively small samples and short panels,
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we find that entrepreneurs with at least twelve years in self-employment during our

sample have significantly higher average income and steeper, more persistent, income

growth profiles than their paid-employed peers with similar characteristics. Contrary

to survey evidence, we find that new entrants into self-employment have higher la-

bor incomes and lower asset incomes prior to entry relative to similar peers that

do not enter. A theory of entrepreneurial choice is developed and compared to the

subsample of young entrepreneurs in our data. We find that including firm-specific

investment and selection under incomplete information is necessary if the theory is

to match the observed income growth profiles and switching behavior for these young

entrepreneurs.
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Chapter 1

Innovation and Competition Policy

1.1 Introduction

In 2004, a company named MapQuest dominated the world of online mapping and

navigation. At the same time, a small tech company called Where 2 Technologies

had also developed a competitor product called Expedition — one that would prove

vastly superior to the existing products. Where 2 secured an initial funding deal from

a venture capital firm, but any hope of a deal was lost as Yahoo! entered the market

the next day. The consensus from venture firms was that it would require too much

investment and risk to enable Where 2 to compete with an internet giant like Yahoo.

However, one of those VC funds connected Where 2 with another client interested in

bringing Where 2’s product to the market and out-compete Yahoo. That client was
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Google. Expedition was re-branded as Google Maps. It is fair to say that, without

being acquired, the return on investment for Where 2 Technologies’ product would

have been scarce.

This story is not just an anecdote of one tech startup. Mergers and Acquisitions

(M&A) have become the primary channel for startup companies to receive a return

on their investments. Figure 1.1 displays methods of VC firm exits, the point where

venture capital firms exit their investments and receive returns on their investment.

It shows that from 2010 to 2019, on average, 78% of VC firms exited via acquisitions

compared to 8%, which were exits through public o↵erings. This trend is a reversal

of the VC exit outcomes of the 1990s. From the acquirers’ perspective, M&A is a

significant channel of investment. Data from SDC platinum, the most comprehensive

dataset on U.S. M&A transactions, shows that M&A transaction values, on average,

exceed $300 billion a year. However, M&A is a channel rarely considered in the

endogenous growth literature. By excluding M&A activity, the literature is missing

a significant incentive for investment and a central mechanism for firm growth.

In addition to being a source of significant investment incentives, M&A is also one

of the primary methods for firms to consolidate markets and gain monopoly power.

Monopolies and antitrust issues have always been a traditional concern of the gov-

ernment. However, recent developments in market consolidation and the rise of large
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tech companies have brought increased scrutiny. In 2020, the House Judiciary Com-

mittee’s antitrust panel issued a congressional report following an investigation into

the big four tech companies: Amazon, Apple, Google, and Facebook. In particu-

lar, the report raised concerns that the tech companies were no longer confined to

their original scope and instead had become multi-headed corporations with arms

in many di↵erent markets. Another key concern was killer acquisitions, as docu-

mented by Cunningham et al. [2021], where a company attempts to maintain its

current level of market power by buying a competitor within the same market with

the sole purpose of retiring the competing product and shutting down its further

development.

From the perspective of an antitrust regulator, fighting markup-induced misallo-

cation while minimizing the distortion on R&D incentives poses a di�cult policy

problem. As Crandall and Winston [2003] points out, ”the substantial and grow-

ing challenges of formulating and implementing e↵ective antitrust policies in a new

economy characterized by dynamic competition, rapid technological change and im-

portant intellectual property.” Given the existing literature, these challenges are

di�cult to address because the study of antitrust dynamic competition policy is in-

credibly limited. This sentiment is echoed in the remarks of J. Thomas Rosch, a

former commissioner of the Federal Trade Commission:
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If you were to get together a group of antitrust and patent experts, every-

one would likely agree broadly that antitrust and intellectual property are

complementary in that both areas of law seek to protect and encourage in-

novation. When it comes to antitrust law, however, promoting innovation is

good in theory, but hard in practice.

Thus, the goal of this paper is to help develop a useful tool for the consideration of

di↵erent dynamic antitrust concerns and policies.

To accomplish that goal, this paper develops a structural model of R&D and M&A

to accomplish this task. Within the model, firms can be multi-product. They use

R&D investments to both improve the products currently in their portfolio as well

as create new products in order to enter into new markets. The M&A block allows

the firms to buy the product lines of other firms. This captures M&A’s incentive for

R&D and the ability for M&A to increase a firm’s market power. M&A in the model

is solely horizontal in nature. While other forms of M&A are incredibly interesting,

antitrust enforcement is primarily focused on horizontal mergers. The Federal Trade

Commision’s Horizontal Merger Investigation Data, Fiscal Years 1996-2011 reveals

264 investigation’s theory of potential violations were horizontal and 28 were vertical.

So this chapter chooses to focus on the horizontal channel.

After estimating the model on U.S. economic data, this chapter shows the overall

impact of M&A on growth is positive. In an alternative economy where there was no
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M&A, the model estimates the economic growth rate would be 0.35pp lower than the

estimated baseline growth rate. This decrease comes from two sources: the inability

to combine existing products to create new products and a decreased incentive to

create new products to enter into new markets. The decrease in entry rates is most

prominent in low-productivity firms. They experience a decrease in entry rates by

53%.

While this shows the importance of M&A in investment decisions, M&A is a double-

edged sword. Unrestricted M&A is also welfare decreasing compared to the estimated

baseline model. While it increases growth, it also causes a massive increase in con-

centration and misallocation. Thus, the antitrust policymaker must balance its e↵ect

on growth with its e↵ect on market concentration.

This chapter then considers the impact of antitrust policy through simple rules.

This considers the impact of a proposed transaction on the transaction’s relevant

market. The model shows that the policy maker who focuses on dynamic outcomes,

the long-run e↵ects of the M&A transaction, is significantly welfare improving over

a purely static policy maker. However, it also shows that, even when considering

dynamic impacts on the relevant market, a strong policy regime can still decrease

the growth rate by decreasing incentives for low-productivity firms to enter into new

markets. This is new to the literature consideration for the antitrust policy maker

and something that warrants future study.
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The chapter is organized as follows. Section 1.2 lays out the model and Section 1.3

details how the model is estimated. Section 2.4 examines how M&A a↵ects growth at

both the firm and aggregate levels. Finally, Section 1.5 examines the the relationships

between antitrust policy, growth, and welfare.

1.1.1 Literature Review

Despite the significant concern surrounding the dynamic e↵ects of antitrust policy,

the literature is incredibly sparse and rarely considers the growth angle. The closest

prior research to this paper in goal and approach is Cavenaile et al. [2021]. This

paper used the Cavenaile et al. [2021] model as a base and then made several key

advancements to increase its applicability. In the Cavenaile et al. [2021] paper,

M&A opportunities arrive exogenously at a common rate for all pairs of firms in

a market. The pair of potential merger partners then negotiate bilaterally. Their

decision to have a rate be exogenous results in the limited ability of firms to respond

to changes in antitrust policy. One advancement of the current paper is to replace the

exogenous opportunities with endogenous search. The impact of an exogenous versus

endogenous rate is most apparent when considering an antitrust policy shutdown,

i.e., all M&A transactions occur freely. In this situation, Cavenaile et al. [2021]’s

model demonstrates that there is only a -0.88% change in the growth rate and a

minor impact on market concentration. When running the identical experiment,
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this paper’s model results stand in stark contrast with a 10% increase in growth

rate and a significant increase in the number of monopolies1. These results have

significantly di↵erent policy implications.

Another significant improvement that this paper makes is estimating the true func-

tion of the U.S. antitrust policy. Their paper makes the assumption that all trans-

actions above the screening threshold2 are obstructed with equal probability — an

assumption that does not hold true in the empirical data. The consequence of their

assumption is to underestimate antitrust enforcement for transactions that result in

a high degree of market consolidation since transactions with extremely high HHIs

and significant impact on market concentration would have the same probability of

being blocked as a transaction that is just over the screening threshold and mini-

mally impacts market concentration. This choice of model assumption would both

bias their estimation (the parameter values are chosen to match the distribution of

markups of the United States while allowing a higher frequency of large increases in

markup transactions) as well as their result that shutting down antitrust enforcement

has modest welfare consequences. Other studies have considered specific aspects of

dynamic antitrust policy. Fons-Rosen et al. [2021] focuses on the impact of banning

startup acquisitions and finds a positive growth e↵ect. Mermelstein et al. [2020]

studies the theory side of dynamic optimal antitrust policy.

1The overall result of this increase in market concentration decreases welfare
2For the latest published guidelines, the screening threshold is an HHI of more than 0.15 and a

change in HHI of more than 0.01.
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A closely related strand of the literature focuses on the interaction of markup and

innovation: Peters [2020]; Cavenaile et al. [2021]; Phillips and Zhdanov [2013]; Ak-

cigit et al. [2016]; Cavenaile et al. [2021]; and Pearce and Wu [2022]. Peters [2020]

shows that R&D activity can have both pro- and anti-competitive e↵ects. Improving

a firm’s existing product lines leads to increasing markups and misallocation while

creating new products can displace high-markup incumbents. This paper’s model

has a very similar finding to Peters [2020]. Cavenaile et al. [2021] found that R&D

provides firms with an increased ability to charge markups, resulting in static welfare

losses for consumers. However, they found that the dynamic welfare gains were more

significant than the static welfare loss. These findings echo the increasing need for a

dynamic antitrust policy.

Additionally, there is a growing strand of the literature on the aggregate impacts

of mergers and acquisitions without considering antitrust concerns. This include

Jovanovic and Rousseau [2002], Rhodes-Kropf and Robinson [2008], David [2020],

Gaillard and Kankanamge [2020], and Bhandari et al. [2023]. These all show how

mergers and acquisitions can improve the allocation of capital. However, by miss-

ing the potential for M&A to cause an increase in market power, it is di�cult to

determine the true welfare e↵ects.
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1.1.2 Institutional Details: U.S. Antitrust Policy

In the United States, antitrust authority is the dual responsibility of the Federal

Trade Commission and the Department of Justice, Antitrust Division. While these

are two distinct agencies that have di↵erent roles and responsibilities, this paper does

not reach the level of detail where these di↵erences are significant. As such, in this

paper, the two agencies will be referred to as the antitrust authority. The statutory

objective of the antitrust authority, found in the Clayton Act, is to prevent mergers

where:

in any line of commerce or in any activity a↵ecting commerce in any section

of the country, the e↵ect of such acquisition may be substantially to lessen

competition or to tend to create a monopoly.

The authority’s primary method of antitrust enforcement is the Premerger Notifi-

cation Program, where a proposed M&A transaction3 is reviewed and, potentially,

challenged by the government prior to the transaction4. This enforcement program

is a process that has three primary steps:

1. The transacting parties inform the antitrust authorities of the proposed trans-

action.
3Only transactions over threshold prices are required to be reported in the Premerger Notifica-

tion Program. This threshold changes by year. At the end of fiscal year 2019, the threshold value
was $90 million.

4While the government also conducts post-merger antitrust enforcement (for example, breaking
up the Bell system) these actions are incredibly rare
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2. The antitrust authority reviews the proposal, resulting in either a request for

additional information, referred to as a second request, or approval for the

transaction to be carried out.

3. For transactions that received a second request, the authority reviews the addi-

tional information and determines whether or not to challenge the transaction

on antitrust grounds.

A challenge can attempt to block a transaction completely, but it also commonly

requires the divestiture of a portion of one of the parties’ firms. It is also worth

noting that the merging parties can attempt to appeal the challenge in court.

A significant challenge when studying antitrust policy is a lack of transparent quan-

titative data surrounding the authority’s decision-making process. The antitrust

authority releases two quantitative resources. The first resource is the Hart-Scott-

Rodino Annual Report (HSR report) in which the Federal Trade Commission and the

Department of Justice Antitrust Division are required to report information related

to that year’s actions for the Premerger Notification Program. Quantitatively, it

contains:

• the number of transactions reported to the antitrust regulator

• the number of requests for second reviews

• the number of transactions that the regulator attempted to block.

10



The HSR reports lack common concentration information, such as the Herfindahl-

Hirschman Index, and only qualitatively describe the reasoning behind enforcement

actions. Figure 1.2 plots the second request and challenge rate by time from fiscal

year5 1996 to fiscal year 2019. This graph shows that second requests are relatively

rare and, over the plotted period, an average of 2.3% transactions received any form

of challenge by the antitrust authority.

While systematic, quantitative data on the transactions that received second reviews

is limited to the HSR reports, a FTC report Horizontal Merger Investigation Data,

Fiscal Years 1996-2011 allows a deeper look into the second review process. The first

key data point from the report is the reason the antitrust authority initiated the sec-

ond review – called the theory of potential violation. Of the identifiable reasons6, 80%

of investigations theory of potential violation concerns horizontal mergers. This frac-

tion is potentially a lower bound since other potential theories include ”monopsony

theory”, ”potential competition theory”, and ”joint venture” which could possibly

result from horizontal mergers7. Given the antitrust authority’s focus on horizontal

mergers, this paper only includes horizontal mergers.

The other key data point is Table 3.1 of the report (which is reproduced in this paper

5The data contained within a year’s report covers the U.S. Federal Government’s fiscal year of
Oct. 1 to Sept. 31.

6Non-identifiable reasons are ”filing withdrawn by parties during the investigation”, ”closed
after a quick look”, and ”investigations still open”.

7All the theory of potential violation other than ”vertical theory” comprise 92% of identifiable
theory of potential violation
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as Table 1.1). This provides the number of second reviews, as well as the number

of enforcement actions, by the expected post-merger Herfindahl-Hirschman Index

(HHI)8 and post-merger change in HHI. Panel A of Table 1.1 counts the number of

second reviews. This shows the majority of the second reviews occur at higher levels

of HHI and change in HHI. Panel B displays the fraction of second reviews resulting

in an enforcement action. Generally, the higher the post-merger HHI and the higher

the change in HHI, the higher the likelihood of an enforcement action. However, in

the data, this likelihood is not monotonically increasing9.

1.2 Model

1.2.1 Environment

Household: There is a single infinitely-lived representative household that discounts

the future at the rate ⇢. The household consumes a consumption good Ct, with a

price Pt; supplies one unit of labor to the market at a wage rate wt; and invests in

8The Herfindahl-Hirschman Index is a commonly used measure of concentration within a mar-
ket. It is defined as the sum of each market participant’s squared market share.

9For example, the cell for a 5000-6999 post-merger HHI and 1200-2499 change in HHI has
a lower, observed, percentage of enforcement actions than the 4000-4999 post-merger HHI and
1200-2499 change in HHI cell and the 5000-6999 post-merger HHI and 800-1199 change in HHI
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asset At, with a return rt. Assets evolve as

Ȧt = rtAt + wt � PtCt.

The household determines its consumption, labor supply, and savings to maximize

its discounted lifetime utility of:

U =

Z 1

0

e�⇢t logCt dt. (1.1)

Firms: The economy is populated by a measure m of multi-product firms indexed

by f . The set of product markets in which a firm f competes at time t is denoted by

If,t. Within each of these product markets i 2 If,t, the firm produces a single good

with good-specific productivity qf,i,t. The good specific productivity is combined with

a firm-level productivity zf . This productivity is constant across time. The firm f ’s

value at time t is denoted by Vt (zf , {qf,i,t} ;⌦t) where ⌦t is the states of all firms and

markets at time t. For increased clarity, the full state of the firm will be frequently

omitted with a ”!” symbol denoting changes to a firm’s state

Product Markets: Di↵erentiated product markets are indexed by i 2 [0, 1]. For

each product market i, there is a finite set of strategic firms Fi,t and a competitive

fringe, each producing di↵erentiated varieties of products. For each firm f 2 Fi,t,
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their output is denoted yf,i,t. The fringe’s output is yc,i,t. Within a product market

i, the firms’ goods are aggregated together into a product market output yi,t by a

competitive firm employing C.E.S. technology with elasticity of substitution ✓:

y
✓�1
✓

i,t =
X

f2Fi,t

y
✓�1
✓

f,i,t + y
✓�1
✓

c,i,t . (1.2)

Final Goods: All product markets’ goods yi,t are aggregated into a final good Yt

by a competitive final goods firm. This firm employs a Cobb-Douglas aggregator10:

log Yt =

Z
1

0

log yi,t di (1.3)

.

Production and Competition: Within each market i 2 If,t in which the firm op-

erates, they combine their common productivity zf , their good specific productivity

qf,i,t, and a labor input hf,i,t to produce output yf,i,t by

yf,i,t = zfqf,i,thf,i,t. (1.4)

10In general, this technology could easily be replaced by a general CES aggregator; however, the
unitary elasticity aggregator adds significant clarity during policy analysis.
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The competitive fringe hire labor hc,i,t to produce output yc,i,t by

yc,i,t = qc,i,thc,i,t. (1.5)

Within each market, the firms in Fi,t compete in Cournot competition. For firm f in

market i 2 If,t, the firm, taking their competitors’ prices as given, picks their price,

output, and labor input to solve

⇡f,i,t = max
pi,t,pf,i,t,yf,i,t,hf,i,t

pf,i,tyf,i,t � wthf,i,t (1.6)

s.t. yf,i,t = zfqf,i,thf,i,t (1.7)

yf,i,t = p�✓f,i,tp
✓�⌘
i,t Yt (1.8)

p1�✓i,t =
X

f 02Fi,t

p1�✓f,i,t + p1�✓c,i,t (1.9)

yf,i,t, hf,i,t � 0. (1.10)

Research and Development: The firms conduct research and development to

achieve two goals: (1) to improve the productivity of their current products and (2)

to expand into new markets by creating new products. Each good’s productivity sits

on a quality ladder with step size � > 1. Each time a firm improves its product, the

good’s productivity takes a single step up the ladder — its productivity goes from

qf,i,t to �qf,i,t. The resulting change in firm f ’s value from an improvement in its
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market i 2 If,t product is

V (qf,i,t ! �qf,i,t)� V.

Improvements arrive to the firm exogenously according to a Poisson arrival process

at an endogenous innovation rate jf,i,t. The cost of achieving that rate is cj (jf,i,t)Qt

units of goods where cj is assumed to be strictly convex and di↵erentiable and Qt

is the aggregate productivity index. The improvements are market-specific. The

firm can simultaneously attempt to improve all its products. Firm f chooses its

innovation rate jf,i,t in market i 2 If,t to solve

max
jf,i,t�0

{jf,i,t (V (qf,i,t ! �qf,i,t)� V )� cj (jf,i,t)Qt} . (1.11)

A product’s productivity never decreases; however, once a firm’s product’s produc-

tivity is n̄ steps behind the market leader, its product becomes defunct.

Creating a new product through expansion results in the firm expanding into a

new market. This research e↵ort is undirected, meaning the firm cannot target

which market to enter. When they develop a new product, the firm receives a

uniform random draw of which market i 2 [0, 1] it enters. Upon entering the new

market, the productivity of the new good is a step above the maximum good-specific

productivity currently existing in that market. Let q`,i,t = max {qf,i,t : f 2 Fi,t} .

The new product’s productivity is �q`,i,t. This is intended to capture new products
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as superior versions of existing products. The expected value to the firm of a new

product is

Ei0

h
V
⇣
{qf,i,t}i2If,t ! {qf,i,t}i2If,t [ {qf,i0,t}

⌘i
� V.

New products arrive to the firm according to a Poisson arrival process at an endoge-

nous expansion rate xf,t. The cost of achieving that rate is cx (xf,t)Qt units of goods

where cj is assumed to be strictly convex and di↵erentiable. The firm chooses its

expansion rate to satisfy

max
xf,t�0

n
xf,t

⇣
Ei0

h
V
⇣
{qf,i,t}i2If,t ! {qf,i,t}i2If,t [ {qf,i0,t}

⌘i
� V

⌘
� cx (xf,t)Qt

o
.

(1.12)

Within each product market, there is a maximum size cap of F̄ firms. If the market is

drawn, and it already has F̄ firms, then the firm with the least profitable product11,

in terms of sales minus wages paid to production workers.

The competitive fringe does not perform R&D. Instead, their productivity is a frac-

tion ⌘ of the market leaders’s good’s productivity. That is

qc,i,t = ⌘qi,t (1.13)

11If multiple firms are tied for least profitable, one is picked with equal probability to exit the
market.
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where

qi,t = max{qf,i,t : f 2 Fi,t}. (1.14)

Mergers and Acquisitions: The second source of firm growth is through mergers

and acquisitions. This chapter focuses on horizontal mergers meaning M&A trans-

actions are between current market incumbents and for a single market’s product.

While M&A transactions are traditionally thought of as one company buying the

entirety of another, it is also frequently observed in the data that one company buys

only a portion of another12. Within market i, firm f 2 Fi,t receives an opportunity

to attempt to purchase firm f 0 2 Fi,t market i product at rate af 0,f,i,t. The potential

buyer endogenously sets this rate af 0,f,i,t at a cost ca (af 0,f,i,t)Yt. When the parties

agree to undertake a transaction, the prices are set by Nash bargaining, where the

buyer’s bargaining power is �. After the transaction is complete, the selling party

exits the market. Crucially, from a competition perspective, that means there is one

less competitor in the market.

After the buyer acquires the seller’s product, there are two options. The first option

is the buyer can either combine its product with the seller’s product to produce a

single, potentially improved product. The second option is for the buyer to shelve

the seller’s product, e↵ectively killing it. This second option results in no change

to the buyer’s productivity within the market. Combining the two products is not

12For example, Google purchased only Motorola’s cell phone division.
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free. After the seller’s product is transferred to the buyer, the buyer observes the

combination cost �f 0,f,i,t, which is drawn from an exponential distribution with shape

parameter !. If the buyer chooses to combine the products, the resulting productivity

q̃f,i,t is

q̃f,i,t = ⇣q↵f,i,tq
1�↵
f 0,i,t. (1.15)

If the buyer chooses to shelve the seller’s product, then the buyer’s product’s pro-

ductivity remains unchanged.

Prior to every M&A transaction, the antitrust authority reviews the transaction and

can choose to block the transaction. In the baseline model, the antitrust authority

only considers the post-merger HHI and the change in HHI13. Let hhif 0,f,i,t denote the

post-merger HHI of firm f buying the market i good of firm f 0 at time t and�hhif 0,f,i,t

denote the resulting change in HHI. The antitrust authority blocks a transaction with

probability Bf 0,f,i,t = B (hhif 0,f,i,t,�hhif 0,f,i,t) . This function is an input to the model

and is estimated in Section 1.3.1. If the regulator blocks a transaction, the parties

do not have a chance to restructure the transaction and the deal is dead.

The total surplus for firm f buying the good of firm f 0 in market i at time t and

13This assumption allows the model to take full advantage of the limited, publicly-available data
described in Section 1.1.2.

19



combining the goods, denoted TSC
f 0,f,i,t, is

TSC
f 0,f,i,t = Vf,t

⇣
(qf,i,t, qf 0,i,t) !

⇣
⇣q↵f,i,tq

1�↵
f 0,i,t, 0

⌘⌘

+ Vf 0,t

⇣
(qf,i,t, qf 0,i,t) !

⇣
⇣q↵f,i,tq

1�↵
f 0,i,t, 0

⌘⌘

� Vf,t � Vf 0,t � "f 0,f,i,t.

(1.16)

The total surplus for the same transaction where the buyer kills the product, denoted

TSK
f 0,f,i,t, is

TSK
f 0,f,i,t = Vf,t (qf 0,i,t ! 0) + Vf 0,t (qf 0,i,t ! 0)� Vf,t � Vf 0,t. (1.17)

Given the Nash bargaining structure of M&A transactions, the buyer’s surpluses are

defined as

BSC
f 0,f,i,t = �TSC

f 0,f,i,t (1.18)

BSK
f 0,f,i,t = �TSK

f 0,f,i,t. (1.19)

Define firm f ’s gain from combining �BSC
f 0,f,i,t as

�BSC
f 0,f,i,t = BSC

f 0,f,i,t � BSK
f 0,f,i,t. (1.20)
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The probability of the firm combining PC
f 0,f,i,t is

PC
f 0,f,i,t = 1� exp

�
�!max

�
0,�BSC

f 0,f,i,t

 �
. (1.21)

Thus the expected buyer’s surplus E [BSf 0,f,i,t] is

E [BSf 0,f,i,t] = E
⇥
(1� Bf 0,f,i,t)

�
PC
f 0,f,i,tBSC

f 0,f,i,t + (1� PC
f 0,f,i,t)BSK

f 0,f,i,t

�⇤
. (1.22)

When the buyer decides its af 0,f,i,t, it solves

max
af 0,f,i,t

{af 0,f,i,tE [BSf 0,f,i,t]� cA (af 0,f,i,t)Yt} . (1.23)

To simplify notation, let MAf 0,f,i,t ("f 0,f,i,t) denote the change of state when firm f

buys the good of firm f 0 in market i where the combination cost is "f 0,f,i,t.

Firm’s Value Function: Combing the previous description results in the definition
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of the firm’s value function of

rtVf,t � V̇f,t =
X

i2If,t

⇡f,i,t

| {z }
Current Gross Profits

+
X

i2If,t

max
jf,i,t

{jf,i,t (Vf,t (qf,i,t ! �qf,i,t)� Vf,t)� cJ (jf,i,t)Yt}

| {z }
Firm’s R&D Improvement

+
X

i2If,t

X

f 02Fi,t

f 0 6=f

jf 0,i,t (Vf,t (qf 0,i,t ! �qf 0,i,t)� Vf,t)

| {z }
Competitors’ R&D Improvement

+max
xf,t

{xf,tEiDf,i,t � cx (xf,t)Yt}
| {z }

Entry

+
X

i2If,t

X

z

xz,t (Vf,t ({qf 0,i,t} ! {qf 0,i,t} [ qf 00,i,t)� Vf,t)

| {z }
New Compeitor’s Entry

+
X

i2If,t

X

f 02Fi,t

f 0 6=f

max
af 0,f,i,t

{af 0,f,i,tE [BSf 0,f,i,t]� cA (af 0,f,i,t)Yt}

| {z }
Own M&A Actions

+
X

i2If,t

X

f 0,f 002Fi,t

f 0,f 00 6=f
f 0 6=f 00

af 00,f 0,i,t ((1� Bf 00,f 0,i,t)E [Vf,t (MAf 00,f 0,i,t ("f 00,f 0,i,t))]� Vf,t)

| {z }
Compeitors’ M&A Actions

(1.24)

While this value function is incredibly complicated, it can be solved in parts according

to the following lemma.
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Lemma 1. The firm’s value function Vf,t can be written as

Vf,t = HQf,t +
X

i2If,t

Df,i,t (1.25)

where HQf,t is defined by

rtHQf,t � ˙HQf,t = max
xf,t

{xf,tEiDf,i,t � cx (xf,t)Yt} (1.26)
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and Df,i,t is defined by

rtDf,i,t � Ḋf,i,t = ⇡f,i,t|{z}
Current Gross Profits

+max
jf,i,t

{jf,i,t (Df,i,t (qf,i,t ! �qf,i,t)�Df,i,t)� cJ (jf,i,t)Yt}
| {z }

Firm’s R&D Improvement

+
X

f 02Fi,t

f 0 6=f

jf 0,i,t (Df,i,t (qf 0,i,t ! �qf 0,i,t)�Df,i,t)

| {z }
Competitors’ R&D Improvement

]

+
X

z

xz,t (Df,i,t ({qf 0,i,t} ! {qf 0,i,t} [ qf 00,i,t)�Df,i,t)

| {z }
New Competitor’s Entry

+
X

f 02Fi,t

f 0 6=f

max
af 0,f,i,t

{af 0,f,i,tE [BSf 0,f,i,t]� cA (af 0,f,i,t)Yt}

| {z }
Own M&A Actions

+
X

f 0,f 002Fi,t

f 0,f 00 6=f
f 0 6=f 00

af 00,f 0,i,t ((1� Bf 00,f 0,i,t)E [Df,i,t (MAf 00,f 0,i,t ("f 00,f 0,i,t))]�Df,i,t)

| {z }
Competitors’ M&A Actions

(1.27)

Proof. The proof is an accounting exercise of applying (1.25) to (1.24).

Distribution: A market i’s state at time t is the firms’ productivity and goods’

relative productivity14 Si,t = {(z1, q̃1), . . . , (zn, q̃n)}. Let µt(St) denote the measure

14Relative productivity is the firm’s good’s productivity relative to the market’s maximum good’s
productivity.
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of markets in state St. This is defined by the Kolmogorov forward equation for

markets

µ̇t(St) = �
n(St)X

k=1

jk(St)µt(St)

+

Z

{S0
t:Firm k innovation means S0

t becomes St}
jk(S

0
t) dµt(S

0
t)

�
X

z

xz,tµt(St)

+

Z

{S0
t:Entry of firm type z means S0

t becomes St}
xz,t dµt(S

0
t)

�
n(St)X

k=1

X

k0 6=k

ak0,k(St)µt(St)

+

Z

{S0
t:Firm k0 and k merge means S0

t becomes St}
(1� Bk0,k,t(S

0
t))ak0,k,t(S

0
t) dµt(S

0
t).

(1.28)

The distribution of divisions comes directly from the distribution of markets.

Market Clearing: Final goods are split among consumption and investment by

Yt = Ct +

Z
1

0

X

f2Fi,t

cJ(jf,i,t)Yt di+

Z m

0

cX(xf,t)Yt df. (1.29)

The aggregate entry rate Xz,t must match the aggregated individual expansion rates

Xz,t =

Z

{f :zf=z}
xf,t df. (1.30)
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Within the labor market, markets clear when aggregate labor demand equals one.

That is

1 =

Z
1

0

X

f2Fi,t

hf,i,t + hc,i,t di. (1.31)

Finally, household assets must equal the value of the economy’s firms:

At =

Z m

0

Vf,t df (1.32)

1.2.2 Equilibrium

This paper focuses on the impact of policy on the balanced growth path.

Definition 2. A balanced growth path is a set of firm-level allocations

n
xf,t,

n
yf,i,t, hf,i,t, jf,i,t, {af 0,f,i,t}f 02Fi,t,f 0 6=f

o
, yc,i,t, hc,i,t

o

i,t
,

market distribution µt, aggregate allocations {Ct, At, Yt}t, entry rate Xz,t, and prices
n
Pt, rt, wt, {pf,i,t}f,i,t

o
such that

1. Consumption Ct and assets At maximize household welfare (3.8).

2. The firm allocation solve the optimization problems in (1.26) and (1.27).

3. The distribution of markets µt satisfies (1.28) and µ̇t = 0.

4. The market clearing conditions (1.29)-(1.32) all hold.
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5. Aggregate output, consumption, wages, investment, and productivity all grow

at the same rate g.

Part 5 of the definition implies

Yt = Y egt (1.33)

Ct = Cegt (1.34)

wt = wegt (1.35)

Qt = Qegt. (1.36)

1.2.3 Equilibrium Results

On the balanced growth path, several analytic results can be derived.

Interest Rates: The interest rate is given by

rt = ⇢+ g. (1.37)

Welfare: On the balanced growth path, household welfare is

U =
1

⇢
logC +

1

⇢2
g.
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Prices and Production: Given that within-market competition is assumed to

follow the Cournot game, prices are pinned down via a nonlinear system

sf,i,t =
p1�✓f,i,tP

f 02Fi,t
p1�✓f 0,i,t + p1�✓c,i,t

(1.38)

"f,i,t = ✓ + (1� ✓)sf,i,t (1.39)

pf,i,t =
"f,i,t

"f,i,t � 1

wt

zf,tqf,i,t
(1.40)

where sf,i,t is firm f ’s market share in market i and "f,i,t is firm f ’s market i elasticity.

After computing prices, the output is determined by (1.8), and the labor input is

determined by (1.4). To simplify things going forward, define

qi,t = max{qf,i,t : f 2 Fi,t}

zi,t = max{zf,t : f 2 Fi,t}

q̃f,i,t =
qf,i,t
qi,t

z̃f,i,t =
zf,t
zi,t

mf,i,t =
"f,i,t

1� "f,i,t

mi,t =

0

@
X

f2Fi,t

✓
mf,i,t

z̃f,i,tq̃f,i,t

◆1�✓

+

✓
⌘

zi,t

◆1�✓
1

A

1
1�✓

.
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Aggregate Output: Aggregate output can be expressed as

Yt = QtZtMt (1.41)

where the goods’ productivity index Qt is defined by

logQt =

Z
1

0

log qi,t di, (1.42)

the firms’ productivity index Zt is defined by

logZt =

Z
1

0

log zi,t di, (1.43)

and a mark up term Mt defined by

Mt =
exp

⇣R
1

0
logm�1

i,t di
⌘

R
1

0

✓P
f2Fi,t

m�✓
f,i,tz̃

✓�1

f,i,t q̃
✓�1

f,i,t +
⇣

⌘
zi,t

⌘✓�1
◆
m✓�1

i,t di

. (1.44)
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Growth: On the balanced growth rate, the growth rate g is given by

g = log (1 + �) (J +X)| {z }
Improvments and Entry

+

Z
1

0

X

f 0,f2Fi,t

f 6=f 0

af 0,f,i,t(1� Bf 0,f,i,t)E
"
log

 
qMA
`,f 0,f,i,t

q`,i,t

!#
di

| {z }
M&A

.
(1.45)

where

J =

Z
1

0

X

f2Fi,t
qf,i,t=qi,t

jf,i,t di (1.46)

X =
X

z

Xz,t (1.47)

and qMA
`,f 0,f,i,t is the market leader’s good’s productivity after firm f acquires the good

of firm f 0. For the M&A term, it is important to note that log

✓
qMA
`,f 0,f,i,t
q`,i,t

◆
can either

be positive or negative. The M&A term also reveals the direct e↵ect of antitrust

policy on growth — blocking transactions where log

✓
qMA
`,f 0,f,i,t
qi,t

◆
> 0 directly reduces

the growth rate.

1.2.4 Numerical Solutions

The model does not admit an analytical solution and must be solved numerically. The

state space is defined by the number of productivity states z, the maximum number
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of firms in the market F̄ , and the maximum number of steps behind the market

leader n̄. The specific values are three productivity states, a maximum of five firms,

and eight steps behind the leader. This results in approximately 50 thousand market

states and approximately 225 thousand division states. Appendix B describes the

numerical algorithm in detail.

1.3 Estimation

1.3.1 The Antitrust Policy Function

One of the crucial inputs to the model is the probability of antitrust enforcement

P (B|hhi,�hhi). Given the limited publicly available data on antitrust decision-

making, estimating this function is challenging. An approach commonly taken by

the existing literature15 is to assume all transactions with a post-merger HHI and

change in HHI above the horizontal merger guidelines receive enforcement with a

constant probability. However, as documented in Section 1.1.2, the probability of a

transaction receiving an enforcement action increases with the post-merger HHI and

change in HHI. This paper’s approach is to decompose the conditional probability

function into two parts — one which can be directly estimated from the publicly

available data and the other which will be estimated as part of the moment matching

15See Cavenaile et al. [2021].
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exercise.

The law of total probabilities allows P (B|hhi,�hhi) to be written as

P (B|hhi,�hhi) = P (B|S, hhi,�hhi)P (S|hhi,�hhi)+P
�
B|S, hhi,�hhi

�
P
�
S|hhi,�hhi

�
.

(1.48)

Since the first step in the antitrust review process is a second review, P
�
B|S, hhi,�hhi

�
=

0. Thus, it follows that (1.48) becomes

P (B|hhi,�hhi) = P (B|S, hhi,�hhi)P (S|hhi,�hhi) . (1.49)

This transforms the conditional probability of blocking into a combination of the

conditional probability of a second review and the conditional probability of blocking

given a second review. The remainder of this section will detail how each object is

estimated.

Beginning with the conditional blocking probability given a second review P (B|S, hhi,�hhi),

Table 3.1 of Horizontal Mergers Investigation Data, Fiscal Years 1996-2011 brakes
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down the fraction of second reviews by U.S. antitrust authorities that received en-

forcement action by post-merger HHI and change in HHI. Performing logistic regres-

sion16 results in an estimate of P (B|S, hhi,�hhi) given by

logit P̂ (B|S, hhi,�hhi) = �0.21+1.86 hhi+0.1862�hhi+10.34 hhi⇥�hhi. (1.50)

To evaluate the accuracy of this classifier, twenty percent of the data was withheld

from training. For the test, a transaction is considered blocked if P̂ (B|S, hhi,�hhi) >

1

2
. The resulting precision17 is 0.80, and recall is 0.93. Thus, the estimate of the test

data is relatively accurate.

The second term in (1.49), the conditional probability of a second review, can not

be directly estimated from the data. While Horizontal Mergers Investigation Data,

Fiscal Years 1996-2011 does have the number of second reviews by post-merger HHI

and change in HHI, there is no data source that provides the number of transactions

that did not receive a second review by post-merger HHI and change in HHI. To alle-

viate this challenge, this paper adopts an approach that enables indirect estimation

of a second review policy function. Consider the antitrust policymaker’s decision

problem to issue a request for a second review. Second reviews are not free for the

antitrust policy maker: they take a substantial amount of sta↵ work to review the

16More details on this regression are provided in Appendix C
17Precision and recall are common accuracy measures for classification methods. Here, precision

is the fraction of transactions predicted to be blocked that were blocked in the test data. The recall
is the fraction of transactions blocked in the test data predicted to be blocked.
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information and issue a decision. Thus, an optimal antitrust policymaker only issues

second-review requests to transactions that they believe they are likely to block after

the second review.

The policymaker’s second review problem can be modeled as a discrete choice prob-

lem. Out of the set of all M&A transactions, the policymaker needs to pick which

set of transactions receives a second review subject to the budget it has allocated

for antitrust enforcement. The antitrust authority orders transactions by blocking

likelihood and picks transactions until it exhausts its budget. This results in a second

review threshold s̄ where any transaction with

P̂ (B|S, hhi,�hhi) � s̄ (1.51)

receives a second review, and every other transaction is passed unopposed. This

threshold, s̄, becomes a model parameter that will be indirectly estimated.
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1.3.2 Functional Forms

The model admits arbitrary functional forms on the firm’s cost functions. This paper

will use simple, convex-cost functions

cj (jf,i,t) = 'jj
1+�j
f,i,t (1.52)

cx (xf,t) = 'xx
1+�x
f,t (1.53)

ca (af 0,f 0,i,t) = 'aa
1+�a
f 0,f 0,i,t. (1.54)

1.3.3 Parameter Estimation

In addition to second review outcome probability B (hhi,�hhi|S), the model has

a total of seventeen parameters: ↵, �, ⌘, �a, �j, �x, �, m, !, 'a, 'j, 'x, ✓, ⇣,

z1, z3, and s̄. The discount rate ⇢ is set to a standard value of ⇢ = 0.05. Given

the di�culty in credibly identifying R&D curvature parameters without exogenous

R&D cost variation, this paper follows Acemoglu et al. [2018]’s suggestion of using

�x = �j = 1. For a similar reason, this paper sets �a = 1. The remaining fourteen

parameters are estimated using the method of simulated moments. The remaining

portion of this subsection will describe the target moments and their data sources.

The data underlying each moment is restricted to 1996-2019.

To capture the U.S.’s growth dynamics, the model is estimated to match the average

National Income and Product Accounts’ GDP growth rate of 2.41% as well as the
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ratio of R&D investments to GDP of 0.04. Given the paper’s interest, it is critical to

accurately depict the interaction of competition and research e↵ort. For almost all

parameter sets, this model will produce an inverted-U relationship between the level

of competition and research intensity as documented by Aghion et al. [2005]. The

goal is to match the inverted-U shape in the data. Following Cavenaile et al. [2021],

the model is estimated to match a quadratic regression of relative sales on the log of

RD spending18. The data underlying this regression is Compustat firm-years with

a positive R&D expenditure. Sales share is defined by the shares of sales within its

four-digit SIC. The result of this regression is

log RDf,t = 1.39⇥ sharef,t � 1.11⇥ share2f,t + "f,t. (1.55)

The next set of moments are statistics on observed M&A transactions where the

acquirer was a U.S. publicly traded corporation. The data source is SDC platinum,

which contains records of individual M&A transactions. Barnes et al. [2014b] reports

that it is generally a reliable and complete source of the target transactions. The

first moment is the aggregate M&A transaction value to GDP of approximately 5%

per year. Next is the mean and standard deviation of the merger premium. In order

to discipline the killer acquisition rate, the model is targeted to matchCunningham

18In Cavenaile et al. [2021], they used patent counts and improvement arrival rates. Given the
multi-product nature of this model, R&D spending adds up to a firm-level variable more easily than
the arrival rates.
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et al. [2021]’s lower bound on the estimated killer acquisition rate of 5.3%. The final

M&A moment is the antitrust authority’s second request rate of 3%. The final set

of moments is related to the firm’s productivity distribution.

These data moments are summarized in Panel B of Table 1.2. The parameters are

chosen to match these target moments. The resulting parameters are shown in Panel

A of Table 1.2 and the resulting model moments are shown in Panel B. While the

model is not exactly identified, the simulated moments are close enough that the

results of this parameter set should be reflective of the exactly identified model.

1.4 The E↵ect of M&A on Growth

The goal of this section is to understand the impact of M&A on R&D e↵ort. The

clearest way to examine the impact is to compare the model with an alternative

where the antitrust regulator blocks all M&A. The next section examines the impact

at the level of the individual firms. The following section examines the aggregate

impact and the associated impact on growth.

1.4.1 Impact of M&A Across the Firm Distribution

To begin, consider the entry e↵ort margin. Table 1.3 shows the firm-level entry e↵ort

in both the baseline model and the no M&A case by productivity level. Without
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M&A, every firm decreases their entry e↵ort showing that M&A and entry are com-

pliments. The 53% decrease for the low-productivity firms is the largest response.

The reason is simple: removing M&A is removing a channel for firms to receive a

return on their entry investment. While an individual, low productivity firm’s entry

e↵ort is relatively small, they make up 50% of all firms. Thus, they comprise 36% of

the aggregate entry rate19. Even the high productivity firm experiences a negative

decline in their entry rate when there is no M&A. For the high productivity firms,

the removal of the investment return channel of being bought out is part of the

story. However, their profits are also a↵ected by the reduced ability to consolidate

markets20.

After seeing how the entry margin of R&D decreased without the ability to per-

form M&A, a natural question is if the improvement margin is similarly impacted.

Figure 1.3 displays the inverse cumulative distribution function of the change in

improvement rate when M&A is removed21. It reveals that approximately 75% of

the divisions would perform less improvement R&D in a world without M&A. This

results in around a 19% decrease in the average improvement e↵ort22. However, in ad-

dition to the changes in improvement rates, the distribution of divisions also changes

19The middle productivity firm comprises 46% of the aggregate entry rate, and the high produc-
tivity firm comprises the remaining 18%.

20A simple measure of this is the number of monopoly and duopoly markets. In the baseline
model, 24% of markets are monopolies or duopolies. Without M&A, it is nearly zero markets.

21The distribution of divisions underlying this figure is the distribution from the baseline model
22Computing the average based on the baseline distribution of divisions.
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between the two cases. The lack of M&A results in markets being more competitive.

Given the model matches research and development’s inverted U-shape relationship

with competition23, this increase in competitiveness results in a significant increase

in average improvement e↵ort compared to the baseline.

1.4.2 M&A and Aggregate Growth

The previous subsection reveals that M&A boosts entry e↵ort and reduces improve-

ment e↵ort compared to a world without M&A. This subsection examines the ag-

gregate impact. Aggregate growth can be decomposed into four components: im-

provement gImprovement, entry gEntry, M&A combination gCombine, and M&A kill gKill.

Table 1.4 decomposes the aggregate growth rate into these four components. The

largest contributor, adding 1.29pp to the aggregate growth rate, is the entry compo-

nent. Next is the improvement component adding 0.69pp. M&A resulting in combin-

ing products contributes 0.41pp. Somewhat surprisingly, M&A transactions resulting

in the acquirer killing the acquired product only reduce the aggregate growth rate

by 0.01pp.

To understand the impact of M&A on these aggregate components, consider the

alternative model where all M&A is banned. The aggregate growth rate in this

case is 1.9% which is 0.49pp lower than the baseline model. The decomposition

23Documented in Aghion et al. [2005].
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into the four components, as well as the di↵erence between the baseline and the no

M&A case, is also shown in Table 1.4. Consistent with the previous section, the

improvement component does increase by 0.26pp. However, this does not make up

for the -0.35pp change in the entry rate component and the -0.41pp change from

producing new goods through M&A. This also reveals that the M&A substitutes

with aggregate improvement R&D but is complementary with aggregate entry R&D.

However, as the next section will show, the presence of M&A does increase aggregate

misallocation.

1.5 Competition Policy

1.5.1 The Dual Edge Sword E↵ect of M&A

The previous section showed that banning all M&A would reduce the aggregate

growth rate by nearly a half percentage point. Given that M&A both acts as an

incentive for entry as well as a source of growth through the combining products, a

reasonable hypothesis is that allowing all M&A transactions may increase growth. As

Table 1.5 reveals, the growth rate is 0.24pp higher than the baseline case. However,

it also reveals that the household would prefer not live in either the economy with

no M&A or the economy with no enforcement. The di↵erence in welfare from the

baseline economy is determined by two things: the change in the economic growth
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rate and the change in static misallocation. In the case where there is no M&A, the

impact of the reduced misallocation does not make up for the reduced growth rate. In

the case where there is no antitrust enforcement, the increased growth rate does not

o↵set the increased static misallocation. The source of this increased misallocation is

increased concentration in markets. For example, the fraction of monopoly markets

rise from less than one percent in the no M&A case to approximately 51% in the

no enforcement case24. This increase in concentration reduces the level base level

of consumption, C, by 24% compared to the baseline model. In both cases, the

household’s welfare decreases. The no M&A case has a decrease of 18.15% and the

no enforcement case has a decrease of 7.86%. This shows that an optimal antitrust

authority must consider its impact on growth in addition to its impact on static

misallocation.

1.5.2 Simple Antitrust Rules

While the predictive analysis to identify anticompetitive mergers in the real world is

extremely di�cult, within the model, it is simple. Given the unitary elasticity final

goods aggregator, market-level revenue pi,tyi,t is equal across markets. If a merger

results in a lessening of competition, it also results in a decrease in output. So, within

the model, a simple rule could reject a proposed merger if it results in a decrease in

24In the baseline model, approximately 4% of markets are monopolies.
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some measure of output.

From a purely static perspective, a potential simple rule blocks the merger if the

post-merger level of market output is less than the premerger level of market output.

Let EyMf 0,f,i,tA be the expected level of output after the merger25. The pre-merger

level of output is yi,t. So, the simple static rule is to block a merger if

EyMA
f 0,f,i,t < yi,t. (1.56)

The way to interpret this rule is that the antitrust policymaker disallows any merger

that does not immediately increase a market’s output.

The static nature of this rule means it ignores the possibility that output may increase

in the market at some future date. For example, suppose two firms combine their

products to produce a better product. The increase in concentration drops the

level of sales competition. However, this better product may bring the remaining

competitors closer to product quality parity. In response to this increase in quality,

the firms increase their research e↵orts to improve their product. Thus, in the long

run, the level of output may actually increase compared to if the M&A transaction

did not occur.

This motivates the policymaker to consider the dynamic impact of the transaction.

25The expectation operator is required since a merger can result in two possibilities: the acquiring
combines the two firms’ products or it kills the acquired companies products. Each case results in
a di↵erent level of post-merger output.
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A dynamic alternative to the simple static rule is to compare the discounted average

future output paths. Let

EMA
f 0,f,i,t = E

Z 1

0

e�⇢syMA
f 0,f,i,t+s ds (1.57)

Ei,t = E
Z 1

0

e�⇢syi,t+s ds. (1.58)

The equivalent dynamic rule to (1.56) is block a proposed merger if

EMA
f 0,f,i,t < Ei,t. (1.59)

The main di↵erence between the two rules is that rule (1.59) accounts for the fact

that the post-merger output may grow faster than the pre-merger path.

The results of these two proposed simple rules are shown in Table 1.6. The dynamic

simple rule outperforms the static simple rule since the static simple rule has a

significant impact on growth. This shows the importance for the policymaker to

focus on the dynamic impacts of a M&A transaction on the market. However, the

dynamic policy performs worse than the estimated baseline policy. This is because,

while the rule takes into account the dynamic e↵ects within the market, it does not

account for the e↵ect of the policy on a firm’s entry e↵ort decision. The entry growth

component gentry decreases by 0.1pp compared to the baseline. This shows that the

policymaker needs to carefully consider the spillovers of its policy from individual
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transactions to the firm’s entry decisions.

1.5.3 Banning Killer Acquisitions

Cunningham et al. [2021] found, within the pharmaceutical industry, between 5.7%

and 7.4% are killer acquisitions. This has raised alarms with antitrust policymakers.

It is di�cult to, ex-ante, determine which transaction will be killer acquisitions in

data. However, in the model, the probability that a transaction results in a killer

acquisitions is simple to compute. That also makes it straightforward to consider

the impact of banning the transaction.

Consider one final antitrust policy rule. If the probability of a transaction being a

killer acquisition is above 50%, the antitrust policymaker disallows that transaction.

Otherwise, the antitrust policymaker follows the rule estimated in Section 1.3. This

rule can be interpreted as adding an antitrust policy that bans transactions that are

more likely than not to be killer transactions while keeping the remaining policy the

same.

This rule results in a welfare increase of 0.3% and a decrease in the growth rate

of 0.02pp26. This small increase is due to killer acquisitions being a small fraction

of overall acquisitions along with their minimal e↵ect on growth27. While banning

26The reason for the decrease in the growth rate is once again a decrease in entry e↵ort
27In the baseline, killer acquisitions contribution to the growth rate was -0.01pp.
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killer acquisitions is welfare improving, these results suggest that the antitrust au-

thority would be better served spending its limited resources towards larger concerns.

However, if the fraction of transactions that are killer acquisitions was to rise, this

analysis would need to be revisited.

1.5.4 The Importance of Endogenous M&A for Policy Anal-

ysis

This chapter was the first where M&A rates in the model were chosen endogenously

by the firms. The motivation to include this feature was to allow for the possibility

that firms would ramp up their market consolidation in a less restrictive policy

environment. Given that this chapters policy analysis stands in stark contrast with

the previous exogenous M&A literature28, it is important to examine the impact this

choice has on the results. To uncover the e↵ect, consider an alternative version of

the model where M&A rates are exogenous. For each division, fix the M&A arrival

rate to the level in the baseline model. Rates vary across firm states29 but are the

same across di↵erent policy regimes.

When shutting down antitrust enforcement in the model with exogenous M&A rates,

28For example Cavenaile et al. [2021] found virtually no di↵erence, in terms of average markup or
growth, between an economy with their estimated antitrust enforcement and one with no antitrust
enforcement.

29This is di↵erent from Cavenaile et al. [2021] where rates are exogenous and constant across
firm states.
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there is an approximately 18% increase in average markup (compared to 131% in

the baseline model). Understanding this di↵erence requires examining the firms’

motives. While the lack of enforcement leads the potential for an increase in anti-

competitive mergers, the firms can not respond to the change in policy. Their e↵ort is

determined under the baseline antitrust policy. Attempting M&A is costly meaning

firms will minimize the e↵ort they put into merger’s that are likely to be blocked.

Thus the arrival rate of significantly anti-competitive mergers is still relatively low.

The result is that the average post-merger HHI goes from 2850 with enforcement to

3200 without enforcement. In the endogenous model, the average post-merger HHI

is 4275. Thus this shows endogenous M&A is a crucial model feature.

1.6 Conclusion

This chapter contributes to the ongoing discussion surrounding growth and antitrust

policy. It found that M&A’s was a double-edged sword: both unrestricted and overall

restrictive M&A cause decreased welfare. The novel model serves as a test bed for

potential antitrust policy. It was found that dynamic policy substantially improved

welfare compared to static policy. However, it exposed how sensitive economic growth

can be to the antitrust policy regime. Specifically, it details a novel-to-the-literature

impact of antitrust policy on less productive firms’ entry decisions.

This chapter’s contributions were just a first step. An open question worth future
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study is how to balance the antitrust policymakers’ goal of reducing misallocation

within a market with the broader impact of the policy regime on entry. The second

question is, given antitrust policy changes from one presidential administration to

the next, how does aggregate policy uncertainty impact these results? It is possible

that if agents expect a future, more lenient antitrust regime, the impact of more

restrictive policies on growth may be muted.
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1.7 Tables

Table 1.1: Outcome of Second Reviews by HHI and �HHI
Panel A. Number of Second Reviews

Change in HHI (�HHI)
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0-1799 14 48 39 28 10 1
1800-1999 4 9 11 16 17
2000-2399 3 7 15 44 44 4
2400-2999 3 6 11 24 58 36
3000-3999 4 5 7 14 39 92
4000-4999 4 2 6 14 22 71
5000-6999 1 6 10 9 19 23 165 52
7000+ 1 1 3 9 27 248

Panel B. Percent of Second Reviews Resulting in a Challenge

Change in HHI (�HHI)
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0-1799 0 35 49 61 30 0
1800-1999 0 56 45 75 71
2000-2399 33 14 47 57 73 50
2400-2999 33 67 55 75 76 72
3000-3999 25 60 71 64 64 77 74
4000-4999 50 50 83 71 82 96
5000-6999 100 100 80 89 100 91 88 90
7000+ 100 100 100 100 96 99

Note: The data presented in this table is a reproduction of Horizontal Merger Investigation Data,

Fiscal Years 1996-2011 produced by the Federal Trade Commission.
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Table 1.2: Estimated Parameters and Target Moments

Panel A. Estimated Parameters

Parameter Value Parameter Value
↵ 0.65 'j 0.22
� 0.56 'x 0.65
⌘ 0.52 ✓ 6.54
� 0.07 ⇣ 1.16
m 2.12 z1 0.80
! 26.58 z3 1.27
'a 0.05 s̄ 0.82

Panel B. Target Moments

Description Data Model Description Data Model
GDP Growth Rate 2.41 2.39 M&A-GDP Ratio 0.05 0.05
R&D-GDP Ratio 0.04 0.04 Avg. Merger Premium 41.56 42.33
Log Regression Sales 1.39 1.05 S.D. Merger Premium 44.90 43.54
Log Regression Sales2 �1.11 �1.12 Killer Acquisition Rate 5.30 5.18
Avg. Markup 34.98 35.13 Second Request Rate 3.12 3.25
S.D. Markup 34.60 34.48 Bottom 50% Sales Share 1.40 1.23
Avg. Firm Profitability 0.15 0.15 Top 10% Sales Share 80.37 80.25

49



Table 1.3: Entry E↵ort By Firm Productivity

Productivity Baseline No M&A Di↵erence
z1 0.15 0.07 -53%
z2 0.24 0.21 -13%
z3 0.36 0.33 -8%

Note: The column ”Baseline” is the entry rate in the baseline model. The column ”No M&A” is
the entry where M&A is shut o↵. The ”Di↵erence” column is the di↵erence between the no M&A
case and the baseline model.

50



Table 1.4: Sources of Aggregate Growth (Percent)

Source Baseline No M&A Di↵erence
Total 2.39 1.90 -0.49

Improvement 0.69 0.95 0.26
Entry 1.29 0.94 -0.35
M&A Combine 0.41 0.00 -0.41
M&A Kill -0.01 0.00 0.01

Note: The column ”Baseline” is the decomposition of the aggregate sources of growth in the baseline
model. The column ”No M&A” is the decomposition where M&A is shut o↵. The ”Di↵erence”
column is the di↵erence between the no M&A case and the baseline model.
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Table 1.5: Alternative Antitrust Policies

Baseline No M&A No Enforcement
Welfare
Welfare Di↵erence (%) -18.15 -7.86
C 0.96 0.99 0.73
g 2.39 1.90 2.63

Components of Y
Z 1.04 1.01 1.08
M 0.92 0.98 0.73

Sources of Misallocation
Mean Markup(%) 35.13 23.32 81.28
S.D. Markup(%) 34.48 4.75 72.56
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Table 1.6: Simple Antitrust Rules

Baseline Static Dynamic
Welfare
Welfare Di↵erence (%) -9.09 -4.94
C 0.96 0.99 0.98
g 2.39 2.11 2.23

Components of Y
Z 1.04 1.03 1.04
M 0.92 0.96 0.94

Sources of Misallocation
Mean Markup(%) 35.13 28.28 30.11
S.D. Markup(%) 34.48 13.22 23.86
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1.8 Figures

Figure 1.1: Venture Capital Exits By Type of Exit
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Note: This data was retrieved from the Q3 2022 Pitchbook-NVCA Venture Monitor.

54



Figure 1.2: Frequency of Second Antitrust Reviews and Challenges
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Note: The percentage of transactions reported as part of the Premerger Notification Process which
received second review and some form of challenge by the antitrust authority. The data is retrieved
from the Annual Reports to Congress Pursuant to the Hart-Scott-Rodino Antitrust Improvements

Act of 1976 fiscal years 1996-2019. The report’s time period is the government’s Oct. 1st to Sept.
31st fiscal year instead of the calendar year.
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Figure 1.3: Inverse Cumulative Distribution for Change in Improvement E↵ort

0 0.25 0.5 0.75 1
�100

�50

0

50

100

150

Percentile

C
h
an

ge
in

Im
p
ro
vm

en
t
E
↵
or
t
(%

)

56



Chapter 2

Employing Natural Language

Processing To Understand M&A

Motives

2.1 Introduction

The previous chapter demonstrated the importance of merger and acquisition (M&A)

to the overall macroeconomy. A remaining challenge is to understand the motiva-

tion for each M&A’s transaction observed in data. A common motive in any M&A

transaction is for the acquirer to increase their market power by purchasing their

competitors and consolidating markets. This increase in market power can result
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in economic misallocation. However, this is not the only possible motive. Observ-

ing the M&A history of tech companies, they frequently use M&A to expand their

operations into new sectors1. Such a transaction may have a di↵erent economic

impact: the reallocation of assets from low-productivity firms to high-productivity

firms. Reallocation can lead to economic gains, while an increase in misallocation

leads to economic losses. These di↵erences in motives are of key interest to antitrust

policymakers. For M&A, the antitrust policymaker’s primary concern is limiting the

ability of firms using M&A to increase their market power. However, policymakers

must fight against concentration while limiting its impact on investment incentives.

This chapter examines the M&A transactions involving U.S. companies. Between

1990 and 2019, there were 182 thousand such transactions. The goal is to distin-

guish if the transaction’s parties are horizontally and/or vertically linked. Given the

number of transactions, it is infeasible for researchers to evaluate each transaction

to determine the relationship between the transacting parties2. If one were to hire

human research assistants to examine each transaction, it would be an extremely

expensive and time-consuming endeavor. Instead, this chapter uses a novel natural

language approach employing large-language models (LLMs) to determine whether

the transacting parties are close competitors.

The methodology compares textual descriptions of the acquired and acquiring parties

1For example, Google used M&A to expand into the online mapping, self-driving cars, and
mobile phone sectors. Sectors where they were not previously competing.

2This is also a challenge for the antitrust authority given their limited resources.
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to determine if overlaps exist in their operations. While it uses machine learning, the

steps are very similar to giving a task to a human research assistant. The machine

learning tool is given a detailed set of instructions about its task to analyze M&A

transactions as well as a copy of the current U.S. government’s merger guidelines. It

is then given the textual description of both parties and asked to perform analysis.

The result is a database of the linkage classifications for transactions in the sample

that can be applied to any research task on M&A.

Similarly to a human research assistant, there are no guarantees of 100% accuracy

and LLM’s analysis results need to be reviewed and verified. To evaluate the accuracy

method, a subsample of transactions is drawn and manually labeled. After comparing

the manual labeling to the LLM’s analysis, the LLM classifier is highly accurate when

the descriptions have substantial information. However, for a number of transactions

that have insu�cient information, the classifier classifies with high confidence instead

of responding that it is uncertain.

For the 95% of transactions that the model provides a definitive classification, the

model showed that 39% of transactions are horizontally-linked only, 30% of trans-

actions are vertically-linked only, 5% of transactions are both horizontally- and

vertically-linked, and 17% of transactions are neither horizontally- nor vertically-

linked. This pattern is relatively robust across industries and whether the parties

are public companies or not. It is also robust from every presidential administration
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in the data set.

The first paper to use textual descriptions to study M&A transactions was Hoberg

and Phillips [2010]. They used a simpler dictionary-based method to compare the

words in M&A activity descriptions between public firms. This method measures the

similarity of the two firms by how many common words they use in their descriptions.

That original paper focused on horizontal integration. They then apply a similar

methodology to vertical M&A in Frésard et al. [2019]. One weakness of this method

is that it is dependent on similar firms using similar wording, but if distinct synonyms

are used to describe their business, the firms won’t be considered similar. The method

also requires the researchers to develop a notion of how to convert these vectors

into measurements of the similarity of the two firms. They attempt to address

this shortcoming in Gerard and Phillips [2021] by employing a machine-learning

tool named doc2vec. While this helps to address the wording problem, it does not

address requiring a general specification of similarity. This paper’s approach uses the

cutting-edge GPT large language model, which has a deeper understanding of the

English language compared to doc2vec and does not require a similarity threshold

to be defined. An additional consideration is that they only apply the doc2vec

methodology on the 10-Ks of publicly traded firms. This will miss M&A activity

involving a private firm. This paper instead uses the SDC platinum data set, which

contains textual descriptions of private M&A transactions.
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Large-language models3 have been transforming a number of fields of economic study.

Handlan [2022] uses LLMs to study the impact of Federal Reserve communications

on market expectations. Kazinnik [2023] employs a LLM to study responses to bank

run scenarios. Bajari et al. [2023] employs an LLM to create hedonic price indices.

This paper adds an additional application for large-language models with mergers

and acquisitions data.

Section 2.2 describes the M&A transaction data. Section 2.3 then describes the

prompt-based methodology to classify transactions as either vertically or horizontally

linked. This methodology is then applied to the M&A transaction data in Section 2.4.

2.2 Data on U.S. M&A Transactions

The SDC Platinum data set (SDC), produced by Refinitiv, is the primary data

source used for research into mergers and acquisition transactions. Refinitiv states

that they use a combination of regulatory filings, press releases, and news reports.

For transactions involving U.S. publicly traded firms, Barnes et al. [2014a] reports,

compared to a hand collect set of M&A transactions, SDC is fairly complete from

1986 onward. The authors also report that ”SDC is more prone to errors on smaller,

high book-to-market acquirers with weak announcement period market responses”.

3A large-language model is a neural network model for language comprehension trained on
massive amounts of data. A complete introduction is beyond the scope of this article. For a helpful
introduction, see Ash and Hansen [2023].
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This suggests that SDC is a reliable source to study M&A transactions. In order to

focus on U.S. M&A transactions, the base SDC data set is filtered on the following

criteria:

1. The announcement date was after 1990

2. Both the acquiring and the target company is based in the U.S.

3. The ultimate parent for the acquirer and target are distinct4

4. Prior to the transaction, the acquirer had less than 50% of voting control over

the target.

5. The acquirer was not a government entity5

These restrictions result in 237 thousand transactions. Table 2.1 contains summary

statistics of the transactions. There are 65 thousand transactions with reported

valuations. The mean transaction value is $385 million while the median value is sig-

nificantly less at $35 million which reveals that the value distribution is significantly

skewed to the right. SDC Platinum reports Standard Industry Classification (SIC)

codes for the target firms6. In terms of valuation, the majority of target firms are in

4Sometimes corporate reorganizations enter the data set as a transaction for regulatory pur-
poses. These are not true M&A transactions since they are acquirer and target are under common
control.

5For example, the U.S. government’s 2008 takeover of Freddie Mac and Fannie Mac are included
in the data set. Also, several private hospitals are being bought by the state or local government.
While these transactions are interesting, they are not the focus of this paper and thus are excluded.

6SDC Platinum does not report the SIC code for the acquirer
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finance, tech, communications, and pharmaceuticals.

The majority of transactions involve publicly traded companies7. When both sides of

the transaction are public, the valuations are higher, but the industry composition

remains roughly the same. When a transaction involves a public company that

buys a private company, the valuations are smaller, and target companies are more

concentrated in the tech sector. Approximately 22% of transactions in the data set

are between private companies. These transactions are generally of smaller valuations

and less tech-focused and pharmaceutical-focused.

Turning to trends over time, since the year 2000, the number of transactions has

been relatively steady, around six thousand transactions a year, while the median

transaction value has been increasing. Panel A of Figure 2.1 shows the number of

transactions per year. The number of transactions fell during the Dot-Com and the

Global Financial Crises but quickly rebounded. Panel B of the figure shows the

median value of a M&A transaction has increased from an average of $26 million

prior to 2000 to $53 million after 2010.

Over this period, the share of transactions between both parties, which are public

companies, has been decreasing. Figure 2.2, breaks down transactions involving

publicly traded corporations into shares where both parties where public, where only

the acquiring company is public, and where only the target company is public. During

7This could be the total acquisition of a public company or a transaction for only one of its
subsidiaries
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the 1990s, an average of approximately 36% of transactions involved two publicly

traded corporations, 48% were public companies acquiring private companies, and

16% were private companies acquiring public companies. After 2010, the breakdown

is 26%, 52%, and 22%, respectively.

2.3 Employing LLMs to Study M&A Motivations

This paper employs a text classification approach similar to Hansen and Kazinnik

[2023]. At a high level, the process for using an LLM to evaluate di↵erent transactions

is the same as if one was asking a human research assistant to do the same task. A

researcher provides written instructions, along with any documents that provide

context, to the LLM and has it process the classification problem. Like a human

research assistant, the LLM is not perfect and the researcher must check its work.

The specific LLM employed is the GPT-4 model8 developed my OpenAI. During the

model’s setup stage, the model is provided with a PDF copy of the 2023 U.S. merger

investigation guidelines9 as well as the instructions

You are an expert working for the U.S. government evaluating merger and

acquisition (M&A) transactions. Your job is to determine if a transaction’s

parties are horizontally or vertically linked. A transaction does not need to

8Specifically, the gpt-4-0125-preview model
9U.S. Department of Justice and the Federal Trade Commission [2023]
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be anticompetitive to have linkages. To support your analysis, strictly adhere

to the information in the provided statement. Do not use outside general

knowledge.

The input will be of the form:

Id number: The transaction’s Id number

Company A: Company A’s description.

Company B: Company B’s description.

You may be provided multiple inputs. These are unrelated transactions.

Ouput:

Id number, horizontal linkage code, vertical linkage code

The horizontal linkage code values are:

1 there is no potential horizontal linkage

2 there is potential horizontal linkage

3 the information provided does not allow you to determine if there is a

potential horizontal linkage

The vertical linkage code values are:

1 there is no potential vertical linkage

2 there is potential vertical linkage

3 the information provided does not allow you to determine if there is potential

vertical linkage
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Do not provide any additional details except the id number and linkage code.

Then, the GPT model is provided with a textual description of both parties in

the M&A transaction. One limitation pf this approach is that the GPT model

is extremely sensitive to changes in the prompt. When the sentence ”Do not use

outside general knowledge” was removed, it would use information outside the text

descriptions10. Also, if it is given an option of ”uncertain” along with ”yes” and ”no”,

it will default to that when it should otherwise respond with ”no”. The reasoning it

frequently gives is that it is unsure if the statement is a complete representation of

the company. While this conservative approach may be appreciated, it is not useful

for this application.

2.3.1 Example Transactions

To start, consider the 2004 acquisition of Where 2 Technologies by Google11, the

textual description of Where 2 Technologies is

Where 2 Technologies provides mapping-related startup technologies. It was

co-founded in 2003 by Jens and Lars Eilstrup Rasmussen in Sydney.

and the textual description of Google is

10For example, with the Where 2 Technologies and Google transaction, the model would reply
that Where 2 and Google compete since Google has Google Maps. This is incorrect since the Where
2 Technologies acquisition was the start of Google Maps. The model was relying on information
not included in Google’s textual description (this is detailed further in the next subsection).

11SDC Master Deal Number 1949520040
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Google Inc, located in Mountain View, California, provides Internet search

engine services and advertising solutions through its internet site and in-

tranet solutions via an enterprise search appliance. It has local o�ces in Mis-

sissippi, Georgia, Texas, Colorado, Illinois, Massachusetts, North Carolina,

and New York, and international o�ces located in Belgium, Czech Republic,

Denmark, Finland, France, Germany, Greece, Hungary, Ireland, Italy, the

Netherlands, Norway, Poland, Portugal, the Russian Federation, Spain, Swe-

den, Switzerland, Ukraine, the UK, Canada, Latin America and the Middle

East. The company has automated search technology that helps people to

obtain access to relevant information from vast online index. Trademarks

include Google, YouTube, DoubleClick, DART, AdSense, AdWords, Gmail,

I”m Feeling Lucky, PageRank, Blogger, orkut, Picasa, SketchUp and Postini.

It can be accessed through destination sites at Google.com and 112 other in-

ternational domains, such as Google.ba, Google.dm, Google.nr, Google.co.jp

and Google.ca. The Google interface is available in 120 languages. The com-

pany was founded in 1998. 120 languages. The company was founded in

1998.

The GPT model responds that it does not believe there is a horizontal linkage, but

there is a vertical linkage. It’s reasoning is

The determination that there is a vertical linkage between Google Inc. and
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Where 2 Technologies is based on the nature of the services and products

each company o↵ers. Google Inc. provides a wide range of internet services,

including search engine services, advertising solutions, and a variety of other

internet-related technologies. Where 2 Technologies, on the other hand, spe-

cializes in mapping-related startup technologies.

The vertical linkage arises from the potential integration of Where 2 Tech-

nologies’ mapping technology into Google’s broader suite of internet services.

Specifically, Google could utilize Where 2 Technologies’ mapping technology

to enhance its own products, such as improving its search engine’s ability

to provide location-based search results or integrating mapping technology

into its advertising solutions. This kind of relationship, where one company’s

output (in this case, mapping technologies) is used as an input in another

company’s product or service (Google’s internet services), is indicative of a

vertical linkage according to the merger guidelines.

The reasoning follows the merger guidelines logically. Google, instead of simply for-

warding their customers to di↵erent online map services, integrated mapping into

their set of services and was able to capture more of their customers’ digital interac-

tions.

Next, consider the 2014 acquisition of WhatsApp Inc. by Facebook Inc. (now Meta
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Platforms)12. At the time, the description of Facebook Inc. was

Facebook Inc, located in Menlo Park, California, provides online social net-

working services. It primarily provides a Web-based platform that facilitates

sharing of information, including media files, but which principally serves as

a personal networking tool. It has over 800 million users, and has o�ces in

several locations including Atlanta; Birmingham, Michigan; Chicago; Dallas;

Detroit; New York; Venice Beach, California.; Washington, DC; Austin; Seat-

tle; International o�ces: Dublin; Hamburg; Hong Kong; Hyderabad; London;

Madrid; Milan; Paris; Selangor; Singapore; Stockholm; Sydney; Tokyo; and

Toronto. The Company was founded in February 2004.

and the description of WhatsApp Inc. was

WhatsApp Inc, located in Santa Clara, California, develops cross-platform

mobile messaging application software. It was founded in 2009.

The GPT model responds that the merger has horizontal linkages but not vertical

linkages. When asked to explain its answer, the model stated

Facebook Inc. and WhatsApp Inc. are horizontally linked because both

companies operate in the digital communication and social networking space,

albeit with di↵erent focuses-Facebook on broad social networking and What-

sApp on mobile messaging. This positions them within the same industry,

12SDC Master Deal Number 2611055020
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potentially competing for user engagement and time spent on digital com-

munication platforms. There is no vertical linkage, as there’s no indication

that one company’s services serve as inputs for the other’s operations, which

would be necessary to establish a supplier-purchaser relationship within a

supply chain.

The model has again logically reasoned given the information it was presented. The

model understood that social networking and messaging can be substitutes.

2.3.2 Evaluating the Model’s Accuracy

A large language model, such as GPT-4, is a black box. There is no formula that

provides a direct measure of its accuracy. Instead, a large language model’s accuracy

must be evaluated in the same manner that a researcher would evaluate the accuracy

of a human research assistant: manually double-checking a subset of the labeled

transactions. Of the transactions submitted for classification, a random sample of

200 was drawn. These are manually labeled and compared to the predicted value.

Table 2.2, displays the confusion matrix which describes the relationship between

the predicted labels and the test labels.

The confusion matrices are converted into two common performance metrics. The

first is precision, the ability of the classifier to distinguish between the target class
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and the other classes, defined by

Precision =
True Positives

True Positives + False Positives
.

The second is recall, the ability of the classifier to recognize members of the target

class, defined by

Recall =
True Positives

True Positives + False Negatives
.

Table 2.3, displays these accuracy statistics for both the vertically linked transac-

tions and horizontally linked transactions. This reveals that the biggest weakness

of this method is transactions that should have been labeled as uncertain. These

transactions are primarily labeled as uncertain since there is not enough information

from the textual description about one party’s business. For example, several buyers

are private equity firms. From their textual descriptions, it’s unclear if they were

previously involved in the acquired business sector. If restricted to transactions not

labeled uncertain, this method is highly accurate. It just struggles on transactions

with limited information. It is possible that a better prompt engineer could result

in the more accurate tool.
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2.4 Summary of Classification Results

. One downside of the GPT model is that it is expensive. As this study is an initial

pilot, it is too costly to attempt the classification method on every transaction in the

SDC Platinum data set at this time. Instead, one thousand transactions are sampled

for every year13 resulting in a sample of thirty thousand transactions. The reason

for sampling by year is to examine the change over time and check if the method is

robust to di↵erent time periods. Once a final methodology is established, this can

easily be applied to the entire data set.

The GPT model labels approximately 95% of the transactions in the sample14. Ta-

ble 2.4 displays the results of the classification exercise by count shares and Table 2.5

displays the results by valuation share. Starting with counts shares, approximately

39% of transactions are horizontally linked, 39% of firms are vertically linked, and

6% of transactions have both horizontal and vertical linkages. Around 17% of firms

had no vertical or horizontal linkages. While the potentially anti-competitive nature

of horizontal mergers makes them the focus of M&A research, this result shows that

vertical mergers are equally common. In terms of valuation, the shares of horizontally

linked and vertically linked transactions are roughly the same as their count shares.

There is an increase in the share of value where the parties were both horizontally

13The year the deal was announced.
14A transaction is unlabeled if the classifier returns uncertain for either horizontal or vertical

linkages.

72



and vertically linked and a corresponding decrease in value for neither.

Focusing on di↵erent target firms’ industries, the count shares are similar to the

shares for the total sample. However, there are significant di↵erences in terms of

valuation shares. The value of transactions where target firms were in the tech sector

is more concentrated in the vertically linked transactions. Pharmaceuticals and oil

each have a larger share of value in horizontal mergers than their count share. Moving

to whether the parties are public or private, when only the acquiring company is

public, the count and value of shares are roughly similar to the total sample. However,

if only the target company is public, these transactions are primarily vertical in

nature. This suggests private companies are consolidating their supply lines. A

similar result holds when neither company is public.

Since, in the United States, antitrust policy is primarily a function of the executive

branch of government, it is possible that the composition of M&A transaction types

may change depending on the political leanings of the administration. Figure 2.3,

plot the transaction and value shares of M&A transactions by presidential adminis-

trations. Panel A shows that, by count shares, the composition of M&A transactions

are relatively similar for all four administrations covered in the data set. Horizontal

only mergers made up a slightly larger share — 40% vs an average of 35% in the

other three administrations. Panel B shows that the value share of horizontal-only

mergers increased for the Obama and Trump administrations: an average of 50%
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vs. 33%. This increase in horizontal merges value share is caused by the value share

of transactions involving both horizontal and vertical linkages decreasing from an

average of 17% to 3% and transactions with only vertical linkages decreasing from

an average of 40% to 35%.

2.5 Conclusion

This study’s methodology is a novel approach to studying the relationships between

parties in a M&A transaction. Not only does it push the frontier of machine learning

in economics, it also provides database of M&A relationships that can be used in

research on M&A transactions. There are multiple areas warranting future study.

The GPT prompt is the key input to the classification exercise. Designing these

prompts is more an art than a science. It is probable that a di↵erent prompt may

improve the classification accuracy. However, there is no obvious way to achieve

this goal. An additional source of further study is including additional labels in the

classification exercise. The horizontal and vertical labels were the obvious starting

point for M&A analysis. Additional characteristics, such as geographic overlap or

common labor market, can be added with minimal e↵ort. These would deepen our

overall understanding of M&A activity. On the data front, while SDC platinum

provides a nearly complete sample for M&A transactions involving publicly traded

companies, it is less clear how representative it is for private companies. Better data
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could provide better insights.
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2.6 Tables

Table 2.1: M&A Transaction Summary Statistics

All Both Public Buying Both
Transactions Public Private Private

Number of Transactions
(Thousands)
Total 182 43 71 41
Average Per Year 6 1 2 1
Total With Valuation 65 24 25 4

Transaction Value
(Millions of 2017 Dollars)
Mean 385 695 98 152
Standard Deviation 2616 3846 396 4401
p25 9 18 7 3
p50 35 75 22 8
p75 147 303 68 31

Target Firm’s Industry
(Percent of Total Valuation)
Finance 19 20 20 34
Tech 14 13 22 6
Communications 13 14 5 8
Pharmaceuticals 8 9 6 1
Oil 6 6 5 5
Other Manufacturing 17 17 16 15
Other 22 21 25 31

Public Company
(Percent of Transactions)
Acquirer Only 40 0 100 0
Target Only 15 0 0 0
Both 24 100 0 0
Neither 22 0 0 100

Note: Industries are the target firm’s self-selected Standard Industry Classified Code (SIC). Finance
is any code beginning with 6. Tech is any code beginning with 73, 357, or 367. Communications’
codes begin with 48. Pharmaceuticals’ codes begin with 283 or 384. Oil’s codes begin with 13.
Other manufacturing is other codes beginning with 2 or 3. Firms included in this calculation must
have a disclosed valuation.
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Table 2.2: Classification Confusion Matrix
Horizontally Linked

Predicted
True False Uncertain

L
a
b
el
ed True 74 0 0

False 5 78 0
Uncertain 24 11 7

Vertically Linked

Predicted
True False Uncertain

L
a
b
el
ed True 60 14 0

False 8 69 0
Uncertain 18 26 3
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Table 2.3: Classification Precision and Recall
Horizontally Linked

Precision Recall
True 0.72 1.00
False 0.88 0.94
Uncertain 1.00 0.17

Vertically Linked

Precision Recall
True 0.70 0.81
False 0.63 0.90
Uncertain 1.00 0.06
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Table 2.4: Count Shares of M&A Transaction
Horizontal Only Vertical Only Both Neither

Total Sample 39 39 5 17

Target Firm’s Industry
Finance 46 34 5 15
Tech 35 41 6 18
Communications 51 34 4 12
Pharmaceuticals 38 36 10 16
Oil 46 37 6 11
Other Manufacturing 36 39 8 17
Other 37 40 6 16

Public Company
Acquirer Only 39 38 7 15
Target Only 31 43 4 21
Both 40 40 8 13
Neither 41 34 4 20

Note: Industries are the target firm’s self-selected Standard Industry Classified Code (SIC). Finance
is any code beginning with 6. Tech is any code beginning with 73, 357, or 367. Communications’
codes begin with 48. Pharmaceuticals’ codes begin with 283 or 384. Oil’s codes begin with 13.
Other manufacturing is other codes beginning with 2 or 3. Firms included in this calculation must
have a disclosed valuation.

79



Table 2.5: Value Shares of M&A Transaction
Horizontal Only Vertical Only Both Neither

Total Sample 38 38 12 10

Target Firm’s Industry
Finance 32 45 12 11
Tech 27 55 6 12
Communications 55 17 23 4
Pharmaceuticals 55 30 8 7
Oil 62 28 4 7
Other Manufacturing 35 31 17 17
Other 30 50 9 11

Public Company
Acquirer Only 37 43 10 11
Target Only 22 58 1 19
Both 44 31 17 7
Neither 16 57 1 26

Note: Industries are the target firm’s self-selected Standard Industry Classified Code (SIC). Finance
is any code beginning with 6. Tech is any code beginning with 73, 357, or 367. Communications’
codes begin with 48. Pharmaceuticals’ codes begin with 283 or 384. Oil’s codes begin with 13.
Other manufacturing are other codes beginning with 2 or 3. Firms included in this calculation must
have a disclosed valuation.
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2.7 Figures

Figure 2.1: M&A Transaction Counts and Median Value By Year
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Figure 2.2: Shares of Transactions
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Note: Both public means that both parties to the transaction are publicly traded. Public acquirer
means only the acquiring company is publicly traded and the target company is private. Public
target means the acquiring company is private and the target company is public.

82



Figure 2.3: Transaction Shares by Presidential Administration
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Chapter 3

On the Nature of

Entrepreneurship

Note: This chapter comes from joint work with Anmol Bhandari, Tobey Kass, Ellen R.
McGrattan, Evan Schulz where May was a principle contributor. This project was facili-
tated through the Joint Statistical Research Program of the Statistics of Income Division
of the United States Internal Revenue Service. May and McGrattan are IRS employees
without pay under an agreement made possible by the Intragovernmental Personnel Act of
1970 (5 U.S.C. 3371-3376). This research was conducted while Kass was an employee at the
U.S. Department of the Treasury. Any findings, interpretations, opinions and conclusions
expressed herein are those of the authors and do not necessarily represent the views or
political positions of the Internal Revenue Service or the U.S. Department of the Treasury,
or the National Science Foundation. All results have been reviewed to ensure that no
confidential information is disclosed. All data work for this project involving confidential
taxpayer information was done at IRS facilities, on IRS computers, by IRS employees, and
at no time was confidential taxpayer data ever outside of the IRS computing environment.
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3.1 Introduction

Despite volumes written on the topic, there is surprisingly little concordant evidence

about returns to entrepreneurship.1 The goal of this paper is to fill in part of the

gap in our knowledge using U.S. administrative tax filings of employees and business

owners over the period 2000–2015. We develop an econometric framework to estimate

growth in incomes and use it to compare life-cycle income profiles and switching

behavior of individuals who share similar characteristics but di↵er in their choice of

self- or paid-employment. We then use these statistics to inform economic theories

of occupational choice and entrepreneurship.

We construct life-cycle income profiles for groups of individuals with di↵erent demo-

graphic and labor-market characteristics. We utilize the Statistics of Income (SOI)

Databank, which combines records from the Social Security Administration (SSA)

and the Internal Revenue Service (IRS), providing us with demographic information

such as age, gender, marital status, and the number of children as well as information

on employment status, occupation, industry, own incomes, and household incomes.

We use machine learning algorithms to impute additional information such as educa-

tional attainment and occupation to measures a broad notion of skills. Our measure

of self-employment income is the sum of incomes from proprietorships (Form 1040,

Schedule C net profits), partnerships (Form 1065, Schedule K-1 ordinary business

1See Parker [2018] for a comprehensive review of the literature.
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income), S corporations (Form 1120-S, Schedule K-1 ordinary business income), and

own-business compensation (Form W-2 wages). Paid-employment income is wage

income (Form W-2) less any own-business compensation. Along with the income

measures, we use auxiliary data such as number of employees and other business

deductions to classify individual-year pairs as either self-employed, paid-employed or

non-employed.

Our first exercise is to estimate a rich specification of income over lifecycle that uses

information on the group and cohort of individuals. It has three components. The

first component is an individual-level fixed e↵ect meant to capture latent abilities,

preferences, and other unobservable characteristics. The second component is a time

e↵ect that depends on the individual’s cohort and group and is meant to capture

changes in income specific to our sample, such as the large recession occurring in

2008–2009. The third component is an age e↵ect that depends on the individual’s

cohort and group and is meant to capture changes in income over the life cycle

as individuals gain more experience on the job. Our identification scheme assumes

age e↵ects are similar across binned cohorts and, with di↵erenced income from our

dataset, allows us to estimate the time and age e↵ects for all subgroups.

To overcome issues related to compositional bias, we separately study individuals

who switch frequently between self-, paid-, and non-employment and those who

are more ”attached” in their employment status. By attached, we mean that the
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individual has the same employment status for twelve or more years, with at most

two switches in status over the 16-year sample period and no intermediate spells of

non-employment. Contrasting income profiles of attached with those less that are

less attached allows us to discern pecuniary versus non-pecuniary motives both of

which could underly an individual’s choice of being attached to an activity.

For the full sample of attached employees and entrepreneurs we find that growth in

employee income declines across the life cycle, while growth in entrepreneurial income

remains persistently high until mid-career and then gradually declines. At age 25,

the mean incomes are $34 thousand (in 2012 U.S. dollars) for the paid-employed and

$42 thousand for the self-employed. By age 55, the self-employed are earning more

than twice the paid-employed, roughly $210 thousand versus $89 thousand. If we

decompose the aggregate di↵erences in income growth between the self- and paid-

employed in their 30s and attribute them to subgroups of our sample, we find the key

contributors driving these di↵erences are married males with occupations requiring

education and interpersonal skills that have jobs in health care, professional services,

finance, retail trade, and construction. For these subgroups, the growth is highest

during the mid-30s, suggesting that business owners make initial investments to

build a business (as in Bhandari and McGrattan [2021]) or experiment early in their

careers in order to learn their productive capabilities in di↵erent occupations (as in

Jovanovic [1982]). Investment and experimentation would delay growth and generate
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the delayed hump-shaped growth profiles that we observe. We also find that the

profiles of individuals who have non-employment spells and are relatively attached

to non-market work—a large fraction of our sample—are flatter and substantially

lower than those attached to paid-employment or self-employment.

Our findings on life-cycle growth rates for self-employed individuals are di↵erent

from those in the survey-based literature (See Hamilton [2000], Hurst and Pugsley

[2011] ) who find flatter profiles and conclude a large non-pecuniary role for self-

employment. We reconcile those di↵erences by comparing distributions of income

by age and employment across the Current Population Survey with the IRS admin-

istrative data. We find that for comparable self-employed individuals, the average

based on IRS data is as large as $42 thousand more than the estimate based on CPS

data. In contrast, the paid-employed averages are barely di↵erent across datasets

for prime-age individuals. Furthermore, the CPS-IRS di↵erences in median incomes

by age and employment status are much smaller. We conclude that surveys fail to

capture well the right-tail of income distribution, which for self-employed, contains

most of the income. Thus, while the survey-based analysis paints a reliable picture

of the median self-employed individual, it is not reflective of how the median dollar

in self-employment is earned.

After studying income profiles, we we analyze entry into and out of self-employment

over the life cycle to gain a better understanding of entrepreneurial choice. For our
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sample, exit rates decline significantly over the life cycle, with experimentation in

entrepreneurship occurring at younger ages, but are flat across time. Entry rates are

flat over both the life cycle and across time. Remarkably, we see little change during

the 2008–2009 recession, which suggests that entrepreneurship was not used as a fall-

back option. Relatedly, if we compare past labor incomes for observationally similar

individuals—one entering self-employment and the other not—we find the newly self-

employed had higher past income, which is inconsistent with the view that “misfits”

are pushed into entrepreneurship. If we instead compare past asset incomes for these

observationally similar individuals, we find the opposite: the newly self-employed

had lower past asset income, which is inconsistent with the view that entrepreneurs

face liquidity constraints. (See Evans and Leighton [1989].) If we compare earnings

of those that switch employment status—whether they are switching from self- to

paid-employment or vice versa—with those observationally similar peers that do not

switch, we find nearly as many increases as decreases in income, suggesting that both

pecuniary and non-pecuniary motives drive occupational choice.

After analyzing the mean growth rates by age and dynamics in and out of self-

employment, we study the variability and persistence of income changes to investigate

the risky nature of entrepreneurship. We focus on the dispersion and autocorrelation

of income changes—two statistics that have been used in previous work to quantify

the gains of greater insurance against idiosyncratic risk. If we measure dispersion
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using the 90–10 di↵erence in percentage growth (after netting out time and age

e↵ects), we find that the volatility is 3 times greater in self-employment relative to

paid-employment, while the autocorrelations of the rates are roughly the same across

employment status. While greater variability translates into higher welfare gains for

smoothing entrepreneurial risk, we find that individuals in our sample have means

to smooth consumption expenditures through spousal wages and other household

income.

After documenting the key empirical patterns of our sample, we use theoretical pre-

dictions of an occupational choice model to interpret our findings. In the model,

our theoretical entrepreneurs spend some time investing in self-created intangible

assets—for example, customer bases and tradenames—and growing to an optimal

size. There are risks in self-employment and young entrepreneurs start with little to

no financial assets or other incomes that can be used to smooth consumption during

the first years. Meanwhile, productive abilities must be learned and when they are,

exit due to selection occurs. If exit does occur, the business is sold, intangible assets

are transferred, and the owner switches to paid-employment.

Because we are interested in the role of investment and experimentation in generat-

ing realistic growth profiles and hazard rates corresponding to entrepreneurship, we

compare model simulations to the youngest cohort of our sample—those born be-

tween 1970 and 1975—that are self-employed for at least five consecutive years prior
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to age 35. For the simulations, we use the baseline parameterization of Bhandari and

McGrattan [2021], who abstract from learning, and then use moments from the IRS

subsample to set parameters of the learning process and income shocks. This pa-

rameterized version of the model is shown to generate profiles consistent with young

entrepreneurs in our IRS sample. We find that learning is a necessary feature of the

model: if there is too much certainty about business owners’ productive capabili-

ties and the nature of business risk, then occupational choices are made quickly. In

that case, the model cannot rationalize self-employment stints as long as five years

followed by a switch. Similarly, we find that firm-specific investment is a necessary

feature: if an owner only requires factor inputs that can be rented or hired without

delay, then the business can be scaled to its optimal size immediately. In this case,

the model cannot rationalize persistent di↵erences in income growth when comparing

profiles for entrepreneurs that continue in business and those that exit.

An important by-product of our work is a longitudinal database of business owners

that can be used to develop predictive tools—both theoretical and statistical—for

improved tax administration. This database allows for a broader scope of analysis,

beyond what is possible with survey data alone. With surveys, researchers can

study the typical entrepreneur, while we can study the typical dollar earned in self-

employment and can track the individual earning it over a long period. What our

analysis shows is that the typical dollar is earned by those with incomes in the top 25
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percent that are attached to self-employment, and these individuals have life cycle

income profiles that are easily distinguishable from their paid-employed peers.

3.2 Data

In this section, we describe our main sample drawn from U.S. administrative tax

records.2 We start with details of the data source and definitions of self- and paid-

employment income. We then describe algorithms to impute skill and education

levels.

3.2.1 Sample

When constructing our sample, we start with records in the SOI Databank, which

is a de-identified balanced panel of all living individuals with a U.S. Social Security

number over the period 1996 to 2015.3 For each individual there are rows, one for

each year, and columns recording demographic information from the SSA (such as

age and gender) and economic data from tax filings (such as information on individual

income tax forms and attachments). This database is our primary source for data.

The SOI Databank includes information on wages and salaries reported to the IRS

on Form W-2 for employees and household-level Schedule C income reported on

2Replication codes and detailed documentation are available at the IRS.
3See Chetty et al. [2018] for full details on this database. We remove any person from our

sample who died prior to 2015.
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Form 1040. For individual proprietors, we assign incomes separately by Social

Security number. For owners with pass-through businesses—partnerships and S

corporations—we merge in information from Schedule K-1 filings attached to Form

1065 and 1120-S, respectively.4 The Schedule K-1 data is available since 2000 and

thus our sample period ranges from 2000 to 2015. Because self-employment income

must be reported on the standard Form 1040 when filing individual income taxes,

we exclude from our baseline sample any individuals that exclusively use the simpler

Forms 1040A or 1040EZ.

To construct income profiles by age, we use records for all individuals between the

ages of 25 and 65 in the SOI Databank for the years 2000 through 2015—namely,

birth cohorts 1950 through 1975. This balanced panel includes roughly 128 million

individuals for 16 years (that is, 2 billion person-year observations).5 Another re-

striction we place on the sample is the availability of occupational information, which

is used to impute levels of education and skill that play an important role in income

determination. This restriction narrows our sample to roughly 80 million individuals.

Details of the imputations are provided below in Section 3.2.3.

4Business net incomes of Subchapter C Corporate shareholders are not passed through to in-
dividual income tax forms until the companies distribute dividends or capital gains. Until then,
there are no administrative records that can be attributed to the individual owners.

5The full SOI Databank sample over 2000-2015 has 7 billion observations, with 3 billion for
ages 25 to 65 if we include individuals that are not in our sample all years.
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3.2.2 Income Measures

For each individual-year observation, we compute two sources of income. The first is

a measure of self-employment income and is defined as the sum of net profit or loss of

sole proprietors (Form 1040, Schedule C, Line 31), the individual’s share of ordinary

business income from partnerships (Form 1065, Schedule K-1, Part III, Line 1), the

individual’s share of ordinary business income from S corporations (Form 1120-S,

Schedule K-1, Part III, Line 1) and finally the individual’s income paid by the S

corporations that they own as wages (Form W-2, Box 1).6 The second is a measure

of paid-employment income and defined as the wages and salaries (on Form W-2, Box

1) paid by businesses that are not owned by the wage-earner. We refer to the sum of

self- and paid-employment income as total income, although it does not include other

categories of adjusted gross income on the tax forms. These measures are computed

before tax and transfers, exclude most employer fringe benefits, and are deflated by

the Bureau of Economic Analysis’s (BEA) personal consumption expenditure price

index and reported in thousands of 2012 U.S. dollars. No adjustments are made to

account for potential income underreporting.

Although individuals can have both paid-employment income and self-employment

income, we assign individuals to distinct employment categories each year based

6Here, we omit capital gains as a source of self-employment income, although we acknowledge
that there could be realized gains from sales of intangible assets reflecting entrepreneurial investment
that should be included with self-employment income. Including such gains only strengthens our
main finding.
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on a test designed to gauge their primary activity. To do that we construct three

categories: self-employed (SE), paid-employed (PE), or non-employed (NE) using the

following definitions. An individual-year pair is classified as self-employed (SE) if the

absolute value of self-employment income exceeds $5 thousand (in 2012 dollars) and

any of the following condition is true: (i) the absolute value of their self-employment

income is greater than their paid-employment income; (ii) the sum across businesses

of the individual’s ownership share times the number of its employees is larger than 1;

or (iii) the sum across businesses of the individual’s ownership share of gross profits

(receipts less cost of goods sold) are in excess of the individual’s paid-employment

income. We take the absolute value of the income because young entrepreneurs

incur significant expenses when building up their businesses and many have losses.

The second additional criteria is added because hiring employees is indicative of

owner attachment to self-employment. The third criteria allows for the fact that

many successful business owners pay themselves little to minimize taxes but earn

incomes later when selling their businesses.

Our notion of self-employment is distinct from papers such as Smith et al. [2019],

DeBacker et al. [2022], Garin et al. [2022], and Lim et al. [2019], who all use IRS data

to study business incomes. Smith et al. [2019] classify all individual recipients of K-1

as self-employed. Our definition excludes 43 million of the 138 million individual-

year K-1 recipients in our sample from being classified as self-employed. These are

95



cases in which an individual probably spends very few hours running a business and

receives very little income from business filings. While this is not a concern for

top incomes, which is the focus of Smith et al. [2019], our focus is to learn about

returns to entrepreneurship. Therefore, we deliberately use a more conservative

test when categorizing entrepreneurial activity. DeBacker et al. [2022] use a panel

that tracks tax filers for up to 32 years using the SOI sample from 1987. While

this has the benefit of being a long panel, the number of self-employed individuals

that are studied shrinks down to about 2,000 observations over a few cohorts. Such

a restrictive sample would be unsuitable for achieving our two main goals: (i) to

calculate life cycle income profiles using overlapping cohorts to infer time and age

e↵ects and (ii) to understand the determinants of self-employment by comparing

outcomes for narrowly-defined groups—some of whom enter self-employment and

some of whom do not. Garin et al. [2022] focus on Schedule SE filers. This is

not suitable for our analysis because it misses entrepreneurs who make losses and

S corporation owners that do not file Schedule SE. This is a significant fraction of

business owners. [XXX add the new stu↵ on gig workers here]

Next we define paid- and non-employed categories. An individual-year pair is

categorized as paid-employed (PE) if it is not already categorized as self-employed,

and if paid-employment income of the individual in that year exceeds $5 thousand

(in 2012 dollars).
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An individual-year pair is categorized as non-employed (NE) if it is not already

categorized as SE or PE.

To distinguish observations that are non-employed from those that are actually paid-

or self-employed but missing in the SOI Databank, we use auxiliary data from Form

1040 and the individual’s Form W-2, Schedule C, or Schedule K-1 if any of these

filings are available. Consider wage earners first. We compute a wage gap as the

di↵erence in wages and salaries reported on Form 1040 and the aggregated Box 1

wages on Form W-2 for the individual and spouse. If this gap is less than $1,000, we

use the Form W-2 data for the individual. If the wage gap is greater than $1,000 and

the individual is not married filing jointly, then we use the Form 1040 wage. If the

wage gap is greater than $1,000 and the individual is married filing jointly, then we

need to consider two cases. First, there may be Form W-2 filings for the spouse but

not the individual. In this case, we use the Form 1040 wage less the spouse’s total

W-2 wages. Second, the Form W-2 filings may be missing for both the individual

and spouse. In this case, we take pro-rata shares for the two spouses based on tax

filings in other years showing a wage gap less than $1,000. If such information is

unavailable, we split the Form 1040 wages evenly for the two spouses. In the case of

business owners, we follow the same procedures as for wage earners, but in this case

we use the owner’s Schedule C or Schedule K-1.
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In the first column of Table 3.1, we provide summary statistics for our main sam-

ple. The full sample has 80 million individuals. Summing across all individual-year

observations, we find the shares of self-, paid-, and non-employed are 8 percent, 74

percent, and 18 percent, respectively. They earn an average of $49 thousand (in

2012 dollars) in combined paid- plus self-employment income, with a range across

the distribution from $6 thousand at the 10th percentile to $92 thousand at the

90th percentile—roughly a factor of 15. If we sum up self- and paid-employment

incomes across all individual-year observations in our sample, we find the share of

self-employment income is equal to 13 percent.7 The mean paid-employed income

lies between 50th and 75th percentiles of the distribution of PE income, while the

mean self-employed income is closer to the 90th percentile of SE income, indicating a

substantial right-skewness of the self-employment income distribution for the whole

population.

3.2.3 Imputations for Skills and Education

A large empirical labor literature focuses on skills and education as determinants of

income. In this section, we impute information of education and occupation which

is not readily available in the tax data. We later use these estimates when analyzing

subgroups of the population of tax filers.

7If we include all earnings when computing this share, we find that self-employed individuals
earn 16 percent of the total income.
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Skills

After signing and dating the tax form, individual tax filers and their spouses are

asked to self-report their occupation, which is summarized in the IRS data as a

character string. The occupation information is available for e-filed returns for tax

year 2005 and later, with the exception of 2012. For the sample of individuals born

between 1950 and 1975, there are 89 million individuals that e-filed at least once

in the years that these occupation strings are available. We are able to assign skill

values to the subset of 80 million individuals in our main sample.

First, there are 73 million individuals that provide usable occupations, which can be

mapped directly to a standard occupational classification (SOC) code.8 For these in-

dividuals, we assign skill values using the procedure of Lise and Postel-Vinay [2020].

The idea is to create a mapping between the SOC codes assigned to individuals and

their cognitive, interpersonal, and manual abilities. This is done with the aid of the

Occupational Information Network (O*NET) summary of skill requirements needed

for each occupation. Since the summary of requirements is long for each occupa-

tion, Lise and Postel-Vinay [2020] use a principal component analysis to construct

indices—keeping the top three (orthonormal) components and ensuring that occupa-

tions requiring mathematics are encoded as “cognitive” skills, occupations requiring

social perceptiveness are encoded as “interpersonal” skills, and occupations requiring

8We thank Raj Chetty and his team for providing us with a mapping between the strings and
the SOC codes.
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mechanical knowledge are encoded as “manual” skills.

Second, there are 7 million individuals for whom we impute a skill value.9 For

these individuals, we apply a k-nearest neighbor classifier for the imputation using

information on k ”neighbors” from the subsample of the 73 million individuals that

have a valid SOC code and assigned skill values. The neighbors share the same

gender, marital status, birth cohort, 2-digit NAICS industry code and are nearest

in paths of employment status and incomes.10 For each subgroup, we operationalize

choosing near neighbors in the case of time-varying income variables by applying a

principal component analysis (PCA) that maps a high-dimensional vector of statistics

from our data to a lower-dimensional vector of moments. Inputs to the PCA are

paid- and self-employment income in each sample year and moments of total income

averaged across sample years. The specific moments are the mean, the standard

deviation, the minimum, and the maximum, with the latter three normalized by

dividing by the mean. The number of principal components depends on our choice

of the fraction of variance to be explained, which we denote here by v. Thus, we have

two parameters to choose: the number of neighbors k and the fraction of variance

v—and we assume they are fixed for all subgroups.

We choose parameters to maximize the predictive accuracy of the k-nearest neighbor

9For instance, business owners might fill in ”self-employed,” which is not a valid SOC code.
10In Section 3.3.3, we group individuals into six di↵erent categories of employment status based

on attachment and type of work.
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classifier.11 To do this, we pull a random sample of subgroups and split them into

three subsamples: 70 percent for training, 20 percent for tuning, and 10 percent for

validation. For each (k, v) pair, we use the training data to train the classifier and

make predictions for the tuning set. We use the validation data to test prediction

out of sample. The result of this exercise is k = 11 and v = 75 percent. With these

parameters, we apply the classifier to impute skills values for 7 million individuals

without usable SOC codes.

Education

The only indicators of education in the IRS microdata are occupation strings with

“student” and tuition payment statements (Form 1098-T) filed by eligible educa-

tional institutions starting in 1998. To ensure fuller coverage of college attainment,

we use a classification algorithm and source data from the Annual Social and Eco-

nomic Supplement (ASEC) of the Current Population Survey (CPS) to predict the

likelihood of college attainment.

We define an individual as being “college-educated” if they have completed at least

an associate’s degree—which would thus include bachelor’s, master’s, professional

school, and doctorate degrees. All others are considered “not-college-educated.” For

11More precisely, we use an F1 score.

101



each year t, we run the regression:

Pr(Eit = 1|Xit) = CDF(�tXit), (3.1)

where Eit = 1 if the individual is college-educated and 0 otherwise for t between 1995

and 2020. The function CDF in (3.1) is the cumulative distribution function of the

standard normal and variables included in Xit are as follows: gender; annual pre-

tax wages and salaries; positive business income (equal to 0 if income is negative);

negative business income (equal to 0 if income is positive); marital status; number

of children (with separate variables for none, 1 child, and so on, up to 9 or more);

5-year birth cohort; SOC minor occupation code; and 2-digit NAICS industry code.12

When we used 80 percent of our CPS sample each year to train the classifier and 20

percent to validate the predictions, we were able to correctly predict the education

level with 75 to 80 percent accuracy. Coe�cients from the CPS-trained classifiers

then are used with microdata from the IRS to impute an education indicator for all

tax filers in our sample of 25-to 65-year olds.13

In Table 3.1, we report that the fraction of individuals categorized as college-educated

for the main sample in the first column under “Education and skills.” The imputation

12Some IRS tax filers do not have a valid NAICS code and do not have a SOC minor code.
Additional regressions were run using (i) the SOC minor codes with no NAICS; (ii) the SOC
major code and NAICS; and (iii) NAICS but no SOC.

13All variables in Xit are available in the IRS data, although the IRS occupation field is only
available for tax years after 2005 and later (not including 2012) and is a string rather than a SOC
code.
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results indicate that 53 percent of the main sample is classified as college-educated,

which is close to our estimate of the fraction that are cognitively-skilled. More

individuals are categorized as interpersonally skilled (59 percent) than manually

skilled (38 percent).

3.3 Measuring Returns to Employment

Our main goal is to understand the sources of di↵erences in returns to self- and

paid-employment and the implications for theory. To investigate the di↵erences, we

start by measuring how income from an activity—either self-employment or paid-

employment—varies with age. We first outline the challenges to accurately measure

the age profile of income. Then we describe how to use the novel features of our data

with an econometric method that is designed to overcome these challenges.

3.3.1 Some Challenges

A natural starting point for measuring returns to employment is to specify a Mincer-

type earnings regression and estimate average income by age after controlling for

observables. This regression procedure is widely used and can be implemented with

repeated cross-sections. (See, for example, Hamilton [2000].) There are several con-

cerns with this approach. First, di↵erences in average incomes could be driven by
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selection—we are simply comparing individuals that di↵er in their latent characteris-

tics. Second, di↵erences in average incomes over age could be driven by the changing

composition of the underlying groups.

We develop an econometric approach that addresses these two issues. First, we esti-

mate income by age across activities allowing for an intercept whose distribution by

individual characteristics—whether they are latent or observed—as well as calendar

time is essentially unrestricted. Second, we use the long panel aspect of our data to

classify individuals based on their attachment to an activity to mitigate problems

with composition. We then separately study income-age profiles of individuals who

are attached to their employment status by narrow skills/industry/demographic cat-

egories and income-age profiles of individuals who are less attached and transit into

and out of self-employment.

3.3.2 Econometric Framework

We next describe and motivate the statistical model and estimation procedure that

we use to estimate growth in incomes over the life cycle. Our method exploits the

presence of multiple cohorts to separately estimate age and time e↵ects for disaggre-

gated subgroups within employment status. For now, we describe the procedure for

an arbitrary assignment of individuals to groups and later describe how we construct

the groups to minimize selection and composition bias.
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We start with some notation. Let i 2 I be a set of individuals; t 2 T = {t0, t0 + 1, . . . t0 + T}

be a set of calendar dates; c 2 C = {c0, c0 + 1, . . . c0 + C} be a set of birth years (or

cohorts); a 2 A = {a0, a0 + 1, . . . a0 + A} be a set of ages; and g 2 G be a set of

observable time-invariant characteristics (or groups) that partition I. Let yi,t be the

income of individual i at date t. With slight abuse of notation, we use a(i, t) to

denote the age of individual i at date t, g(i) to denote the group of individual i, and

c(i) to denote the cohort of individual i.

We define two functions � : G ⇥ T ! R and � : A ⇥ G ⇥ C ! R that capture

time, age, and cohort e↵ects. We use the notation �g,t and �ac,g to denote the values

of these functions for a particular collection of {g, t, a, c}, and �g(i) and �a(i,t)c(i),g(i) to

be the values associated with an individual-time pair (i, t). Consider the following

specification for income

yi,t = ↵i + �g(i),t +
a=a(i,t)X

a=a0

�ac(i),g(i) + ✏i,t, (3.2)

where ✏i,t is a disturbance term for individual i at date t. The model for income in

equation (3.2) is quite rich. It has three components. First, the parameters {↵i}

are the unobservable individual-level fixed e↵ects that capture permanent aspects

of latent ability, family inputs, and preferences as well as level e↵ects tied to birth

cohorts. We impose no restrictions on how these characteristics are distributed in

the population or correlated with observable groups. Second, the parameters {�g,t}
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are the time e↵ects that vary by calendar time and di↵er across groups. These

parameters capture e↵ects on income such as business cycle fluctuations. Third, the

parameters
�
�ac,g
 
are the age e↵ects that vary by age, cohort, and group. We are

particularly interested in variations across subgroups based on employment status

and other characteristics such as skills, industry, and demographics.

It is well-known and easy to see that one cannot separately identify � and � from

data on income. For instance, for a fixed group g, adding a constant to all �ac,g for

which c+ a = t is observably indistinguishable from adding the same constant to all

�g,t. To make progress, we follow impose the following condition.

Condition 3. Age-e↵ects are the same across cohort bins of size Nc � 2.

Below, we use the notation �ag to indicate the age e↵ect of a group g, which are now

modified to include a specification of the cohort bin, say, individuals born in the

1950s, 1960s, or 1970s. It is worth pointing out that while we impose age e↵ects for

sets of cohorts to be the same, we impose no restrictions on how cohorts a↵ect the

level of income. The di↵erences in mean income by cohort are absorbed in the fixed

e↵ect for individual i, namely, ↵i. Condition 3 allows us to exploit the overlapping

structure of our data to separate out age e↵ects from time e↵ects.

Next, we derive the formulas needed to implement the estimation procedure. Let �

be the time di↵erence operator so that �xt = xt � xt�1. Apply � to equation (3.2)
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to obtain

�yi,t = ��g(i),t + �a(i,t)g(i) +�✏i,t.

We work with di↵erences in levels rather than in logarithms given that some busi-

nesses make losses and owners’ income yit can be negative.14 To estimate the age

and time e↵ects, we propose the following least squares problem:

min
{��g,t,�ag}

X

g2G

X

t2T

X

i2I

⇣
�yi,t ���g(i),t � �a(i,t)g(i)

⌘2
. (3.3)

By examining the first-order conditions of this minimization problem, we can better

understand how the estimator works. Let Na
g,t be the number of individuals of group

g, age a, at calendar date t. Let

�yg,t =

P
i2I:g(i)=g �yi,tP

a2A Na
g,t

�y
a
g =

P
t2T
P

i2I:a(i,t)=a,g(i)=g �yi,tP
t2T Na

g,t

be the average income growth for group g between dates t� 1 and t and the income

growth averaged across time for individuals in group g between ages a � 1 and a,

14Later we discuss why our econometric procedure avoids issues arising from heteroskedastic
errors.
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respectively. We can rearrange the optimality conditions to get
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a
g �
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Equation (3.4) expresses
�
�ag
 
as linear combinations of two summary statistics of

data,
�
�y

a
g

 
and

�
�yg,t

 
with weights

�
Na

g,t

 
. Specifically, the age e↵ects for some

age a are given by the average income growth �y
a
g for that age minus an appropriate

weighted-average of the time e↵ects {��g,t}. The weights that appear in the ad-

justment correct for the possibility that the age distribution could be changing over

time, which is relevant in our sample period.

To understand the intuition for the adjustment term in (3.4), consider the case in

which the age distribution is constant across time, that is,

Na
g,tP

a2A Na
g,t

=
N

a
gP

a2A N
a
g

, (3.5)

where N
a
g =

P
t2T Na

g,t. With some algebra, we can show that �ag = �y
a
g � ��g,

where ��g =
P

t2T ��g,t/T is the average of time e↵ects for group g. It simply says

that the estimate of the age e↵ect equals the average income growth for that age

minus a simple average of the time e↵ects. However, equation (3.5) does not hold

in typical panel datasets and, therefore, the second term on the right-hand-side of
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equation (3.4) gives the appropriate adjustment.15

We make two more observations about equation (3.4). First, the age e↵ect �ag can

be estimated separately for each group g. Second, one can show that the rank of the

system formed by stacking equation (3.4) for each age is A�1. Therefore, we need an

additional restriction—one for each group—to solve for the age e↵ects
�
�ag
 
uniquely.

Following Hall [1968] and Deaton [1997], we impose the following condition.

Condition 4. The average time e↵ect satisfies

��g

yg,t0
=

µg

T

X

t

(1 + µg)
t (3.6)

for some pre-determined constant µg, where yg,t0 =
P

i2I:g(i)=g yi,t0/
P

a2A Na
g,t0 is the

average income for group g at the beginning of the sample.

Condition 4 allows the estimation to match the cyclical variation in the time e↵ect

across groups in a flexible way. This is especially helpful in our sample given the

severe economic downturn in 2008–2009. In particular, we do not need to take a

stand on the di↵erential e↵ects of aggregate shocks on groups.

15In our sample, we have a balanced panel and, therefore, the mean age is necessarily increasing
in calendar time as the population is aging.
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3.3.3 Groups

To implement the approach sketched out in the previous section, we need to define

groups. A group is a Cartesian product of time-invariant characteristics that we call

subgroups. In our case, there are 46,080 subgroups. In this section, we provide a

summary of the subgrouping.

Given our interest in the returns to entrepreneurship, the two most relevant charac-

teristics are: (i) how attached individuals are to market work, whether it is paid- or

self-employment, and (ii) how attached a working individual is to self-employment.

In Section 3.2.2, we assigned an employment status to each individual-year observa-

tion: “SE” for self-employed, “PE” for paid-employed, and “NE” for non-employed.

To address compositional bias, we analyze income profiles by separately studying

working individuals who change status and those who do not. We implement that by

using the status variable across time to group individuals according to how attached

they are to self- or paid-employment. An individual is labeled attached if we observe

the same employment status for twelve or more tax years with two or fewer changes in

employment status during the sample. To be included in the subsamples of attached

self- or paid-employed, we also require that any switching in and out of self- or paid-

employment not include intermediate years of non-employment. Those with years of

non-employment are categorized separately below.

In Table 3.1, we report counts and characteristics in the second and third columns
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for the subsamples of individuals that are attached to paid- and self-employment,

respectively. There are 42 million in paid-employment, which is about 52 percent of

the individuals. They earn 66 percent of total income, 76 percent of all paid income,

and roughly 4 percent of entrepreneurial income. The attached self-employed, num-

bering 2 million individuals, comprise only 2 percent of the individuals in our main

sample, but 8 percent of total income and 51 percent of entrepreneurial income.

While small in number, the entrepreneurs in attached self-employment have relatively

high incomes when compared to sample totals. Their total combined income from

self- plus paid-employment averages $152 thousand—far more than than the average

attached paid-employed earning $62 thousand. Given our definition of “attached,”

it is reassuring to find that most of the total income for self-employed is indeed

self-employment income and similarly so for the paid-employed with respect to paid-

employment income. Comparing distributions of incomes for these two groups, we

find more skewness in self-employment income, as expected. Later, we investigate

this further when analyzing the longitudinal data across the life-cycle.

Separate results are reported for groups that do more switching in employment sta-

tus. The almost attached groups have the same employment status for twelve or more

tax years but switch more than twice between self- and paid-employment. The shares

of the almost attached are much smaller and are analyzed separately as a robustness
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check, but summary statistics in Table 3.1 show that they are similar in characteris-

tics to their attached peers. The mostly switchers have twelve or more years in either

self- or paid-employment—without an intermediate spell of non-employment—and

experience at least five or more years in both types of employment. This group is

similar in size to the attached self-employed, but those at the top of the distribution

earn much less. This group will also be used to gain insight into motivation for

entering and exiting self-employment.

The last category is any non-employment which includes individuals that have switched

in and out of non-employment from self- or paid-employment at least once or individ-

uals that have five years of non-employment during the sample period. This group

is large in counts—roughly 41 percent of the total sample—and as a group account

for a significant fraction of self-employment income, although they earn on average

only $21 thousand in both self- plus paid-employment.

If we were to compare the earnings to those of a full-time worker earning the average

federal minimum wage for the year, converted to 2012 dollars, we would find that 57

percent have lower total incomes.

Even if we condition on those with only one year of non-employment, we find below-

average total incomes. These individuals account for 15 percent of the any-non-

employed individuals and earn $43 thousand on average—with $35 thousand from
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paid-employment and $8 thousand from self-employment. Furthermore, if we condi-

tion on the any-non-employed that are more attached to employment, we find that

they are few in number and make less on average than those categorized elsewhere.

For example, only 28 percent of the any non-employed do 12 or more years of paid-

employment. Only 2.8 percent of the any non-employed do 12 or more years of

self-employment. Those that do self-employment for at least twelve years have on

average a total income of $49 thousand in our sample—far less than groups with no

intermediate spells of non-employment.

In addition to employment attachment, we use other observables to group individuals.

The subgroup College-educated has two values: 1 if the education classifier was above

the 0.5 cuto↵ and 0 if not. The subgroups Cognitive, Interpersonal, and Manual

each take on one of two values: 1 if the skill value is above the 0.5 cuto↵ and 0 if

not. Industry is the 2-digit NAICS code for the company paying the highest W-2

wages for the paid-employed individual or the company with the highest gross profits

owned by a self-employed individual. The industry code takes on 21 possible values

(including “missing”). When grouping individuals, we assign them the code observed

in most sample years. The subgroup Gender has two values: “M” for male and “F”

for female. The subgroup Married has two values: 1 if the individual is married

for nine or more years in the sample—not necessarily to the same person—and 0

otherwise. The subgroup Children has two values: 1 if the individual has children
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and 0 otherwise. The subgroup Cohort has 3 values: “1950s” if born between 1950

and 1959; “1960s” if born between 1960 and 1969; and “1970s” if born between 1970

and 1975. Since we are working with a balanced panel, we observe a significant

overlap of cohorts over time, namely, 26 cohorts (birth years 1950–1975), across 41

ages (25–65) and 16 calendar years (2000–2015).16

Summary statistics for education, skills, industries, demographics, and other incomes

are included in Table 3.1 for subgroups with di↵erent employment attachment. Rel-

ative to the sample total, all but the group with non-employment spells are more

likely to be college-educated and have cognitive and interpersonal skills. There are

notable di↵erences in industrial composition across groups. Those with more self-

employment attachment are found primarily in construction, professional services,

health care, and other services, while the largest sector overall is manufacturing.

The demographic data show that 50 percent of the sample is male. Most are mar-

ried for a majority of years they are in the sample—about 64 percent—and most

have children—about 82 percent. The median birth year for our sample is 1963.

Across subgroups, we find uniformity in numbers of children and birth year, but

some di↵erences in gender shares and marital status.

The two largest groups—attached paid-employed and any-non-employed—have larger

shares of women and the mostly unmarried. The any-non-employed were categorized

16In robustness exercises, we expand G to include average income deciles in order to check if
there are any issues arising from heteroskedastic errors in the baseline regression. We find that our
main quantitative results are not sensitive to this change.
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as a separate group in large part because of the many ways they di↵er from other

subpopulations: on average, these individuals earn significantly less, are primarily

low-skilled, and have a higher concentration of women than any other category. Not

surprisingly, we find average household incomes—whether from spousal wages or

asset incomes or transfers like unemployment insurance—are higher for the any-non-

employed than for the employed groups in the sample.17

3.4 Results

In this section, we report on the estimated entrepreneurial income and growth pro-

files and then investigate factors impacting occupational choice. Our focus here is

primarily on the attached self-employed, but central to our analysis are comparisons

to the attached paid-employed with the same demographics, skills, and industries.

These comparisons are relevant because the self-employed are rewarded for making

firm-specific investments and would thus have potentially di↵erent income growth

profiles. We also compare growth profiles of the attached self-employed to those

for the mostly switching and any-non-employed, two groups that earn a significant

fraction of self-employment income in the aggregate. Central to our analysis of occu-

pational choice are comparisons of past wage, asset, and other household incomes for

17Asset income is the sum of the following categories reported on Form 1040: taxable interest,
tax-exempt interest on municipal bonds, dividends, Schedule D profit or loss, and Schedule E profit
or loss (other than distributions from S corporations and partnerships).
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those that enter self-employment and those that do not. We investigate these choices

for the full sample and for the youngest cohorts that experiment most. Finally, we

relate our findings to the existing empirical literature and emphasize results most

relevant for distinguishing between theories of occupational choice.

3.4.1 Entrepreneurial Incomes

We start with the main findings of the least squares estimation of equation (3.3).

Estimates of the time e↵ects provide a summary of cyclical growth patterns, including

impacts during the 2008–2009 downturn. Estimates of the age e↵ects provide a

summary of life-cycle growth patterns for the self-employed, which can be compared

to more familiar patterns of the paid-employed. Netting out time and age e↵ects, we

then analyze the residual growth, which contributes most to the variability of incomes

and is thus relevant to understanding the nature of risk-taking in entrepreneurship.

Cyclical Growth

In Figure 3.1, we plot the time e↵ects relative to average income for individuals that

are attached, either to self- or to paid-employment, that is, a weighted sum of ��g,t

divided by yg,t for each subgroup g 2 G where G is either the attached self- or paid-

employed group and weights are constructed with subgroup counts.18 The values are

18In all results reported, we exclude the top and bottom 0.01 percent outliers. Our main aggre-
gated results are not a↵ected if we include them.
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reported in percents and displayed for tax years 2001 to 2015. As expected, there

is a decline in growth during the Great Recession, with paid-employed growth rates

falling to a low of -1 percent and self-employed growth rates falling to a low of -16

percent. As we see from the figure, the flexibility of the econometric specification

allows for di↵erences in timing and magnitudes. Declines start earlier for the self-

employed and are much larger in the midst of the downturn than those for the

paid-employed. Interestingly, both groups see improvements by 2010, continuing on

until 2012.

Life-cycle Growth

In Figure 3.2, we display the integrated incomes and associated growth profiles for

the same sample of attached self- and paid-employed used in Figure 3.1. Panel A

shows the weighted average integrated incomes. For each age a � 25, we compute

average income for 25 year olds in group g plus
Pa

j=26
(�jg + ��g) and denote this

sum for group g at age a by Yg(a). In Figure 3.2, we plot the averages using sample

counts for weights, that is,
P

g N
a
g Yg(a)/

P
g N

a
g for both groups. In the figures, dots

are the point estimates and bold lines are the third-order polynomial fits. Panel B

shows the weighted averaged growth by age, that is,
�
�ag +��g

 
where weights are

again based on group counts. We also report the integrated incomes at age 25 and

55 from Panel A as we do in growth profile figures for subpopulations shown later.
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As the figure shows, the growth profiles di↵er substantially across the groups. The

self-employed incomes are significantly higher by age 55 than their paid-employed

counterparts. Another striking di↵erence is the life-cycle growth patterns shown in

Panel B. Growth rates in paid-employment decline across the life cycle, while growth

rates in self-employment do not. The attached self-employed have persistently high

average growth in incomes—in the range of $7 thousand to $9 thousand annually—

for ages between 25 and 40, whereas the paid have less than $4 thousand in all

years. Even after age 40, the self-employed average growth rate remains significantly

higher than that for paid-employees and, at age 55, the self-employed have an average

income of $210 thousand—more than twice that of the paid-employed group and too

large to be attributable to di↵erences in taxes or benefits.

Growth Profiles for Attached Subgroups. Next, we repeat the exercise for subgroups

of the attached self- and paid-employed, specifically by gender, marital status, edu-

cation, skills, and industry. In Figure 3.3, we report growth profiles for men in Panel

A and for women in Panel B. Recall that men account for most of the attached

self-employment sample, roughly 82 percent, but only 53 percent of the attached

paid-employment sample. Thus, it should not be a surprise that the self-employed

growth pattern for men is nearly the same in magnitude and shape as the full sample.

Perhaps more surprising is the growth pattern for self-employed women, which is also

higher than for their paid-employed counterparts. For the paid-employed, neither the
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men nor women show any increase in growth at age 25. When integrated, the income

profiles reveal large level di↵erences between paid- and self-employment for both men

and women by age 55. However, we find a gender gap when we compare peak in-

comes, regardless of employment status. Average income for age 55 self-employed

women is $137 thousand—or 61 percent of that for men. Average income for age 55

paid-employed women is $72 thousand—or 71 percent of that for men.

Another common attribute for the attached self-employed is being married in most

years of the sample. Figure 3.4 reports growth profiles of the attached sample by

marital status and incomes at age 25 and 55. Here again, we find similar results when

comparing the mostly married to the full sample since they account for roughly 79

percent of the attached self-employed population and 68 percent of the attached paid-

employed. The mostly unmarried self- and paid-employed have similar qualitative

patterns in growth, but the incomes of the self-employed are $58 thousand higher

than that of the paid-employed by age 55.

Education is another important characteristic when considering returns to employ-

ment. After applying our classifier to categorize individuals as “likely” or “not likely”

to have attained a college degree, we recompute slopes and construct average growth

profiles. The results shown in Figure 3.5 reveal large di↵erences in outcomes for

those classified as college-educated when comparing across employment status and,

in the case of the self-employed, when comparing across education levels. By age
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55, we predict that the average income for college-educated self-employed individ-

uals is $321 thousand and only $111 thousand for their paid-employed peers. The

di↵erence is even larger if we compare these self-employed individuals with those

classified as not-college-educated. Average income at age 55 for the latter group is

equal to $42 thousand. Interestingly, as the figure shows, there is hardly any di↵er-

ence in outcomes if we compare self- to paid-employed if they are classified as not

college-educated.

With the O*Net data and our occupation strings, we can study returns to self- or

paid-employment for people with di↵erent skillsets. In Figure 3.6, we show growth

profiles by cognitive skill. A comparison between this figure and that for educa-

tion (Figure 3.5) reveals some di↵erence in the categorizations. For example, dif-

ferences for those classified as college-educated and not-college-educated are much

starker than di↵erences between cognitive and not-cognitive—regardless of occupa-

tion choice. In the case of the self-employed, those classified as cognitively skilled

have an average income at age 55 of $222 thousand while the not cognitively skilled

have an average income of $192 thousand.

In Figure 3.7, we show growth profiles by interpersonal skill. While not as stark

as our comparisons by education, there are still large di↵erences between the in-

terpersonally skilled self- and paid-employed and between the skilled and unskilled

regardless of employment status. For example, as with the college versus non-college
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comparisons, we again find a much more pronounced hump-shaped growth profile for

the interpersonally skilled self-employed when compared to the interpersonally un-

skilled self-employed. We again find that the non-interpersonally-skilled have much

lower growth profiles and average incomes by age 55 when compared to their skilled

peers, although not as low in magnitude as for the non-college-educated shown in

Panel B of Figure 3.5. In Figure 3.8, we show growth profiles by manual skill. We find

that patterns for individuals working in occupations with manual skills are similar

to those described before for non-college group.

Another relevant cut of the data is by industry since the self-employed tend to be

clustered in particular occupations and sectors. In Figure 3.9, we plot results for

individuals with attached employment status that are in professional services (NAICS

54) and health care (NAICS 62). Together these sectors account for 27 percent of

the attached self-employed population. Here, we see hump-shaped growth profiles for

entrepreneurs and large di↵erences between the income growth rates of the self- and

paid-employed. By age 55, the attached self-employed average incomes in professional

services and health care are $304 thousand and $283 thousand, respectively, whereas

the average across all industries is $210 thousand.

The results shown thus far are for relatively broad categories and include people with

a wide range of characteristics. Because there are thousands of possible cuts of the

data—even if we condition on being in the attached groups—plotting all of them
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is not possible. However, we are able to highlight the most important groups by

ranking them according to their importance in generating di↵erences in the average

income growth rate for the attached self-employed and the attached paid-employed.

As shown in Figure 3.2, there is a sizable gap in income growth between ages 30 and

39—with an average at roughly $5 thousand 2012 dollars. In Table 3.2, we summarize

the groups that make up at least 50 percent of this di↵erence. The first column

summarizes the cumulative share. Reading across the row, we report distinguishing

characteristics of the groups. We do not list the characteristics that they all share.

It turns out that all top contributors are male, mostly married, college-educated,

interpersonally skilled, and have kids. In terms of the distinguishing characteristics,

we find that the group contributing the most to the growth di↵erential works in the

health care sector (NAICS 62), is born in the 1960s, is cognitively skilled, but is not

manually skilled.

This group of primarily medical doctors contributes 10 percent to the growth gap,

with the self-employed among them experiencing average annual growth in income

around $17 thousand during their 30s—roughly 1.6 times the growth of their paid-

employed colleagues. As 3.2 makes clear, a small number of sectors matter for our

results: health care, professional services, construction, finance, and retail trade.

Growth Profiles for Non-Attached Groups. Thus far, we have compared the at-

tached self-employed to their paid-employed peers. Since a significant fraction of
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self-employed income is earned by our mostly-switchers and any-non-employed sub-

groups, we also include a comparison with these less-attached peers. In Figure 3.10,

we compare the growth profiles for the latter groups to that of the attached self-

employed. Panel A shows the growth profile comparison between the attached self-

employed and the mostly switching. This figure highlights the delay in growth for

those more attached to self-employment. Also interesting is the fact that the growth

of the switchers is higher at age 25, but is declining in most years over the life cycle,

reminiscent of the paid-employed growth patterns shown earlier.

Panel B shows the growth profile comparison between the attached self-employed

and the any-non-employed.19 Individuals categorized as any-non-employed have little

self-employment income on average but when aggregated, the sum is about 20 percent

of all self-employment income. However, the growth profile for the any-non-employed

have the same pattern as that of the paid-employed, just lower at all ages. This may

not be too surprising given these individuals are less educated, lower-skilled, and

likely to be second earners. But more surprising is the fact that many of these

individuals are out of employment only one year and still have very low incomes and

growth rates.

19When computing averages for the any-non-employed, we only include observations with non-
zero incomes in both the previous and current year.
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Residual Growth

We turn next to an investigation of the variability and persistence of income growth,

which is relevant for discussions of entrepreneurial risk-taking and more generally for

the larger debate on earnings inequality. We show that critical to this investigation

is the estimated residual growth—that is, {�✏i,t}, found after netting out the time

and age e↵ects from the total income changes—as this term accounts for most of the

variation in overall growth. After reporting on key statistics of changes in overall and

residual incomes, we work through a simple analytical example to demonstrate how

these moments of the data can be used to estimate the potential gains of insuring

income risk.

We start by computing year-to-year transitions in income levels, yit, as a point of

reference for both the self- and paid-employed. These matrices are reported in Table

3.3, with the results for the self-employed in Panel A and those for the paid-employed

in Panel B. Each element of the matrix is the share of individuals that start the year in

a particular income bin (listed in the first column) and transit to one of the income

bins listed at the top of the matrix in the next year. Along the bottom of each

matrix are the distributions of individuals in each bin. We have purposely chosen

the positive income bins to have the same log-spacing between bins with 1 percent of

the self-attached sample in the top bin. Earners in this bin have total incomes—from
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self- and paid-employment—above $1.6 million.20 We also include a separate bin for

negative incomes, which is possible for both the self- and paid-employed given we are

reporting their total incomes that could include self-employment losses. Comparing

rows across the two transitions, we find more dispersion for the self-employed in

middle incomes when compared to the paid-employed, but less so at the top and

bottom.

To provide a sense of the potentially risky nature of entrepreneurship across the life-

cycle, we compute percentiles of growth rates by age, that is, �yi,a/|yi,a�1| between

ages a � 1 and a for primary working ages 26 to 55 (and thus avoid later years

when individuals are likely to work less or retire). Because incomes are both positive

and negative, we divided the income changes by the absolute value of income in age

a�1. The percentiles of income growth are plotted in Figure 3.11, with results for the

attached self-employed in Panel A and results for paid-employed in Panel B. For both

groups, the income changes are most dispersed at younger ages. As expected, the

self-employed incomes show more dispersion in growth rates at all ages. However, the

90–10 variation is relatively constant across middle ages for both groups, suggesting

that the volatility in self-employed incomes is not rising over the life-cycle relative to

20We also computed income transitions for the attached self-employed using deciles. DeBacker
et al. [2022] report transition matrices with business income deciles but, given di↵erences in sampling
choices, their results are not directly comparable to ours. These authors only drop filers who never

report business income outside of [�5000, 5000] in 2012 dollars. Forty percent of the observations
in their sample are included in bins below $5,000: many more than we find for our attached self-
employed sample. Furthermore, the lower cuto↵ for the top decile in their sample starts at $82,000,
whereas our cuto↵ when reporting deciles is $333 thousand.
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the volatility in paid-employed incomes despite the fact that di↵erences in average

incomes are rising over the life-cycle. This feature is relevant for theories that would

rely on risk-compensation as an explanation for the di↵erences in mean growth rates

between paid- and self-employed individuals.

The data underlying Figure 3.11 can also be used to compute the variability of

income changes within and across subgroups of our sample. Knowing this allows us

to determine if there are significant di↵erences in income risk faced by individuals in

di↵erent subgroups, say for example, by those in di↵erent industries. There are two

ways to compute the growth in observed incomes by age: we can pool the populations

of attached self- and paid-employed and plot the dispersion as in Figure 3.11 or we

can compute the statistics for subgroups of these populations and construct weighted

averages using population counts for weights. Although not shown, we find that the

dispersion in income changes is nearly the same regardless of whether we pool the

individuals into attached self- or paid-employed or we instead compute a weighted

average of the underlying subgroups. For both methods of aggregating, we find

results similar to what is shown in Figure 3.11. This means that the within-group

variation of income changes accounts for nearly all of the variation.

With time and age e↵ects netted o↵, our estimation procedure yields residual growth

for all individuals i in tax year t, namely, {�✏i,t}, which is of independent interest

when modeling shocks to income. As we show later, two features of these data
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are particularly useful: the dispersion and autocorrelation. Figure 3.12 plots the

percentiles of residual growth over the life-cycle after first normalizing the age a� 1

to age a change by the absolute value of lagged income (|yi,a�1|). As we see from

the figure, the results in Figure 3.12 reinforce the earlier evidence in Figure 3.11 and

again show that the volatility in income changes is decreasing with age for both the

self- and paid-employed. In Table 3.4, we compute the transition matrices for these

data. As before, we report the share of individuals that start in a particular bin listed

in the first column and transit to one of the income change bins listed at the top

of the matrix in the next year. Distributions of these income changes are shown at

the bottom of each matrix. These matrices can be used to infer how autocorrelated

the income changes are and, in turn, how persistent or temporary they are. As we

see from Panel A, the probabilities for the self-employed are high in the upper right

and lower left of the matrix, indicative of a negatively autocorrelated process. The

more negative the autocorrelation, the more temporary the income change. We see

the same pattern for the paid-employed income changes reported in Panel B, which

suggests that the main di↵erence for the two groups is in the dispersion, not the

persistence, of income changes.

The moments of the data discussed thus far can serve as useful inputs to welfare

calculations of the gains to fully insuring against idiosyncratic risk. To demonstrate
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how this is done, we work through a concrete example, making specific assump-

tions about the processes governing income growth—or, in our case, residual income

growth—and the risk preferences of our individuals in order to derive analytical rela-

tions between data moments and welfare.21 Suppose that (i) growth rates in income

are well summarized as the sum of a nonstationary random walk process rt and a

stationary autoregressive process zt and (ii) preferences are of the Epstein and Zin

[1989] class. To make analytical progress, we need a few more assumptions: the au-

toregressive process is not serially correlated, the shock processes are Gaussian, the

intertemporal elasticity of substitution parameter in preferences is equal to 1, and

consumption moves one-for-one with permanent shocks to income and not at all to

transitory shocks as dictated by the permanent income hypothesis. Then, with sim-

ple algebra, it is straightforward to show that the fraction of wealth (�) an individual

would forgo to fully insure their risky income is given by:

� = �1

2
↵��2

r , (3.7)

where �2

r is the variance of the Gaussian shocks of the random walk process and ↵

and � are parameter inputs to the utility function V over paths of consumption {cj}

21With the aid of computer simulations, it is straightforward to relax these assumptions and
consider more general specifications.
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proposed by Epstein and Zin [1989], namely,

Vt({cj}1j=t) =
⇥
(1� �)c⇢t + �(EtV

↵
t+1

)⇢/↵
⇤ 1

⇢ . (3.8)

Equation (3.7) is derived by taking the limit as ⇢ approaches 0, consistent with an

intertemporal elasticity of substitution equal to 1.

To make progress quantitatively, we can use estimates of 90–10 di↵erences and auto-

correlations for income changes to infer the variance �2

r in (3.7). With these moments

and the assumptions given above, we can derive an analytical relation between the

IRS statistics and predictions for variances of the permanent and temporary shocks

underlying the income changes. Let Q be the 90–10 di↵erence in the income changes

and let A be the autocorrelation. Then, we can show:

Q = 2.56
p
�2
r + 2�2

z (3.9)

A = � �2

z

�2
r + 2�2

z

, (3.10)

where the 2.56 is equal to the 90–10 di↵erence for a standard normal and �2

r +2�2

z is

the total variance of the income change if the temporary shock zt is an independent

and identically distributed random variable.22 Note that the variance of the tempo-

rary shock is multiplied by two since we are analyzing the change in income. From

22We derive these results along with equation (3.7) in a separate appendix.
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equations (3.9)-(3.10), we derive an estimate of the variance for this example:

�2

r =

✓
Q

2.56

◆2

(1 + 2A). (3.11)

In the case of the residual growth process, estimates for the 90–10 di↵erences can

be read right o↵ of Figure 3.12. If we average over the life-cycle, we find Q around

1.61. Using Table 3.4 for the self-employed, we find A to be roughly -0.16. Using

the formula above, we then have an estimate for the permanent shock standard

deviation �r of 0.52 and an estimate of the temporary shock standard deviation �z

of 0.25. Suppose we set the discount factor � in the Epstein-Zin preferences equal

to 0.96 and the risk aversion parameter ↵ equal to -1. In this case, we would predict

that the fraction of wealth (�) an individual would forgo to fully insure their risky

income is 12.8 percent. If we repeat the exercise for the paid-employed and assume

the same preference parameters, we find that � is around 1.4 percent. In this case,

di↵erences in � are driven primarily by di↵erences in dispersion (which has a ratio

around 3) because the autocorrelations are not that di↵erent between the two groups

(-0.16 versus -0.17).23

While the exercise of translating the data moments into measures like � provides

23Abowd and Card [1989] report an average autocorrelation of �0.29 for changes in logged
earnings of paid-employed male household heads in the Panel Survey of Income Dynamics (excluding
the Survey of Economic Opportunity subsample), with the range of estimates for 1969–1979 given
by [�0.54,�0.10]. We find an average autocorrelation of � log yit for the paid-employed equal to
�0.25, regardless of whether we restrict attention to males or married males or include all paid-
employed.
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economically interpretable summaries of the risk entrepreneurs face, it is important

to keep in mind that these calculations assume a one-for-one pass-through of income

shocks to consumption, which allows analytical tractability but is too extreme. We

know from Table 3.1 that 79 percent of these individuals are married most years of

our sample. As we report at the end of Table 3.1, the average wage of their spouses

is $26 thousand before accounting for any employee benefits. We also know that the

average household asset income for this group—including payments of dividends,

interest, and capital gains—is $58 thousand, implying su�cient saving stocks in

downturns.

More generally, if the total adjusted gross income (AGI) is a better proxy of what

household members have available for consumption, then a more quantitatively rel-

evant pass-through rate is the change in AGI following a change in self-employment

income. To compute this, we estimate equation (3.2) with yit set equal to AGI and

construct new residual growth rates. We then regress these rates on those computed

above (with yit equal to income of the attached self-employed individuals).24 When

we do this, we find a coe�cient from the regression equal to 0.16—well below 1 as-

sumed in the calculations above.25 In other words, the analytical calculations above,

while economically interpretable, should be viewed as an upper bound on the welfare

24Before running the regression, we drop the top and bottom 0.01 percent outliers for both
residual growth rates.

25Entrepreneurs also have outside opportunities that provide additional insurance such as switch-
ing to paid-employment, declaring bankruptcy, or listing their firms. See, for example, Manso [2016]
and Catherine [2022].
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gains for fully insuring consumption as individuals in our sample already partially

do through other means.

3.4.2 Entrepreneurial Choice

We turn next to analyzing individuals who switch across employment status. Un-

derstanding switching behavior is key for theories of occupational choice. In this

section, we measure the extent of switching and analyze di↵erences between those

who switch and those who do not. We find that entry rates into self-employment are

relatively flat across the life cycle and across time. Exit rates out of self-employment

decline with age but vary little over time, even during the 2008–2009 recessionary

period. Importantly for theory, we find that the switching behavior reveals positive

selection on past incomes, negative selection on asset and spousal wage income, and

roles for both non-pecuniary and pecuniary motives driving entry in and exit out of

self-employment.

We focus on switching rates between employment activities, namely, paid-, self-, and

non-employment. For a group of individuals, a switching rate from activity A to

B is defined as the fraction of individuals whose status was A at age a (or date t)

and B at age a+ 1 (or date t + 1). The entry rate into activity A is the fraction of

individuals who transit from not-A at age a (or date t) to A at age a + 1 (or date

t+ 1), and the exit rate is defined analogously.
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In Panel A of Figure 3.13, we plot the entry rates into self-employment from either

paid- or non-employment or both by age. The figure shows that the overall entry rate

is in the range of 1 percent to 2 percent and is modestly increasing in age. Although

not shown here, there is a also distinct gender gap in the overall entry rate, with

women’s rates significantly lower. As is clear from the figure, most of the rise is due

to entry from non-employment. If we condition on gender, we find that most entry

from non-employment is actually men and not simply a return of women to the ranks

of the employed after having children.

Exit rates out of self-employment are shown in Panel B. The overall rate is high and

strongly declining, starting around 38 percent and dropping to about 17 percent by

the end. If we compute these statistics for women and men, we again see a gender

gap: relative to men, women have exit rates that are roughly 6 percent higher at

all ages. The declining hazard rate—whether for men or women—is suggestive that

experimentation and learning about the potential gains to entrepreneurship occurs

early in careers. Most of those switching at early ages go into paid-employment. Not

surprisingly, by the end of the life cycle, more switch to non-employment because of

early retirements.

In Figure 3.14, we plot the entry and exit rates by tax year. In this case, we purge

an age e↵ect that arises due to the aging population over our sample period.26 We

26Specifically, after constructing switching rates for each date t, we subtract a weighted di↵erence
of the age-a switching rates, with weights equal to the age-a share of the population in t less the
age-a share of the population in year 2001.
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find that, between 2001 and 2015, the entry and exit rates are remarkably flat with

no clear time trend. The lack of cyclical variation around 2008–2009 suggests that

self-employment is not used by many as a hedge against unemployment risk. (See,

for example, Alba-Ramirez [1994], Evans and Leighton [1989], Rissman [2003], and

Rissman [2007].)

To better understand the motives and impediments to switching, we compare past

incomes for individuals who switch as some age to that of comparable individuals who

switch as some later age.27 Our first exercise compares past wage income for one-time

switchers into self-employment to past wage income of those who switch later, but

share the birth year, gender, industry, marital status, and lagged employment status,

whether it be paid- or non-employment.28 We use three years of data when computing

past incomes and when comparing lagged employment status. More specifically, let

xi,t be the variable used to predict the switch—say, past wage income in this case—

for individual i at time t and let xm(i),t be the same variable for all matched peers

m(i) of individual i. Then we compute the di↵erence �it in the averages of variable

x before the switch as

�it =
1

3

2

4
3X

j=1

xi,t�j �
1

Nm(i)

X

m(i)

3X

j=1

xm(i),t�j

3

5 . (3.12)

27We also compared results for switchers to that of comparable non-switchers and find quanti-
tatively similar results for all panels of Figure 3.15.

28In these comparisons, we use yearly indicators of married or not married rather than the
time-invariant notion of “mostly” married.
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In Panel A of Figure 3.15, we plot the interquartiles of this di↵erence in past income

by age of switch. A positive value indicates switchers have higher past income than

the future switchers. We see that early switchers have similar past incomes to non-

switchers and over time the gap becomes larger and more favorable for the switchers.

By age 55, the median di↵erence is roughly $2 thousand. These findings hold up even

if we focus exclusively on those in paid-employment prior to the switch. From this

exercise, we conclude that most switchers are positively selected on past productivity.

Next, we compare asset incomes of switchers and future switchers.29 Since labor and

asset incomes are generally correlated, we isolate the role of assets for entrepreneurial

choice by comparing switchers to later-switching peers who not only share birth

year, gender, industry, marital status, and lagged employment status, but also the

percentile of past wage income. In Panel B of Figure 3.15, we plot the distribution

over age of past asset income of the switchers less an average of past asset income

of the future switchers they are paired with. Call this di↵erence the excess asset

income. For most switchers, we find the di↵erences to be negative and small. As in

the case of the past wage income comparisons, the di↵erences in incomes are small

for younger ages and grow larger (in absolute value) for older ages. By age 55, the

median di↵erence in asset incomes is �$2, with the current switchers earning less

than the future switchers. From this exercise, we conclude that most switchers are

negatively selected on liquidity.

29For these results, we exclude Schedule D capital gains from asset income.
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Panels C and D of Figure 3.15 repeat the exercise but in these panels, we use past

spousal wages and adjusted gross incomes instead of asset incomes. Like asset in-

comes, other incomes earned by the household can be used for financing business

startups or for smoothing consumption in the early years of operations. In the case

of spousal wages, we find the di↵erences to be small or negative for most of the dis-

tribution. Not surprisingly, in the case of adjusted gross income—which is a much

broader measure of income—we find larger di↵erences across the distribution when

comparing switchers and future switchers. However, the di↵erences here are roughly

split between positive and negative and, thus, there is no definitive conclusion about

selection.

In order to investigate pecuniary versus non-pecuniary motives for switching, we

compute the change in income following a switch in employment status from self-

to paid-employment or vice versa. Declines in income would be consistent with a

potential role for non-pecuniary motives. To test this, we compare average incomes

of individuals that switch their employment status—averaging over the incomes in

the three years subsequent to the switch—and compare this to the 3-year averaged

income of a control group that did not switch. As above, we assume the control

group has the same birth year, gender, industry, marital status, and 3-year lagged

employment status as the switcher, but remains in the same employment status for

at least three more years. We also condition on the skillset—which is a good proxy
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for occupation—and the fact that individuals in the control group do switch their

status at some point outside of the six-year window. In Panel A of Figure 3.16, we

plot the income di↵erential following a switch—along with the interquartile ranges—

weighted by subgroup counts, for ages 28 to 60. We find the median income change

post-switch is negative but small. Overall, we find a large fraction of the population

of switchers earning more post-switch and a large fraction earning less than non-

switching peers, suggesting that there are both non-pecuniary and pecuniary motives

driving entrepreneurship.

Results for those switching from self- to paid-employment are shown in Panel B

of Figure 3.16. Here again, we find that the results are split: there are almost as

many with higher post-switch income as there are with lower. The exceptions are

the youngest entrepreneurs that see more pay gains than losses when switching to

paid-employment. We turn to examining this group in more depth next.

3.4.3 Young Entrepreneurs

Our results thus far suggest that entrepreneurs under the age of 40 have higher

exit rates when compared to older peers and, at least for those that stay, have

steeper growth profiles and more volatile incomes. This subgroup of our sample is

particularly interesting because young business owners are less likely than older peers

to have previous self-employment experiences or opportunities to accumulate much
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in the way of assets before starting a business. With this in mind, we revisit some

themes already discussed above but with a narrower focus on the youngest cohorts

born between 1970 and 1975.

To investigate the high exit rates of young entrepreneurs, we ask if there are di↵er-

ences between young individuals who experiment with self-employment while young

and continue on in business with those that experiment but then exit. We track indi-

viduals in the youngest cohorts with at least five years of self-employment experience

prior to age 35. In Figure 3.17, we report the growth profiles for those that continue

in self-employment after age 35 to those that switch to paid-employment. The figure

reveals a familiar pattern: the growth profile of those continuing in self-employment

is higher and more hump-shaped than the profile of those who switch into paid-

employment. Those that stay have profiles more similar to attached self-employed

and those that exit have profiles more similar to attach paid-employed. One expla-

nation is that the switchers were never committed to the entrepreneurial path in

the first place and did not make the necessary firm-specific investments. Another

explanation is that the switchers learned early that they have low entrepreneurial

skill and exited. Later, we test these hypotheses.

In terms of volatility, a potential issue for young entrepreneurs—especially those

starting new businesses—is financing start-up costs and early firm-specific invest-

ments. Here, we characterize the path of initial losses at both the business level and

138



individual level for a group of business founders that are in one of the 1970–1975

cohorts. We define founders to be individuals filing a Schedule K-1 as an owner in

the first year that a S-corporation or partnership starts. We further restrict attention

to businesses that have at least eight years of consecutive tax filings with business

receipts or deductions. For this sample, we find that the business net income is

negative for 45 percent in the first year of business, 35 percent in the second, and 32

percent in the third. Flipping this around, we ask when these businesses have a first

postitive net income. In this case, we find 53 percent of businesses in the first year,

19 percent in the second, and 8 percent by the third.

Interestingly, if we ask these questions of the new owners in terms of their own self-

plus paid-employment income, we find a relatively low pass-through of losses. In the

first three years of business, we find that the owner’s total income (from self- plus

paid-employment) is negative for 10 percent of owners in the first year, 9 percent in

the second, and 8 percent in the third. If we ask when these owners have their first

positive total income, we find 90 percent in the first year, 5 percent in the second,

and 2 percent in the third. The higher share of owners with positive income at an

earlier stage is further evidence that self-employed individuals have other means of

smoothing personal consumption expenditures over time—say, because they have

multiple businesses or because they supplement the early year business incomes with

income from paid-employment.
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3.4.4 Comparison to existing literature

To better motivate the theory that we develop next, we first relate our empirical find-

ings to those in the existing literature. There is a large literature that uses survey

data for the United States to investigate entrepreneurial income profiles and occu-

pational choice. Prominent examples are Lazear and Moore [1984] with the Current

Population Survey, Evans and Leighton [1989] with National Longitudinal Survey of

Youth (NLSY), Hamilton [2000] with Survey of Income and Program Participation,

Hurst and Lusardi [2004] with the Panel Study of Income Dynamics, and Moskowitz

and Vissing-Jorgensen [2002] and Kartashova [2014] with the Survey of Consumer

Finances.30 This literature has been extremely influential in promulgating our un-

derstanding of entrepreneurship and motivating theories that can be used for policy

analysis. In this section, we relate our findings to these studies—delineating points

of agreement and points of disagreement.

Since survey data have issues related to top-coding and small samples, most research

on entrepreneurship has focused on the median incomes of the self-employed. To

relate our findings to those based on surveys, we start by comparing simple cross-

sectional moments—medians and means—for self-employment income and paid-employment-

income based on data from the CPS and IRS. The IRS sample used for this compari-

son is di↵erent than that summarized in Table 3.1 in order to ensure consistency with

30For a comprehensive set of references, see Parker [2018].
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the CPS. More specifically, we use data for all available cohorts and only two criteria

for the self-employment assignment: the absolute value of income must exceed $5000

(in 2012 U.S. dollars) and must be greater than the income from paid-employment.31

In Panel A of Figure 3.18, we plot median self-employment incomes by age for the

IRS and CPS.32 While the IRS profile is lower and steeper at early ages than that

based on CPS data, the series show median incomes that are close between the ages

45 and 60. If we compare either series to the paid-employed counterparts in Panel B

of Figure 3.18—where we find almost no di↵erence between CPS and IRS before age

55—we recover a familiar result: median self-employment income is below median

paid-employment income. These results are consistent with an abundance of sur-

vey evidence that finds a self-employment “discount.”33 This finding has solidified

a view that self-employed individuals must be earning large non-pecuniary benefits

from being their own boss and having flexible jobs. (See, for example, Hurst and

Pugsley [2011] and Catherine [2022].) Similar conclusions are drawn by Moskowitz

and Vissing-Jorgensen [2002] who emphasize low returns relative to the risk in self-

employment.34

31As before, we exclude the top and bottom 0.01 percent outliers. Including these individuals
adds more noise to the series of cross-sectional means but barely changes the polynomial fit.

32Quantitative results shown in Figure 3.18 are robust to using the main sample of analysis
underlying Table 3.1.

33Although Levine and Rubinstein [2016] claim that median incomes are higher for the incorpo-
rated self-employed, their estimate of the di↵erence is only $5 thousand above the paid-employed
for the NLSY. This finding is consistent with Hamilton [2000], who documents smaller di↵erences
between incomes of the self- and paid-employed at higher quantiles of the distribution where the
incorporated owners would naturally be.

34Hall and Woodward [2010] analyze data for the universe of U.S.-based high-tech startups and
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In the lower panels of Figure 3.18, we plot cross-sectional means for each age. Panel

C has results for self-employment incomes reported in the CPS and the full IRS

sample and Panel D has analogous results for paid-employment incomes. There are

two comparisons to be made here. First, we need to compare survey results versus

the IRS population. In the case of self-employment income, the di↵erences are large:

the IRS average income is close to $42 thousand higher than the CPS average at

the peak.35 In the case of paid-employment, the di↵erences are small.36 The second

comparison is across employment status. Using the IRS data, we would conclude

that the self-employed earn significantly more than the paid-employed. Using the

CPS data, we would conclude that the paid-employed—in particular, those in prime

working ages—earn only modestly more than the self-employed.37

The CPS-IRS comparisons across the means and medians suggest that the discrep-

ancies are driven by the properties of the right tail. To investigate this further,

we compare the 75th, 90th, 95th percentiles and shares of incomes above those

find expected returns for the owners are higher than from salaried work, but also conclude that the
returns are roughly equal after taking into account the risk owners face.

35This di↵erence does not correct potential underreporting in the tax data. For instance, for
a matched CPS-IRS sample of self-employed individuals, ? find that CPS respondents report 51
percent less income to the IRS.

36Bollinger et al. [2019] compare average CPS and SSAW-2 earnings for 440 thousand individuals
that appear in both samples. Over the period 2005–2010, they find the di↵erence in average income
is $813 (reported in 2010 dollars).

37The econometric approach laid out in Section 3.3.2 exploits the long panel that administrative
data provides to separately analyze groups that di↵er with respect to their attachment to self-
employment. This is the main advantage over working with simple averages.
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percentiles in comparable CPS-IRS groups. For self-employed individuals, the di↵er-

ences are stark. The right-tails in the CPS are significantly thinner than their IRS

counterparts.

The fact that the self-employment income distribution is right-skewed means that

the typical dollar in self-employment does not come from the typical self-employed

individual. To explore this further, we introduce a new group based on ranking in-

dividuals on their average income, once we have conditioned on their NAICS code,

cohort, and gender. To ensure that we compare slopes of income profiles by employ-

ment status for individuals with similar average incomes, we deliberately ignore their

employment status (paid- versus self-employment) before assigning them a rank. Af-

ter ranking them, we bin individuals into five quintiles. Table 3.5 shows the shares of

income after individuals have been ranked for total, paid-, and self-employed income.

In the case of self-employed income, we see that 89 percent of the self-employed in-

come comes from individuals in the top 25 percentiles and a majority of the latter

are those we classified as attached self-employed.

In Figure 3.19, we plot the growth profile for those in the top 25 ranks in the case

of the attached self- and paid-employed (Panel A) and those in the bottom 25 ranks

(Panel B). The figures show that for the top 25 ranks the di↵erences in growth rate by

age are starkly di↵erent across self- and paid-employed while for the bottom 25 ranks

they are not. From this, our take away from this is that most of self-employment
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income is characterized by the patterns we highlighted in Section 3.4.1, that is, with

steeper, more persistent, income growth for the self-employed as compared to the

paid-employed. In other words, we find patterns for the top ranks that are quite

di↵erent from those emphasized by the current literature. For the bottom ranks, on

the other hand, we see the self- and paid-employed patterns are similar, as we saw

earlier in subgroups like the non-college-educated. However, these groups have only

a small share of either paid- or self-employment income.

Next, we compare our findings on entrepreneurial entry and exit. As far as switching

rates by age are concerned, our estimates are in line with those from surveys. (See,

for example, Evans and Leighton [1989] and Fairlie [2005]). Our findings that entry

and exit rates do not show a trend or fluctuate much around the 2008–2009 recession

might seem contradictory to the findings from U.S. Census data, such as Decker et al.

[2014], which shows a decline in the startup rate around 25 percent at the start of

the Great Recession. However, their findings largely reflect di↵erences in samples.

Studies that find declining entry rates use measures such as the fraction of new firms

in the Longitudinal Business Dynamics (LBD) data, while we focus on individuals

who enter self-employment. To reconcile the di↵erences, we analyze a smaller sample

of self-employed that is more aligned with the LBD, namely, those with employees.

This group includes about one-third of self-employed individuals and account for

two-thirds of self-employment income. If we recompute the change in entry rates for
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this subgroup of self-employed, we find declines that are in line with Decker et al.

[2014] and Bayard et al. [2018].

Where we di↵er with the literature is in our conclusions concerning selection into

entrepreneurship. A common finding from previous work is that individuals entering

self-employment have lower past labor incomes when compared to peers that are

similar but did not enter. As Evans and Leighton [1989] explain, such findings are

consistent with sociological views that “misfits,” who are poorer wage earners and

more likely to change jobs, are more likely to be self-employed.38 This is contrary to

our findings, which show that most individuals entering self-employment have higher

past labor incomes relative to similar peers that did not enter. (See Figure 3.15.)

Since we also find that there are strong pecuniary motives for many of our switchers

and large ex-post returns to choosing self-employment, there may be top-coding

issues with the survey data that are leading to di↵erences in our conclusions.

Another common finding is that individuals that enter self-employment have greater

holdings of financial assets. This finding has sparked a large literature emphasizing

significant liquidity requirements as impediments to self-employment. See, for exam-

ple, the work of Evans and Jovanovic [1989], Quadrini [1999], Cagetti and DeNardi

[2006], and Buera [2009]. There are notable exceptions, namely, Hurst and Lusardi

[2004] and Fairlie [2005], who find a limited role for liquid assets as determinants of

self-employment. As we showed earlier, when we compare self-employment entrants

38See also Alba-Ramirez [1994], Rissman [2003], and Rissman [2007].
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to comparable non-entrants, we find the latter has higher average asset income. Thus,

we view our findings as strengthening the conclusions of Hurst and Lusardi [2004]

and Fairlie [2005].

3.5 Implications for Theory

From our empirical analysis, we find several salient empirical patterns that can be

used to inform theories of entrepreneurship. The attached self-employed have persis-

tently high income growth profiles as compared to paid-employed peers. Exit rates

are high when individuals are young and decline steeply over the life cycle. Volatility

of income changes is higher in self- than paid-employment but does not rise with

age. In this section, we analyze a theoretical model that incorporates features mo-

tivated by these empirical findings and use it to determine how well the predictions

for incomes and growth align with empirical counterparts. Here, we focus on the

decision-making of young entrepreneurs—those that are attached to their employ-

ment status and those that ultimately switch—but the model is su�ciently general

to be used in future analyses to study other aspects of the data described earlier.

In the spirit of Bhandari and McGrattan [2021], we incorporate firm-specific in-

vestments in self-created intangible assets—customer bases, client lists, inventions,

designs, processes—that are needed before production can begin at an optimal scale.
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In the spirit of Jovanovic [1982], we assume returns on these investments are uncer-

tain because our founders have no previous experience and must learn about their

productive capabilities for running a business. As they gain experience, they choose

to continue with the business or to discontinue, selling their intangible assets and

switching to paid-employment following the exit. When or if they exit depends on the

productivity shocks these owners face in self-employment and in paid-employment if

they do switch.

3.5.1 Model

Each period, entrepreneurs decide if they will continue running their businesses, sell

them, or discontinue without sale and then work for someone else. They condition

these decisions on the state s, which depends on financial asset holdings a, business

intangible assets , ability in paid-employment ✏, latent ability in self-employment z,

and years of experience j. Because z is latent, the predicted mean µ of ability, which

depends on past observations of productivity, is also included in the state vector s.

Owners that decide to keep the business choose consumption and inputs for intangible

investment and production. Intangible investment requires time, h, and expenses,

e, which are inputs in the technology f(h, e). Production requires the stock of

intangible assets, , hours of the business owner, hy, and external factors that can

be rented, namely, tangible capital, k, and labor n, which are inputs in the technology
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fy(, hy, k, n). The prices for the external capital and labor are r and w, respectively,

and taken as given by the businesses. Denoting the value of keeping the business by

Vk(s), we formulate the problem as a dynamic program:

Vk(s) = max
c,hy ,h,k,n,e

{U(c, `) + �EV (s0)} (3.13)

subject to a0 = (1 + r)a+ pezfy(, hy, k, n)� (r + �k)k � wn� e� c

0 = (1� �)+ f(h, e)

` = 1� hy � h

a0 � 0

and additionally processes for updating ✏, z, and µ described below. Goods and ser-

vices sold by the business have a unit price of p and the capital stocks are assumed

to depreciate at rate �k for tangible capital and � for intangible capital. In this

problem, the value next period is V (s0) and is the maximum value of the three alter-

natives: continuing Vk(s0), discontinuing with sale Vs(s0), and discontinuing without

sale Vw(s0). The value is a discounted sum of period utilities U(c, `) defined over

consumption and leisure, with future values discounted by factor � 2 [0, 1).

The entrepreneurial productivity has a permanent unobserved component z̄0 plus

an idiosyncratic and identically distributed shock ⌘j. Let zj denote the value of
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productivity for an entrepreneur with j years of experience. In this case,

zj = z̄0 + ⌘j

and we assume that ⌘j is normally distributed with mean 0 and variance �2

⌘ that

is constant for all j. Let µj and �2

j denote the predicted mean and variance of the

latent productivity conditioned on past signals, that is:

µj = E[z̄0|z0, z1, . . . , zj�1]

�2

j = var[z̄0|z0, z1, . . . , zj�1],

and the distribution of zj conditional on the past observations z0, z1, . . . , zj�1 is

assumed to be normally distributed with mean µj and variance �2

j +�
2

⌘. In this case,

the means and variances evolve with one more year of experience as follows:

µj+1 = µj +
�2

j

�2

j + �2
⌘

(zj � µj)

�2

j+1
=

�2

j�
2

⌘

�2

j + �2
⌘

.

The next period value in (3.13) also depends on the evolution of the paid-employment

ability because the entrepreneur can decide to sell or discontinue with business. For
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tractability, we assume that entrepreneurs that sell or choose to switch to paid-

employment do not start a business after that. Relevant to this choice is the evolution

of ✏ which is Markov with transition probability ⇡(✏0|✏). Then the value of sale is

given by

Vs(s) = max
c,hy ,k,n

{U(c, `) + �
X

✏0|✏

⇡(✏0|✏)Vw(s
0)} (3.14)

subject to a0 = (1 + r)a+ pezfy(, hy, k, n)� (r + �k)k � wn+ p� c

` = 1� hy

with a0 � 0 and 0 = 0 and revenues from the sale given by p. The value of working

for others, Vw, is standard and given by

Vw(s) = max
c,h

{U(c, `) + �
X

✏0|✏

⇡(✏0|✏)Vw(s
0)} (3.15)

subject to a0 = (1 + r)a+ w✏hy � c

` = 1� hy

with a0 � 0, where again for tractability, we have assumed that paid employees do

not switch to self-employment mid-career.
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3.5.2 Quantitative results

Next, we analyze numerical simulations of the entrepreneurial optimization problem

and compare predicted growth profiles with empirical counterparts. For our baseline

parameterization, we use estimates for preferences and technologies from Bhandari

and McGrattan [2021] based on aggregate data from the Bureau of Economic Anal-

ysis’s (BEA) national accounts and micro data from the Census’s Survey of Business

Owners (SBO) and the Pratt’s Stats database of brokered business sales.39 We use

the IRS micro data to ensure that the variability and persistence of incomes are

consistent across model and data.

The functional forms for preferences and technologies used by Bhandari and Mc-

Grattan [2021] are given by:

U(c, `) = (c1� ` )1��/(1� �)

f(h, e) = h#e
1�#

fy(, hy, k, n) = �k↵(!h⇢y + (1� !)n⇢)
⌫
⇢ ,

with values for parameters listed in Table 3.6. There are three parameters related to

preferences:  , �, and �. Setting the weight on leisure,  , to 58 percent ensures that

levels of aggregated business hours are consistent with U.S. totals. The value of 1.5

39Estimating the full model requires linking all business filings for the self-employed and is
beyond the scope of this paper.
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for � is standard in the literature. The value of 0.96 for � is consistent with U.S. real

returns to capital of roughly 4 percent. In terms of technology parameters, the most

relevant for the income and growth profiles is the share of intangible capital in the

production of goods and services, �. The share � a↵ects founders’ incentives to invest

time and resources in building their business. If the revenue share is small and only

external factors are required, then growth of the productive self-employed will be

high relative to paid-employed or entrepreneurs that switch out of self employment

early. Bhandari and McGrattan [2021] jointly estimated this parameter, along with

two other parameters governing intangible production (#, ⇢) using information about

the intangible share of assets in business sales, the input shares from the BEA input-

output tables, and the entry rate of new businesses. They reported estimates of � =

0.15, # =0.408, and ⇢ = 0.500. The remaining production shares, namely, ↵ =0.3,

! = 0.425, and ⌫ = 0.55, are based on revenue shares in U.S. private business data.

Finally, the depreciation rates used by Bhandari and McGrattan [2021] are based on

studies of depreciable and amortizable assets conducted by the BEA and IRS and

set equal to �k = 4.1 percent and � = 5.8 percent.

IRS micro data are used to estimate prices and productivities and reported in the

lower panels of Table 3.6. Two prices are pre-set: the interest rate at r =4.1 percent,

which is consistent with the preference parameters, and the wage rate at w =1, which

152



is a normalization. Given this value of the wage, we set the price of goods and ser-

vices p equal to 1.5 to ensure that the relative income for the young entrepreneurs—

stayers versus switchers—is consistent with IRS data at age 40. The price per unit

of self-created capital, p, if sold is set equal to 1.6 and chosen to generate ratios

of the business value to seller’s wage bill between 2 and 3, consistent with U.S. pri-

vate business sales. For entrepreneurial productivities, we normalize the predicted

mean µ0 to 0 (along with the average z̄0). Shock variances driving entrepreneurial

income shocks are chosen to ensure that the 90–10 di↵erences and autocorrelations

in business income changes are the same in the model and the IRS data. This im-

plies values for the predicted initial productivity variance, �2

0
, equal to 0.5 percent

and the idiosyncratic variance, �2

⌘, equal to 0.4 percent. Similarly, the parameters

governing paid-employment income are set to ensure that the 90–10 di↵erences and

autocorrelations of employee income changes—relevant for those exiting to paid-

employment—are the same in the model and the IRS data. To model ⇡(✏0|✏), we

use the method of Tauchen [1986] to approximate a continuous autoregressive pro-

cess as a Markov Chain. When simulating our data, we use 11 states, a persistence

parameter of 0.7 and a standard deviation of 0.1.

Given parameter estimates, we now use our laboratory to simulate income and growth

profiles for a large sample of entrepreneurs. In the simulations, we assume a full

life cycle of 60 years but report results for ages 25 to 40 in order to compare our
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predictions to the data on young entrepreneurs—both the stayers and switchers.

We assume that the these young startups have no assets and little in the way of

transfers—just 0.01 so that initial consumption is not zero. As we vary these choices,

we find that there is only a small impact on production decisions for entrepreneurs

with high predicted productivity levels, who want to scale up as quickly as possible.

To make the model and data results comparable, we use the counts by employment

status from the 1975 cohort, which includes individuals between 25 and 40 during

our sample period. For example, we know how many are self-employed at age 25,

how many at age 26, and so on. Using these counts, we find a roughly constant

entry rate into self-employment between ages 25 and 31, with rates on the order of

11 percent per year. Using this constant rate, we extrapolate back to age 22, which

is before we see them in the sample. To compute theoretical predictions, we simulate

data for 22-year olds, 23-year olds, and so on, and then use the actual counts of self-,

paid-, and non-employed to weight the model-generated incomes (which is equal to

the average wage for paid-employed and zero for non-employed). Then, we construct

income and growth profiles for two groups from the model simulations: self-employed

stayers and self-employed switchers. Both groups have at least five years of either

self- or paid-employment experience prior to age 35. After 35, the self-employed

stayers have continued on in self-employment and the self-employed switchers have

discontinued or sold their business and switched to paid-employment. Weights from
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the 1975 cohort are then used to add up the stayers and the switchers at di↵erent

ages.

In Figure 3.20, we show the di↵erenced income growth from the data (that is, di↵er-

ences in the two profiles in Figure 3.17 against the predicted profile. We should note

that we have not included any economy-wide technological changes or alternative

sources of growth that would be common to individuals with di↵erent employment

status. In fact, in the model, the outside opportunity of paid employment is a flat

income profile when averaged. Therefore, we compute di↵erences in growth profiles

for both the model and data so they are comparable. Both show a humped growth

profile. In the model, we generate this because of two key features: learning and

investment. If we abstract from either, then we are unable to generate this pattern.

Consider first the role of learning. At the start of the simulations, the self-employed

that ultimately stay or switch look the same. They all start with an initial pre-

diction µ0 of 0 and the same variance on the productivity signal. After that, they

gain experience and those that ultimately exit self-employment have a mean pre-

diction for their productivity that has fallen over time. Importantly, the fall in the

mean prediction leads these entrepreneurs to reduce their investments in self-created

intangibles over time. Less investment means less growth in subsequent years and

thus, an eventual exit to better opportunities in paid-employment. If there is greater

certainty about the entrepreneurs productive capability—that is, if the variance �2

⌘
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is lowered—exits occur earlier. If it is su�ciently low, then exits occur immediately

and we would not observe any entrepreneurs waiting five years before switching to

paid-employment.

The second key feature is the investment in made by entrepreneurs. For our baseline

parameters, we find that roughly 10 percent of available time is used initially to build

. By age 35, investment is close to zero for the switchers but around 10 percent for

the stayers. Noteworthy is the fact that entrepreneurs who ultimately stay in self-

employment start increasing their investments immediately in order to quickly build

up their intangible capital stocks. These investments ultimately pay o↵ in higher

incomes later. As they build the intangible stock, entrepreneurs start to substitute

external hours from paid employees for their own time in production of goods and

services. For the entrepreneurs that continue past the age of 35, we find a steady drop

in own hours of production and a scaling up of the business as they hire external

labor and capital. By age 40, the ratio of external to internal hours is roughly 6

times. For switchers, we find almost no scaling up.

The impact that investment has on growth depends importantly on the revenue share

for the self-created intangibles, . In Figure 3.21, we report the predicted growth

di↵erential estimates as we vary � and thus the revenue share. For the simulations,

we hold all other parameters and prices fixed and thus find similar estimates for

the incomes of our two groups at age 40, despite the fact that the life-cycle growth
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patterns di↵er. As Panel A of Figure 3.21 shows, the choice of � can have a large

e↵ect on the di↵erential growth between entrepreneurs that continue and those that

exit. In the baseline parameterization, we set � to 0.15. In the figure, we show growth

di↵erentials as we lower � to 0.1 and even further to 0.05. The associated investments

in each case are shown in Panel B of Figure 3.21. With a larger revenue share for

intangibles, the owner is incentivized to invest and the growth in income slower and

more persistent. When the share is lowered, investments decline more quickly and

the growth in incomes occurs earlier. In this case, the owners rely more on external

factors and scale up the business at an earlier age. How much they scale up and

when depends on the specification of hours in production, for example, the share of

owner time, !, and its substitutability with external labor, ⇢. If owner and employee

time is highly substitutable, then the owner can create the intangible asset—say

the list of clients—and the employees can work with them. Relatedly, the external

resource requirement versus own time in intangible capital production governed by

# is relevant for time use early in the career. But varying these parameters does not

change the overall message that our predictions for the growth di↵erentials depends

importantly on incorporating nontrivial firm-specific investments.

Overall, we find that the model does surprisingly well in generating growth di↵eren-

tials that are consistent with the young entrepreneurs in the IRS sample.
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3.6 Conclusions

Much has been written about the nature of entrepreneurship, but our knowledge base

is built up from analyses of very di↵erent samples of individuals, which in the whole

provide a narrative reminiscent of the parable of the blind men and an elephant.

Each man learns about the elephant by touching only one part of the body, drawing

conclusions that the elephant is like a wall, snake, spear, tree, fan, or rope depending

on what they had touched. Analogously, the literature on entrepreneurship has an

array of narratives, describing the typical business owner in many possible ways: as

a gig worker seeking flexible arrangements; a misfit avoiding unemployment spells;

an inventor seeking venture capital; a wealthy individual with no financing needs; a

tax dodger. To provide a more complete picture of the nature of entrepreneurship,

we used U.S. administrative tax data to assemble a novel longitudinal database of

business owners—one that is suitable for analyzing patterns of income growth and

determinants of entrepreneurial choice for a large population of self-employed.

Critical to the analysis was our notion of employment attachment, whether individ-

uals were in the same employment status—say, self-, paid-, or non-employment—for

most of the sample or were mostly switching. Comparisons of income and growth pro-

files for the attached self- and paid-employed revealed a striking contrast: the average

income growth profiles of the self-employed are much higher and more hump-shaped

than those for paid-employed peers with the same characteristics. Comparisons of
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income changes for these groups revealed that dispersion in incomes declines over

the life cycle regardless of employment status. Analysis of the switching into and

out of self-employment also yielded new insights relative to earlier work. We found

that individuals entering self-employment have higher past wage income and lower

past asset income than peers not entering, which is contrary to earlier findings based

on survey data.

We hope and expect that the empirical results of the paper will motivate new theories

of entrepreneurship, which can be used to provide better tools for tax administrators

and policymakers. In our view, critical inputs will include firm-specific investments,

incomplete information about entrepreneurial productivity, and other mechanisms

that imply a slow adjustment to the optimal size of operation.
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3.7 Tables

Table 3.1: Main Sample Summary Statistics

See notes at end of table.
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Table 3.1: Main Sample Summary Statistics (Continued)
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Table 3.2: Largest Contributors to Attached Employee Growth Gap

Notes: The sample underlying this table includes all attached self- and paid-employed sub-
groups. Shares of the contribution to the self- and paid-employment growth gap—which
is displayed in Panel B of Figure 3.2—are computed for ages between 30 and 39 and then
cumulated. Results are reported for the top groups contributing at least 50 percent to the
gap. All top contributors are male, married, college-educated, interpersonally-skilled, and
have kids.
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Table 3.3: Transition Probabilities for Incomes in Levels

Notes: The sample underlying these transition matrices includes all attached self- and paid-
employed individuals. Incomes are in thousands of 2012 dollars. Element (i, j) of each matrix
is the probability of having income in bin i in tax year t�1 and income in bin j in tax year t.
Elements with values below 0.5 percent are left blank. The stationary distribution is listed
in the last lines of each matrix.
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Table 3.4: Transition Probabilities for Residual Growth Rates

Notes: The sample underlying these transition matrices includes all attached self- and paid-
employed individuals. Element (i, j) of each matrix is the probability of having the residual
growth rate (�✏ divided by lagged income) in bin i in tax year t� 1 and the residual growth
rate in bin j in tax year t. Elements with values below 0.5 percent are left blank. The
stationary distribution is listed in the last lines of each matrix.
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Table 3.5: Income Shares Held by Each Employment Group

Notes: The sample underlying this table includes all individuals in the baseline sample
summarized in the first column of Table 3.1. The income shares are total income attributed
to the group listed in the column headings divided by the total in the ranked group.
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Table 3.6: Model Parameters

166



3.8 Figures

Figure 3.1: Estimated Time E↵ects Relative to Average Income

Note: The sample underlying these figures includes all attached self- and paid-employed
subgroups. The figure reports weighted averages of the estimated time e↵ects for groups g at
time t, that is, ��g,t, which is divided by average income for group g in year t, yg,t. Weights
are constructed from group counts.
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Figure 3.2: Income and Growth Profiles

Notes: The sample underlying these figures includes all attached self- and paid-employed
subgroups. Panel A shows the weighted averages of integrated incomes Yg(a) for subgroup g
at age a. Panel B shows weighted averages of the associated growth by age, Yg(a)�Yg(a�1).
In both panels, weights are constructed from sample counts, Na

g /
P

g N
a
g .
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Figure 3.3: Growth Profiles by Gender

Notes: The sample underlying these figures includes all attached self- and paid-employed
subgroups, which are further subdivided into those for men (Panel A) and women (Panel B).
Both panels show weighted averages of subgroup g growth for each age a, Yg(a)�Yg(a�1),
with weights constructed from sample counts, Na

g /
P

g N
a
g .
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Figure 3.4: Growth Profiles by Marital Status

Notes: The sample underlying these figures includes all attached self- and paid-employed
subgroups, which are further subdivided into those for the married most years (Panel A)
and those that are not (Panel B). Both panels show weighted averages of subgroup g growth
for each age a, Yg(a)�Yg(a�1), with weights constructed from sample counts, Na

g /
P

g N
a
g .
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Figure 3.5: Growth Profiles by Education

Notes: The sample underlying these figures includes all attached self- and paid-employed
subgroups, which are further subdivided into those for classified as college-educated (Panel
A) and those that are not (Panel B). Both panels show weighted averages of subgroup
g growth for each age a, Yg(a)�Yg(a�1), with weights constructed from sample counts,
Na

g /
P

g N
a
g .
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Figure 3.6: Growth Profiles by Cognitive Skill

Notes: The sample underlying these figures includes all attached self- and paid-employed
subgroups, which are further subdivided into those for classified as cognitively skilled (Panel
A) and those that are not (Panel B). Both panels show weighted averages of subgroup
g growth for each age a, Yg(a)�Yg(a�1), with weights constructed from sample counts,
Na

g /
P

g N
a
g .
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Figure 3.7: Growth Profiles by Interpersonal Skill

Notes: The sample underlying these figures includes all attached self- and paid-employed
subgroups, which are further subdivided into those for classified as interpersonally skilled
(Panel A) and those that are not (Panel B). Both panels show weighted averages of subgroup
g growth for each age a, Yg(a)�Yg(a�1), with weights constructed from sample counts,
Na

g /
P

g N
a
g .
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Figure 3.8: Growth Profiles by Manual Skill

Notes: The sample underlying these figures includes all attached self- and paid-employed
subgroups, which are further subdivided into those for classified as manually skilled (Panel
A) and those that are not (Panel B). Both panels show weighted averages of subgroup
g growth for each age a, Yg(a)�Yg(a�1), with weights constructed from sample counts,
Na

g /
P

g N
a
g .
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Figure 3.9: Growth Profiles by Industry

Notes: The sample underlying these figures includes individuals in the attached self- and
paid-employed subgroups that work in professional services (Panel A) and health care (Panel
B). Both panels show weighted averages of subgroup g growth for each age a, Yg(a)�Yg(a�1),
with weights constructed from sample counts, Na

g /
P

g N
a
g .
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Figure 3.10: Growth Profiles of Mostly Switchers and Any Non-Employed

Notes: The sample underlying these figures includes individuals in the mostly-switchers and
any-non-employment subgroups. Both panels show weighted averages of subgroup g growth
for each age a, Yg(a)�Yg(a�1), with weights constructed from sample counts, Na

g /
P

g N
a
g .

Results are compared to the growth of the attached self-employed from Figure 3.2.
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Figure 3.11: Age-Over-Age Growth in Incomes

Notes: The sample underlying these figures includes all attached self- and paid-employed
individuals. For each individual, we compute the age-over-age percentage change in income,
�yia/|yi,a�1|, and plot selected percentiles of these changes for the self-employed (Panel A)
and paid-employed (Panel B).
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Figure 3.12: Age-Over-Age Growth in Regression Residuals

Notes: The sample underlying these figures includes all attached self- and paid-employed
individuals. For each individual, we compute the age-over-age change in the residual nor-
malized by previous year income, �✏ia/|yi,a�1| and plot selected percentiles of these changes
for the self-employed (Panel A) and paid-employed (Panel B).
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Figure 3.13: Self-Employment Switching Rates By Age

Notes: The sample underlying these figures includes all individuals in the Total Sample of
Table 3.1. Entry rates into self-employment are shown in Panel A, for all non-self-employed
and separately for the paid- and non-employed. Exit rates are shown in Panel B, with
transitions to paid- and non-employed shown separately.
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Figure 3.14: Self-Employment Switching Rates By Year

Notes: The sample underlying these figures includes all individuals in the Total Sample of
Table 3.1. Entry rates into self-employment are shown in Panel A, for all non-self-employed
and separately for the paid- and non-employed. Exit rates are shown in Panel B, with
transitions to paid- and non-employed shown separately.
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Figure 3.15: Di↵erences in Past Incomes Between Current and Future Switchers

See notes at the end of the table.
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Figure 3.15: Di↵erences in Past Incomes Between Current and Future Switchers
(Cont.)

Notes: The sample underlying these figures includes individuals with at most one observed
switch between paid- and self- employment. Each panel displays the interquartiles of di↵er-
ences in average past incomes at each age, that is, the average wage of the switcher less the
average age of peers that have similar characteristics but switch later.

182



Figure 3.16: Di↵erences in Incomes Between Switchers and Non-switchers

Notes: The sample underlying these figures includes individuals that switch at least once
between paid- and self-employment. Panel A shows the income di↵erence—averaged over 3
years before and after the switch—for those switching from paid- to self-employment. Panel
B shows the income di↵erence for this switching from self- to paid-employment.
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Figure 3.17: Growth Di↵erentials for Young Entrepreneurs

Notes: The sample underlying these figures includes all individuals born in the 1970–1975
cohorts with at least five years of self-employment experience before age 35. Growth profiles
are plotted separately for those who, after age 35, remained in self-employment and those
who switched to paid-employment. Growth in income for each age a, Yg(a)�Yg(a�1), is
computed for all subgroups g and averaged using count weights, Na

g /
P

g N
a
g .
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Figure 3.18: Empirical Moments, IRS versus CPS

Notes: For both the IRS and CPS samples, individuals are assigned to self-employment in
a particular year/age if the absolute value of income from business exceeds $5,000 in 2012
dollars and the income from paid-employment. If these criteria are not met but income from
non-business wages and salaries exceeds $5,000 (in 2012 dollars), then they are assigned to
paid-employment. The sample is not balanced and statistics are computed for each age.
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Figure 3.19: Growth Profiles for Top and Bottom 25% Income Ranks

Notes: The sample underlying these figures includes individuals in the attached self- and
paid-employed subgroups that are ranked by income into the top 25 percent (Panel A) or
bottom 25 percent (Panel B). Both panels show weighted averages of subgroup g growth for
each age a, Yg(a)�Yg(a�1), with weights constructed from sample counts, Na

g /
P

g N
a
g .
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Figure 3.20: Growth Di↵erentials for Young Entrepreneurs

Note: See Figure 3.17 and Section 3.4.3 for description of data.
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Figure 3.21: Model Predictions as Intangible Revenue Varied
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Appendix A

Innovation and Competition Policy

Derivations

Household Problem: The household’s problem is

max
Ct

E
Z 1

0

e�⇢t logCt dt

s.t. Ȧt = wt + rtAt � Ct

Ct, Ht � 0.
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Demand: The final goods aggregator solves

max
Yt,yi,t

Yt �
Z

1

0

pi,tyi,t di

s.t. log Yt =

Z
1

0

log yi,t di

Yt, yi,t � 0.

The first-order conditions result

pi,tyi,t = Yt.

The market-level aggregator solves

max
yi,t,yf,i,t

pi,tyi,t �
X

f2Fi,t

pf,i,tyf,i,t � pc,i,tyc,i,t

s.t. y
✓�1
✓

i,t =
X

f2Fi,t

y
✓�1
✓

f,i,t + y
✓�1
✓

c,i,t

yi,t, yf,i,t � 0.

The first-order conditions result in market level demand of

yf,i,t = p�✓f,i,tp
✓
i,tyi,t.
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The fact that the aggregator is competitive means

p1�✓i,t =
X

f2Fi,t

p1�✓f,i,t + p1�✓c,i,t .

Competition and Production: Within a market i, the firms f 2 Fi,t compete in

Cournot competition. Taking their competitors’ prices as given, the firm f solves

max
pf,i,t,yf,i,t,hf,i,t,pi,t

pf,i,tyf,i,t � wthf,i,t

s.t. yf,i,t = zf,tqf,i,thf,i,t

yf,i,t = p�✓f,i,tp
✓�1

i,t Yt

p1�✓i,t =
X

f2Fi,t

p1�✓f,i,t + p1�✓c,i,t

yf,i,t, hf,i,t � 0.

The problem is the same as

max
pf,i,t,pi,t

✓
pf,i,t �

wt

zf,tqf,i,t

◆
p�✓f,i,tp

✓�1

i,t Yt

s.t. p1�✓i,t =
X

f2Fi,t

p1�✓f,i,t + p1�✓c,i,t .
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The first-order result in prices being pinned down by the system of equations

sf,i,t =
p1�✓f,i,tP

f 02Fi,t
p1�✓f 0,i,t + p1�✓c,i,t

"f,i,t = sf,i,t + ✓ (1� sf,i,t)

pf,i,t =
"f,i,t

"f,i,t � 1

wt

zf,tqf,i,t
.

Define the markup mf,i,t by

mf,i,t =
"f,i,t

"f,i,t � 1
.

The pi,t becomes

p1�✓i,t =
X

f2Fi,t

✓
mf,i,t

wt

zf,tqf,i,t

◆1�✓

+

✓
wt

⌘qi,t

◆1�✓

where qi,t = maxf2Fi,t qf,i,t. Define q̃f,i,t =
qf,i,t
qi,t

. This becomes

pi,t =

0

@
X

f2Fi,t

✓
mf,i,t

zf,tq̃f,i,t

◆1�✓

+

✓
wt

⌘

◆1�✓
1

A

1
1�✓

wt

qi,t
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Define

zi,t = max{zf,t : f 2 Fi,t},

z̄f,i,t =
zf,t
zi,t

,

mi,t =

0

@
X

f2Fi,t

✓
mf,i,t

z̄f,i,tq̃f,i,t

◆1�✓

+

✓
1

⌘zi,t

◆1�✓
1

A

1
1�✓

.

Market-level prices are then

pi,t = mi,t
wt

qi,tzi,t
.

Output, labor demand, and profits are

yf,i,t = m�✓
f,i,tq̃

✓
f,i,tz̃

✓
f,i,tm

✓�1

i,t qi,tzi,t
Yt

wt

hf,i,t = m�✓
f,i,tq̃

✓�1

f,i,t z̃
✓�1

f,i,tm
✓�1

i,t

Yt

wt

⇡f,i,t =
�
m1�✓

f,i,t �m�✓
f,i,t

�
q̃✓�1

f,i,t z̃
✓�1

f,i,tm
✓�1

i,t Yt.

For the competitive firms, output and labor demand is

yc,i,t = ⌘✓qi,tz
1�✓
i,t m✓�1

i,t

Yt

wt
hc,i,t = ⌘✓�1z1�✓i,t m✓�1

i,t

Yt

wt
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Goods Aggregation: Market-level output yi,t is

yi,t =

0

@
X

f2Fi,t

✓
m�✓

f,i,tm
✓�1

i,t z✓f,tq̃
✓
f,i,tqi,tzi,t

Yt

wt

◆ ✓�1
✓

+

✓
⌘✓z✓i,tm

✓�1

i,t qi,t
Yt

wt

◆ ✓�1
✓

1

A

=
qi,tzi,t
mi,t

Yt

wt
.

Applying this to the output aggregator yields

log Yt =

Z
1

0

log

✓
qi,tzi,t
mi,t

Yt

wt

◆
di

and

wt = QtZt exp

✓Z
1

0

logm�1

i,t di

◆

where

Qt = exp

✓Z
1

0

log qi,t di

◆

Zt = exp

✓Z
1

0

log zi,t di

◆
.
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Labor Aggregation: Market-level labor demand is

hi,t =
X

f2Fi,t

hf,i,t + hc,i,t

=

0

@
X

f2Fi,t

m�✓
f,i,tz

✓�1

f,t q̃✓�1

f,i,t + ⌘✓�1

1

Am✓�1

i,t

Yt

wt

It follows that aggregate labor demand is

Ht =

Z
1

0

0

@
X

f2Fi,t

m�✓
f,i,tz

✓�1

f,t q̃✓�1

f,i,t + ⌘✓�1

1

Am✓�1

i,t

Yt

wt
di.

Output: Plugging the wage condition into aggregate labor demand gives

Yt = QtZtMt

where

Mt =
exp

⇣R
1

0
logm�1

i,t di
⌘

R
1

0

✓P
f2Fi,t

m�✓
f,i,tz̃

✓�1

f,t q̃✓�1

f,i,t +
⇣

⌘
zi,t

⌘✓�1
◆
m✓�1

i,t di
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Growth Rate: On the balanced-growth path, the growth rate is

g =
d

dt
logwt

=
d

dt
logQt

| {z }
Change in Goods Productivity

+
d

dt
logZt

| {z }
Change in Firm

+
d

dt

Z
1

0

logm�1

i,t di
| {z }
Change in Markups

.

Beginning with the change in goods’ productivity portion, let � > 0.

logQt+� � logQt

�
=

Z
1

0

X

f2Fi,t:q̃f,i,t=1

log(�)jf,i,t di+ log(�)
X

z

Xz,t

+

Z
1

0

X

f 0,f2Fi,t

f 6=f 0

E
"
log

 
qMA
`,f 0,f,i,t

q`,i,t

!#
af 0,f,i,t(1� Bf 0,f,i,t) di+O(�)

qMA
`,f 0,f,i,t is the market leader’s good’s productivity after firm f acquires the good of

firm f 0. That means

d

dt
logQt =

Z
1

0

X

f2Fi,t:q̃f,i,t=1

log(�)jf,i,t di

| {z }
Growth Through Innovation

+ log(�)
X

z

Xz,t

| {z }
Growth Through Entry

+

Z
1

0

X

f 0,f2Fi,t

f 6=f 0

E
"
log

 
qMA
`,f 0,f,i,t

q`,i,t

!#
af 0,f,i,t(1� Bf 0,f,i,t) di

| {z }
Growth Through M&A

.

Moving on to the the other two terms, they depend only on the firms’ productivity

and goods’ relative productivity in market i. Only the balanced growth path, the
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distribution of these productivities is constant. Thus, there is no change in markup

over time.
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Appendix B

Numerical Solution Method for

the Innovation and Competition

Policy Model

B.1 High-Level Overview

While the model appears quite complicated, the model is just a combination of

many simple parts. This appendix describes how to solve the model numerically.

Firm policies are computed by combining a matrix-vector product and element-wise

operations. Updating the value function is solving a linear system. This linear

system is strictly diagonally dominant, meaning it can be solved by an iterative
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method (in this case, Jacobi’s method). This makes the value function problem

tractable. Computing the market distribution is another series of matrix-vector

products. Finally, prices are updated by another set of matrix-vector products and

element-wise operations.

B.2 Model Solution Steps

B.2.1 Construct the State Set

Market Set: Each division in a market is characterized by firm-level productivity z

and steps behind good-level productivity level �. The market state is the list of these

values for every firm operating in the market. A monopoly market will have only

one tuple {(z1,�1)}. A market can have at most F̄ firms {(z1,�1), . . . , (zF̄ ,�F̄ )} .

The market set is every combination of z 2 {z1, z2, z3}, � 2 0, 1, . . . , n̄, and number

of firms in the market from 1 to F̄ . There are multiple symmetries in firm states –

the same set of firms should only be included once. Enumerate every market state

to create a unique market index.

Division Set: A division’s state is its own (z,�) as well as the market in which

the firm operates. Since multiple firms in a market can have the same (z,�), that

type of firm must only be included once. Enumerate every division state to create a
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unique division index.

Transaction Set: It is also helpful to have a set of every possible M&A transaction

in the economy. For every market, a transaction is a combination of a buyer division,

a seller division, and a set of uninvolved divisions. Enumerate every transaction to

create a unique transaction index.

B.2.2 Solve the Cournot Game

Given the parameter set and the market state set, the goal is to solve the Cournot

game for every market state. The key output is division-level profits and market

share.

Input: The parameter set P and market state set SM .

1. For each market state ((z1,�1), . . . , (zN ,�N)) in SM .

(a) Compute the good’s specific productivity qk = ���k for k 2 1, 2, . . . , N

(b) Compute the fringe price by

pc =
w

⌘max{qk}

(c) Solve for prices pk, market shares sk, and elasticities "k for k 2 1, 2, . . . , N
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by solving the nonlinear system

sk =
p1�✓kPN

k0=1
p1�✓k0 + p1�✓c

"k = ✓ + (1� ✓)sk

pk =
"k

"k � 1

w

zkqk

(d) Compute the market-level price index p by

p =

 
NX

k=1

p1�✓k + p1�✓c

! 1
1�✓

.

(e) Compute division-level output yk by

yk = p�✓k p✓�1.

(f) Compute division-level labor supply hk by

hk =
yk
zkqk

.

(g) Compute division-level profits ⇡k by

⇡k = pkyk � whk.
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(h) Compute market-level hhi by

hhi =
NX

k=1

s2k.

B.2.3 Construct Division Linear Maps

The goal is to convert the division value function problem (1.27) into a series of

simple optimality conditions and a linear system. The linear system is AD ⇥D = bD

where AD defined by

AD = ⇢I

�
F̄X

n=1

diag(MJ,D
n ⇥ j)⇥ AJ,D

n

�
X

z2Z

Xz ⇥ AX,D
z

�
X

(n,m)2MA

diag
�
MMA,D

n,m ⇥ acombine
�
⇥ Acombine,D

n,m

�
X

(n,m)2MA

diag
�
MMA,D

n,m ⇥ akill
�
⇥ Akill,D

n,m .

This section will describe each of the matrices that build AD.
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Optimal Improvement R&D E↵ort AJ
e↵ort: For a division, their optimal im-

provement condition is given by

'J(1 + �J)j
�J = Df,i,t (qf,i,t ! �qf,i,t)�Df,i,t.

The right-hand side is the value of the division having an improved product minus

the current value of the division. Since the solution method is targeted for GPU

computation, the goal is to encode every division state’s right-hand side in a sparse

matrix denoted AJ
e↵ort

. Create a sparse matrix where the number of rows and columns

is the number of division states. Let i be the division’s index before improvement

and i0 division’s index after improving. Set the (i, i) index of AJ
e↵ort

to �1 and the

(i, i0) index of AJ
e↵ort

to 1. The optimality condition is

'J(1 + �J)j
�J = AJ

e↵ort
D

where D is now the vector of every divisions’ value. The vector of optimal for every

division j can then be computed by a sparse matrix-vector product and two element-

wise operations.

Improvement R&D Results AJ,D
n : The division’s value function tracks the impact
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of both the division and its competitors improving by

jf,i,t (Df,i,t (qf,i,t ! �qf,i,t)�Df,i,t)| {z }
Firm’s R&D Improvement

+
X

f 02Fi,t

f 0 6=f

jf 0,i,t (Df,i,t (qf 0,i,t ! �qf 0,i,t)�Df,i,t)

| {z }
Competitors’ R&D Improvement

]

The di↵erences can be represented as a set of F̄ 1 sparse matrices denoted AJ,D
n where

n denotes the nth firm in the market. Let AJ,D
1

be the matrix capturing the division’s

own improvement. This matrix is the same as AJ
e↵ort

.What remains to be constructed

is the matrices for improvement by the competitors. These are constructed in the

same way as AJ
e↵ort

; the only di↵erence is the new index is now the index if one of

the firm’s competitors improves their goods. If a market has less than n firms in its

market, then the row of the sparse matrix is left zero.

Improvement E↵ort Map MJ,D
n : Each division state has one entry in the j vector.

However, each division’s j needs to be accounted for in both its own value function

as well as all of its competitors. We need to generate a map from j to the appropriate

row of AJ,D
n . For row i of AJ,D

n , let k be the division index of the improving division.

In MJ,D
n , set (i, k) equal to one.

1the maximum number of firms allowed in a market.
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Entry Results AX,D
z : The division’s value function also tracks entry with the term

X

z

xz,t (Df,i,t ({qf 0,i,t} ! {qf 0,i,t} [ qf 00,i,t)�Df,i,t)

| {z }
New Competitor’s Entry

.

The entry result matrix AX,D
z tracks the di↵erence in division values from this equa-

tion. Let i denote the division’s index and i0 denote the division’s index after a firm

with productivity z enters into the market. There are two cases. If division i remains

in the market, then set the (i, i) entry to �1 and the (i, i0) entry to 1. If the entry

of the new firm results in division i exiting the market, then just set (i, i) to �1.

Combining Surplus Matrix Acombine
TS : This matrix tracks the total surplus from

a M&A transaction where the products are combined. If a transaction’s combined

productivity lands in the middle of two rungs on the quality ladder, it is randomly

assigned to one of those two rungs. Let q be the resulting combined productivity, qh

be the rung on the quality ladder immediately above q, and ql be the rung on the

quality ladder immediately below q. Define

! =
q � ql
qh � ql

.

The probability of the transaction being assigned to qh is !. Let k denote the trans-

action’s index, kb be the division index of the buyer, ks be the division index of the
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seller, kh be the high index of the combined product, and kl be the low index of the

combined product. The total surplus of the transaction

!Dkh,i,t + (1� !)Dkl,i,t �Dkb,i,t �Dks,i,t

To defined Acombine

TS , set the entries (k, kb) and (k, ks) to �1, (k, kh) to !, and (k, kl)

to 1� !.

Combining Result Matrix Acombine,D
n,m : The division value function tracks the

impact of M&A transaction between competitor divisions

X

f 0,f 002Fi,t

f 0,f 00 6=f
f 0 6=f 00

af 00,f 0,i,t ((1� Bf 00,f 0,i,t)E [Df,i,t (MAf 00,f 0,i,t ("f 00,f 0,i,t))]�Df,i,t) .

| {z }
Competitors’ M&A Actions

The Akill,D
n,m tracks the impact of transactions that result in combination. Let k denote

the division’s index prior to the transaction, kh denote the high index, kl denote the

low index, and ! be the probability of the resulting transaction moving to the high

index. Set (k, k) to �1, (k, kh) to !, and (k, kl) to 1� !.

Killing Surplus Matrix Akill
TS : This matrix tracks the total surplus from a M&A

transaction where the buyer kills the seller’s product. Let k denote the transaction’s

index, kb denote the buyer’s division’s index, ks denote the seller’s division index,

and k0
b denote the buyer’s division’s index after the transaction is completed. The
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total surplus of this transaction is

Dk0b,i,t
�Dkb,i,t �Dks,i,t.

To compute M&A e↵ort, we need to compute this surplus. Define the surplus map

Akill

TS by setting (k, ib) and (k, is) to �1 and (k, i0b) to 1 for every k.

Killing Result Matrix Akill,D
n,m : The division value function tracks the impact of

M&A transaction between competitor divisions

X

f 0,f 002Fi,t

f 0,f 00 6=f
f 0 6=f 00

af 00,f 0,i,t ((1� Bf 00,f 0,i,t)E [Df,i,t (MAf 00,f 0,i,t ("f 00,f 0,i,t))]�Df,i,t) .

| {z }
Competitors’ M&A Actions

The Akill,D
n,m tracks the impact of transactions that result in killer acquisitions. Let k

denote the division’s index prior to the transaction and k0 denote the index after the

transaction. Set (k, k) to �1 and (k, k0) to 1.

M&A Map MMA,D
n,m : This is a similar map to MJ,D

n . It maps from a transaction

index to the appropriate row of the Acombine,D
n,m and Akill,D

n,m matrices. Build MMA,D
n,m

by setting (i, k) to 1 where i is the division index and k is there (n,m)’s transaction

index.
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B.2.4 Construct Market Linear Maps

The next goal is to be able to write the Kolmogorov forward equation (1.28) as

µ̇t = AMµ

where

AM =
F̄X

n=1

AJ,M
n ⇥ diag

�
MJ,M

n ⇥ j
�

+
X

z2Z

Xz ⇥ AX,M
z

+
X

(n,m)2MA

Acombine,M
n,m ⇥ diag

�
MM

n,m ⇥ acombine
�

+
X

(n,m)2MA

Akill,M
n,m ⇥ diag

�
MM

n,m ⇥ akill
�
.

This subsection will describe each of the matrices that build AM .

R&D Improvement Result AJ,M
n : Represents how a market will change when

firm n has a successful innovation. In the Kolmogorov equation, this term is

�
n(St)X

k=1

jk(St)µt(St)

+

Z

{S0
t:Firm k innovation means S0

t becomes St}
jk(S

0
t) dµt(S

0
t).
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Let i denote the market index before the nth firm innovates and i0 denote the market

index after the innovation. Within AJ,M
n , set the index (i, i) to �1 and (i0, i) to 1.

R&D E↵ort Map MJ,M
n : Maps from the innovating division index to the market

index. Let i denote the market index and f be the division index of the nth firm in

the market. Set the (i, f) entry in MJ,M
n to one.

Entry Result AX,M
z : Represents how a market will change when a new firm with

productivity z enters into the market. In the Kolmogorov equation, this is

�
X

z

xz,tµt(St).

Let i denote the market index before entry of a firm with productivity z and i0 denote

the market index after entry. Set the index (i, i) to �1 and (i0, i) to 1.

M&A Combine Result Acombine,M
i,j : Represents how a market will change when

division i buys division j and combines with division j’s product. In the Kolmogorov

equation, this is part of

�
n(St)X

k=1

X

k0 6=k

ak0,k(St)µt(St)

+

Z

{S0
t:Firm k0 and k merge means S0

t becomes St}
(1� Bk0,k,t(S

0
t))ak0,k,t(S

0
t) dµt(S

0
t).

Let k denote the market index before the transaction, kh denote the high-index after
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combining, kl denote the low-index after combing, and ! denote the probability of

high index. Set the index (k, k) to �1, (kh, k) to !, (kl, k) to 1� !.

M&A Kill Result Akill,M
i,j : Represents how a market will change when division i

buys division j and kills division j’s product. In the Kolmogorov equation, this is

also part of

�
n(St)X

k=1

X

k0 6=k

ak0,k(St)µt(St)

+

Z

{S0
t:Firm k0 and k merge means S0

t becomes St}
(1� Bk0,k,t(S

0
t))ak0,k,t(S

0
t) dµt(S

0
t).

Let k denote the market index before the transaction and k0 denote the market index

after the transaction. Set the index (k, k) to �1 and (k0, k) to 1.

M&A Map MM
i,j : Maps from a transaction index to the market index. Let k denote

the market index and let k0 be the transaction index of (i, j) transaction in market

k. Set (k, k0) to one.

B.2.5 Construct Entry Map

The last map we need is a map to compute E [D|z] for entry decision-making. This

operator will be approximated by

(MX
z ⇥D) · µ.
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This subsection describes the entry map MX
z . This matrix is the number of pro-

ductivity states by the number of division states. For every market i and entry

productivity z, let id denote the division index of the new firm. Let iz be the pro-

ductivity index for z. Set (iz, id) to one.

B.2.6 Computing Antitrust Blocking Probabilities

For each potential transaction, let hhi be the HHI before the transaction, hhi0 be

the HHI after the transaction, and �hhi = hhi0 � hhi. Then compute the blocking

probability according to (1.49).

B.2.7 Solve for the Stationary Distribution

Starting with a candidate division value D, improvement R&D e↵ort j, combine

M&A e↵ort mae↵ort, kill M&A e↵ort makill, market distribution µ, and entry rate

{Xz}

1. Solve for the Division Value Function

(a) Compute Improvement R&D E↵ort

i. Compute the R&D division improvement e↵ort by computing �DJ

�DJ = max{0, AJ
e↵ort

⇥D}
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and then computing improvement e↵ort j

j =

✓
�DJ

'J(1 + �J)

◆ 1
�J

.

ii. Compute improvement R&D cost cJ by

cJ = 'Jj
1+�J .

(b) Compute M&A E↵ort

i. Compute the combining and killing M&A total surplus by

TScombine = max{0, Acombine

TS ⇥D}

TSkill = max{0, Akill

TS ⇥D}

ii. Compute the gain from combining products

�TS = max{0, TScombine � TSkill}.

iii. Compute the probability of combining products

P[combine] = 1� e�!�TS.
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iv. Compute the expected value of the combination shock

E ["] =
1

!

�
1� (!P[combine] + 1) e�!P[combine]

�

v. Compute the probability of the transaction being blocked

P[block] = P[block|combine]P[combine]+P[block|kill] (1� P[combine])

vi. Compute the expected total surplus of the transaction

E[TS] = max
�
0,P[combine]TScombine � E ["] + (1� P[combine])TSkill

 
.

vii. Compute the expected buyer’s and seller’s share of the surplus

E [BS] = � (1� P[block])E[TS]

E [SS] = (1� �) (1� P[block])E[TS]

viii. Compute M&A e↵ort a by

a =

✓
E [BS]

'a(1 + �a)

◆ 1
�a

.
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ix. Compute combine and kill M&A arrival rates by

acombine = (1� P[block])P[combine]a

akill = (1� P[block]) (1� P[combine]) a

x. Compute M&A cost

cMA = 'aa
1+�a .

xi. Compute M&A flow by

maflow = Mma,D
buyer ⇥ (E [BS] a) +Mma,D

seller ⇥ (E [SS] a).

(c) Update D
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i. Compute the linear system’s matrix AD by

AD = ⇢I

�
F̄X

n=1

diag(MJ,D
n ⇥ j)⇥ AJ,D

n

�
X

z2Z

Xz ⇥ AX,D
z

�
X

(n,m)2MA

diag
�
MMA,D

n,m ⇥ acombine
�
⇥ Acombine,D

n,m

�
X

(n,m)2MA

diag
�
MMA,D

n,m ⇥ akill
�
⇥ Akill,D

n,m .

ii. Compute the right-hand side of the linear system bD by

bD = ⇡ � cJ � cMA +maflow

iii. Solve the linear system (AD, bD) by Jacobi’s method. This results in

a new division value function Dnew

iv. Update D by

D = step⇥Dnew + (1� step)⇥D

for some step size in [0,1]

(d) Repeat steps (a)-(d) until convergence of D.
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2. Compute The Market Distribution

(a) Compute the Komologrov equation matrix AM by

AM =
F̄X

n=1

AJ,M
n ⇥ diag

�
MJ,M

n ⇥ j
�

+
X

z2Z

Xz ⇥ AX,M
z

+
X

(n,m)2MA

Acombine,M
n,m ⇥ diag

�
MM

n,m ⇥ acombine
�

+
X

(n,m)2MA

Akill,M
n,m ⇥ diag

�
MM

n,m ⇥ akill
�

(b) Discretize time dimensions of the Komologrov equation

µt+h � µt

h
= AMµt

for some h > 0.

(c) Update the market distribution according to

µt+h = µt + hAMµt.

(d) Repeat step (c) until the distribution converges.

3. Update Entry Rates
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(a) For each z 2 Z, compute the expected value of entry

E
⇥
Dentry|z

⇤
= (MX

z ⇥D) · µ.

(b) Compute updated entry rates

Xnew

z =

✓
E [Dentry|z]
'X(1 + �X)

◆ 1
�X

.

(c) Update the entry rate

Xz = step⇥Xnew

z + (1� step)⇥Xz.

4. Repeat step 1-3 until convergence of the entry rates.

B.3 Supporting Proofs

In the division value function solver, the linear system was solved by Jacobi’s method.

This method requires that the linear system is strictly diagonally dominant.

Lemma 5. The matrix AD is strictly diagonally dominant.
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Proof. The diagonal terms of AD are

diagonal = ⇢

+
F̄X

n=1

MJ,D
n ⇥ j

+
X

z2Z

Xz

+
X

(i,j)2MA

M combine,D
i,j ⇥macombine

+
X

(i,j)2MA

Mkill,D
i,j ⇥makill

The sum of the absolute value of o↵-diagonals is

o↵-diagonal =
F̄X

n=1

���MJ,D
n ⇥ j

��

+
X

z2Z

|�Xz|

+
X

(i,j)2MA

����M combine,D
i,j ⇥macombine

���

+
X

(i,j)2MA

����Mkill,D
i,j ⇥makill

���

Given that j � 0, X � 0, acombine � 0, and akill � 0, we know

diagonal = |diagonal|
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and

diagonal� o↵-diagonal = ⇢.

Since ⇢ > 0, AD is strictly diagonally dominant.
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Appendix C

Antitrust Policy Regression

This appendix provides a deeper description of the logistic regression used in Sec-

tion 1.3 to estimate P̂ (B|S, hhi,�hhi) .

C.1 Data Preparation

The data source for this regression is the Federal Trade Commission publication

Horizontal Mergers Investigation Data, Fiscal Years 1996-2011. Table 3.1 of the

publication details the outcome of 1435 transactions that underwent a second review.

Approximately 76% of these transactions resulted in an enforcement action. The

average post-merger HHI of these transactions is 0.4609 and the average change in

HHI is 0.1573.
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One limitation of the data is that the report does not directly report each transac-

tion’s post-merger HHI and change in HHI. Instead, it bins transactions into ranges

of post-merger HHI and changes in HHI1. Logistic regression requires numeric val-

ues to estimate the blocking probability. To convert the bins to numeric values, the

midpoint of the bin is selected for all transactions within the bin2. Two sets of bins

require special consideration. One set is transactions where the post-merger HHI is

”0.7+”. The upper range of this bin is taken to be 1.0 (the maximum possible HHI),

meaning the midpoint is 0.85. The second is the set of transactions with a change

in HHI greater than 0.2. The upper range for the change in HHI is set at 0.5.

C.2 Regression Results

The logistic regression model is

logit P̂ (B|S, hhi,�hhi) = �0+�hhi hhi+��hhi�hhi+�hhi,�hhi hhi⇥�hhi+ ". (C.1)

The estimation results are shown in Table C.1 and the resulting conditional probabil-

ity function is displayed in Figure C.1. The resulting blocking probability increases

with both hhi and �hhi. For transactions in the review window recommended for

1See Table 1.1 for a replication of the data.
2An alternative approach is sampling uniformly within the bin. However, this is undesirable as

it adds additional noise to the data that can lower the model’s predictive power
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review in the current horizontal merger investigation guidelines (a post-merger HHI

above 0.15 and change in HHI above 0.05), the average blocking probability condi-

tional on second review is approximately 87%.
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C.3 Tables

Table C.1: P̂ (B|S, hhi,�hhi) Regression Results

logit P̂ (B|S, hhi,�hhi)
Constant �0.216
hhi 1.862⇤⇤

�hhi 0.186
hhi⇥�hhi 10.342⇤⇤
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C.4 Figures

Figure C.1: Estimated P̂ (B|S, hhi,�hhi) .
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