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Abstract. A differential delay equation with a small parameter and random noise perturbations is considered in this paper. Asymptotic properties are developed. The martingale averaging techniques are adopted to treat our problem, and the method of weak convergence is employed. The random fluctuation is assumed to be of the wideband noise type, which is quite realistic for various applications. It is shown that as $\varepsilon \to 0$, the random process converges weakly to a diffusion process which satisfies a stochastic differential delay equation.
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1. Introduction

In this paper, we investigate the problem of a stochastic differential delay equation with wideband noise perturbations. Let $x^\varepsilon(\cdot), \xi^\varepsilon(\cdot) \in \mathbb{R}^r$, consider the following equations:

$$
\dot{x}^\varepsilon(t) = a(x^\varepsilon(t), x^\varepsilon(t - \delta), \xi^\varepsilon(t)) + \frac{1}{\varepsilon} \sigma(x^\varepsilon(t), x^\varepsilon(t - \delta), \xi^\varepsilon(t)), \quad t > 0
$$

(1.1)

$$
x^\varepsilon(t) = x_0(t) \text{ for } t \in [-\delta, 0].
$$

(1.2)

Where $\varepsilon > 0$ is a small parameter, $x_0(t)$ is a given continuous deterministic function on $[-\delta, 0]$, $\delta > 0$ represents the delay and $\xi^\varepsilon(\cdot)$ is a wideband noise process. In case $\delta = 0$, (1.1) (1.2) reduce to the case of an ordinary differential equation under random perturbations.

In many applications, one assumes that the system under consideration is governed by the principle of causality. One thus considers the model of either an ordinary differential equation or a partial differential equation, or such equations with random perturbations. However, under close scrutiny, it becomes clear that such model is often only a first approximation to the real world problem. More often than not, time delay comes into play. Thus, differential delay equations and such equations with random perturbations arise naturally in many applied field. As a result, to study the behavior of such equations is not only interesting from theoretical considerations, but also necessary from an application point of view.

In the present paper, our main goal is to study the asymptotic properties of equation (1.1). Under suitable conditions, we show that $x^\varepsilon(\cdot)$ converges weakly to a Gauss-Markov diffusion process which satisfies an appropriate stochastic differential delay equation.
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In [10], White developed a theorem for the weak convergence of a process \( \{x^\varepsilon(\cdot)\} \) satisfying the following differential delay equation

\[
\dot{x}^\varepsilon(t) = a(x^\varepsilon(t), x^\varepsilon(t - \delta), \xi^\varepsilon(t)). \tag{1.3}
\]

He proved that as \( \varepsilon \to 0 \), \( x^\varepsilon(\cdot) \Rightarrow \tilde{x}(\cdot) \), (“\( \Rightarrow \)” denotes weak convergence), such that \( \tilde{x}(\cdot) \) satisfies a deterministic differential delay equation and the random fluctuation

\[
\frac{1}{\sqrt{\varepsilon}}(x^\varepsilon(\cdot) - \tilde{x}(\cdot)) \Rightarrow \text{a diffusion process}.
\]

His approach is an extension of [5]. Despite the interesting results, enormous detailed estimates and calculations are needed.

(1.1) is a generalization of (1.3). When \( b(\cdot) = 0 \), (1.1) formally reduces to (1.3). Although (1.1) (1.3) have certain similarity, the limit behavior is somewhat different. In contrary to the limit of (1.3), the limiting process \( x(\cdot) \) in our formulation is no longer a solution of a deterministic differential delay equation, but rather a solution of a stochastic differential delay equation.

As we mentioned before, we assume that the noise process in (1.1) is wideband. Roughly speaking, a wideband noise is one such that it approximates the “white noise”. Let \( R^\varepsilon(s) \) be the correlation of \( \xi^\varepsilon(\cdot) \), i.e., \( R^\varepsilon(s) = E\xi^\varepsilon(t + s)\xi^\varepsilon(t) \). Let \( S^\varepsilon(\cdot) \) be the power spectral density (we assume it exists),

\[
S^\varepsilon(\mu) = \int_{-\infty}^{\infty} e^{i\mu s} R^\varepsilon(s)ds.
\]

If \( \xi^\varepsilon(\cdot) \) is wideband, then \( S^\varepsilon(\mu) \) is effectively band limited, i.e., \( S^\varepsilon(\mu) = 0 \) for \( \mu \) outside of a certain interval, and the length of this interval is wide enough. In fact, we shall assume \( \xi^\varepsilon(t) = \xi(t/\varepsilon) \) throughout the paper. As a consequence, the spectral density is \( S^\varepsilon(\mu) = S(\varepsilon^2 \mu) \). \( S^\varepsilon(\mu) = 0 \) for all \( \mu \) satisfying \( |\mu| > \varepsilon^{-2} \mu_0 \), and for some \( \mu_0 > 0 \). As \( \varepsilon \) is getting smaller and smaller, the bandwidth is getting wider and wider. As a result, the bandwidth of \( S^\varepsilon(\mu) \) tends to infinity as \( \varepsilon \to 0 \), and the spectral density tends to that of the white or Gaussian noise as \( \varepsilon \to 0 \).

In lieu of working on the \( C^r[0, \infty] \) space as in [10], we shall carry out the analysis in \( D^r[0, \infty] \). The recent result of weak convergence and averaging techniques in [7-8] will be employed. Instead of using the traditional approach [5], the idea of martingale problem formulation will be utilized (cf. [8-9]). As a result, the proof is shorter and more illuminating than that of [10].

The reminder of this paper is organized as follows. Problem formulation and statement of the limit theorems for a fixed delay is given next. The proof is then presented in section 3. Extension of the limit theorem for random delays is indicated in section 4.

For general theory of weak convergence, the readers are referred to [1] [3] [8]. Terms such as weak convergence, Skorohod topology, Skorohod imbedding etc. will be used without any specific mention.
To proceed, a word about the notations is in order. In the following, \( z' \) stands for the transpose of \( z \) (a vector or a matrix); \( a_x \) denotes the gradient of \( a \), similarly for the second derivatives.

2. Equation with a fixed delay

Following [3] [6], we first define the notion of "\( p - \lim \)" and an operator \( \hat{A}^\varepsilon \) as follows. Let \( M \) be the set of real valued measurable functions of \((\omega, t)\) that are non-zero only on a bounded \( t \)-interval. Let \( \mathcal{F}_t^\varepsilon \) be the \( \sigma \)-algebra generated by \( \{x^\varepsilon(s); s \leq t\} \), and

\[
\bar{M}^\varepsilon = \{ f \in M; \sup_t E|f(t)| < \infty \text{ and } f(t) \text{ is } \mathcal{F}_t^\varepsilon \text{ measurable} \}. 
\]

Let \( f(\cdot), f^\Delta(\cdot) \in \bar{M}^\varepsilon \), for each \( \Delta > 0 \). \( f = p - \lim_\Delta f^\Delta \) iff \( \sup_t E|f^\Delta(t) - f(t)| = 0 \), for each \( t \). We say that \( f(\cdot) \in \mathcal{D}(\hat{A}^\varepsilon) \), the domain of \( \hat{A}^\varepsilon \), and \( \hat{A}^\varepsilon f = g \), if \( f, g \in \bar{M}^\varepsilon \) and

\[
p - \lim_\Delta \Delta \left( \frac{E_t^\varepsilon f(t + \Delta) - f(t) - g(t)}{\Delta} \right) = 0.
\]

Where \( E_t^\varepsilon \) is a short hand notation for the conditional expectation on the \( \sigma \)-algebra \( \mathcal{F}_t^\varepsilon \).

In what follows, we also need the notion of \( N \)-truncation. For each \( N > 0 \), let \( S_N = \{ x; |x| \leq N \} \) be the \( N \)-ball and let \( x^\varepsilon,N(0) = x^\varepsilon(0), x^\varepsilon,N(t) = x^\varepsilon(t) \) up until the first exit from \( S_N \), and

\[
\lim_{m \to \infty} \lim_{\varepsilon \to 0} \sup_t P(\sup_{t \leq T} |x^\varepsilon,N(t)| \geq m) = 0 \text{ for each } T < \infty.
\]

\( x^\varepsilon,N(t) \) is said to be the \( N \)-truncation of \( x^\varepsilon,N(\cdot) \).

In lieu of (1.1), we consider the following truncated version of the equation.

\[
\dot{x}^\varepsilon,N(t) = a^N(x^\varepsilon,N(t), x^\varepsilon,N(t - \delta), \xi^\varepsilon(t)) + \frac{1}{\varepsilon} b^N(x^\varepsilon,N(t), x^\varepsilon,N(t - \delta), \xi^\varepsilon(t)) \tag{2.1}
\]

where

\[
a^N(x^\varepsilon,N(t), x^\varepsilon,N(t - \delta), \xi^\varepsilon(t)) = a(x^\varepsilon,N(t), x^\varepsilon,N(t - \delta), \xi^\varepsilon(t)), q^\varepsilon,N(x^\varepsilon,N(t), x^\varepsilon,N(t - \delta))
\]

\[
b^N(x^\varepsilon,N(t), x^\varepsilon,N(t - \delta), \xi^\varepsilon(t)) = b(x^\varepsilon,N(t), x^\varepsilon,N(t - \delta), \xi^\varepsilon(t)), q^\varepsilon,N(x^\varepsilon,N(t), x^\varepsilon,N(t - \delta))
\]

\[
q^\varepsilon,N(y, z) = \begin{cases} 1; & \text{when } |y| \leq N \text{ or } |z| \leq N \\ 0; & \text{otherwise}. \end{cases}
\]

We define \( x_\delta = x(t - \delta) \). Thus, \( x^\varepsilon,N(t - \delta) = x^\varepsilon,N_\delta(t) \). For notational simplicity, we shall omit the \( N \) in \( a^N(\cdot) \) and \( b^N(\cdot) \) in the sequel. We shall also write \( x, x_\delta \) for \( x^\varepsilon,N(t) \) and
$x^*_{N}(t)$ respectively whenever it is possible. In the sequel, we shall use $E_t^e$ to denote the conditioning on the $\sigma$-algebra $\{\xi^e(u); u \leq t\}$.

The following assumptions are needed in the subsequent development.

(A1) $a(\cdot, \cdot, \cdot), b(\cdot, \cdot, \cdot)$ and $b_\varepsilon(\cdot, \cdot, \cdot)$ are continuous, $a_\varepsilon(\cdot, \cdot, \cdot, \xi), b_{\varepsilon\varepsilon}(\cdot, \cdot, \cdot, \xi)$ are continuous in $x$ for each $\xi$ and bounded on each bounded $x$-set.

(A2) $\xi^e(t) = \xi_0(e^{-\frac{t}{\delta}})$. $\xi(\cdot)$ is bounded, right continuous stationary $\phi$-mixing process, with mixing rate $\phi(\cdot)$, such that $\int_0^\infty \phi(t)dt < \infty$. $E_b(x, x_\delta, \xi(t)) = 0$ for each $x, x_\delta$.

(A3) There exist continuous functions $S_1(\cdot), \bar{b}(\cdot)$, continuously differentiable function $\bar{a}(\cdot)$, such that for each bounded $x, x_\delta$, each $t < T$,

$$\int_t^T (E_t^e a(x, x_\delta, \xi(u)) - \bar{a}(x, x_\delta)) du \xrightarrow{\text{in probability}} 0$$ (2.2)

and as $T_1, T_2 \to \infty$, and $T_2 - T_1 \to \infty$,

$$\int_{T_1}^{T_2} E_b(x, x_\delta, \xi(u))b(x, x_\delta, \xi(T_1))du \to \bar{b}(x, x_\delta)$$ (2.3)

$$\int_{T_1}^{T_2} E_b(x, x_\delta, \xi(u))b^e(x, x_\delta, \xi(T_1))du \to \frac{1}{2} S_1(x, x_\delta).$$ (2.4)

Define $S(x, x_\delta) = \frac{1}{2}(S_1(x, x_\delta) + S_1^e(x, x_\delta))$. There exists a $\Phi(x, x_\delta)$, such that

$$S(x, x_\delta) = \Phi(x, x_\delta)\Phi'(x, x_\delta).$$

(A4) (2.5) has a unique solution (unique in the sense of distribution) on $[0, \infty)$ for each deterministic function prescribed on $[-\delta, 0]$.

$$dx(t) = (\bar{a}(x(t), x_\delta(t)) + \bar{b}(x(t), x_\delta(t)))dt + \Phi(x(t), x_\delta(t))dw(t)$$ (2.5)

where $w(\cdot)$ is a standard Brownian motion process.

Define an operator $A$ by

$$Af(x) = \sum_i \left(\bar{a}_i(x, x_\delta) + \bar{b}_i(x, x_\delta)\right) \frac{\partial f(x)}{\partial x_i} + \frac{1}{2} \sum_{i,j} S_{ij}(x, x_\delta) \frac{\partial^2 f(x)}{\partial x_i \partial x_j}$$ (2.6)

where $\bar{a}_i, \bar{b}_i, S_{ij}$ are the $i$-th components of $\bar{a}, \bar{b}$ and $ij$-th entry of $S$ respectively. We say that $x(\cdot)$ solves the martingale problem for operator $A$ if

$$M_f(t) = f(x(t)) - f(x_0(t)) - \int_0^t Af(x(s))ds$$ (2.7)

is a martingale for each $f(\cdot) \in C^3_0$ ($C^3$ functions with compact support).
By $A^N$, we mean the operator $A$ with $x$, $x_\delta$, $\bar{a}$, $\bar{b}$, $S$ replaced by $x^N$, $x^N_\delta$, $\bar{a}^N$, $\bar{b}^N$ and $S^N$ respectively.

Our conditions do not seem to be restrictive. (A1) and (2.2) imply that

$$E \sup_{x \in G} \left| \int_t^T (E_t f(x, x_\delta, \xi^\varepsilon(u)) - \bar{a}(x, x_\delta)) du \right| \to 0$$

where $G$ is a compact set. This equation is needed in the subsequent development. $\phi$-mixing (or strong mixing) processes constitute a large class of processes which have "decreasing dependence" property. Actually, we can work with an even larger class of processes that are approximated by functions of $\phi$-mixing type (cf. [1]). (A4) implies that the martingale problem with operator $A$ defined in (2.6) (2.7) has a unique solution for each prescribed deterministic function $x_0(t)$ on $[-\delta, 0]$.

We are now in a position to state our main theorems.

**Theorem 1.** If (A1)-(A4) hold, then for each $N$, $\{x^{\varepsilon, N}(\cdot)\}$ is tight in $D^r[0, \infty)$.

**Theorem 2.** Under the conditions of Theorem 1, $\{x^\varepsilon(\cdot)\}$ is tight in $D^r[0, \infty)$, and the limit of any weakly convergent subsequence satisfies equation (2.5), with $x_0(t)$ given by (1.2).

3. Proofs of the theorems

The steps are as follows, we first prove the tightness of $\{x^{\varepsilon, N}(\cdot)\}$, and then characterize its limit process.

For any $f \in C^3_0$,

$$\hat{A}^\varepsilon f(x) = f'_x(x) \left( a(x, x_\delta, \xi^\varepsilon(t)) + \frac{1}{\varepsilon} b(x, x_\delta, \xi^\varepsilon(t)) \right). \quad (3.1)$$

In accordance with the approach of [8] [9], we introduce the perturbed test functions as follows. Define

$$f^\varepsilon(t) = \frac{1}{\varepsilon} \int_t^T E_t f'_x(x) b(x, x_\delta, \xi^\varepsilon(u)) du \quad (3.2)$$

and define $f^\varepsilon(t) = f(x) + f_t^\varepsilon(t)$.

The reason for introducing the perturbed test functions is that such functions allow us to eliminate the noise terms through averaging, and to obtain the desired terms in the limit. A distinct feature of this averaging procedure is that only the noise is averaged out. $x$, $x_\delta$ are treated as parameters. To prove the tightness, we need the following results.

**Lemma 1.** (cf [1], [8]) Let $\zeta(\cdot)$ be $\phi$-mixing, and let $h(\cdot)$ be a function of $\zeta$ which is bounded and measurable on $F^\infty_0$. Then for some $K_i > 0$, $i = 1, 2, 3$,

$$|E \left( h(t + s) | F^r_0 \right) - Eh(t + s)| \leq K_1 \phi(s). \quad (3.3.a)$$
If \( t < u < v \), and \( E h(s) = 0 \) for all \( s \), then

\[
|E\left(h(u)h(v)|\mathcal{F}_0^t\right) - E h(u)h(v)| \leq \begin{cases} 
K_2 \phi(v - u) \\
K_3 \phi(u - t)
\end{cases}
\tag{3.3.b}
\]

where \( \mathcal{F}_0^t = \sigma\{\zeta(s); 0 \leq s \leq t\} \).

**Lemma 2.** (Kushner [8]) Let \( z^\varepsilon(\cdot) \in D[0, \infty) \) and

\[
\lim_{M \to \infty} \limsup_{\varepsilon \to 0} P\{\sup_{t \leq T} |z^\varepsilon(t)| \geq M\} = 0
\]

for each \( T < \infty \). For each \( f(\cdot) \in C_0^3 \) and \( T < \infty \), let there be a sequence \( \{f^\varepsilon(\cdot)\} \) such that \( f^\varepsilon(\cdot) \in D(\hat{A}^\varepsilon) \) and that \( \{\hat{A}^\varepsilon f^\varepsilon(t); \varepsilon > 0, t \leq T\} \) is uniformly integrable and

\[
\lim_{\varepsilon \to 0} P\{\sup_{t \leq T} |f^\varepsilon(t) - f(z^\varepsilon(t))| \geq \alpha\} = 0 \quad \text{for each } \alpha > 0. \tag{3.4}
\]

Then \( \{z^\varepsilon(\cdot)\} \) is tight in \( D[0, \infty) \).

Proof of Theorem 1: To prove the tightness of \( \{z^\varepsilon(\cdot)\} \), we need only verify that all the conditions of Lemma 2 are satisfied. In fact, we need only show \( \{\hat{A}^\varepsilon f^\varepsilon(\cdot)\} \) is uniformly integrable, \( f^\varepsilon(\cdot) \in D(\hat{A}^\varepsilon) \) and (3.4) holds.

Making change of variable \( \frac{u}{\varepsilon} \to u \) in (3.2), we have

\[
f_1^\varepsilon(t) = \varepsilon \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} E_t^\varepsilon f_2^\varepsilon(x) b(x, x_\delta, \xi(u)) du.
\]

In view of (3.3) and (A2), for some \( K > 0 \),

\[
|f_1^\varepsilon(t)| = \varepsilon \sup_{t \leq T} \left| \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} f_2^\varepsilon(x) \left(E_t^\varepsilon b(x, x_\delta, \xi(u)) - Eb(x, x_\delta, \xi(u))\right) du\right|
\]

\[
\leq K \varepsilon \sup_{t \leq T} \left( \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} \phi(u - \frac{t}{\varepsilon^2}) du\right) = O(\varepsilon). \tag{3.5}
\]

Hence, \( \lim_{\varepsilon} E \sup_{t \leq T} |f_1^\varepsilon(t)| = 0 \). As a consequence, (3.4) is verified.

To prove the uniform integrability of \( \{\hat{A}^\varepsilon f^\varepsilon(\cdot)\} \) and \( f^\varepsilon(\cdot) \in D(\hat{A}^\varepsilon) \), we need to compute \( \hat{A}^\varepsilon f^\varepsilon(t) \). The delay term causes much of the troubles. When we calculate \( \hat{A}^\varepsilon f_1^\varepsilon(\cdot) \) directly, we will introduce an additional time lag. In order to overcome the difficulties, we note the following. The continuity of \( x_\delta(\cdot) \) implies that \( x_\delta(t) \) can be approximated by \( x_\delta^\varepsilon(t) \) which takes only finitely many values (say \( x_\delta, 1, \ldots, x_\delta^p \), for some \( p > 0 \)). To be more precise, for each \( \varepsilon > 0 \), choose \( \eta = \eta(\varepsilon) > 0 \), such that \( \eta \to 0 \), \( \frac{\eta}{\varepsilon} \to 0 \), and

\[
|x_\delta(t) - x_\delta^\varepsilon(t)| < \eta. \tag{3.6}
\]
Owing to (3.2),

\[
 f_1^\epsilon(t) = \frac{1}{\epsilon} \int_t^T E_1^\epsilon f_1'(x) b(x, x_\delta^\eta, \xi^\epsilon(u)) du \\
+ \frac{1}{\epsilon} \int_t^T E_1^\epsilon f_1'(x) \left( b(x, x_\delta, \xi^\epsilon(u)) - b(x, x_\delta^\eta, \xi^\epsilon(u)) \right) du.
\]  

(3.7)

The \(N\)-truncation and (A1) imply that \(b(x, \cdot, \xi)\) is Lipschitz continuous. Consequently,

\[
\frac{1}{\epsilon} \left| \int_t^T E_1^\epsilon f_1'(x) \left( b(x, x_\delta, \xi^\epsilon(u)) - b(x, x_\delta^\eta, \xi^\epsilon(u)) \right) du \right| \leq O(\frac{\eta(\epsilon)}{\epsilon})
\]  

(3.8)

and hence \(f_1^\epsilon(\cdot)\) can be written as

\[
f_1^\epsilon(t) = \hat{f}_1^\epsilon(t) + o(\epsilon)
\]

where \(\hat{f}_1^\epsilon(t)\) is equal to the first term on the right hand side of (3.7).

Using the idea of \(p\)-limit to compute \(\hat{A}^\epsilon f_1^\epsilon(t)\), we have

\[
\hat{A}^\epsilon f_1^\epsilon(t) = p - \lim_{\delta \to 0} \left( \frac{E_1^\epsilon f_1'(t + \delta) - f_1^\epsilon(t)}{\delta} \right) \\
= O(\eta(\epsilon)/\epsilon) - \frac{1}{\epsilon} f_1^\epsilon(x) b(x, x_\delta^\eta, \xi^\epsilon(t)) \\
+ \epsilon \int_{{\tau_T}^\epsilon} E_1^\epsilon (f_2 x(x) b(x, x_\delta^\eta, \xi^\epsilon(u)))' du a(x, x_\delta, \xi^\epsilon(t)) \\
+ \int_{{\tau_T}^\epsilon} E_1^\epsilon (f_2 x(x) b(x, x_\delta^\eta, \xi^\epsilon(u)))' b(x, x_\delta, \xi^\epsilon(t)) du \\
+ \epsilon \int_{{\tau_T}^\epsilon} E_1^\epsilon f_1'(x) b(x, x_\delta^\eta, \xi^\epsilon(t)) du a(x, x_\delta, \xi^\epsilon(t)) \\
+ \int_{{\tau_T}^\epsilon} E_1^\epsilon f_1'(x) b(x, x_\delta^\eta, \xi^\epsilon(t)) b(x, x_\delta, \xi^\epsilon(t)) du.
\]  

(3.9)

The third and fifth term on the right hand side of (3.9) tend to 0 as \(\epsilon \to 0\). Hence, by virtue of (3.6) and the definition of \(f^\epsilon(t)\),

\[
\hat{A}^\epsilon f^\epsilon(t) = o(1) + f_1^\epsilon(x) a(x, x_\delta, \xi^\epsilon(t)) \\
+ \int_{{\tau_T}^\epsilon} E_1^\epsilon (f_2 x(x) b(x, x_\delta^\eta, \xi^\epsilon(u)))' du b(x, x_\delta^\eta, \xi^\epsilon(t)) \\
+ \int_{{\tau_T}^\epsilon} E_1^\epsilon f_1'(x) b(x, x_\delta^\eta, \xi^\epsilon(t)) b(x, x_\delta^\eta, \xi^\epsilon(t)) du
\]  

(3.10)
where \( p - \lim \epsilon o(1) = 0 \) uniformly in \( t \).

The uniform integrability then follows from form (3.10), the \( N \)-truncation, and the assumptions. Moreover, \( f^\epsilon(\cdot) \in \mathcal{D}(\mathcal{A}^\epsilon) \). As a consequence, \( \{x^{\epsilon, N}(\cdot)\} \) is tight. \( \square \)

Next, we show the weak convergence and characterize the weak limit. To do so, we shall apply the following lemma.

**Lemma 3.** Let \( \{z^\epsilon(\cdot)\} \) be tight in \( \mathcal{D}^w[0, \infty) \), and suppose that (A4) holds. If for each \( f(\cdot) \in C^3_0 \), and each \( T < \infty \), then there exists \( f^\epsilon(\cdot) \in \mathcal{D}(\mathcal{A}^\epsilon) \), such that

\[
p - \lim_{\epsilon} [f^\epsilon(\cdot) - f(z^\epsilon(\cdot))] = 0 \tag{3.11}
\]

and

\[
p - \lim_{\epsilon} [\mathcal{A}^\epsilon f^\epsilon(\cdot) - \mathcal{A} f(x^\epsilon(\cdot))] = 0. \tag{3.12}
\]

Then \( z^\epsilon(\cdot) \Rightarrow z(\cdot) \).

The proof is due to Kushner [7-8].

Proof of Theorem 2: In view of Lemma 3, it is enough to show that (3.11) and (3.12) hold.

Define

\[
f_2^\epsilon(t) = \int_t^T \int_{x_t}^{x_u} \left\{ E_t f_{xz}(x) b(x, x_u^\theta, \xi(u)) \right\} b(x, x_u^\theta, \xi(v)) dudv
\]

\[-E f_{xx}(x) b(x, x_u^\theta, \xi(u)) \right\} b(x, x_u^\theta, \xi(v)) dudv \tag{3.13}
\]

\[
f_3^\epsilon(t) = \int_t^T \int_{x_t}^{x_u} \left\{ E_t f_{xz}(x) b_{xz}(x, x_u^\theta, \xi(u)) b(x, x_u^\theta, \xi(v))
\]

\[-E f_{xz}(x) b(x, x_u^\theta, \xi(u)) b(x, x_u^\theta, \xi(v)) \right\} dudv \tag{3.14}
\]

\[
f_4^\epsilon(t) = \int_t^T E_t f_{zx}(x) \left( a(x, x_u^\theta, \xi(u)) - \bar{a}(x, x_u^\theta) \right) du. \tag{3.15}
\]

Note that

\[
f_2^\epsilon(t) = \epsilon E \int_{x_t}^{x_t} d\xi \int_t^T d\xi \int_t^T \right\} b(x, x_u^\theta, \xi(v)) \right\} b(x, x_u^\theta, \xi(v)) \tag{3.16.a}
\]

\[-E f_{xz}(x) b(x, x_u^\theta, \xi(u)) \right\} b(x, x_u^\theta, \xi(v)) \}. \]
Similarly,

\[ f_3^*(t) = \epsilon^2 \int_{\frac{T}{4}}^{\frac{T}{2}} \int_{\frac{T}{2}}^{T} \left\{ E^c_{t} f'_{x}(x) b_{x}(x, x_\delta^n, \xi(u)) b(x, x_\delta^n, \xi(v)) 
- E f'_{x}(x) b_{x}(x, x_\delta^n, \xi(u)) b(x, x_\delta^n, \xi(v)) \right\} dudv \]  

\[ f_4^*(t) = \epsilon^2 \int_{t}^{T} E^c_{t} f'_{x}(x) \left( a(x, x_\delta^n, \xi(u)) - \bar{a}(x, x_\delta^n) \right) du. \]  

(3.16.b)  

(3.16.c)

In view of Lemma 1, we can show that for \( i = 2, 3, 4 \),

\[ \lim_{\epsilon \to 0} E \sup_{t \leq T} |f_i^*(t)| = 0. \]  

(3.17)

Define

\[ \tilde{f}^\epsilon(t) = f(x) + \sum_{i=1}^{4} f_i^*(t). \]  

(3.18)

By virtue of (3.5), (3.16)-(3.18),

\[ p - \lim_{\epsilon \to 0} [\tilde{f}^\epsilon(t) - f(x)] = 0. \]  

(3.19)

To proceed, we compute \( \hat{A}^c f(x) \), for \( i = 2, 3, 4 \),

\[ \hat{A}^c f_2^*(t) = \int_{\frac{T}{4}}^{\frac{T}{2}} E f'_{x}(x) b(x, x_\delta^n, \xi(t)) \]  

\[ - \int_{\frac{T}{2}}^{T} E^c_{t} f_{x}(x) b(x, x_\delta^n, \xi(t)) \]  

\[ + \epsilon^2 \int_{\frac{T}{4}}^{\frac{T}{2}} dv \int_{\frac{T}{2}}^{T} du \left\{ E^c_{t} f_{x}(x) b(x, x_\delta^n, \xi(t)) \right\} b(x, x_\delta^n, \xi(v)) \]  

\[ - E f'_{x}(x) b_{x}(x, x_\delta^n, \xi(t)) b(x, x_\delta^n, \xi(v)) \]  

\[ \times \left( a(x, x_\delta, \xi(t)) + \frac{1}{\epsilon} b(x, x_\delta, \xi(t)) \right) \]  

(3.20)

\[ \hat{A}^c f_3^*(t) = \int_{\frac{T}{4}}^{\frac{T}{2}} E f'_{x}(x) b_{x}(x, x_\delta^n, \xi(t)) b(x, x_\delta^n, \xi(t)) du \]  

\[ - \int_{\frac{T}{2}}^{T} E^c_{t} f'_{x}(x) b_{x}(x, x_\delta^n, \xi(t)) b(x, x_\delta^n, \xi(t)) du \]  

\[ + \epsilon^2 \int_{\frac{T}{4}}^{\frac{T}{2}} dv \int_{\frac{T}{2}}^{T} du \left\{ E^c_{t} f'_{x}(x) b_{x}(x, x_\delta^n, \xi(t)) b(x, x_\delta^n, \xi(v)) \right\} \]  

\[ - E f'_{x}(x) b_{x}(x, x_\delta^n, \xi(t)) b(x, x_\delta^n, \xi(v)) \]  

\[ \times \left( a(x, x_\delta, \xi(t)) + \frac{1}{\epsilon} b(x, x_\delta, \xi(t)) \right). \]  

(3.21)
The $p - \lim_\varepsilon$ of the last term on the right hand side of (3.20) and the last term of (3.21) are both zero.

As for $f^\varepsilon_4(\cdot)$,

\[
\hat{A}^\varepsilon f^\varepsilon_4(t) = -f^\varepsilon_4(x)a(x, x^\varepsilon_\theta, \xi^\varepsilon(t)) + f^\varepsilon_4(x)\bar{a}(x, x^\varepsilon_\theta)
+ \varepsilon^2 \int_{x^\varepsilon_\theta}^{x^\varepsilon_\delta} (E^\varepsilon f^\varepsilon_4(x)a(x, x^\varepsilon_\theta, \xi(u)) - \bar{a}(x, x^\varepsilon_\theta))'a(x, x^\varepsilon_\delta, \xi^\varepsilon(t))du
+ \varepsilon \int_{x^\varepsilon_\theta}^{x^\varepsilon_\delta} (E^\varepsilon f^\varepsilon_4(x)a(x, x^\varepsilon_\theta, \xi(u)) - \bar{a}(x, x^\varepsilon_\theta))'b(x, x^\varepsilon_\delta, \xi^\varepsilon(t))du. \tag{3.22}
\]

The last two terms of (3.22) have $p - \lim_\varepsilon 0$ uniformly in $t$.

(3.1), (3.9), (3.20)-(3.22) yield that

\[
\hat{A}^\varepsilon f^\varepsilon(t) = o(1) + f^\varepsilon_4(x)\bar{a}(x, x^\varepsilon_\theta)
+ f^\varepsilon_4(x)(a(x, x^\varepsilon_\delta, \xi^\varepsilon(t)) - a(x, x^\varepsilon_\delta, \xi^\varepsilon(t)))
+ \frac{1}{\varepsilon} f^\varepsilon_4(x)(b(x, x^\varepsilon_\delta, \xi^\varepsilon(t)) - b(x, x^\varepsilon_\delta, \xi^\varepsilon(t)))
+ \int_{x^\varepsilon_\theta}^{x^\varepsilon_\delta} E(f^\varepsilon_4(x) b(x, x^\varepsilon_\delta, \xi(u)))'b(x, x^\varepsilon_\delta, \xi^\varepsilon(t))du
+ \int_{x^\varepsilon_\theta}^{x^\varepsilon_\delta} E f^\varepsilon_4(x) b(x, x^\varepsilon_\delta, \xi(u))b(x, x^\varepsilon_\delta, \xi^\varepsilon(t))du. \tag{3.23}
\]

where $p - \lim_{\varepsilon \to 0} o(1) = 0$ uniformly in $t$.

(3.1) (3.6) (A3) together with (3.23) yield (3.12). By virtue of Lemma 3, $x^\varepsilon, N(\cdot) \Rightarrow x^N(\cdot)$. And $x^N(\cdot)$ solves the martingale problem with operator $A^N$, or $x^N(\cdot)$ satisfies (2.5) with $\bar{a}, \bar{b}, \Phi$ replaced by $\bar{a}^N, \bar{b}^N$, and $\Phi^N$ respectively.

Similar to the proof of Corollary 3.2.2 in [8], for any prescribed deterministic function $x_0(t)$ on $[-\delta, 0]$, let $P(\cdot)$ and $P^N(\cdot)$ denote the measures induced by $x(\cdot)$ and $x^N(\cdot)$ respectively, on the Borel sets of $D^\varepsilon[0, \infty)$. By (A4), the martingale problem has a unique solution for each prescribed deterministic function, thus $P(\cdot)$ is unique. For each $T < \infty$, the uniqueness of $P(\cdot)$ implies that $P(\cdot)$ agree with $P^N(\cdot)$ on all Borel sets of the set of paths in $D^\varepsilon[0, \infty)$ whose value are in $S_N$ for each $t \leq T$. However, $P\{\sup_{t \leq T} |x(t)| \leq N\} \rightarrow 1$. This together with the weak convergence of $x^\varepsilon, N(\cdot)$ imply that $x^\varepsilon \Rightarrow x(\cdot)$. Morover, the uniqueness implies that the limit does not depend on the chosen subsequences. The proof of the Theorem 2 is thus completed.

Remark: The proof presented in this paper can be adopted to treat the differential delay equation with random perturbations (1.3). In this case, the wideband noise has the scaling $\xi^\varepsilon(t) = \xi(t/\varepsilon)$. Under appropriate conditions, we can get exactly the same results.
as in [10]. However, the proof is much simpler than that of [10]. The martingale averaging technique seems to have clear advantage over the approach in [5] and [10].

We used perturbed test function methods throughout the proofs. An alternative procedure is that after proving the tightness of \( \{x^{\epsilon,N}(\cdot)\} \), use "direct averaging" (cf. [8]) to average out the rest of the terms and obtain the desired results.

We point out that all the previous development can be extended to the case

\[
\begin{align*}
\dot{x}^\epsilon(t) &= a(x^\epsilon(t), x^\epsilon(t - \delta_1), \ldots, x^\epsilon(t - \delta_p), \xi^\epsilon(t)) \\
&\quad + \frac{1}{\epsilon} b(x^\epsilon(t), x^\epsilon(t - \delta_1), \ldots, x^\epsilon(t - \delta_p), \xi^\epsilon(t)) 
\end{align*}
\] (3.24)

for some \( p > 0 \), and \( 0 < \delta_1 < \delta_2 < \ldots < \delta_p \).

4. Equation with random delays

In this section, we make remarks on what can be done if the time delay is a random process. We shall assume that the delays are independent of the state \( x \) and the noise \( \xi \) throughout this section. The random delay process is rapidly varying, and it has the same fast time scale as the noise \( \xi \), i.e., \( \delta^\epsilon(t) = \delta(t/\epsilon^2) \). In section 4.1, we consider the case that \( \delta \) is random, but takes only finitely many possible values. In 4.2, we approximate the weakly convergent random process \( \delta^\epsilon(\cdot) \) by a process which takes values in a finite set. Since the basic approach is essentially the same as before, we make no attempt to spell out all the details. In fact, we shall keep the discussions in a rather informal manner, so as to make the main idea clear.

4.1 Random delays with finitely many possible values

Suppose that the delays are random, and suppose \( \delta(\cdot) \) takes only finitely many values (say \( 0 < \delta_1 < \ldots < \delta_p \) for some \( p > 0 \)) w.p.1. We can then rewrite (1.1) as

\[
\dot{x}^\epsilon(t) = \sum_{i=1}^{p} \left( a(x^\epsilon(t), x^\epsilon(t - \delta_i), \xi^\epsilon(t)) + \frac{1}{\epsilon} b(x^\epsilon(t), x^\epsilon(t - \delta_i), \xi^\epsilon(t)) \right) I_{\{\delta(t) = \delta_i\}}. 
\] (4.1)

(4.1) in turn can be recast to the form

\[
\begin{align*}
\dot{x}^\epsilon(t) &= A(x^\epsilon(t), x^\epsilon(t - \delta_1), \ldots, x^\epsilon(t - \delta_p), \xi^\epsilon(t)) \\
&\quad + \frac{1}{\epsilon} B(x^\epsilon(t), x^\epsilon(t - \delta_1), \ldots, x^\epsilon(t - \delta_p), \xi^\epsilon(t)) 
\end{align*}
\] (4.2)

\[
x^\epsilon(t) = x_0(t) \text{ for } t \in [-\delta_p, 0].
\]

Now, the martingale averaging technique can be employed, and the desired limit theorem can be obtained similarly as in section 3. We decide not to dwell on it here.
4.2 Random delays taking infinitely many possible values

Let the process \( \{ x^\varepsilon(\cdot) \} \) satisfy equation (1.1) with \( \delta \) replaced by \( \delta^\varepsilon(\cdot) \), such that for some \( M > 0, \delta^\varepsilon(\cdot) \in [0, M] \) with probability 1. Let (1.2) be replaced by

\[
x^\varepsilon(t) = x_0(t) \quad \text{for} \quad t \in [-M, 0]
\]

where \( x_0(t) \) is a given continuous deterministic function on \( [-M, 0] \). We assume that \( \delta^\varepsilon(\cdot) \Rightarrow \delta(\cdot) \), and \( \delta(\cdot) \) is a stationary stochastic process with a stationary measure \( P(\cdot) \). This does not seem to be restrictive. In fact, the boundedness of \( \{ \delta^\varepsilon(\cdot) \} \) implies the tightness of \( \{ \delta^\varepsilon(\cdot) \} \). We can thus extract convergent subsequences.

For the process \( \delta^\varepsilon(t) \), the possibility of taking infinitely many values is allowed. We shall demonstrate that this case can be reduced to the previous situation treated in 4.1.

To begin with, we note \( \forall \Delta > 0 \), any \( T < \infty \) and \( t \in [0, T] \), there exists a \( K(\Delta) \), such that there is a sequence of simple processes \( \{ \delta^\varepsilon_n(\cdot) \} \) (each \( \delta^\varepsilon_n(t) \) takes only finitely many values), such that \( \forall n \geq K(\Delta) \),

\[
\int_0^t E|\delta^\varepsilon(u) - \delta^\varepsilon_n(u)|^2 du < \Delta.
\]

In the sequel, we choose \( \Delta = o(\varepsilon^2) \), select one function out of the approximating sequence, and denote it by \( \delta^\varepsilon_{\Delta}(\cdot) \), such that (4.4) holds with \( \delta^\varepsilon_n(u) \) replaced by \( \delta^\varepsilon_{\Delta}(u) \).

Now, define another process \( \{ y^\varepsilon(\cdot) \} \) by

\[
\dot{y}^\varepsilon(t) = a(y^\varepsilon(t), y^\varepsilon(t - \delta^\varepsilon_{\Delta}(t)), \xi^\varepsilon(t)) + \frac{1}{\varepsilon} b(y^\varepsilon(t), y^\varepsilon(t - \delta^\varepsilon_{\Delta}(t)), \xi^\varepsilon(t))
\]

\[
y^\varepsilon(t) = x_0(t) \quad \text{on} \quad [-M, 0].
\]

We shall show that \( x^\varepsilon(\cdot) = y^\varepsilon(\cdot) + \dot{y}^\varepsilon(\cdot) \), such that \( \dot{y}^\varepsilon(\cdot) \Rightarrow 0 \). Without loss of generality, we may assume that \( x^\varepsilon(\cdot), y^\varepsilon(\cdot), a(\cdot), b(\cdot) \) are all bounded, otherwise we can always use the truncation device as in the last section.

**Lemma 4.** Suppose \( (A1) \) is satisfied. For any \( T < \infty \) and \( t \in [0, T] \),

\[
x^\varepsilon(t) = y^\varepsilon(t) + O\left( \frac{\Delta}{\varepsilon^2} \right).
\]

Proof: For each \( T < \infty \), partition the interval \([0, T] \) into subintervals of length \( \Delta \). We shall show that Lemma 4 holds for each integer \( k \), and any \( t \in [k\Delta, k\Delta + \Delta] \) by induction. In the following, \( K_i, i = 1, \ldots, 5 \) stand for various positive constants.
When \( t \in [0, \Delta] \), in view of the representations of \( x^\varepsilon(\cdot) \) and \( y^\varepsilon(\cdot) \),

\[
E|\varepsilon^t - y^\varepsilon(t)|^2
= E \int_0^t \left[ a(x^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) - a(y^\varepsilon(u), y^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) \right] du
+ \frac{1}{\varepsilon} \int_0^t \left[ b(x^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) - b(y^\varepsilon(u), y^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) \right] du|^2.
\]

Moreover,

\[
\int_0^t \left[ a(x^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) - a(y^\varepsilon(u), y^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) \right] du
= \int_0^t \left[ a(x^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) - a(x^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) \right] du
+ \int_0^t \left[ a(x^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) - a(y^\varepsilon(u), y^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) \right] du
+ \int_0^t \left[ a(y^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) - a(y^\varepsilon(u), y^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) \right] du.
\]

Similarly,

\[
\frac{1}{\varepsilon} \int_0^t \left[ b(x^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) - b(y^\varepsilon(u), y^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) \right] du
= \frac{1}{\varepsilon} \int_0^t \left[ b(x^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) - b(x^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) \right] du
+ \frac{1}{\varepsilon} \int_0^t \left[ b(x^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) - b(y^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) \right] du
+ \frac{1}{\varepsilon} \int_0^t \left[ b(y^\varepsilon(u), x^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) - b(y^\varepsilon(u), y^\varepsilon(u - \delta^\varepsilon(u)), \xi^\varepsilon(u)) \right] du.
\]

By virtue of the Lipschitz continuity, (4.7) and the above expressions,

\[
E|x^\varepsilon(t) - y^\varepsilon(t)|^2
\leq K_1 \left( 1 + \frac{1}{\varepsilon^2} \right) \int_0^t E|x^\varepsilon(u) - y^\varepsilon(u)|^2 du
+ K_2 \left( 1 + \frac{1}{\varepsilon^2} \right) \int_0^t E|x^\varepsilon(u - \delta^\varepsilon(u)) - y^\varepsilon(u - \delta^\varepsilon(u))|^2 du
+ K_3 \frac{1}{\varepsilon^2} \int_0^t E|\delta^\varepsilon(u) - \delta^\varepsilon(u - \Delta(u))|^2 du.
\]

Since \( x^\varepsilon(t) = y^\varepsilon(t) \) on \([-M, 0]\), the second term on the right side of (4.8) is bounded above by \( K_4 \left( 1 + \frac{1}{\varepsilon^2} \right) \int_0^t E|x^\varepsilon(u) - y^\varepsilon(u)|^2 du \). As a result, the sum of the first two terms
on the right hand side of (4.8) is bounded above by $K_3 \left(1 + \frac{1}{\varepsilon^2}\right) \int_0^t E[x^\varepsilon(u) - y^\varepsilon(u)]^2 du$. Consequently, Gronwall's inequality and the choice of $\Delta$ yield that

$$E|x^\varepsilon(t) - y^\varepsilon(t)|^2 \leq \frac{K_3 \Delta}{\varepsilon^2} \exp \left(K_3 \left(1 + \frac{1}{\varepsilon^2}\right) \Delta \right).$$

Hence, Lemma 4 holds for $t \in [0, \Delta]$.

Suppose that Lemma 4 is true for $t \in [(k+1)\Delta, (k+1)\Delta]$, for some $k \geq 1$. We shall show that the assertion holds for $t \in [(k+1)\Delta, (k+2)\Delta]$.

Since for any $t \in [(k+1)\Delta, (k+2)\Delta]$,

$$x^\varepsilon(t) = x^\varepsilon((k+1)\Delta) + \int_{(k+1)\Delta}^t [a(x^\varepsilon(u), x^\varepsilon(u-\delta^\varepsilon(u)), \xi^\varepsilon(u))$$

$$+ \frac{1}{\varepsilon} \int_{(k+1)\Delta}^u b(x^\varepsilon(u), x^\varepsilon(u-\delta^\varepsilon(u)), \xi^\varepsilon(u))] du$$

$$y^\varepsilon(t) = y^\varepsilon((k+1)\Delta) + \int_{(k+1)\Delta}^t [a(y^\varepsilon(u), y^\varepsilon(u-\delta^\varepsilon,u), \xi^\varepsilon(u))$$

$$+ \frac{1}{\varepsilon} \int_{(k+1)\Delta}^t b(y^\varepsilon(u), y^\varepsilon(u-\delta^\varepsilon,u), \xi^\varepsilon(u))] du.$$

By induction hypothesis,

$$E|x^\varepsilon((k+1)\Delta) - y^\varepsilon((k+1)\Delta)|^2 = O \left(\frac{\Delta}{\varepsilon^2}\right).$$

(4.9)

Performing the same kind of calculation as in (4.8), and taking (4.9) into account,

$$E|x^\varepsilon(t) - y^\varepsilon(t)|^2 = O \left(\frac{\Delta}{\varepsilon^2}\right)$$

for $t \in [(k+1)\Delta, (k+2)\Delta]$. (4.10)

Thus, by induction, for any $t \in [0, T]$, Lemma 4 is true. □

By virtue of the above lemma, to consider the weak convergence of $\{x^\varepsilon(\cdot)\}$, it suffices to study the weak convergence of $\{y^\varepsilon(\cdot)\}$. As a result, we come back to the situation discussed in section 4.1. The perturbed test function and martingale averaging techniques now can be applied.
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