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Abdract

We investigate a new class of software for knowledge discovery in databases (KDD), cdled
recommrender systems. Remmmender systems apply KDD-like techniques to the problem of making
product recommendations during a live customer interadion. These systems are achieving widespreal
success in E-Commerce today. We extend previously studied KDD models to incorporate customer
interadion so these models can be used to describe both traditional KDD and recommender systems.
Remmmender systems facethreekey challenges: produwcing high quality recommendations, performing
many recommendations per second for milli ons of customers and products, and achieving high coverage
in the faceof data sparsity. One successul recommender system techndogy is collabarative filtering,
which works by matching customer preferences to other customers in making recmmmendations.
Collaborative filtering has been shown to produce high quality recommendations, but the performance
degrades with the number of customers and products. New recommender system techndogies are nealed
that can quickly produwce high quality recommendations, even for very large-scde problems. For
example, traditional KDD tedhniques might be applied in the context of our model to address these
challenges. We have explored one techndogy cdled Snguar Value Decomposition (SVD) to reduce the
dimensiondlity of recommender system problems. We report an experiment where we use SVD on a
recommender system database, and use the relationship between customers in the reduced fador spaceto
generate predictions for prodwcts. We observe significant improvement in prediction quality as well as
better online performance and improved coverage. Our experience suggests that SVD has the potential to
mee many of the chall enges of recommender systems.

hundeds of thowsands of ddlars a vyea

(Bhattacharyya 1998 Ling et a. 1998. These

Knowledge discovery in databases (KDD).
The goal in the research community has been exadly
that: discover knowledge in the enormous databases
colleded by every modern corporation (Fayyad et al.
1996. The knowledge discovered has most often
been concept learning or clustering (Zytkow 1997).
Thoughthe reseach techniques are often subtle, their
application in business has two unsubtle goals. They
are to save money by discovering the potential for
efficiencies, or to make more money by discovering
ways to sell more prodwcts to customers. For
instance, companies are using KDD to discover
which produwcts sell well at which times of yea, so
they can manage their retail store inventory more
efficiently, potentially saving millions of dolars a
yea (Bracdhman et a. 1996. Other companies are
using KDD to discover which customers will be most
interested in a speda offer, reducing the costs of
dired mail or outbound telephore campaigns by

applicdions typicdly involve using KDD to discover
a new model, and having an analyst apply the model
to the application.

KDD has been succesully applied to many
aspeds of business data processng, including
inventory management, product planning,
manufaduring, and recommending produwcts to
customers. In most of these domains the benefit of
KDD is to save money by improving efficiencies.
For instance, in using KDD for prodict planning, the
models can be used to focus development effort on
produwcts that are more likely to be purchased by
consumers. Improving the focus of product
development reduces the expenses of creding
eventually unprofitable products, and shortens the
costly product development cycle. However, the
most dired benefit of KDD to busineses is
incressing sales of existing products by matching
customers to the products they will be most likely to
purchase. Since owr focus in this paper is on



recommender systems that have evolved on the Web
primarily in suppat of E-Commerce, we will focus
onthistype of KDD system.

KDD systems that are used to match
produwcts to customers we will cdl KDD marketing
systems. Figure 1 shows the flow of informationin a
typicd KDD marketing system, derived from a
general KDD flow diagram (Fayyad et al., 1996. In
the KDD system, data is brough together from
multi ple corporate databases into a warehouse. In the
warehouse the data is analyzed using data mining
todls, creaing models for human analysis. Human
anaysts view and manipuate the models on
workstations, credaing knowledge in the form of
understanding of the data by the humans, and refined
models in the system. The new knowledge and
refined models are used to modify the behavior of
existing marketing systems, or to implement new
marketing systems. Thaose marketing systems that
areinvolved in diredly interading with customers we
cdl touchpant systems.

Remmmender systems have evolved in the
extremely interadive environment of the Web. They
apply KDD techniques to the problem of helping
customers find which produwcts they would like to

liked in the past. The Web presents new oppatunities
for KDD, but chalenges KDD systems to perform
interadively.  While a customer is a the E-
Commerce site, the recommender system must lean
from the customer’s behavior, develop a model of
that behavior, and apply that model to recommend
products to the customer. Collabaorative filtering is
the most succesful recmmender system techndogy
to date, and is used in many of the most succes<ul
recommender systems on the Web, including those at
Amazon.com and CDnow.com.

The ealiest implementations of
collaborative filtering, in systems such as Tapestry
(Goldberg et al., 1992, relied on the opinions of
people from a close-knit community, such as an
office workgroup. However, collaborative filtering
for large communities canna depend on ead person
knowing the others. Several systems use dtatistica
techniques to provide persona recommendations of
documents by finding a group of other users, known
as neighbas that have a history of agreeng with the
target user. Usualy, neighbahoods are formed by
applying proximity measures such as the Peason
correlation between the opinions of the users. These
techniques are cdled nearest-neighba techniques.
Figure 2 depicts the neighbahood formation using a
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Figure 1: Our extension to the traditional KDD model.
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purchase a E-Commerce sites. For instance a
recommender system on Amazon.com
(www.amazon.com) suggests books to customers
based on other books the customers have told
Amazonthey like. Another recommender system on

CDnow (www.cdnow.com) helps customers chocse
CDs to purchase as gifts, based on other CDs the
redpient has

neaest-neighba technique in a very simple two
dimensional spaceof users. Notice that ead user’s
neighbahood is those other users who are most
similar to him, as identified by the proximity
measure. Neighbahoods need not be symmetric.
Eacdh user has the best neighbahoodfor him. Once a
neighbahood of users is found particular prodicts
can be evaluated by forming a weighted composite of
the neighbas’ opinions of that document.



Figure 2. Neighbahoodformation. Each neighbahoodis creded for asinde customer.

These datisticd approaches, known as
automated collabarativefiltering, typicdly rely upon
ratings as numericad expressons of user preference
Several ratings-based automated collaborative
filtering systems have been developed. The
GroupLens Reseach system (Resnick et al. 1994
provides an pseudonymous collaborative filtering
solution for Usenet news and movies. Ringo
(Shardanand et al. 1995 and Video Recommender
(Hill et al. 1995 are email and web systems that
generate recommendations on music and movies

filtering system, uses its database of ratings of
prodwts to form neighbachoods and make
recommendations. The Web server software displays
the recommended products to the user.

In traditional KDD systems the interface
between the KDD system and the customer
touchpant is mediated by an analyst. The algorithms
used in KDD develop as their output high-level data
structures, such as Bayesian networks, classfier
functions, rules bases, or data clusters (Hedkerman,
1996 Cheeseman, 1990 Agarwal et a., 1993
Fayyad et a., 1996. Typicdly the mode is
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Figure 3. GrouplLens Reseach architedure
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respedively. Here we present the schematic diagram
of the architedure of the GroupLens Reseach
collaborative filtering engine in figure 3. The user
interads with a Web interface The Web server
software communicaes with the recommender
system to choase products to suggest to the user. The
recommender system, in this case a collaborative

expensive to build, but rapid to exeaute, so it is
recomputed only after sufficient changes have
ocaurred in the database.  (Ongdng work is
developing incremental KDD algorithms, but these
are currently rare in pradice) The model, once
produwced, is high-level, powerful, and abstrad, so its



interfaceto the touchpant software is mediated by a
human.

Remmmender systems use very different
interfaces, typicdly clustered into an API that can be
used diredly by the touchpant software. The most
common API cdlsare:

1. Remmmend. Given a customer,
recommend a list of products that
customer will beinterested in.

2. Predict. Givenacustomer, andalist
of potential products, predict which
of those products the customer will
be interested in. The inpu list of
produwcts is the difference between
reoommend and predict. The list
might have been prodwced as the
result of a customer seach, for
instance

3. Rate. Express an opinion of a
customer about a product.

4. Find neighbas. Return alist of the
neaest neighbas of a customer, for
community applicaions, such as
chat groups.

Recommender system APIs are simpler,
concrete, and efficient, so they cen be diredly
implemented in the touchpant software.

The largest Web sites operate at a scde that
streses the dired implementation of collaborative
filtering. Model-based techniques, such as those
developed by KDD reseachers, have the potentia to
contribute to recommender systems that can operate
at the scde of these sites. However, these techniques
must be adapted to the red-time needs of the Web,
and they must be tested in redistic problems derived
from Web accesspatterns. We are currently running
MovieLens Web site, a recommender system
reseach Web site. This site provides an excdlent
test-bed for recommender system algorithms, since
we have a large repository of historicd usage data,
and a large community of continuing users. We are
using MovielLens to test new recommender system
agorithms and user interfaces. The present paper
describes our experimental results in applying a
model-based tedhnique, Latent Semantic Indexing
(LS, that uses a dimensionality reduction technique,
Singdar Vaue Dewmmposition (SVD), to our
recommender system.

Relationship of Recommender
Systems to other KDD Systems

There are several types of KDD systems that
sean at first sight to have very similar goals to
recmmender systems, but that are adually quite
different in pradice This sedion briefly discusses
these systems, and explains their relationship to
recommender systems.

Online Analytic Processng (OLAP) systems
enable the analyst to look at the database in diff erent
crosssedions whil e the database is online. OLAP is
most often applied to systems that enable rapid
analysis of multidimensional databases. These
systems do nat automaticdly build models, but asgst
analysts in exploring possble models (Uthurusamy
1996.

Online KDD systems refer to KDD systems
that enable the analyst to interadively participate in
the credion of the model. For instance, one such
system develops asociation rules in conjunction with
the analyst (Aggarwal, Su, and Yue 1998. These
systems have online interadion with the analyst, but
the analyst till must take the resulting model and
separately integrate it with the touchpant software.

Interactive mining has been used to refer to
using “human inspedion and guidance at
intermediate stages’ of the data mining process
(Zytkow 1997). These systems are closely related to
online KDD systems, but do not require that the
inspedion and guidance be interadive.

Contributions
The contributions of this paper are:

1. A model for KDD that includes bath
traditionad KDD and emerging
recommender systems.

2. An explanation of how model-based
techndogies, such as thase used in
KDD can fit into recommender
systems.

3. The details of how one model-based
techndogy, LSI/SVD, was applied
in arecommender systems.

4. The results of our experiments with
LSI/SVD on owr MovieLens test-
bed.

Other than the introduction and conclusion,
the bodyof the paper islaid out in two sedions:



1. How we appy LSI/SVD to
Recommender Systems.

2. Our experimental test-bed, design,
and results.

Applying SvD for Collaborative
Filteringin Recommender Sysems

Background

Most remmmender systems based on
collaborative filtering have used the weighted
average of nearest neighbas method, using Peason
correlation as a measure of proximity (Shardanand et
al. 1995 Resnick et a. 1994. These systems have
been successul in several domains, but the algorithm
is not well suited to large, sparse ratings databases
(Billsus et a. 1998 Peason neighba agorithms
reguire computation that grows with both the number
of customers and the number of products.
Furthermore, by relying upon exad matches, the
agorithms may saaifice recommender system
coverage and acaracy. In particular, since the
correlation coefficient is only defined between
customers who have rated at least two products in
common, many pars of customers have no
correlation at al. In pradice many commercial
recommender systems are used to evaluate large
produwct sets (e.g., Amazon.com recommends books
and CDnow recommends music albums). In these
systems, even adive customers may have rated well
under 1% of the products (1% of 2 milli on books is
20,000 books-a large set on which to have an
opinion). Accordingy, Peason neaest neighba
agorithms may be unable to make many product
recommendations for a particular user. This problem
is known as reduced coverage, and is due to sparse
ratings of neighbas. Furthermore, the acaracgy of
recommendations may be poa becaise fairly little
ratings data can be included. An example of a missd
oppatunity for quality is the loss of neighba
trangitivity.  If customers Pete and Sue correlate
highly, and Sue also correlates highly with Paul, it is
nat necessarily true that Pete and Paul will correlate.
They may have too few ratings in common or may
even show a negative correlation due to a small
number of unuwsual ratingsin common.

The wedkness of Peason neaest neighba
for large, sparse databases led us to explore
aternative remmmender system algorithms.  Our
first approach attempted to bridge the sparsity by
incorporating semi-intelli gent filtering agents into the
system (Sarwar et a. 1998. These agents evaluated

and rated eadh prodwct, using syntadic feaures. By
providing a dense ratings set, they helped aleviate
coverage problems. Quality aso improved as we
programmed agents to look for feaures that matched
some customer tastes. The filtering agent solution,
however, did not addressthe fundamental problem of
poa relationships among like-minded but sparse-
rating customers.

This paper refleds our second effort to
address sparsity problems. We recognized that the
KDD reseach community had extensive experience
leaning from sparse databases. After reviewing
several KDD techniques, we dedded to try applying
Latent Semantic Indexing (LSI) to reduce the
dimensiondlity of our customer-product ratings
matrix.

LSl is a dimensionality reduction technique
that has been widely used in information retrieval
(IR) to solve the problems of synonymy and polysemy
(Deawester et a. 1990. Given a term-document-
frequency matrix, LSl is used to construct two
matrices of reduced dimensiondlity. In essence, these
matrices represent latent attributes of terms, as
refleded by their occurrence in documents, and of
documents, as refleded by the terms that occur
within them. IR reseachers often use reduction to
dimension 2 or 3 to alow the spaceto be explored
graphicdly. In the new 2 or 3 dimension space
related terms and documents appea closer together.

LSl maps nicdy into the collaborative
filtering recommender algorithm chalenge. We are
trying to cepture the relationships among pairs of
customers based on ratings of produwcts. By reducing
the dimensionality of the product space we can
increase density and thereby find more ratings.
Intuitively, this is analogots to "discovering" that a
wide set of produwts are treaded similarly by
customers (e.g., customers tend to like or didike
100 recycled office suppies); by recogrizing this
similarity, we can find agreement among customers
who may have no singe product in common (e.g.,
one may have rated recgycled letter-sized pads and
ancther may have rated recycled memo pads).

LSl, which uses singuar vaue
decompasition as its underlying matrix fadorizaion
agorithm, seemed particularly promising. Berry et
a. (19995 pont out that the reduced orthogoral
dimensions resulting from SVD are less noisy than
the original data and cgpture the latent assciations
between the terms and documents. Earlier work
(Billsus et al. 1998 took advantage of this semantic
property to reduce the dimensiondity of fedure
space The reduced feaure spacewas used to train a
neural network to generate predictions. We dedded



to buld a LSI-based personal recommender
agorithm that uses SVD to reduce dimensionality
and then computes the inner product of the reduced
matrices to generate predictions. The rest of this
sedion presents the construction of an SVD-based
reoommender agorithm; the following sedion
describes our experimental setup, evaluation metrics,
and results.

Singular Value Decomposition (SVD)

It is a well-known matrix fadorizaion
technique that fadors an m x n matrix R into three
matrices asthefollowingg R=U [S[V'

Where, U and V are two orthogoral matrices
of sizesm xr and n x r respedively; r is the rank of
the matrix R. Sis a diagoral matrix of sizer xr
having al singuar values of matrix R as its diagoral
entries. All the entries of matrix S are positive and
stored in deaeasing order of their magnitude. The
matrices obtained by performing SVD are
particularly useful for our applicaion because of the
foll owing property:

SVD provides the best lower rank
approximations of the origina matrix R, in terms of
Euclidean norm. More spedficdly, it is possble to
reduce the r xr matrix S to have only k largest
diagordl values to obtain a matrix S, k < r. If the
matrices U and V are reduced acardingly, then the
reoonstructed matrix R, = U,.S.V’ is the closest
rank-k matrix to R. In other words, R, minimizes the
norm ||R- Ry|| over all rank-k matrices.

The optimal choice of the value k is criticd
to high-quality prediction generation. We are
interested in a value of k that is large enough to
cgpture all the important structures in the matrix yet
small  enough to avoid overfitting errors.
Unfortunately, finding an exad value of such k is till
an open problem. We experimentally find a good
value of k by trying several diff erent values.

Computing Recommendation Scores
from a Customer-Product Ratings
Matrix.

SVD canna be used to fador a sparse
matrix.  Accordingy, withou adding additional
infformation, we must fill our customer-product
ratings matrix. We tried two different approaches to
fill-in the missng values. using the average ratings
for a customer and using the average ratings for a
product. We foundthe product average produce athe

better result. We also considered two normalization
techniques. conwversion of ratings to z-scores and
subtradion of customer average from ead rating.
We found the latter approach to provide better
results. Filli ng and normali zation are not used in the
pubished Peasor/neaest neighba algorithms, so we
did not use them in our comparison system.

Given an implementation of SVD and a
filled, normalized matrix, we fador the filled,
normalized matrix; Then, the remaining step is the
generation of a recommendation based on the
fadored matrices. Based on the LS| agorithm
described in (Deawester et al. 1990, we:

. reduce the matrix Sto dimensionk

. compute the sguare-root of the
reduced matrix S, to obtain SM2

. compute two resultant matrices:
Uks(]JZ and S(ﬂzvk,

These resultant matrices can now be used to
compute the recommendation score for any customer
¢ and product p. Recdl that the dimension of U,SM?
is m x k and the dimension of S*?V,” isk xn. To
compute the recommendation score, we compute the
dot prodwct of the c" row of USY and the p"
column of S¥2V,’.

Experiments

Experimental Platform

We used data from our MovieLens
recommender system to evaluate the eff ediveness of
owr LSl-based recommendation  algorithm.
MovieLens (www.movielensumn.edu) is a web-
based reseach recommender system that debuted in
Fal 1997 Eadc week hundeds of users visit
Movielens to rate and recave recommendations for
movies. The site now has over 8000 users who have
expressed opinions on 2500different movies.

We randamly seleded enough users to
obtain 100,000 ratings from the database (we only
considered users that had rated twenty or more
movies). We divided the ratings into an 80,000
rating training set and a 20,000-rating test set. The

1 In addition to MovieLens users, the system includes over
two million ratings from more than 45,000 EachMovie
users. The EachMovie data is based on a static colledion
made available for reseach by Digita Equipment
Corporation's Systems Reseach Center.



training data was converted into a user-movie matrix
R that had 943 rows (i.e.,, 943 users) and 1682
columns (i.e., 1682movies that were rated by at least
ore of the users). Ead entry r;; represented the
rating (from 1 to 5) of thei™ user onthe j™ movie.

We aso entered the 80,000 training ratings
into DBLens, a collaborative filtering
recommendation engine that employs the Peason
neaest neighba agorithm. DBLens is a flexible
recommendation engine that implements
collaborative filtering algorithms in a commercial
SQL database. We configured DBLens to use the
best pulished Peason neaest neighba agorithm
and corfigured it to deliver the highest quality
without concern for performance (i.e., it considered
every possble neighba to form  optima
neighbahood).

For ead of the 20,000 ratings in the test
data set, we requested a reacommendation score from
DBLens and computed a recommendation score from
the matrices U, SM? and S*?V, .

Evaluation Metrics

Reocommender systems reseach has used
threetypes of measures for evaluating the success of
aremmmender system.

Coverage metrics evaluate the number of
prodwcts for which the system coud provide
recommendations. Overall coverage is computed as
the percentage of customer-product pairs for which a
recommendation can be made. In controlled dataset
experiments, acommonly used coverage metric is the
percentage of test-set ratings for which a
recommendation could be made.

Satistical accuracy metrics evaluate the
acaracy of a system by comparing the numerica
recommendation scores against the adtual customer
ratings for the customer-product pairs in the test
dataset. Mean Absolute Error (MAE), Root Mean
Squared Error (RMSE) and Correlation between
ratings and predictions are widely used metrics. Our
experience has shown that these metrics typicaly
tradk ead other closely. We therefore report MAE
becaise it is most commonly used and easiest to
interpret diredly.

Dedsion suppat accuracy metrics evaluate
how effedive a prediction engineis at helping a user
seled high-qudity products from the set of all
prodicts. These metrics asaume the recommendation
process as a binary operation—either produwcts are
reoommended (good or not (bad). With this
observation, whether a prodwt has a

recommendation score of 1.5 or 2.5 on a five-point
scde is irrelevant if the customer only choaoses to
consider recommendations of 4 or higher. The most
commonly used dedsion suppat acaracy metrics
are reversa rate, weighted errors and ROC
sengitivity. Reversal rate is the frequency with which
the system makes remmmendations that are
extremely wrong e.g., off by 3 points or more on a
five-point scde. Weighted error measures give extra
weight to large errors that occur when the customer
has a strong opinion abou a product. For example,
these may doulde the weight of errors when the
customer adually considers the product to be atop (5
out of 5) or bottom (1 out of 5) product. ROC
sengitivity is a measure of the diagnastic power of a
filtering system. Operationdlly, it is the area under
the recever operating charaderistic (ROC) curve—a
curve that plots the sensitivity and spedficity of the
test (Le et a. 1999. Sensitivity is the probability of
arandamly seleded good product being accepted by
the filter. Spedficity is the probability of a randomly
seleded bad product being rejeded by the filter. The
ROC curve plots sensitivity (from 0 to 1) and 1 —
spedficity (from O to 1), obtaining a set of points by
varying the recommendation score threshad abowve
which the product is acceted. The area under the
curve increases as the filter is able to retain more
goodproducts while acceting fewer bad ones. ROC
sensitivity ranges from 0 to 1 where 1 is perfed. A
randam filter is expeded to accept half of the good
products and half of the bad ones and hence provides
an ROC sensitivity of 0.5.

We used ROC sensitivity as our dedsion
suppat acaracy measure. To use ROC sensitivity as
a metric, we must determine which movies are
“good andwhich are “bad.” A movieratingof 4 or 5
is deamed to be agoodmovie for that user (signd); a
rating of 1, 2, or 3 is deamed to be a bad movie for
that user (noise). The ROC sensitivity measure
therefore is an indication of how effedively the
system can stea people towards movies that they will
rate highly.

Experimental Steps

Eacdh entry in our data matrix R represents a
rating on a 1-5 scde, except that in cases where the
user i didn't rate movie j the entry r;; is null. We then
performed the foll owing experimental steps.

» Compute the average ratings for ead user; we
perform this step by computing the row-average
r; of nonnull matrix entries.



Compute the average ratings for eady movie; we
perform this step by computing the column-
average ¢; of nortnull matrix entries.

Fill the null entries in the matrix by repladng
ead nul entry with the column average for the
correspondng column.

Normalize al entries in the matrix by repladng
ead entry r;; with (ri; - r; ). Note that the saved
user average considers only adual ratings, not
fill ed ratings, so the row means may not be zero.

Load the 80,000training set ratings into DBLens
and request recommendation scores on ead of
the 20,000test set ratings.

Compare the original customer ratings with the
obtained recommendation scores from the SVD
system. Compute MAE and ROC-sensitivity of
the results. Compute MAE and ROC values for
the DBLens remmmendation scores and
compare the two sets of results.

Any improvement in results was chedked for
statisticd significance. We used the SPSS

Dataset 1 Data set 2
Dimension, k | ROC sensitivity | MAE ROC sensitivity | MAE
2 0.76754 074875 076418 076028
5 0.77456 073957 Q77725* 0.75178*
10 077573 0.73821* 0.77816* 0.75035*
15 077647* 0.73801* 0.77835* 0.75001*
18 Q77669* 0.73747* 0.77892* 0.74923*
19 077657* 0.73793* 0.77898* 0.74902*
20 Q77660* 0.73788* 0.77895* 0.74919*
50 077410 074069 077458* 0.75422*
100 Q76562 075066 077071* 0.75995*
DBLens 0.77413 074041 075739 077897
Results
Table 1: Experiment results, expressed as ROC sensitivity and MAE. (* = statistically significant)

MATLAB was used to compute the SVD of the
filled and normalized matrix R, prodwing the
three comporent matrices of equation (1). We
cdl them U, S and V' acordingy. S is the
matrix that contains the singuar values of matrix
R sorted in deaeasing order.

Perform the dimensiondlity reduction step by
retaining only k largest singuar vaues and
repladng the rest of the diagoral entries (i.e.,
fromk+1tor) with 0.

We computed the sguare root of the reduced
matrix and computed the matrices U,SY? and
SY\/\ as mentioned above.

Multiply the matrices U SY?and SYV
prodwing a 943 x 1682matrix. Since the inner
product of a row from U,SM? and a column from
SY2V, gives us a recommendation score, this
resultant matrix P holds the recommendation
score for ead user-movie pair i,j in Pj. De-
normalize the matrix entries by adding the user
average bad into ead recommendation score.

statisticd padkage to perform a Wil coxon test to
as®ss the significance on MAE results using a
95% confidence level. Statisticd significance
asesgnent for ROC sensitivity was also dore at
the 95% corfidence level. Since we computed
the areaunder the ROC curve as our metric, we
compared two such results by finding the values
of control point (Le et a. 1995 on the ROC
curve and then using the data to generate the
significancetest.

We repeaed the entire process for k =
2,3,5,10,15,18,20,50 and 100, and for two sets of
data.

Results and Discussion

Table 1 shows our experimenta results for
two different data sets. The data sets were obtained
from the same sample of 100,000 data, by randomly
seleding two different trial and test data sets. The
rows of the table represent a test result for a
particular number of dimensions, k, for these two
data sets. The last row (itaicized entries) shows the
results from our DBLens experiments on the same
sets of data. The asterisks “*” in the table indicate



which results were statisticdly significantly different
from the DBLens results. We observe that the
quality of prediction incresses when the reduced
SVD feaure space contains more dimensions as
evident by the incresse of ROC sensitivity and
deaease of MAE vaues with increasing k for k = 2,
5,10, 15and 18. Thisincreasing trend of quality with
k suggests that the higher the number of dimensions,
the better is SVD in cegpturing underlying
relationships. However, when k > 18, we observe a
deaease in quality as measured by both ROC and
MAE.

Figure 4 charts the change in MAE and
ROC for increasing values of k.. In case of data set
1, we seethat the ROC value is highest for k=18. In
cese of data set 2, the same occurs at k=19. We
interpret the deaease in quality when k is increased
beyond its optimal level to reflea overfitting the
model to unimportant and noisy data.

Condudgons

Singdar Value Deoompostion (SVD) is
effedive in providing high quality recommendations
for recommender systems. The SVD approach we
studied is a straightforward applicaion of SVD to
reduce the dimension of the ratings matrix from a
collaborative filtering system. This tednique
produwes higher quality recommendations than the
best pubished collaborative filtering agorithms.
Furthermore, once the SVD has been computed, the
resulting model provides fast online performance,
requiring just a few simple arithmetic operations for
eadh recommendation. Computing the SVD is
expensive. If the same quality can be achieved with
incremental  SVD agorithms, even the model
computation could be dore online. There are many
other ways in which SVD coud be applied to
recommender systems problems, including using
SVD for neighbahood seledion, or using SVD to
crede low-dimensional visualizations of the ratings

ROC and MAE plots for Data set 1 —ROC
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Figure 4. Experimental results by number of dimensions

We then compared the results from our SVD
algorithm against DBLens. Table 1 shows that SVD
outperformed the Peason nearest neighba algorithm
whenever the value of k was anywhere close to
optimal. We find this encouraging, since it suggests
that the value of the SVD implementation is not
dependent onfinding a perfedly optimal value of k.

Overall the results are encouraging for the
use of SVD in collaborative filtering recommender
systems. The SVD dgorithms fit well with the
collaborative filtering data, and they result in good
quality recommendations.

space Theseremain as future work.

This projed shows that KDD and
recoommender systems are closely related, as we
hypahesized in the introduction. The two systems
originated to serve different businesspurposes. KDD
originated to enable business analysts to seach for
meaning in large corporate databases. Recommender
systems evolved to enable Web stes to respond
interadively to customers with recommendations of
prodwcts to purchase.  However, the resulting
techndogies are similar. It is likely that we can
cortinue to lean from ead other.
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