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Abstract

Vietnam has risen to become one of the fastest-growing economies in the world, yet the path to sustainable long-run economic growth remains elusive. This goal is further complicated by concerns about inequity and the recent global pandemic. In this dissertation, I tackle three important issues related to the quest for sustainable economic growth in Vietnam. I first examine whether expanding access to higher education has any impact on productivity at the worker level and firm level. I found that exposed workers are more likely to work in the service sector and, thus, the productivity of service firms rises in the long run. Second, I examine whether extending the maternity leave requirement has any implications on women’s decisions to work in the formal sector. My findings indicate that women are more likely to move from informal work into formal jobs when the government extends the required maternity leave length from four months to six months. Third, I propose a new method to understand the impacts of the global pandemic on food security in Vietnam at a granular level.
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Chapter 1

Introduction

Vietnam has gathered significant attention from policymakers and researchers around the world for its miraculous economic growth since the late 1980s. The economic transformation came from a series of agricultural policies and trade liberalization agreements known as *Doi Moi*, after which Vietnam became one of the top rice exporters in the world (Glewwe, 2004).

*Doi Moi* has ushered Vietnam into a new era. During the period between 2000 and 2020, the country experienced substantial changes to its economy, in terms of productivity, sectoral composition, and trade patterns. More importantly, Vietnam was able to achieve a burst in economic growth, fueled by rapid structural transformation and rising exports. Yet as the country enjoyed considerable improvements in both household livelihoods and the business environment, it faces very different challenges than those at the beginning of its development journey. In this dissertation, I study three broad challenges facing the country:

- One of the most important and pressing issues facing this young and promising economy is how to sustain the economic growth that it has enjoyed over the last two decades. Indeed, most of the recent economic growth in Vietnam can be attributed to structural transformation, as workers moved out of agriculture and into the manufacturing and service sectors (McCaig and Pavcnik, 2013), which, in turn, has been driven by exports and trade liberalization (McCaig and Pavcnik, 2013; Tarp, 2017; Liu et al., 2020; and Rand and Tarp, 2020).
2018; Asghar and McCaig, 2023). While economic growth based on exports and structural transformation can be substantial and rapid, it cannot be sustained in the long run without long-run investment in physical and human capital or state capacity (McMillan et al., 2017).

- Part of the quest for sustainable growth also involves policies that promote socioeconomic equality such as lowering the gender gap in employment and wages. In Vietnam and other developing countries, women are often employed in the informal sector, in which they are not protected by labor regulations nor guaranteed any labor rights such as maternity leave. Thus, the government is faced with two closely-related problems: how to lower the gender gap in the labor market and how to ensure that women receive protections for their labor rights.

- The COVID-19 global pandemic also brought several unprecedented challenges, including the aftermath of mandatory lockdowns and school closures. While these public health policies were deemed necessary to protect the health of millions of people, they also come with potentially significant trade-offs such as food insecurity and learning losses. A critical question for policymakers is, thus, how to target vulnerable households that might be substantially affected by these public health orders not only during the pandemic but also in future disasters.

To address the first question about sustainable growth, I examine in Chapter 2 a national policy to expand the network of universities in Vietnam during the period between 2006 and 2013, and its implications for economic development at the subnational level. Such a policy aims to expand access to higher education in provinces that did not previously have a university. This national expansion of higher education is an important effort to raise the human capital to achieve sustainable economic growth in the long run. Theoretically, an increase in access to higher education can affect growth through two channels. First, it can induce further structural transformation, as educated workers move into the manufacturing and service sectors instead of the agricultural sector. Second, higher human capital can speed up innovation or technological adoption either of which can lead to higher productivity in the long run. However, there are also substantial concerns that a hasty expansion of higher education can produce low-quality education and such long-term benefits may not materialize in reality.
In other words, whether the expansion policy leads to structural transformation and enhances productivity is ultimately an empirical question.

To answer this question, I assembled a new dataset on the timing and location of all university openings in Vietnam and combined it with the Labor Force Survey and the Enterprise Census data. Because new universities were established in different locations at different times, I applied a staggered timing difference-in-differences research design to identify the effects of this exposure on labor market outcomes such as employment in the manufacturing and service sectors. Using the same design, I look at the effects on firm-level outcomes such as total factor productivity and labor productivity.

In Chapter 3, I turn to the relationship between labor rights and the gender gap in formal employment. To answer this question, I examine the 2012 Amendment to the Vietnam Labor Law, which raises the required maternity leave from four months to six months. Since this requirement is not enforceable in the informal sector, the law represents an increase in the benefits of the formal sector, and thus, creates an incentive to switch specifically for women at the childbearing age. Given that the extension would mainly affect women at the childbearing age but not older, I apply a difference-in-differences approach comparing women across different age groups as well as across different expected birth rates to estimate the effects on choice of work.

In Chapter 4, I develop a two-step framework to help policymakers target vulnerable households during the pandemic and future natural disasters. Natural disasters and the pandemic threaten vulnerable households because household members are forced to stay at home and thus cannot generate the usual income that allows them to purchase food, raising concerns about food insecurity during hardships. The first step involves using existing household data to examine the relationship between household income and food insecurity using a shift-share instrumental variable (IV) approach. I then combine the estimate from the first step and external source on income shocks at the macro level to food insecurity shocks at a granular level. I apply this approach to predict food insecurity shocks caused by the pandemic at the district level.
Chapter 2

Higher Education Expansion, Labor Market, and Firm Productivity

2.1 Introduction

Over the last two decades, the demand for higher education in developing countries has risen rapidly; enrollment rates in both low and lower middle income countries have more than doubled since the early 2000s. Policymakers in these countries are thus faced with a decision of whether to expand access to higher education. On one hand, higher education can be an important contributor to economic growth. It can speed up an economy’s structural transformation by allowing workers to move into skill-intensive sectors. It can also raise firm-level productivity by inducing firms to employ skill-complementarity technology or capital.\(^1\) On the other hand, there is skepticism towards the value and quality of higher education in developing countries, raising concerns about efforts to expand access to higher education instead of focusing on basic education (Hanushek, 2016). Yet there is very little empirical evidence on how higher education affects low and middle income countries given these concerns, especially at the sub-national level.

\(^1\)An increase in skilled labor can either induce skill-biased technological change (Acemoglu, 1998; Beaudry et al., 2010) or an increase in skill-complementarity capital, which also raises productivity (Lewis, 2013; Khanna, 2023).
We study the effects of higher education on workers and firms by examining a national expansion of higher education in Vietnam caused by Decree 121/2007/QD-TTg. This policy led to the establishment of over 100 new universities between 2006 and 2013; the share of young adults with a college education tripled between 2004 and 2018 (see Figure 2.1). Studying such a policy would provide valuable lessons not only to Vietnamese policymakers but also those in other fast-growing low and middle income countries, such as Bangladesh, India, Ghana, and Cambodia. These economies, including Vietnam, have experienced rapid growth due to export-led industrialization as workers move from less productive to more productive sectors. Expanding access to higher education is a potential policy to unlock sustainable growth as it induces firms to upgrade their production technology, raising their productivity.

Figure 2.1: Number of Universities and Share of Adults Completing College Education

Note: Figure (a) shows the number of universities by year. Figure (b) shows the share of adults between age 22-55 who completed college education.

Source: Number of universities were collected by the authors from official approval documents. College completion rate data comes from from the Vietnam Household Living Standard Survey for 2004-2018.

To assess this policy shock, we collect a new dataset on the timing and locations of all university openings in Vietnam\(^2\) and combine it with labor force survey and firm census data. In the first part of the paper, we estimate the effects on individual workers using

\(^2\) All public and private university openings require official approvals from the government, which are publicly available and contain information about the location and timing of university openings. We hand-entered these information for all universities established in Vietnam since 1975.
a staggered difference-in-differences (DiD) model that compares outcomes across birth cohorts and provinces using the data from the Labor Force Survey (LFS). Being exposed to a new university at college-going age increases the probability of completing college by 57% and the average monthly wage by 8.6%. Our results are robust when combining the two-way fixed effects model with propensity score matching and to accounting for differential linear trends across the treatment and control groups.

We further show that migration does not explain our results, nor does the expansion trigger any migration response across provinces. The effects across most outcomes are concentrated among female workers, especially for the average monthly wage. Using a change-in-changes (CiC) model, we document substantial treatment effect heterogeneity on wage; the treatment effects are particularly high at the bottom of the wage distribution, where the share of college-educated workers is very low. This result implies that our results are also driven by substantial general equilibrium effects, complicating any attempt to evaluate the returns to higher education. More importantly, we find that being exposed to the expansion lowers employment in less productive sectors and increases employment in more productive sectors, i.e., higher-paid occupations and more skill-intensive industries. Such results imply that the expansion helps speed up the structural transformation process, contributing to productivity growth.

In the second part of the paper, we explore the effects on firms through changes in the local labor market. Using a canonical model of skill differentials with different age cohorts (Card and Lemieux, 2001) and endogenous technological adoption (Acemoglu, 1998; Blundell et al., 2022; Carneiro et al., 2023), we first show that an increase in the supply of college-educated workers would decrease the college wage premium. In the long run, as there are more college-educated workers, the marginal product of educated-workers under skill-biased technology also rises, inducing firms to switch to more productive technology (Acemoglu, 2007; Carneiro et al., 2023).

Using a staggered timing DiD, we find that the expansion increases the relative supply of college-educated workers among the younger cohort, but reduces the college wage premium for both age groups. Using the theoretical model, we back out the relevant elasticities of substitution across age and educational levels. The inferred elasticity of substitution between college and non-college workers is about 2.12, which is consistent with the empirical literature in the US (Acemoglu and Autor, 2011). Surprisingly, we
find that the expansion raises non-college wages in both the short run and the long run.

Applying the same empirical strategy on firm-level data from the Vietnam Enterprise Census (VEC), we observe that firms experience an increase in productivity, measured by both total factor productivity (TFP)\(^3\) and labor productivity, but only in the long run. We also show that firms reduce capital intensity in response to the expansion, implying a shift in production techniques as the number of college-educated workers grows.

Lastly, we use Khanna (2023)’s model to recover the partial equilibrium returns to higher education once we account for the general equilibrium effects on college and non-college workers in both cohorts. We show that college completion has a very high returns for those who live in a province without any college at all. These results highlight the value of higher education in a developing country.

Our findings contribute to three important bodies of literature. First, higher education as an important driver of economic growth has mainly been studied in developed countries. An increase in college-educated workers can affect economic growth through the R&D market or productivity spillover.\(^4\) A relatively recent literature established the importance of colleges in developed countries such as the United States and Norway, as they drive local educational attainment (Russell et al., 2022), innovation (Hausman, 2020; Andrews, 2020), technological adoption (Carneiro et al., 2023; Blundell et al., 2022), consumption (Liu and Yang, 2021), and agglomeration (Liu, 2015). In developing countries, the generalizability of these effects are often questioned given the concerns about low quality of higher education (Hanushek, 2016) and lacks of incentive for innovative activities (e.g., strong intellectual property rights protection) (Acemoglu et al., 2006; Vandenbussche et al., 2006). Our findings suggest that higher education can still play an instrumental role in developing countries by shaping structural transformation and firms' productivity growth.

Second, we contribute to the literature on the economic impacts of providing access to education in developing countries (e.g., Duflo, 2001; Akresh et al., 2018; Khanna,

---

\(^3\)We estimate production functions using Ackerberg et al. (2015)’s approach to obtain TFP.

\(^4\)See, e.g., Acemoglu (1998); Moretti (2004a,b); Vandenbussche et al. (2006).
which often overlooks post-secondary education. A number of studies exploring the effects of a higher education expansion in China in 1999 on labor market outcomes, firm productivity (Che and Zhang, 2018), and technological adoption (Feng and Xia, 2022). Unlike the expansion in Vietnam, which established new universities, the expansion in China raised the college admission quotas (Li et al., 2017), which also raised college enrollment and attainment. The key difference between our study and these studies is that we can exploit the variation in locations and timing of new universities, while other studies rely on enrollment rates or indirect measures of exposure such as rural/urban status which may proxy for many factors. Our approach allows us to directly capture the effect of expanding access to higher education. We also provide an estimate for spillover effects of higher education, which is rarely studied in developing countries.

Furthermore, we know very little about how firms in developing countries adjust their capital and production technology in response to an educational policy. While there is a large literature on the pivotal role of human capital in technological change and economic development at the country level, only a small number of studies examine firm-level responses to an increase of educated workers (e.g., Che and Zhang, 2018; Feng and Xia, 2022; Khanna, 2023). We provide further firm-level evidence on how firms can adjust along different dimensions such as capital (Lewis, 2013), production technology (Acemoglu, 1998; Clemens et al., 2018; Carneiro et al., 2023), and output mix (Dustmann and Glitz, 2015).

The rest of the paper is organized as follows. In Section 3.2 and 2.3, we briefly describe about the national expansion of higher education and the data sources that we use. In Section 2.4, we discuss the empirical strategy to evaluate the effects of individual exposure to the expansion and the results from our estimations. In Section

---

5 This literature includes a small but growing literature on education in Vietnam. Dang and Glewwe (2018) and Dang et al. (2021) explore Vietnam’s exceptional performance in basic education relative to its past and other countries. Phan and Coxhead (2013) examine the economic forces behind changes in returns to schooling. Coxhead and Shrestha (2017) study how foreign direct investment affects schooling decisions. Several studies examine the overall changes in returns to schooling in Vietnam (e.g., Patrinos et al., 2018; Doan et al., 2018; McGuinness et al., 2021).

6 A related literature studies whether the value of higher education in developing countries is due to human capital or signaling (Arteaga, 2018; Barrera-Osorio and Bayona-Rodríguez, 2019).

7 See, e.g., Li et al. (2014, 2017); Xing et al. (2018); Huang et al. (2022).

8 See Valero (2021) for an extensive review.
2.5, we present a capital-skill complementarity model to understand how the expansion may affect firms through the labor market. We then discuss how we evaluate the effects on these outcomes and the results from our estimations. We discuss the implications and shortcomings of our study in Section 2.7.

2.2 Background of the Higher Education Expansion

The Decree 121/2007, signed by the Prime Minister Nguyen Tan Dung, laid out the overall plan of the government to expand the network of higher education institutions across the country during the 2006-2020 period. As a result of this plan, the number of universities in Vietnam went from 150 in 2005 to over 250 in 2014 (see Figure 2.1). In 2013, the government announced that it had already reached the number of universities planned for this period, so no new universities were established after that (with a few exceptions). See Parajuli et al. (2020) and Vu and Nguyen (2018) for overviews of this policy.

Universities are also distributed unevenly across 63 provinces of Vietnam, as shown in Figure 2.2. Ho Chi Minh City, Hanoi, and Hue were the three "centers" before the expansion, with more than 6 universities in each city/province. After the expansion, other provinces also saw an increase in the number of universities, such as Thai Nguyen and Nghe An in the North and Binh Duong and Dong Nai in the South. Many provinces had the first university open during this period.

To understand the impacts of these new universities, we collect data on all universities (including existing universities) from official documents of the government. Both public and private universities were established during this expansion. While public universities were typically “upgraded” from two-year colleges, private universities were usually newly established rather than upgraded. Public universities are established by officials at the province level. However, both types of universities have to justify to the government that they have enough staff, faculty, infrastructure, and land to operate a university.

New universities tend to be opened in provinces with a large proportion of workers in skill-intensive sectors. We present in Table 2.1 provincial characteristics (before treatment) for three groups of provinces: those that never had any university during
our study period (our control group), those that opened a university for the first time (our treatment group), and provinces that already have a university, i.e., the "already-treated" group. The treatment group has a smaller share of agricultural workers and larger shares of workers in the manufacturing and service sectors. It is also unsurprising to see that the treatment group has a lower poverty rate than the control group. Besides these characteristics, the treatment and the control groups are relative similar in terms of other economic indicators such as employment rate, self-employment rate, and firm-level performances such as total factor productivity, labor productivity, and capital-labor ratio.
Figure 2.2: Number of Universities by Provinces in 2005 and 2014

Note: The graph shows the number of universities in each province in 2005 and 2015.

It is worth pointing out that the already-treated provinces are substantially different from the control group. The adult population tends to have better education, which is expected given that there are already existing universities. These provinces also have lower percentage of self-employment, higher share of employment, higher shares of manufacturing and service workers, and better economic conditions.

These results reflect the nonrandom nature of where new universities are opened.
Provinces that open new universities likely respond to growing demands for higher education and a growing workforce in industries that require more education. However, the overall economic conditions are more similar to those in the control group than the already-treated group. These results strongly suggest that simply comparing across provinces may yield biased estimates because of selection into establishing new universities.

2.3 Data

Our study draws from several data sources. Data on individual and market-level labor market outcomes are based on the Labor Force Survey (LFS). We use the individual-level data for 2010-2018 to examine the individual benefits of being exposed to the higher education expansion. For the market-level analysis, we aggregate this data at the district-by-year level. It is also important to note that these data have information on districts only for 2011 and 2015-2019. This limits our ability to estimate event-study specifications at the district level.

For the individual-level analysis, we focus on college education, monthly wage, and employment as the main outcomes of interest. The LFS asks respondents for their highest educational attainment, which we use to construct a binary variable for whether an individual has obtained a 4-year university degree or more. Employment is measured by whether respondents are employed, as opposed to being self-employed or not working. We also use whether individuals earn a wage as an alternative measure for employment. Monthly wages only include wage compensation, but not other benefits such as bonuses.\textsuperscript{10} We have this information for most workers, including those who are self-employed.

\textsuperscript{10}This is because questions about bonus are not consistent across years.
Table 2.1: Balance table of treatment status at the province level

<table>
<thead>
<tr>
<th></th>
<th>Control (N = 14)</th>
<th>Treatment (N = 21)</th>
<th>Already treated (N = 28)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Mean</td>
<td>Difference</td>
</tr>
<tr>
<td>% college graduates</td>
<td>0.033 (0.011)</td>
<td>0.042 (0.011)</td>
<td>0.009 (0.011)</td>
</tr>
<tr>
<td>% high school graduates</td>
<td>0.243 (0.025)</td>
<td>0.256 (0.025)</td>
<td>0.013 (0.025)</td>
</tr>
<tr>
<td>% college enrolment</td>
<td>0.190 (0.033)</td>
<td>0.295 (0.033)</td>
<td>0.105*** (0.033)</td>
</tr>
<tr>
<td>% self employed</td>
<td>0.889 (0.028)</td>
<td>0.858 (0.028)</td>
<td>-0.031 (0.028)</td>
</tr>
<tr>
<td>% employed</td>
<td>0.111 (0.028)</td>
<td>0.142 (0.028)</td>
<td>0.031 (0.028)</td>
</tr>
<tr>
<td>% agricultural worker</td>
<td>0.748 (0.052)</td>
<td>0.603 (0.052)</td>
<td>-0.146*** (0.052)</td>
</tr>
<tr>
<td>% manufacturing worker</td>
<td>0.076 (0.026)</td>
<td>0.159 (0.026)</td>
<td>0.083*** (0.026)</td>
</tr>
<tr>
<td>% service worker</td>
<td>0.146 (0.032)</td>
<td>0.211 (0.032)</td>
<td>0.066** (0.032)</td>
</tr>
<tr>
<td>Log income per capita</td>
<td>8.555 (0.094)</td>
<td>8.755 (0.094)</td>
<td>0.200** (0.094)</td>
</tr>
<tr>
<td>Urban</td>
<td>0.154 (0.054)</td>
<td>0.213 (0.054)</td>
<td>0.059 (0.054)</td>
</tr>
<tr>
<td>% in poverty</td>
<td>0.182 (0.021)</td>
<td>0.134 (0.021)</td>
<td>-0.047** (0.021)</td>
</tr>
<tr>
<td>% age 0-5</td>
<td>0.238 (0.014)</td>
<td>0.214 (0.014)</td>
<td>-0.024* (0.014)</td>
</tr>
<tr>
<td>% age 6-18</td>
<td>0.176 (0.006)</td>
<td>0.180 (0.006)</td>
<td>0.005 (0.006)</td>
</tr>
<tr>
<td>TFP</td>
<td>11.628 (0.225)</td>
<td>11.751 (0.225)</td>
<td>0.124 (0.225)</td>
</tr>
<tr>
<td>Labor productivity</td>
<td>16.982 (0.110)</td>
<td>16.990 (0.110)</td>
<td>0.008 (0.110)</td>
</tr>
<tr>
<td>Capital-labor ratio</td>
<td>19.255 (0.104)</td>
<td>19.230 (0.104)</td>
<td>-0.025 (0.104)</td>
</tr>
<tr>
<td>Total N</td>
<td>64</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This table shows the means of pre-treatment, province-level characteristics by treatment status and the results from their balance tests. The Mean columns display the mean values of these covariates for each treatment group. The Difference columns show the results from estimating a regression with the characteristics as the dependent variable and the treatment status dummy variables as the independent variables. Data on the pre-treatment characteristics are aggregated from the 2004-2006 VHLSS data.
For the market-level analysis in the second part of the paper, we aggregate data up to the district-by-year level. Our first outcome variable is the share of working-age adults who have completed college education. Guided by a capital-skill complementarity model that we discuss in Section 2.5.1, we examine the effects of the expansion on the relative supply of college-educated workers, \( \ln \left( \frac{H}{L} \right) \). We measure \( H \) and \( L \) as the number of college-educated and non-college adults with non-zero monthly wage. The second main outcome of interest is the college wage premium, also known as the relative wage of college-educated workers, measured as the log ratio of college-educated monthly wage to non-college monthly wage, i.e., \( \ln \left( \frac{w_H}{w_L} \right) \). All observations with zero wage are treated as missing and dropped before aggregation. For both types of analyses, we restrict our analyses to those who are between age 22 and 54 since they are most likely out of school and active in the labor market. Given that Hanoi and Ho Chi Minh city are both the centers of economic growth and universities of Vietnam, we also exclude them from the analyses.

Lastly, we study firms’ response to the labor supply shock along three dimensions: total factor productivity (TFP), labor productivity, and capital intensity using firm-level data from the Vietnam Enterprise Census (VEC) for 2006-2018. This data contains detailed accounting information on firms’ annual operations, such as short- and long-term assets, total labor, total revenue, and industries. We measure labor productivity by value added per labor, where value-added is defined as profit plus wage (Newman et al., 2015). To measure the TFP of each firm, we first estimate the relevant production function for all 2-digit industries using Ackerberg et al. (2015)’s approach then use the estimated parameters to obtain the total factor productivity (see Appendix A.2 for a detailed discussion about the estimation process and results). We measure capital intensity as the ratio of capital to revenue.

### 2.4 Impacts on Individual-Level Outcomes

In this section, we explore the effects of the expansion on individual-level outcomes. The expansion increases accessibility to higher education for younger cohorts; specifically, those who were at the college-going age when there were more new universities because of the reform. In contrast, it does not affect older cohorts who would generally be
too old to benefit from the increase in number of universities. As the younger cohorts have better access to higher education, they may be more likely to obtain a university degree, and hence, may do better than older cohorts in terms of employment and wages. We discuss this difference-in-differences design and estimation in Section 2.4.1 and the results in Section 2.4.2. We further explore the effects of being exposed to the expansion on the type of occupation and the industry of work.

In Section 2.4.4, we discuss why the cohort-based DiD estimates do not identify the partial equilibrium returns to higher education given the likely general equilibrium (GE) forces in our context, and how one can estimate such returns if knowing the GE effects of the expansion.

### 2.4.1 Empirical Strategy to Estimate Worker-Level Effects

We take advantage of the variation in the opening dates and locations of these universities to identify the effects of the expansion on workers and firms. At the worker level, we compare birth cohorts that were 25 years old or younger when the expansion took place and, thus, would benefit from having access to new universities (i.e., the exposed cohorts), and birth cohorts that were older than 25 years old and, thus, would be too old to benefit from the expansion (i.e., unexposed cohorts). We then compare the cohort differences across provinces that established universities for the first time (treatment provinces) and those that never established a university before (control provinces). There are two reasons for choosing 25 as the cutoff age. Those who are slightly older than 18 years old may still be eligible for college (e.g., those who repeated a class in earlier ages). Another reason is that individuals may choose to attend a college (2-year or 3-year degree) before transferring to a university.

Given that the timing of university opening varies across provinces, let $g$ denote the year that a given province has its first university ever, $t$ the survey year, and $c$ the birth year of a given cohort. Let $G_g$ denote the group of provinces with the same treatment year. For each group of provinces with the same treatment year $G_g$ in the same survey year, we can compare them to the never-treated provinces as the control group across the exposed and unexposed birth cohorts.

That is, we can estimate the following two-way fixed effects (TWFE) model in a subdataset with only provinces in $G_g$ (treatment group with treatment year $g$) and the
never-treated provinces (control group) in the same survey year $t$:

$$y_{i,p,c}^{G,t} = \delta^{G,t}(T_p^{G,t} \times Exposed_c^{G,t}) + \gamma_p + \eta_c + \epsilon_{i,p,c}$$

where $y_{i,p,c}$ denotes the outcome of individual $i$ in province $p$ of cohort $c$; $T_p$ indicates whether province $p$ had the first university during the expansion; $Exposed_c$ indicates whether cohort $c$ was 21 years old or younger when the first university was opened in year $g$. Province and cohort fixed effects are $\gamma_p$ and $\eta_c$. Since we are comparing each treatment group to a never-treated group in a given year, $\delta^{G,t}$ captures the treatment effect of a specific group $G$ in a specific year $t$. One can then aggregate $\delta^{G,t}$ across all $G$ and $t$ to obtain the average effect for different groups of provinces and for different years.

Alternatively, we can combine all sub datasets and estimate the following model:

$$y_{i,p,c,s} = \delta(T_{p,s} \times Exposed_{c,p,s}) + \gamma_{p,s} + \eta_{c,s} + \epsilon_{i,p,c,s}$$

(2.1)

where $s$ denotes the subdataset for each $G$ and $t$, while $\gamma_{p,s}$ and $\eta_{c,s}$ control for province-by-subdataset and cohort-by-subdataset fixed effects. Thus, $\delta$ captures the weighted average of all $\delta^{G,t}$. To ensure that we are capturing the effect of having access to higher education via the expansion, we limit our analysis to survey years that are at least 4 years after the treatment year $g$, allowing enough time for the exposed cohorts to complete their 4-year degree before entering the labor market.

This approach, proposed by Cengiz et al. (2019), allows us to compare each treatment group $G$ with a clean control group in each given year, thus avoiding the problem of negative weights in a standard TWFE model (De Chaisemartin and d’Haultfoeuille, 2020; Goodman-Bacon, 2021). There are, of course, other different estimators such as Callaway and Sant’Anna (2021), Borusyak et al. (2021), and others. Yet this estimator is particularly suitable given that we only have repeated cross-sectional data and need to handle treatment effect heterogeneity across more than two dimensions.

The DiD model imposes a conditional parallel trends assumption, i.e., without the expansion, the outcome variables would have evolved similarly for the treatment and control provinces, conditional on the fixed effects and control variables. For the rest of this section, we discuss when this assumption might be violated and other concerns
about estimation and inference strategy, as well as how we address these concerns.

**Threats to the Parallel Trends Assumption**

Three important threats to the parallel trends assumption are considered here. First, the treatment group and the control group might have followed pre-expansion differential trends, which may bias our results. Second, given that provinces that opened the first university and those that did not may be systematically different, and the differences might have differential effects across birth cohorts. Lastly, our results might be confounded by inter-provincial migration. Either one of these threats can lead to the parallel trends assumption being violated.

To address the concern about pre-expansion trends, we extend our stacked regression model to estimate an event study specification that allows us to visualize the parallel pre-trends (or lack thereof). Following Bilinski and Hatfield (2018)’s proposed test for parallel pre-trends, we assume that there is no differential trends between the treatment and the control groups in the true model. Thus, if we allow the two groups to trend differently by adding an interaction term $T_{p,s} \times \text{Age Exposed}_c$ in the TWFE model, then the estimated treatment effects of such a specification and the base specification should be similar.

To address a related concern about non-random assignment of the treatment status, we first use propensity score matching (PSM) on the pre-expansion observables to select a more comparable control group before estimating the TWFE model. It is, however, important to note that such a matching approach is valid only when the pre-treatment covariates are strongly serially correlated. Matching on covariates that are moderately serially correlated in a difference-in-differences model can introduce bias due to regression to the mean (Daw and Hatfield, 2018). Therefore, we use propensity score matching only based on urban and poverty rate, which are both relatively more stable over time than other covariates.

In the Appendix, we also construct an alternative control group based on the not-yet-treated provinces. Given that the already-treated provinces and the not-yet-treated provinces only differ in the timing, we can assume that they are relatively more similar than the already-treated and the never-treated provinces. For every group $G_g$ in year $t$, we construct a control group that is made up of provinces with new university for
the first time 3 years ago or later. That is, the control group are provinces with new university founded in year \( g' \) where \( t - g' \leq 3 \).

A more severe threat to our identification strategy is inter-province migration. New universities increase the supply of college-educated workers, thus reducing their wage level at the market level. This may induce college-educated workers to migrate to other provinces. Alternatively, new universities may create more job opportunities for college-educated workers and attract even more of these workers. In other words, our results might be driven by the educational attainment of the out-migrants and in-migrants. We address this issue by running the same regression on province of origin instead of province of current residence. The results, therefore, should not be affected by changes in the composition of provinces of current residence.

For the continuous monthly wage variable, another useful check is a change-in-changes model (Athey and Imbens, 2006) that imposes a weaker assumption than a parallel trends assumption. Specifically, it allows the distribution of outcome to vary in terms of mean and variance in the absence of treatment. The identifying assumption of this model is that in the absence of treatment, the distribution of the unobservables can vary between the treatment and control groups, but not across time within group (Athey and Imbens, 2006; Imbens and Wooldridge, 2009). If this alternative model yields a similar result to that of the standard DiD model even though it does not rely on the parallel trends assumption, we can be more confident that our results are not driven by a violation of that assumption.

### 2.4.2 Results for Worker-Level Effects

In Table 2.2, we show the descriptive statistics of the relevant variables for this analysis. Specifically, we present the mean and standard deviation for the unexposed cohorts (i.e., exposed between age 26 to 36) and the exposed cohorts in the control and treatment provinces.

In Table 2.3, we present the results from estimating the difference-in-differences model leveraging the variation in exposure across birth cohorts, provinces, and survey year. In the first specification, we estimate a standard TWFE model with a stacked regression as discussed in Section 2.4.1. In specification 2, we first use propensity score matching (PSM) to select a more comparable control group based on pre-treatment
observable characteristics, specifically share of workers in different sectors as well as average income, urban status, and poverty rate. In the third specification, we estimate the main TWFE model but allow the treatment and control provinces to have differential linear trends. In specification 3, we estimate a similar model as the first specification, but including an interaction term for treatment status and linear trends to allow the treatment and control groups to trend differently. In all specifications, we allow treatment effects to vary among those who were exposed at age 18 or younger and those who were exposed between age 18 and 25.

We address migration in three different ways. In specification 4, we estimate the same TWFE model on a non-migrant subsample. In specification 5, we first construct a dataset with the treatment status based on province of origin instead of province of current residence. We then estimate a similar TWFE stacked regression on this dataset. If migration is the driver of our result, these two specifications would likely produce results that are different from the main models. Lastly, we estimate the effects of the expansion on inter-provincial migration status and report them in Figure 2.4.

We find that the expansion raises the probability of completing college of exposed individuals by 3.6 to 4.5 percentage points, as indicated by the results in column (1). Accounting for pre-treatment observables via PSM or differential linear trends brings the estimate slightly down, but the result is robust. Notably, those who were exposed between age 19 to 25 also saw an increase of 1.5 to 2.2 percentage points in college completion rate. This is likely due to potential spillover effect of college expansion as slightly older cohorts may also try to attend college as it becomes available in their provinces. The adjustments for differences in observables and differential pre-trends do not alter the result significantly, implying that our result is not driven by pre-treatment trends. Figure 2.3(a) confirms this implication. Those who were exposed to the expansion between age 36 and 27 saw very little effects on college completion, while those who were exposed in latter ages saw larger effects.

In column (2), we find that being exposed to the expansion between age 14 to 18 years old raises the probability of employment by 13.1 percentage points in the base specification. Adjusting for pre-treatment observables via PSM and differential trends lower the estimates to 12.6 percentage points and 7.4 percentage points, respectively. In other words, it can be concluded that the expansion raises employment for those who
were exposed. The event study in Figure 2.3(b) yields a very similar conclusion.

Table 2.2: Summary statistics by cohort and province

<table>
<thead>
<tr>
<th></th>
<th>Treatment</th>
<th></th>
<th>Control</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Age exposed</td>
<td>26-36</td>
<td>19-25</td>
<td>12-18</td>
<td>26-36</td>
</tr>
<tr>
<td>Age</td>
<td>38.602</td>
<td>29.756</td>
<td>24.555</td>
<td>38.017</td>
</tr>
<tr>
<td></td>
<td>(3.916)</td>
<td>(3.052)</td>
<td>(2.064)</td>
<td>(3.875)</td>
</tr>
<tr>
<td>Female</td>
<td>0.509</td>
<td>0.503</td>
<td>0.488</td>
<td>0.504</td>
</tr>
<tr>
<td></td>
<td>(0.500)</td>
<td>(0.500)</td>
<td>(0.500)</td>
<td>(0.500)</td>
</tr>
<tr>
<td>Completed college or higher</td>
<td>0.102</td>
<td>0.123</td>
<td>0.108</td>
<td>0.120</td>
</tr>
<tr>
<td></td>
<td>(0.302)</td>
<td>(0.329)</td>
<td>(0.311)</td>
<td>(0.325)</td>
</tr>
<tr>
<td>Employment</td>
<td>0.426</td>
<td>0.532</td>
<td>0.582</td>
<td>0.343</td>
</tr>
<tr>
<td></td>
<td>(0.494)</td>
<td>(0.499)</td>
<td>(0.493)</td>
<td>(0.475)</td>
</tr>
<tr>
<td></td>
<td>(0.706)</td>
<td>(0.630)</td>
<td>(0.592)</td>
<td>(0.870)</td>
</tr>
<tr>
<td>Ag. employment</td>
<td>0.375</td>
<td>0.343</td>
<td>0.330</td>
<td>0.517</td>
</tr>
<tr>
<td></td>
<td>(0.484)</td>
<td>(0.475)</td>
<td>(0.470)</td>
<td>(0.500)</td>
</tr>
<tr>
<td>Manufact. employment</td>
<td>0.137</td>
<td>0.180</td>
<td>0.210</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td>(0.344)</td>
<td>(0.385)</td>
<td>(0.407)</td>
<td>(0.267)</td>
</tr>
<tr>
<td>Service employment</td>
<td>0.096</td>
<td>0.108</td>
<td>0.107</td>
<td>0.111</td>
</tr>
<tr>
<td></td>
<td>(0.295)</td>
<td>(0.311)</td>
<td>(0.309)</td>
<td>(0.314)</td>
</tr>
</tbody>
</table>

Given the positive impact on employment, it is also unsurprising to find that exposure to the expansion also raises the monthly wage by 4 to 8.6 percentage points in column (3). The effects are significant in the main specification and in the one with PSM, but not in the third specification where we allow the treatment and control groups to have differential linear trends. However, Figure 2.3(c) does not indicate any significant pre-trends.
Table 2.3: Difference-in-differences estimates for the effect of exposure to the higher education expansion on individual-level outcomes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposed at 19 to 25 years old</td>
<td>0.022*** (0.007)</td>
<td>0.043*** (0.015)</td>
<td>0.035* (0.020)</td>
<td>-0.014 (0.013)</td>
<td>0.029** (0.013)</td>
<td>0.000 (0.007)</td>
</tr>
<tr>
<td>Exposed at 14 to 18 years old</td>
<td>0.045*** (0.011)</td>
<td>0.131*** (0.033)</td>
<td>0.086** (0.037)</td>
<td>-0.090*** (0.028)</td>
<td>0.046* (0.024)</td>
<td>0.041*** (0.009)</td>
</tr>
<tr>
<td>N</td>
<td>2909364</td>
<td>2731604</td>
<td>1821739</td>
<td>2731604</td>
<td>2731604</td>
<td>2731604</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposed at 19 to 25 years old</td>
<td>0.026*** (0.009)</td>
<td>0.046** (0.020)</td>
<td>0.040* (0.022)</td>
<td>-0.020 (0.015)</td>
<td>0.022 (0.017)</td>
<td>0.006 (0.006)</td>
</tr>
<tr>
<td>Exposed at 14 to 18 years old</td>
<td>0.044*** (0.014)</td>
<td>0.129*** (0.044)</td>
<td>0.082* (0.045)</td>
<td>-0.095*** (0.034)</td>
<td>0.035 (0.032)</td>
<td>0.043*** (0.009)</td>
</tr>
<tr>
<td>N</td>
<td>1912122</td>
<td>1784737</td>
<td>1244384</td>
<td>1784737</td>
<td>1784737</td>
<td>1784737</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposed at 19 to 25 years old</td>
<td>0.017*** (0.005)</td>
<td>0.009 (0.006)</td>
<td>0.012 (0.011)</td>
<td>-0.009 (0.007)</td>
<td>0.007* (0.004)</td>
<td>-0.003 (0.005)</td>
</tr>
<tr>
<td>Exposed at 14 to 18 years old</td>
<td>0.036*** (0.012)</td>
<td>0.074*** (0.017)</td>
<td>0.047 (0.028)</td>
<td>-0.082*** (0.016)</td>
<td>0.007 (0.008)</td>
<td>0.036*** (0.011)</td>
</tr>
<tr>
<td>N</td>
<td>2909364</td>
<td>2731604</td>
<td>1821739</td>
<td>2731604</td>
<td>2731604</td>
<td>2731604</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposed at 19 to 25 years old</td>
<td>0.022*** (0.008)</td>
<td>0.045*** (0.015)</td>
<td>0.041* (0.022)</td>
<td>-0.021 (0.014)</td>
<td>0.033** (0.014)</td>
<td>0.002 (0.006)</td>
</tr>
<tr>
<td>Exposed at 14 to 18 years old</td>
<td>0.047*** (0.013)</td>
<td>0.137*** (0.036)</td>
<td>0.102** (0.043)</td>
<td>-0.008*** (0.033)</td>
<td>0.046* (0.025)</td>
<td>0.043*** (0.010)</td>
</tr>
<tr>
<td>N</td>
<td>2082423</td>
<td>1965391</td>
<td>1526743</td>
<td>1965391</td>
<td>1965391</td>
<td>1965391</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposed at 19 to 25 years old</td>
<td>0.021*** (0.007)</td>
<td>0.043*** (0.016)</td>
<td>0.030 (0.022)</td>
<td>-0.014 (0.015)</td>
<td>0.030** (0.013)</td>
<td>-0.002 (0.007)</td>
</tr>
<tr>
<td>Exposed at 14 to 18 years old</td>
<td>0.047*** (0.012)</td>
<td>0.131*** (0.035)</td>
<td>0.089** (0.042)</td>
<td>-0.097*** (0.030)</td>
<td>0.047** (0.023)</td>
<td>0.040*** (0.009)</td>
</tr>
<tr>
<td>N</td>
<td>1797157</td>
<td>1695068</td>
<td>1090311</td>
<td>1695068</td>
<td>1695068</td>
<td>1695068</td>
</tr>
</tbody>
</table>

Table reports DiD estimate for the effects on individual outcomes. For each group of provinces with the same treatment year in each survey year, we create a subdataset with those treatment provinces and provinces that were never treated as the control group. Subdatasets are stacked together and a TWFE model is estimated on this new dataset, controlling for province-by-subdataset and cohort-by-subdataset fixed effects. All models control for age, age squared, and gender. Specification 2 is a TWFE model with a matched control group based on PSM. Specification 3 is a TWFE model that allows treatment and control to have differential linear trends. Specification 4 is the same as the first but restricted to a non-migrant sample. Specification 5 is the same as the first but uses the province of origin to construct the treatment variable instead of province of current residence. All samples include individuals between age 22 and 55. All standard errors are clustered at the province level. Data is drawn from LFS 2010-2018.
Figure 2.3: Event Study for the Worker-Level Effects of the Higher Education Expansion

(a) Complete college  
(b) Employment

(c) Monthly wage  
(d) Agricultural employment

(e) Manufacturing employment  
(f) Service employment

Note: The graphs display event study estimation for the effects of the higher education expansion on college completion and labor market outcomes. All models control for age, age squared, and gender. Standard errors are clustered at the province-level and 95% confidence intervals are displayed.
In columns (4) to (6), we examine whether the expansion has any effect on the sector of work. We find that exposed individuals are less likely to work in the agricultural sector, and more likely to work in the manufacturing and service sectors. It is, however, important to point out that the effect on manufacturing employment is reduced to almost zero when controlling for differential pre-trends, while the effects on the other sectors are robust to different specifications. The event study results in Figure 2.3(d), (e), and (f) yield very similar conclusions.

Taken together, the results indicate that exposure to the expansion increases the probability of completing college by more than 4 percentage points among those who were exposed at age 12 to 18; this is equivalent to an increase of over 57%. It also increases the chance of being employed of individuals, especially in the service sector. Subsequently, we also find that exposure to the expansion raises monthly wage by 4 to almost 9 percent.

Migration appears to play a very minor role in the effects of exposure. Specification 4 using a non-migrant sample generally yields similar results to the main specification, suggesting that the main findings are driven by individuals born in their province of current residence. Specification 5 using a sample with treatment status based on province of origin also confirms this conclusion, as the magnitudes of the estimations are similar to our main findings. In Figure 2.4, we estimate the effect of being exposed on individuals’ migration status on two samples. The sample using treatment status based on province of current residence gives us the effect on in-migration, while the sample using treatment status based on province of origin gives us the effect on out-migration. The results on both types suggests that exposure to the expansion increases both migration flowing into and out of treatment provinces, but the treatment effects are small and almost always insignificant.

Figure 2.5 presents the distributional effects on log monthly wage using the change-in-changes (CiC) model (Athey and Imbens, 2006). All treatment effects are positive and statistically significant; the treatment effects in most quantiles are also in line with the treatment effect estimated from the TWFE model above. Interestingly, these results indicate that those at the bottom of the wage distribution see the largest increase in wages relative to those at the top.

\footnote{We use the Stata command \texttt{cic} (Melly and Santangelo, 2015) to estimate this CiC model.}
Figure 2.4: Event Study for Worker-Level Effects on Interprovincial Migration

Note: Graph shows the event study estimation for the effect of expansion on in-migration and out-migration. In-migration effect is measured by effect on migrant-status on a sample using province of current residence. Out-migration effect is measured by effect on migrant-status on a sample using province of origin.

Figure 2.5: Change-in-changes Model for Worker-Level Effects on Monthly Wage

Note: The graph shows the distributional treatment effects estimated from a change-in-changes model (Athey and Imbens, 2006).
These CiC results suggest that our wage estimates are partly driven by general equilibrium effects. To see this, we report the share of individuals completing college by wage quantile in the control provinces. The two lowest quantiles of the wage distribution have college completion rate less than 5%, while the treatment effects are higher than the rest of the distribution. In contrast, the two highest quantiles have up to 35% college completion rate, but the treatment effects are smaller. These results suggest that non-college workers likely see a (larger) increase in wage due to the expansion.

2.4.3 Effects on Occupation and Industry of Work

An important implication of our findings is that being exposed to the expansion allows workers to move out of the agricultural sector and into more productive sectors such as service and manufacturing. This is a classic story of structural transformation of economic development: as workers become more educated, they move from less productive to more productive sectors, thus contributing to productivity growth (Porzio et al., 2022).

We take a closer look at the specific industries and occupations in which exposed individuals choose to work using the same cohort-based DiD model in Equation 2.4. The industry effects are reported in Figure 2.6(a). First, exposure to the expansion reduces the likelihood of working in agriculture, fishing, and forestry, as well as construction. Second, it increases the likelihood of working in education and health as well as politics. More surprisingly, exposure has a positive and significant effect on working in IT, finance, and science, as well as entertainment and other services, but the effect sizes are relatively small.

The occupation effects are reported in Figure 2.6(b). We observe that the expansion significantly reduces the likelihood of being an elementary worker (e.g., domestic helpers or manual labor). We also find positive effects on clerks (e.g., secretaries and bank tellers), technicians, scientists, experts, and managerial positions. The effect on being a scientist or expert is the most profound. These results strongly suggest that having access to higher education is valuable because it allows workers to obtain occupations and industries that typically require such a level of educational attainment.\textsuperscript{12}

\textsuperscript{12}In Figure A.1, we show that exposed individuals are more likely to have formal employment, have higher-paid occupation, and work in more skill-intensive industries.
Figure 2.6: DiD Results for the Worker-Level Effects on Industry and Occupation

(a) Industry

(b) Occupation

Note: Graph shows the coefficient of the DiD interaction term and its 95% confidence interval. Each outcome is a binary variable indicating whether an individual works in the given industry or occupation. Standard errors are clustered at the province level.
Effects by Gender

The CiC estimation reveals interesting heterogeneity in wage effects across the wage distribution. One potential dimension in which this heterogeneity manifests itself is gender. Figure 2.7 provides the event study results estimated by gender. The effects on college education of females are relatively large, while those of males are smaller. As a result, the positive effects on labor market outcomes such as employment and wage are also larger among female than males. The wage effects among males are almost zero. These differences are also consistent with previous studies (Elsayed and Shirshikova, 2023).

Figure 2.7: Event Study for the Worker-Level Effects by Gender

(a) College education
(b) Employment
(c) Monthly wage

Note: The graphs display event study estimation for the effects of the higher education expansion on individual-level outcomes by gender. All models control for age and age squared. Standard errors are clustered at the province-level and 95% confidence intervals are displayed.
There are three potential explanations for such a large gap in treatment effects by gender. First, our results indicate that the expansion has a much larger effect on service employment than other sectors. Since service employment is also dominated by women, we can think of the expansion as an intervention to lower the cost of obtaining a degree to get a career in the service sector, so this intervention is particularly more relevant for female than for male.

An alternative explanation is that parents are less willing to let daughters to travel far for college education compared to sons. Opening a new university in a province thus allows girls in that area to access to higher education without traveling. Sánchez and Singh (2018) also offer another alternative explanation: in Vietnam, aspiration for higher education of girls is higher than that of boys. Aspiration is also an important predictor of enrollment for girls but not for boys. Therefore, improving access unlocks the possibility that girls can enroll in higher education in Vietnam.

2.4.4 Returns to Completing Higher Education in the Presence of Equilibrium Effects

A relevant question related to the expansion of higher education is what the value of a higher education degree is to a marginal student in developing countries. That is, is there any returns to an individual who choose to complete a college education because there is a new university in their province? We briefly discuss the methodological challenge of calculating the returns to higher education in this setup and propose a method to do so.

Conventionally, one can leverage the higher education expansion exposure as an instrumental variable to estimate the returns to completing higher education. Scaling the wage effect in column (3) by the college completion effect in column (1) in Table 2.3 can give a Wald estimator for the returns of completing college among those who were induced to do so by the expansion (De Chaisemartin and d’Haultfoeuille, 2018).13

Like any other IV design, this approach assumes that exposure to the expansion can only affect wage through college completion. This assumption, however, is unlikely to be true in our context. The expansion is likely to have general equilibrium (GE)

13Other studies, e.g., Zimmerman (2014); Ost et al. (2018); Lovenheim and Smith (2022), and Bleemer and Mehta (2022), also use this approach to estimate the returns to college education in the US.
effects on the wage of college-educated and non-college workers in both the exposed and unexposed cohorts. As pointed out elsewhere (Khanna, 2023), the DiD estimate reflects a return somewhere between the partial equilibrium and GE wage effect; as a result, a Wald estimator based on the DiD result would likely be confounded by these general equilibrium effects.

For simplicity, consider a young and an s, denoted as $y$ and $o$, respectively, and let $T = \{0, 1\}$ denote the treatment status of a province. The wage effect estimated by the DiD model can be rewritten as:

$$ W_{DiD} = \ln \frac{W_{y,T=1}}{W_{o,T=1}} - \ln \frac{W_{y,T=0}}{W_{o,T=0}} $$

Let also denote $c$ and $n$ as college-educated and non-college workers; the expression above can be rewritten as

$$ W_{DiD} = \Delta l_{cy} \beta_{cy,T=0} + (l_{cy,T=0} \Delta w_{cy} + l_{ny,T=0} \Delta w_{ny}) + (l_{co,T=1} \Delta w_{co} + l_{no,T=1} \Delta w_{no}) $$

(2.2)

where $l_{cy}$ and $l_{ny}$ are the shares of younger cohorts who are college-educated or non-college, respectively; similarly, $l_{co}$ and $l_{no}$ are the shares for the s; $w_{cy}$ and $w_{ny}$ are the GE effects on college-educated and non-college workers in the younger cohorts; $w_{co}$ and $w_{no}$ are the GE effects on the s. $\Delta l_{cy}$ captures the share of “switchers” due to the expansion. Our parameter of interest is the partial equilibrium returns, $\beta_{cy,T=0}$, which captures the returns of completing college for an individual in the control provinces.

Equation 2.6 indicates that the wage effect from the DiD model captures both the partial equilibrium effect of completing college and the GE effects on college and non-college workers in both cohorts. Unless these GE effects cancel each other out, our cohort-based DiD approach is not sufficient to identify the partial equilibrium returns to higher education. Equation 2.6, however, shows us how to recover the partial equilibrium returns if we know the GE wage effects by cohort and educational level. In the next sections, we discuss the GE effects of the expansion on the labor market and firms and our identification strategy to estimate these effects. We then come back to recover the partial equilibrium returns toward the end of the paper.

---

14See Khanna (2023) for detailed derivation.
2.5 Equilibrium Effects on the Labor Market and Firm Productivity

In Section 2.4.2, we found that expanding access to higher education greatly benefits individuals at college-going age. Having a university in their provinces significantly increases the probability of completing college and, hence, improve their employment and wage outcomes. Yet, as discussed above, it remains unclear what the general equilibrium (GE) effects of the expansion are, especially in terms of college wage premium and firm productivity.

To guide our empirical exploration, we first consider a theoretical model of endogenous technological adoption by Acemoglu (2007) and Carneiro et al. (2023). We then extend the stacked regression approach to study the GE effects of the expansion on province-level labor market as well as firm-level productivity and capital intensity. Lastly, we revisit the partial equilibrium returns to higher education.

2.5.1 A Model of Endogenous Technological Adoption

We present a simple framework on the relationship between skill premium and relative supply of skilled workers (Card and Lemieux, 2001) in the presence of endogenous technological change (Acemoglu, 1998; Moretti, 2004a; Blundell et al., 2022; Carneiro et al., 2023; Khanna, 2023). First, let us denote two cohorts, \( j = \{y, o\} \) \( y \) and two levels of education, \( e = \{c, n\} \) as before. Suppose the following constant elasticity of substitution (CES) production function:

\[
Y_t = \left[ \alpha (A_c L_c)^{\sigma_{E^{-1}}} + (1 - \alpha) (A_n L_n)^{\sigma_{E^{-1}}} \right]^{\frac{\sigma_{E^{-1}}}{\sigma_{E^{-1}} - 1}}
\]

where \( L_c = \left( \phi_{cy} L_{cy}^{\sigma_{A^{-1}}} + \phi_{co} L_{co}^{\sigma_{A^{-1}}} \right)^{\sigma_{A^{-1}}} \) and \( L_n = \left( \phi_{ny} L_{ny}^{\sigma_{A^{-1}}} + \phi_{no} L_{no}^{\sigma_{A^{-1}}} \right)^{\sigma_{A^{-1}}} \) are the aggregate supply of college-educated and non-college workers across the two cohorts; \( \phi_{je} \) denotes productivity of cohort \( j \) of educational level \( e \); \( A_c \) denotes productivity of educational level \( e \). Elasticity of substitution between educational level is denoted by \( \sigma_E \) and elasticity of substitution between cohort is denoted by \( \sigma_A \).

Assuming that workers are paid at their marginal productivity, the college wage
premium can be written as:\(^{15}\)

\[
\log \frac{w_{cj}}{w_{nj}} = \log \frac{A_c}{A_n} - \left( \frac{1}{\sigma_A} - \frac{1}{\sigma_E} \right) \log \frac{L_c}{L_n} - \frac{1}{\sigma_A} \log \frac{l_{cy}}{l_{ny}}
\]  \hspace{1cm} (2.3)

where the first three terms capture the general equilibrium effects on both young and s due to skill-biased technological change and a shift in the aggregate skill distribution, while the last term captures the additional effect on the younger cohort due to cohort-specific skill distribution shift.

In the short run, firms cannot adjust their production technology, so the relative productivity term, \(\log \frac{A_c}{A_n}\), which reflects the type of technology firms use, is not dependent on the share of college-educated workers in the labor market. Therefore, the increase in the relative supply would lower the college wage premium, which is captured by the last two terms in Equation 2.3.

In the long run equilibrium, \(\log \frac{A_c}{A_n}\) is dependent on the relative supply of college-educated workers in the given labor market. Firms can adopt production technology that either augments college-educated or non-college workers. Technology that augments college-educated workers, also known as skill-biased technology, is one that increases the marginal product of college-educated workers more than that of non-college workers. Technology that augments non-college workers, on the other hand, raises the marginal product of non-college workers more.

To understand how the relative supply affects firm productivity, suppose that the relative productivity \(\log \frac{A_c}{A_n}\) is driven by the type of technology \(\theta^k\) that firms choose to adopt. Firms choose to adopt technology \(\theta^k\) over \(\theta^{k'}\) when \(Y(L_c, L_n, \theta^k) - c(\theta^k) > Y(L_c, L_n, \theta^{k'}) - c(\theta^{k'})\) where \(Y\) is the production function and \(c(\theta)\) is the cost of adopting a technology.

It can be shown that firms will switch to skill-biased technology as the quantity of college-educated workers exceeds a certain threshold (Acemoglu, 2007; Carneiro et al., 2023).\(^{16}\) As a result, we can write the relative productivity as a function of the relative

\(^{15}\)This is the canonical model of skill differentials (Katz and Murphy, 1992; Card and Lemieux, 2001).

\(^{16}\)Suppose there are two technologies that are skill-biased and labor-biased, denoted as \(\theta^c\) and \(\theta^b\), and all firms start with the labor-biased technology \(\theta^b\). As the economy has more college-educated workers, the marginal product of college-educated workers under the skill-biased technology becomes higher than that under the labor-biased technology, i.e., \(\frac{\partial Y}{\partial L_c}_{\theta^c} > \frac{\partial Y}{\partial L_c}_{\theta^b}\). Firms switch to skill-biased technology when the number of college-educated workers \(C\) exceeds a certain threshold \(C^*\) where firms
supply of college-educated workers \( \log \frac{A_c}{L_n} = f(\log \frac{L_c}{L_n}) \). As the expansion increases the relative supply \( \log \frac{L_c}{L_n} \), firms are more likely to adopt skill-biased technologies, raising the relative productivity \( \log \frac{A_c}{L_n} \) of college-educated workers.

However, it is important to note that the technological adoption is a long-term equilibrium outcome, since the share of college-educated workers has to reach a certain threshold before firms find it worthwhile to invest in a new technology. In other words, we would expect the labor market to be affected first as the supply of college-educated workers in the younger cohort increases due to the expansion. Specifically, it reduces the college wage premium via a supply effect. In the long run, as firms adopt new technology, the relative productivity would increase and offset the negative wage effect.

Given the implications of this model, we structure the rest of the analysis as follows. We first analyze the effects on the labor market at the province level. We allow the treatment effects to vary between the short run (4 to 8 years after the expansion) and the long run (9 to 12 years after the expansion). We specifically study how the share as well as the relative supply of college-educated workers evolve in the short and long run for both cohorts and, in turn, how college wage premium changes in response.

Using Equation 2.3, we can further recover the structural parameters in this model such as the elasticity of substitution across educational level, \( \sigma_E \) as well as the elasticity of substitution across cohort, \( \sigma_A \). Specifically, we can assume that the technological adoption process does not happen in the short run, which we confirm with firm-level data later on.\(^{17}\) Thus, \( \left( \frac{1}{\sigma_A} - \frac{1}{\sigma_E} \right) \) captures the effect on college wage premiums of both cohorts, while \(-\frac{1}{\sigma_A}\) captures the additional effect on college wage premium of the younger cohort only.

Given these GE effects on the labor market, we then turn to examine the effects on firm-level productivity. Similarly, we allow the treatment effects to vary in the short and long run. While \( \log \frac{A_c}{L_n} \) captures the total factor productivity, we also examine if the results are consistent with labor productivity, which is measured by value added per worker.

This model belongs to a class of endogenous technological adoption models such as Beaudry et al. (2010), Clemens et al. (2018), and Blundell et al. (2022). There are other.

\(^{17}\) This assumption is also commonly made in this literature. For example, see Card and Lemieux (2001) and Carneiro et al. (2023).
frameworks to think about how firms adapt to a labor supply shock. Early model of human capital externalities assumes that an increase in the stock of college-educated workers would make everyone more productive (Moretti, 2004a). Therefore, an increase of college-educated workers would make the labor force more productive, offsetting some of the negative effect on relative wage. The empirical predictions of this model and ours are essentially identical.

Second, Acemoglu (1998, 2002) develops a model of directed technical change, in which an increase of college-educated workers would create an incentive for R&D firms to create innovations that are biased towards college-educated workers, raising the overall productivity level in sectors that use college-educated workers more. Given the lack of a formal R&D market, the directed technical change model is not applicable in our context.

Third, a class of capital-skill complementarity models argues that firms adopt skill-biased capital to replace unskilled labors in response to an increase of the relative supply of skilled labors because of the complementarity. As a result, productivity can also rise in such models. This alternative model is entirely possible in our context, given that other studies have found that firms adopt skill-biased capital in response to an increase in supply of skilled labor (Che and Zhang, 2018; Khanna, 2023).

There is a longstanding debate about whether firms adjust along the capital or production technique dimension in response to a change in skilled or unskilled labor (see Lewis (2011, 2013)). Our firm-level data allows us to directly test whether the capital skill complementarity model or the endogenous technological change model is correct by examining the effects on capital per worker and capital intensity.

2.5.2 Empirical Strategy for Market-Level Analysis

We can apply the stacked regression approach to study the effects of the expansion on firm-level productivity as well as market-level supply and college wage premium. Let $Y_{p,t}$ denote firm-level outcome in province $p$ in year $t$ and $Post_t$ indicates whether $t$ is after the treatment starts. Similarly, we construct a subdataset for each group of provinces with the same treatment year $g$ with a clean control group. The group-specific TWFE

18See a more thorough discussion of these related frameworks in Lewis (2013).
model is:

\[ Y_{p,t}^G = \beta^G(T_p^G \times Post_t^G) + \theta_p + \kappa_t + \epsilon_{p,t} \]

where \( \beta^G \) captures the province-level treatment effect for group \( G \), while \( \theta_p \) and \( \kappa_t \) capture province and year fixed effects. The analogous stacked regression at the market level is:

\[ Y_{p,t,s} = \beta(T_{p,s} \times Post_{t,s}) + \theta_{p,s} + \kappa_{t,s} + \epsilon_{p,t,s} \] (2.4)

where \( \beta \) is the weighted average of all \( \beta^G \). The main difference between the cohort-based DiD model and this model is that the first one uses variation across birth cohorts while the second one uses variation across survey years.

The advantage of the stacked regression approach, relative to other DiD staggered timing estimators, is that we can naturally extend our setup to a triple-differences model. Given our theoretical predictions, we can estimate the elasticity of substitution between college-educated and non-college workers via the difference in treatment effects between the two cohorts. Therefore, we estimate the following triple differences model:

\[ Y_{p,t,s,j} = \delta(T_{p,s} \times Post_{t,s} \times Young_{j,s}) + \theta_{p,j,s} + \kappa_{t,j,s} + \gamma_{p,t,s} + \epsilon_{p,t,s} \] (2.5)

where \( \theta_{p,j,s} \), \( \kappa_{t,j,s} \), and \( \gamma_{p,t,s} \) denote province-by-cohort-by-subdataset, year-by-cohort-by-subdataset, and province-by-year-by-subdataset fixed effects.

2.5.3 Results for the Effects on the Labor Market and Firms

In Table 2.4, we report the results for the effects of the expansion on several province-level outcomes by cohorts. First, we examine the effect on the share of college-educated workers at the province level in column (1). In the first four to eight years post-expansion, the share of college-educated workers among the younger cohort raised by 1.3 percentage points. After 9 years post-expansion, this share increased slightly by 1.6 percentage points. Both short-term and long-term results are statistically significant. In contrast, the saw effects close to zero (0.4 percentage points) and statistically insignificant. Interestingly, even after 8 years, the effect remains very small. Figure 2.8(a) suggest that these effects are not driven by pre-trends.
Table 2.4: Difference-in-differences estimates for general equilibrium effects on labor market at province level

<table>
<thead>
<tr>
<th></th>
<th>College share</th>
<th>Employment College</th>
<th>Employment Non-college</th>
<th>Log wage College</th>
<th>Log wage Non-college</th>
<th>Relative supply</th>
<th>College premium</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All cohorts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-8 years after</td>
<td>0.003</td>
<td>0.003</td>
<td>0.034***</td>
<td>-0.052***</td>
<td>0.078</td>
<td>0.054</td>
<td>-0.130*</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.006)</td>
<td>(0.011)</td>
<td>(0.018)</td>
<td>(0.066)</td>
<td>(0.050)</td>
<td>(0.067)</td>
</tr>
<tr>
<td>9+ years after</td>
<td>0.002</td>
<td>0.008</td>
<td>0.044**</td>
<td>-0.041**</td>
<td>0.237**</td>
<td>0.031</td>
<td>-0.278**</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.010)</td>
<td>(0.017)</td>
<td>(0.020)</td>
<td>(0.112)</td>
<td>(0.093)</td>
<td>(0.112)</td>
</tr>
<tr>
<td><strong>Young cohort</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-8 years after</td>
<td>0.013***</td>
<td>0.035***</td>
<td>0.052***</td>
<td>-0.040</td>
<td>0.077</td>
<td>0.133**</td>
<td>-0.117*</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.011)</td>
<td>(0.016)</td>
<td>(0.035)</td>
<td>(0.054)</td>
<td>(0.052)</td>
<td>(0.058)</td>
</tr>
<tr>
<td>9+ years after</td>
<td>0.016**</td>
<td>0.067***</td>
<td>0.064**</td>
<td>-0.003</td>
<td>0.204**</td>
<td>0.130</td>
<td>-0.206**</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.019)</td>
<td>(0.024)</td>
<td>(0.038)</td>
<td>(0.095)</td>
<td>(0.097)</td>
<td>(0.092)</td>
</tr>
<tr>
<td><strong>Old cohort</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-8 years after</td>
<td>0.004</td>
<td>0.008</td>
<td>0.039***</td>
<td>-0.044*</td>
<td>0.081</td>
<td>0.059</td>
<td>-0.125*</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.007)</td>
<td>(0.012)</td>
<td>(0.023)</td>
<td>(0.065)</td>
<td>(0.056)</td>
<td>(0.067)</td>
</tr>
<tr>
<td>9+ years after</td>
<td>0.004</td>
<td>0.016</td>
<td>0.049**</td>
<td>-0.026</td>
<td>0.239**</td>
<td>0.042</td>
<td>-0.266**</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.012)</td>
<td>(0.019)</td>
<td>(0.026)</td>
<td>(0.112)</td>
<td>(0.099)</td>
<td>(0.110)</td>
</tr>
<tr>
<td><strong>Triple differences</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-8 years after</td>
<td>0.012**</td>
<td>0.041***</td>
<td>0.020**</td>
<td>0.006</td>
<td>-0.006</td>
<td>0.111*</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.011)</td>
<td>(0.010)</td>
<td>(0.029)</td>
<td>(0.029)</td>
<td>(0.056)</td>
<td>(0.041)</td>
</tr>
<tr>
<td>9+ years after</td>
<td>0.018***</td>
<td>0.076***</td>
<td>0.021</td>
<td>0.035</td>
<td>-0.054</td>
<td>0.132</td>
<td>0.089*</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.017)</td>
<td>(0.013)</td>
<td>(0.036)</td>
<td>(0.047)</td>
<td>(0.078)</td>
<td>(0.050)</td>
</tr>
</tbody>
</table>

| N                | 2716          | 2716               | 2716                  | 2716             | 2716                 | 2716           | 2716            |

This table reports DiD estimate for the effects of the expansion at the province level. For each treatment group of provinces with the same treatment year, we create a subdataset with those treatment provinces and provinces that were never treated as the control group. These subdatasets are stacked together and a stacked DiD model is estimated on this new dataset, controlling for province-by-subdataset and year-by-subdataset fixed effects. Only the DiD coefficient of the interaction term is reported. Young and Old cohorts are defined as those above or below 35 years old. All samples include individuals between age 22 and 55. Relative supply is defined as log of number of college-educated workers divided by number of non-college workers. Premium is defined as the log of wage ratio between the two workers. All standard errors are clustered at the province level.
The expansion also has a positive effect on employment rate among the college-educated workers, although the effect is larger and statistically significant for the younger cohort. Interestingly, the long-run employment effect is twice as big as the short-run effect for college-educated workers. This is suggestive that firms adjust their skill-biased technology in the long run and, thus, hire more college-educated workers. The expansion also has positive employment effects on non-college workers in both cohorts. The younger cohort, again, appears to experience larger employment effects than the , although the short-run and long-run employment effects are relatively similar. It is, however, important to note that some of these effects might be driven by pre-treatment trends, as suggested in Figure 2.8(b) and (c).

The expansion have negative but insignificant wage effect among college-educated workers in both cohorts. The long-run wage effects are smaller than the short-run effects although they are mostly statistically insignificant. In contrast, the wage effects on non-college workers are both positive and statistically significant. Most surprisingly, the long-term effects are much larger and statistically significant for both cohorts. These results point towards a higher demand for non-college workers in both cohorts in the long run. The stark contrast between the college-educated and non-college workers can also be observed in Figure 2.8(d) and (e).

We now turn to the effects on the relative supply and college wage premium in the last two columns. As expected, the expansion raises the relative supply of college-educated workers among the younger cohort in both short and long run. In the short run, the relative supply increased by 13.3 percentage points among the younger cohort. As expected, college premium declined by 11.7 percentage points due to the supply effect. More surprisingly, college premium of the younger cohort decreased almost twice as much in the long run as in the short run; the long-run effect of the expansion is 20.6%, while the relative supply did not appear to change. For the , these patterns are similar. The expansion has very small effects on the relative supply of skilled labors in both short and long run. College premium among the also suffered negative effects in both short and long run; the magnitudes of these effects are slightly higher than those among the younger cohort. The event study in Figure 2.8 paints a similar conclusion. Pre-trends do not appear to drive the effects on relative supply and premium.
Figure 2.8: Event study results for the effects on province-level outcomes - by age cohort

(a) Share of adults with college education

(b) Employment rate of non-college

(c) Employment rate of college-educated

(d) Log wage of non-college

(e) Log wage of college-educated

Note: These graphs show the event-study estimation results for the effects province-level outcome. Each estimate shows the coefficient of the interaction term between year dummy and treatment status. All models control for province and year fixed effects. Standard errors are clustered at the province-level and 95% confidence intervals are displayed.
In summary, the short-run effects are as expected from the theoretical model. The expansion shifts the relative supply of college-educated workers in the younger cohort. As a result, it reduces the college wage premium for both cohorts, suggesting that the two cohorts are close substitutes in production. In the long run, the effects on college wage premium are more negative in the long run, driven by substantial increases in the monthly wage of non-college workers. These long-run results suggest that the expansion creates a larger demand for unskilled labor in the long run. We also find that the expansion has a positive employment effect on non-college workers in both short and long run.

The larger negative effect on college premium in the long run is unexpected from both the theoretical model and also findings from the previous literature (Goldin and Katz, 2010; Blundell et al., 2022; Carneiro et al., 2023). That is, once firms can adjust their production technology in the long run, we would expect the negative effect on college wage premium would revert back as more firms adopt skill-biased technology and, thus, raise demand for college-educated workers. We come back to this after examining whether firms adopt better technology in the next part.

As discussed above, we can use these results to back out the relevant elasticities of substitution in Equation 2.3. Specifically, we first assume that technological adoption does not take place in the short run,\(^{19}\) so the college wage premium effect on the in the short run, scaled by the respective relative supply effect, captures the effect of the aggregate skill distribution on college wage premium, i.e., \(\frac{1}{\sigma_A} - \frac{1}{\sigma_E}\). The additional effect on the younger cohort (still in the short run) in the triple-differences model, scaled by the respective relative supply effect, captures the additional GE effect on the younger cohort (given that the two cohorts are imperfect substitutes), which is \(\frac{1}{\sigma_A}\).

Given that the triple-differences estimate for college premium after 4 to 8 years is statistically indistinguishable from zero, we can conclude that young and old workers are perfect substitutes in production. Assuming that \(\frac{1}{\sigma_A}\) is zero, the elasticity of substitution between college and non-college workers is 2.12. Our result lies well within the range of estimates for this parameter from the previous literature (Acemoglu and Autor, 2011).

\(^{19}\)This standard assumption is also made in other studies in this literature, such as Card and Lemieux (2001), Blundell et al. (2022), and Carneiro et al. (2023).
Firm-Level Effects

We now turn to the results for the effects of the expansion on firm-level outcomes, which we report in Table 2.5. Same as before, we report separately the short-run and long-run effects. Our main outcome is total factor productivity (TFP), which we discuss the details of constructing in A.2. We also report the results for labor productivity, measured as log value added per worker, capital per capita, measured as log \( \frac{\text{assets}}{\text{labor}} \), and capital intensity, measured as log \( \frac{\text{assets}}{\text{revenue}} \).

Since different sectors can respond differently to the labor supply shock, we split our sample into service firms and manufacturing firms. We drop agricultural firms as well as firms in the energy, water, and waste, who are mostly controlled by the government. These firms tend to have different level of access to capital (Baccini et al., 2019) and thus, may respond differently than the rest of the sample.

First, we find that in the short run, service firms experience almost no effect on TFP (8 percentage points and not statistically significant). In the long run, the expansion increases their log TFP by 31.2%. This is consistent with our model that firms can only adjust their production technology in the long run in response to a change in the labor supply. This result is robust when we apply PSM to select the appropriate control group or when we allow for differential linear trends. We also find similar results when using labor productivity as an alternative outcome. In contrast, we find that the expansion has positive effects in both short and long run on manufacturing firms’ TFP; the short-run effect is 12.4% while the long-run effect is 31.7%. These results are also robust with different specifications and different measures of productivity.

These results are consistent with our model of endogenous technological adoption. The increase in the number of college-educated workers raises the marginal product of these workers more than non-college workers under the skill-biased technology than labor-biased technology. Thus, when the number of skilled labor reaches a certain threshold, firms would find it worthwhile to adopt the skill-biased technology.
Table 2.5: Difference-in-differences estimates for effects of the expansion on firm-level outcomes

<table>
<thead>
<tr>
<th></th>
<th>Service</th>
<th>Manufacturing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TFP</td>
<td>Labor productivity</td>
</tr>
<tr>
<td>4-8 years after</td>
<td>0.088</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>(0.055)</td>
<td>(0.045)</td>
</tr>
<tr>
<td>9+ years after</td>
<td>0.312***</td>
<td>0.194***</td>
</tr>
<tr>
<td></td>
<td>(0.103)</td>
<td>(0.059)</td>
</tr>
<tr>
<td>N</td>
<td>3093185</td>
<td>3101045</td>
</tr>
</tbody>
</table>

Specification 1: TWFE

<table>
<thead>
<tr>
<th></th>
<th>Service</th>
<th>Manufacturing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TFP</td>
<td>Labor productivity</td>
</tr>
<tr>
<td>4-8 years after</td>
<td>0.084</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>(0.057)</td>
<td>(0.060)</td>
</tr>
<tr>
<td>9+ years after</td>
<td>0.239**</td>
<td>0.164***</td>
</tr>
<tr>
<td></td>
<td>(0.104)</td>
<td>(0.060)</td>
</tr>
<tr>
<td>N</td>
<td>2808882</td>
<td>2815861</td>
</tr>
</tbody>
</table>

Specification 2: TWFE with PSM

<table>
<thead>
<tr>
<th></th>
<th>Service</th>
<th>Manufacturing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TFP</td>
<td>Labor productivity</td>
</tr>
<tr>
<td>4-8 years after</td>
<td>0.046</td>
<td>-0.030</td>
</tr>
<tr>
<td></td>
<td>(0.047)</td>
<td>(0.037)</td>
</tr>
<tr>
<td>9+ years after</td>
<td>0.245**</td>
<td>0.117</td>
</tr>
<tr>
<td></td>
<td>(0.114)</td>
<td>(0.116)</td>
</tr>
<tr>
<td>N</td>
<td>3093185</td>
<td>3101045</td>
</tr>
</tbody>
</table>

 Specification 3: TWFE w/ linear differential trends

This table reports DiD estimate for the effects of the expansion at the individual level. For each treatment group of provinces with the same treatment year and for each survey year, we create a subdataset with those treatment provinces and provinces that were never treated as the control group. These subdatasets are stacked together and a stacked DiD model is estimated on this new dataset, controlling for province-by-subdataset and cohort-by-subdataset fixed effects. Only the DiD coefficient of the interaction term is reported. All models control for age, age squared, and gender. In specification 2, we alternatively use the TWFE model using a matched control group based on propensity score matching. In specification 3, we allow the treatment and control groups to have linear differential trends. All samples include individuals between age 22 and 55. All standard errors are clustered at the province level.
As discussed above, an alternative explanation for the rise of productivity is that firms adopt more capital as the number of college-educated workers goes up due to the complementarity nature of capital and skill; this increase in capital adoption would also lead to higher productivity (Lewis, 2013; Khanna, 2023). We can test this hypothesis by examining the effects on capital per capita and capital intensity. Interestingly, we find that not only capital did not rise, it appears to even decrease in the long run. These results suggest that firms were switching to a different model of production in response to the expansion. In other words, the capital-skill complementarity framework does not appear to apply in our context.

Two results stand out from our earlier discussion. We find that the expansion has a positive long-run effect on total factor productivity and a negative long-run effect on college wage premium. Generally, we would expect that an increase in total factor productivity would mitigate the negative effect on college wage premium in the long run if the technological change is biased towards skilled labor. That is, if technological change increases the marginal productivity of college-educated workers (and thus, their wage), then in the long run, skill-biased technological change would mitigate the supply effect in Equation 2.3.

There are two possible explanations for this puzzling result. First, it is possible that we are only observing the medium-term effects in this study, so firms may not have time to adjust wage as quickly as they adjust to their new technology. Second, it is possible that the expansion has positive spillover effects on demand for non-college workers. As Mazzolari and Ragusa (2013) and Liu and Yang (2021) note, high-skill labors may have demand for low-skill consumption such as domestic helpers or food services. The expansion might have raised the demand for such services, thus increasing non-college wage even further.
Figure 2.9: Event Study for Firm-Level Effects

(a) Log TFP  (b) Labor productivity

Note: These graphs show the event-study estimation results for the effects of the higher education expansion on firm-level outcome. Each estimate shows the coefficient of the interaction term between year dummy and treatment status. All models control for province and year fixed effects. Standard errors are clustered at the province-level and 95% confidence intervals are displayed. Capital intensity is measured by total value of capital divided by total revenue. Labor productivity is measured by value added per worker.

2.6 Partial equilibrium returns to higher education

The previous sections suggest that returns to higher education is subject to several general equilibrium effects. As discussed in Section 2.4.4, the cohort-based DiD estimates cannot be used to recover the returns to higher education because they would be confounded by these GE effects. Yet Equation 2.6 also provides a way to recover the partial equilibrium returns to higher education.

Revisiting the equation, we note that we can, and have, identify the GE effects
on wage of college-educated and non-college workers across both cohorts. It is also straightforward to obtain the shares of college-educated and non-college workers in both cohorts. Therefore, we can recover $\beta_{\text{partial}}$, which is the returns to college completion for an individual living in a control province.

$W_{\text{DiD}} = \Delta l_{cy} \cdot \beta_{\text{partial}} + (l_{cy,T=1} \cdot \Delta w_{cy} + l_{ny,T=1} \cdot \Delta w_{ny}) + (l_{co,T=1} \cdot \Delta w_{co} + l_{no,T=1} \cdot \Delta w_{no})$

(2.6)

where $l_{e,a}$ denotes the share of those with educational level $e = \{c, n\}$ (college and non-college) among cohort $a = \{y, o\}$ (young and old); $\Delta w_{e,a}$ are the GE effects on wage by educational level and age cohort; $\Delta l_{cy} = l_{cy,T=1} - l_{cy,T=0}$ is the difference in the share of college-educated workers in the younger cohort between the treatment and control provinces. The partial equilibrium returns is $\beta_{\text{partial}}$, which captures college completion returns for an individual in the control province.

Given that the GE effects vary in the short run and long run, we also estimate the partial equilibrium returns for both periods and report them in Table 2.6. The results suggest that higher education has a relatively high partial equilibrium rates of returns, between 235% and almost 400%, after accounting for the GE effects. The return using the long-run estimates is almost twice as smaller than the return using the short-run estimates; in other words, the return to higher education diminishes over time. It is also important to note that these estimates reflect the returns for those who “switched” to complete college because of the expansion. In other words, they may not be representative for other populations.

2.7 Conclusion

In the past three decades, Vietnam has experienced rapid economic growth due to both within-sectors productivity growth and structural transformation (Mccraig and Pavcnik, 2013; McMillan et al., 2017; Liu et al., 2020). As noted by McMillan et al. (2017), structural transformation may lead to episodic growth but it requires more fundamental changes such as human capital investment and institutional changes to sustain economic growth. Decree 121/2007 is an effort to push for such fundamental changes, as it allowed Vietnam to establish over 100 new universities in a short period.
Table 2.6: Partial equilibrium returns to higher education in short run and long run

<table>
<thead>
<tr>
<th></th>
<th>Short run</th>
<th></th>
<th>Long run</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>College-educated</td>
<td>Non-college</td>
<td>College-educated</td>
<td>Non-college</td>
</tr>
<tr>
<td>Share of</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Old cohort:</td>
<td>0.086</td>
<td>0.914</td>
<td>0.092</td>
<td>0.908</td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td>(0.028)</td>
<td>(0.023)</td>
<td>(0.023)</td>
</tr>
<tr>
<td>Young cohort:</td>
<td>0.095</td>
<td>0.905</td>
<td>0.097</td>
<td>0.903</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.029)</td>
<td>(0.019)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>DiD Wage</td>
<td>0.087***</td>
<td></td>
<td>0.044*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td></td>
<td>(0.024)</td>
<td></td>
</tr>
<tr>
<td>Partial equilibrium</td>
<td>3.960</td>
<td></td>
<td>2.350</td>
<td></td>
</tr>
</tbody>
</table>

At the individual level, the expansion increases the probability of completing college by over 57%. It also raises their monthly wage by over 8%. Being exposed to the expansion also allows individuals to work in skill-intensive sectors, better-paid jobs, and, thus, have higher wage. The expansion also affects firms through changes in local labor markets. As it raises the relative supply of college-educated workers, it increases the marginal product of college-educated workers in more productive technologies, thus inducing firms to adopt such technologies and raising firm productivity. Surprisingly, the expansion also raises non-college wage substantially in the long run, thus lowering the college wage premium even further.

These findings allow us to draw a number of policy implications for expanding access to higher education. First, expanding access to higher education does not appear to hurt college-educated workers, despite certain concerns about the quality of higher education and the lack of demand for college-educated workers in developing countries. These concerns were also apparent in Vietnam (The World Bank, 2020). Our findings indicate that exposure to the expansion improves individuals’ job market outcomes in terms of employment and wage. At the labor market level, it does not hurt college-educated workers’ wage. The returns to higher education is, in fact, very high even after accounting for the general equilibrium effects.
Second, higher education plays a significant role in fostering productivity growth in developing countries such as Vietnam. Our results indicate that expanding access to higher education contributes to economic growth via two channels. The expansion induces workers to move out of less productive sectors and into more productive sectors, speeding up the structural transformation process. More importantly, the expansion also forces firms to adopt better technology, raising their productivity. This finding addresses the concern that less developed countries may lack a formal market for innovation (Acemoglu, 1998, 2002) or an incentive to focus on innovative activities (Acemoglu et al., 2006; Vandenbussche et al., 2006; Aghion et al., 2009) and, thus, an expansion of high-skilled labors may not lead to more innovation activities. Our study also indicates that the expansion benefits female workers more than male workers both in terms of college completion and wage. These results imply that the expansion also lowers the wage gap across gender, which is an important goal of economic development itself.

Our study provides an important case study on the effects of expanding access to higher education in developing countries; however, generalizing its results to other developing countries would require careful consideration because Vietnam may differ from other developing countries in many dimensions. Despite being a low-middle income country, Vietnam has been well-recognized for its success in basic education in terms of enrollment and international assessment scores (Dang and Glewwe, 2018; Dang et al., 2021). Such a factor may contribute to the effectiveness of the expansion. Since we focus on new universities in provinces that never had a university before, we mostly capture the effects of public universities.⁰ Therefore, our results cannot be generalized to the effects of private universities.

⁰Private universities tend to be located in large cities where there have already been existing universities before the reform.
Chapter 3

Maternity Benefits Mandate and Women’s Choice of Work

3.1 Introduction

Labor regulations requiring employers to provide maternity benefits are traditionally considered as protection for female workers during the childbearing and child-rearing years, as they provide job security and shield female workers from employer discrimination. In developing countries, many women engage in informal work or care work, where maternity benefits are typically unavailable (ILO, 2014). Therefore, when the government imposes requirements on employers to provide maternity benefits for female workers who are pregnant, it may create an incentive for women to switch to a formal job so they can receive the benefits, because such policies often apply only to the formal, regulated sector (Pettit and Hook, 2005; Almeida and Carneiro, 2012). At the same time, a maternity benefits requirement may impose costs on employers in the formal sector, which, in turn, can discourage the hiring of women in the formal sector (Uribe et al., 2019).

The role of maternity benefits in women’s decisions on whether to work in the informal or formal sector in developing countries remains understudied. Although there are several studies examining the impacts of general labor regulations on the informal sector of the labor market (e.g. Almeida and Carneiro, 2012; Freeman, 2010), these studies do
not focus on maternity benefits regulations or on women’s labor market outcomes. Similarly, although there is a sizable literature on how mother’s labor market outcomes are affected by maternity benefits mandates, they tend to focus exclusively on mothers and, therefore, do not provide any empirical evidence on whether female workers respond to the incentive provided by the maternity benefits. Most of the existing studies on the employment effects of maternity benefits regulation also focus on developed countries, where the labor markets can be very different from those in developing countries. To the best of our knowledge, only a few studies examine the association between maternity leave policies and female labor force participation (Besamusca et al., 2015; Amin et al., 2016; Uribe et al., 2019; Amin and Islam, 2019), and only Uribe et al. (2019) examine changes in terms of informal and formal employment among women due to changes in maternity leave regulation.

In this paper we assess these important questions in the context of the labor market of Viet Nam during the period between 2010 and 2018. The 2012 Amendment to the Viet Nam Labor Law raised the required maternity leave by two months compared to the original requirement in the law of 1994, providing a unique opportunity to study maternity benefits regulations and female labor market outcomes in developing countries. Viet Nam is particularly interesting to examine because it is known for having a relatively high female labor force participation rate compared to other countries at the same income level (Klasen et al., 2021), and a high share of informal sector workers (ILO, 2016). It also imposes relatively generous maternity benefits on employers. Many have argued that Viet Nam’s high share of women in work is partly due to the socialist regime’s policies to promote gender equality and to draw women into the labor force, such as maternity leave requirements (e.g. Gaddis and Klasen, 2014; Klasen, 2019; Klasen et al., 2021).

We examine whether the maternity leave extension of the 2012 Amendment has encouraged female workers to transition from informal work to formal employment. The basic assumption that we make in this study is that female workers who are more likely to give birth would be more responsive to the incentive created by the maternity leave extension. We use two difference-in-differences (DiD) designs based on this assumption.

\footnote{See Thomas (2016), Strang and Broeks (2017), and Rossin-Slater (2017) for a summary of this extensive literature.}
to identify the effect of the maternity leave extension. In the first approach, we compare
the labor market outcomes of women of childbearing age with women beyond childbear-
ing age both before and after the new law came into effect. In the second approach,
we compare the labor market outcomes of women with different birth rates also before
and after the law to quantify such effects. In other words, we leverage the variation in
childbearing age in the first DiD approach and the variation in expected birth rates in
the second DiD approach. These two different designs allow us to ensure that we are
identifying the effect of the maternity leave extension, instead of any other component
of the 2012 Amendment. We specifically focus on whether women choose to work in the
formal sector in response to the maternity benefits they will receive when they become
pregnant or when they give birth. Therefore, we do not restrict our study to mothers
or those who would become mothers.

We find that the maternity leave extension of the new law increases formal employ-
ment of women of childbearing age by 2.7 percentage points, and decreases agricultural
household work by 3.2 percentage points. The increase in formal employment mostly
happens in the private formal sector, especially in the manufacturing industry and
among middle-skilled occupations such as plant and machine operators as well as craft
workers.

The contributions of this study are threefold. First, despite an extensive body of
studies on the effects of maternity leave regulations on women in developed countries
(e.g. Ruhm, 1998; Akgunduz and Plantenga, 2013; Rossin-Slater, 2017; Hook and Paek,
2020), few studies explore the labor market effects on women in developing countries
(Besamusca et al., 2015; Amin et al., 2016; Uribe et al., 2019; Amin and Islam, 2019).
Besamusca et al. (2015), Amin et al. (2016), and Amin and Islam (2019) document
that countries with paid and longer maternity leave regulation are associated with more
women choosing to work. Uribe et al. (2019) find that extending the required maternity
leave has a negative effect on women’s formal employment in Colombia. In contrast, we
find that a similar law has a positive effect on women’s formal employment in Viet Nam
using the same empirical strategy as Uribe et al. (2019). This difference suggests that
maternity benefits regulations may have very different effects in different labor market
settings.\(^2\)

\(^2\)Our study is also broadly related to a large literature on family, fertility and women's work in
Second, our study complements a small but growing literature on female labor force participation in Viet Nam (Kreibaum and Klasen, 2015; Klasen, 2019; Dang et al., 2022; Klasen et al., 2021; Feeny et al., 2021). While the existing studies already explore what might have led to Viet Nam’s relatively high female labor force participation, only a few studies examine the causal factors of female labor force participation and especially female formal employment. Our study contributes to this literature by providing direct evidence for the role of maternity leave policies in female workers’ decisions on where to work.

Our study is also related to a different literature on issues about labor rights and labor reforms in Vietnam, which mostly comprises of qualitative studies. Tran (2013) reviews and discusses extensively the history of labor organizing to fight for better working conditions, better pay, and better rights as well as the cultural ties among labor right activists, which are among the main drivers of reforms around labor rights (Tran, 2013), including the 2012 Amendments that we study. Evans (2020) and Evans (2021) further argue that labor reforms in Vietnam are driven by domestic activism alone but are assisted by the interests of the communist government around labor right issues. These labor reform studies highlight the significance of labor rights such as maternity leave from the cultural and political lens of workers and policymakers that are not often discussed in typical economics studies.

The rest of the paper is organized as follows. Section 2 provides an overview of the 2012 Amendment. Section 3 reports different data sources used in the study as well as how we define different labor market outcomes for our analyses. Section 4 provides a discussion of our empirical strategies. In Section 5 we report and discuss the findings, and Section 6 concludes the paper.

devoting countries, e.g. Bloom et al. (2009), Krafft (2020), Selwaness and Krafft (2021), and Finlay (2021).

3Dang et al. (2022) find that childcare increases the probability of formal employment among mothers. The government has an interest in labor repression to maintain the low labor-cost advantage of the Vietnamese economy to promote exports. At the same time, the government recognizes that trade agreements, e.g., the Trans-Pacific Partnership (TPP) and EU Trade Agreement, can strengthen the political regime, but they also require more progressive reforms around the labor right issues (Evans, 2021). The unauthorized strikes by workers also triggered the government’s fear for the regime’s legitimacy, putting more pressure on them to pursue pro-labor reforms (Evans, 2020).

4See Appendix B.2 for an overview of the recent trends in labor market of Vietnam.
3.2 Background

The main regulatory framework for the labor market, especially for formally registered businesses, is the Viet Nam Labor Law, which was first written in 1994 (World Bank, 1995) and amended in 2002, 2012, and 2019. The original Viet Nam Labor Law of 1994 already provided substantial protections for female workers. Under the original law, female workers were entitled to four months of paid leave during prenatal and postnatal periods, and such leave would be extended by one month for each additional child. During this leave, female workers would still receive full wages from their employer and maternity benefits from the Viet Nam Social Insurance Fund. More importantly, female workers were guaranteed their previous job back, or guaranteed a new job with an equivalent wage. The law also prohibited employers from giving work that might be harmful to the mother or the child. After giving birth, female workers were able to take an additional hour-long break per working day.

The 2012 Amendment to the Viet Nam Labor Law (Law no. 10/2012/QH13) was passed in June 2012 and came into effect on 5 January 2013. The Amendment makes several changes to the original codes. First, it formally defines strikes, including when and how they are allowed. This provision is considered by labor rights scholars as weakening the workers’ role in resolving strikes (Tran, 2013). Second, the new law prohibits workers from working more than eight hours per day and 48 hours per week; the law also limits overtime work to 30 hours per month and 200 hours per year. Third, the Vietnamese New Year holidays are extended by one additional day, and workers are allowed to take an unpaid day off when a family member passes away. Fourth, the law formally states that: (1) wages shall be paid based on labor productivity and quality of work performed; and (2) the minimum wage is the lowest payment for an employee who performs the simplest work and must ensure his or her minimum living needs.\footnote{It is important to note that this provision only put forward the formal definition for minimum wage. The actual regulations on the minimum wage levels were established in 2011 by the Decree 70/2011/ND-CP (Tran, 2013).}

Most importantly, the new law extends the mandated paid maternity for female workers up to six months during the prenatal and postnatal periods. In other words, the new law increases the required maternity leave by two months. The salary during the maternity leave is completely paid for by the social insurance, and employers do not
have to pay for this expense. Employers do have to contribute 18% of monthly payroll toward social insurance, while workers contribute 8% of their monthly salary.

### 3.3 Data

Our primary data source is the Viet Nam Household Living Standard Survey (VHLSS), a nationally representative, biennial survey conducted by the General Statistics Office of Viet Nam. The survey sample, which was based on the Population and Housing Census in 1999 and in 2009, consists of roughly 9,000 households from all over the country. The survey collects data from all members in the household, so the sample includes over 36,000 individuals. The data provide rich information about labor force participation, as well as individual and household demographics, economics, and education. For this study, we use the five most recent waves of the data, covering the period 2010–18, to construct a repeated cross-sectional sample.\(^7\)

Since we aim to investigate the effect on individual decisions to work, we want to exclude who are still in school or in retirement. This is because those who are in school also have to face the decision whether to continue to invest in their education, while those who are of retirement age have to consider whether to retire (or continue to work in the informal sector); therefore, their decisions to work are likely very different from those of the working age population.

Given these considerations, we choose to restrict the study population to individuals aged 25–54. The official retirement ages in Viet Nam are 60 for men and 55 for women, while the official age of completing schooling, including university education, is 21. However, many individuals remain in school until later. For example, 23.5% of individuals aged 22 and 12.8% of those aged 23 are still school; by the age of 25, however, only 5.4% remain in school (according to the VHLSS 2010-2018). This means that almost everyone in the 25-54 age range can choose between formal or informal employment, or not working at all, for reasons unrelated to schooling and retirement. These age cutoffs also allow us to split the sample into 6 age groups of 5 years: 25-29, 30-34, 35-39, 40-44, 45-49, and 50-54 for further analysis by age group. We focus our

\(^7\)Although the VHLSS data has been collected since 2002, only the 2010-2018 surveys ask for information about social insurance, which allows us to construct the main outcome variable for formal employment, as described below.
analysis on non-college-educated women because 80 per cent of this group have family unpaid work and, hence, are more likely to respond to the maternity leave increase. We set the childbearing age to be between 25 and 44 because birth rates fall below 0.1 per cent for women older than 45 (Figure 3.1) and because our sample covers women aged 25–54.”

Figure 3.1: Birth rates by age

Source: Authors’ calculations using the most recent live birth information from the 2009 Population and Housing Census.

In order to measure changes in formal and informal employment, we focus on four main employment outcomes, defined as follows, along with individuals’ monthly incomes:

- Not working: not holding any job. The reasons for not working include studying, housework, old or retired, disabled or chronic illness, or cannot find a job. The main reason for not working for men is disability, while the main reason for women is housework (Figure B.1).

- Formal employment: holding a job that (1) comes with a wage or salary, and (2) provides social insurance (ILO, 2016). This category mainly includes workers in the public or private formal sectors (domestic and foreign firms).

- Informal wage work: Holding a job that comes with a wage or salary, but does
not provide social insurance. In other words, these are wage workers who do not receive any social insurance.

- Agricultural and non-agricultural household work: workers who contribute to a family business in agriculture or non-farm sectors. These family-contributing workers are also considered as informal workers (ILO, 2016).

Table 3.1 provides a summary of key statistics for women aged 25–44 and 45–54 for before and after the new law took effect in 2013. In Figure 3.2 we also plot these labor market outcomes by age groups, gender, and year. In Figure 3.2(a) we note that the share of women with formal employment in the 25–44 age group is generally higher than the share of men in the same age group, and also higher than the shares of men and women in the older age group. During 2010-2014, formal employment of women and men age 25-44 follow an upward trend, while formal employment of both gender age 45-54 remain stable. This is consistent with what McCaig and Pavcnik (2013) and Liu et al. (2020) observe: as more formal business open over time, demands for younger workers in the formal sector also increase as they tend to have better education.

After 2014, formal employment among women between age 25-44 rises more sharply. At the same time, formal employment among men age 25-44 continues to rise at the same pace as before. In contrast, the formal employment among women age 45-54 remains stable throughout the study period, and that among men age 45-54 appears to decrease after 2014. In other words, there is an increase in formal employment among women of childbearing age following the 2012 Amendment that we do not observe in men age 25-44 or women age 45-54. We also observe a decrease in formal employment among older men following the new law. The age and gender-specific changes in formal employment suggest that these are more related to the maternity leave extension of the Amendment, instead of the other provisions, which are likely gender-neutral.

The shares of women of both age groups who have informal wage employment increases steadily during the study period. In contrast, the share of informal wage employment among men aged 25-44 stays relatively stable, and that share among men aged

---

8Since the VHLSS survey does not ask about whether an individual is a self-employed worker, we do not include this labor market outcome. If the self-employed workers earn wage, then they would be under the “Informal wage work” category, but if they work unpaid for their household, then they would be under the “Agricultural or non-agricultural household work” category.
Table 3.1: Summary statistics

<table>
<thead>
<tr>
<th></th>
<th>2010–12</th>
<th>2014–18</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Age 25–44</td>
<td>Age 45–54</td>
</tr>
<tr>
<td><strong>Demographics and education level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>34.60</td>
<td>49.36</td>
</tr>
<tr>
<td></td>
<td>(5.76)</td>
<td>(2.83)</td>
</tr>
<tr>
<td>Urban</td>
<td>0.26</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>(0.44)</td>
<td>(0.45)</td>
</tr>
<tr>
<td>Married</td>
<td>0.87</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>(0.33)</td>
<td>(0.38)</td>
</tr>
<tr>
<td>Children in household</td>
<td>1.02</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>(0.93)</td>
<td>(0.66)</td>
</tr>
<tr>
<td>Primary education or none</td>
<td>0.55</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>(0.50)</td>
<td>(0.50)</td>
</tr>
<tr>
<td>Lower or upper secondary education</td>
<td>0.45</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>(0.50)</td>
<td>(0.50)</td>
</tr>
<tr>
<td><strong>labor market outcome</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal employment</td>
<td>0.11</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>(0.31)</td>
<td>(0.23)</td>
</tr>
<tr>
<td>Not working</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(0.27)</td>
<td>(0.29)</td>
</tr>
<tr>
<td>Unpaid work</td>
<td>0.66</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>(0.47)</td>
<td>(0.44)</td>
</tr>
<tr>
<td>Agricultural household work</td>
<td>0.53</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>(0.50)</td>
<td>(0.49)</td>
</tr>
<tr>
<td>Non-agricultural household work</td>
<td>0.24</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>(0.43)</td>
<td>(0.41)</td>
</tr>
<tr>
<td>Log earning</td>
<td>9.70</td>
<td>9.68</td>
</tr>
<tr>
<td></td>
<td>(0.75)</td>
<td>(0.87)</td>
</tr>
<tr>
<td>N</td>
<td>19,592</td>
<td>8,972</td>
</tr>
</tbody>
</table>

Source: Authors’ estimation based on the VHLSS 2010–18.

45-54 fluctuates during 2010-2018. The trends in not working are similar across genders and age groups and are also relatively stable over time, suggesting that the new law
does not have any effect on this outcome. Agricultural household work, on the other hand, experiences a sharp drop in 2016 across all age groups and genders. This decrease is part of a longer-term decline in agricultural employment in Vietnam. Indeed, McCaig and Pavcnik (2013) and Liu et al. (2020) find that agricultural employment has been steadily declining since the early 2000s as trade liberalization and enterprise reforms increase the number of employment opportunities outside the agricultural sector. This structural transformation process, however, has similar effects on both genders in terms of agricultural employment (Liu et al., 2020), which is consistent with what we observe in Figure 3.2(d).

We also observe an opposite trend for the non-agricultural household work across all age groups and genders: non-agricultural household work decreases from 2010 to 2014 and reverses, increasing in 2016–18. For both agricultural and non-agricultural household work, these trends represent economy-wide changes as they apply to all age groups and genders.

The log monthly wage also increases for all groups, although it increases faster for women aged 25-44 throughout the study period. Indeed, the wage gap between women of the two age groups was very small in 2010, but has been widening since 2012, i.e., even before the new law was implemented. In contrast, the wage gap between the two groups of men remains stable until it closes in 2018.

These descriptive comparisons illustrate the increase in formal employment among women of childbearing age relative to the other age and gender groups following the implementation of the new law. They also show the overall shift away from the agricultural sector as documented in the previous literature (McCaig and Pavcnik, 2013; Liu et al., 2020). In the next section, we present our empirical strategies to identify the effect of the maternity leave extension while accounting for these structural changes of the economy.

### 3.4 Empirical Strategy

Identifying the effect of the maternity leave extension is not straightforward because the extension was combined with several other changes in the 2012 Amendment, which means we may pick up the effects of those changes as well. Our empirical strategies,
Figure 3.2: Employment outcome for women aged 25–54 by year

(a) Formal employment

(b) Informal wage employment

(c) Not working

(d) Agricultural household work

(e) Non-agricultural household work

(f) Log monthly wage

Source: Authors’ calculation based on the VHLSS 2010–18.

therefore, are built on the assumption that female workers who are more likely to give birth are also more likely to respond to the incentive of the maternity leave extension. In
other words, we assume that the other components of the Amendment may affect the labor market outcomes of everyone, but the maternity leave extension would differentially affect women who are more likely to give birth.

We consider two difference-in-differences research designs to identify the effect of the extension based on this premise. For the first design, we compare employment outcomes between women of childbearing age and women older than childbearing age before and after the law came into effect. For the second design, we compare employment outcomes between women with different expected birth rates, also before and after the maternity leave extension.

### 3.4.1 First Research Design: Comparison by Childbearing Age

First, we observe in Figure 3.1 that the fertility rates among the 25-44 age group are positive and substantially higher than those among the 45-54 age groups, which are effectively zero. Therefore, this group is unlikely to respond to the maternity leave extension, allowing us to exploit it as the control group.

Formally, we estimate the following model for woman \( i \) aged 25–54 in year \( t \):

\[
Y_{it} = \beta + \delta(Age_{25-44} \times Post_t) + X_{it}' \Gamma + \sum_s \kappa_s(Year_s \times Age_{it}) + \theta_{p,t} + \eta_{p,g} + \varepsilon_{it}
\]  

(3.1)

where \( Y_{it} \) denotes the employment outcomes of woman \( i \) in year \( t \), \( Age_{25-44} \) indicates whether the woman is between age 25 to 44, and \( Post_t \) indicates whether year \( t \) is after 2013. We control for province-by-year fixed effects (\( \theta_{p,t} \)), province-by-age-group fixed effects (\( \eta_{p,g} \)), and other individual characteristics, captured by \( X_{it} \); \( \varepsilon_{it} \) denotes the error term. The sample is split into six age groups: 25–29, 30–34, 35–39, 40–44, 45–49, and 50–54, which will be used for the age group fixed effects. The coefficient of interest is \( \delta \). Individual characteristics include urban, ethnicity, household size, number of children under 10 years old in the house, primary education or less, secondary education, and marital status. The term \( Year_s \times Age_{it} \) are year dummy variables times age; this allows us to account for changes in the effect of age on labor market outcomes over time that is unrelated to the maternity leave change. In all models we cluster standard errors at the commune–year level to account for the survey’s sampling design.
We also extend the main DiD model by estimating the dynamic treatment effects in the following event-study specification:

$$\begin{align*}
Y_{it} &= \beta + \sum_{s \neq 2012} \delta_s (Age_{25-44} \times Year_s) + X'_{it} \Gamma + \sum_s \kappa_s (Year_s \times Age_{it}) + \theta_{p,t} + \eta_{p,g} + \varepsilon_{it} \\
(3.2)
\end{align*}$$

where $s = \{2010, 2014, 2016, 2018\}$ and 2012 is the reference year. We use the same set of controls, including province–year fixed effects, province–age group fixed effects, and year dummy variables times age. Embedded in this model is a check for parallel pre-treatment trends (or pre-trends): $\delta_{2010}$ represents the difference-of-differences of employment outcome between the childbearing group and the non-childbearing group in 2010 and in 2012. Because the law was implemented in 2013, we would expect $\delta_{2010}$ to be close to zero and/or statistically insignificant.

Based on the different birth rates across age groups, we would expect the effects to be larger among younger age groups if they respond to the incentive from the maternity leave extension. Therefore, we can assess the validity of our approach by allowing the treatment effects to vary by age group. Specifically, we estimate the treatment effects by age group: 25–29, 30–34, 35–39, and 40–44, while the control group is women aged 45–54:

$$\begin{align*}
Y_{it} &= \beta_0 + \sum \gamma_g (Post \times AgeGroup_{gt}) + \theta_{p,t} + \eta_{p,g} + X'_{it} \Gamma + \varepsilon_{it} \\
(3.3)
\end{align*}$$

where $\gamma_g$ denotes the treatment effect on women of age group $g$. We also control for province–year fixed effects and province–age-group fixed effects and individual characteristics, as before. Importantly, we drop the control variables for year dummy variables times age because there would not be enough variation to differentiate the treatment effects by age groups.

### 3.4.2 Threats to Validity and Robustness Checks

The underlying identifying assumption of the first research design is that the employment outcomes of the treatment group and the control group would have followed the
same trends if the required maternity leave length had not been changed. This parallel trends assumption would be violated if other factors unrelated to the maternity leave extension also affect employment outcomes differently for the two groups over time. In this section, we discuss different potential threats to this identifying assumption and how we attempt to address them.

The most likely confounders of the maternity leave requirement extension are the other components of the 2012 Amendment. As discussed in Section 3.2, the new law also defines strike conditions, limits the working hours and overtime work, extends a holiday, and provides a formal definition for the minimum wage. Because our DiD design identifies the effect of the maternity leave extension from variation in whether a woman is of childbearing age, our estimation would be biased if these unrelated provisions also affect the two age groups differently.

Another potential confounder is the rapid structural transformation that Vietnam has undergone since 2000, as workers moved out of the agricultural sector and into higher productivity sectors such as manufacturing and services (McCaig and Pavcnik, 2013; Liu et al., 2020). A large part of this structural transformation process was due to trade liberalization and enterprise reforms that increased the number of employment opportunities in the manufacturing sector, specifically in the clothing, food products and beverages, furniture, and footwear industries (McCaig and Pavcnik, 2013). McCaig and Pavcnik (2015) and Liu et al. (2020) further note that younger and more educated workers are more likely to be affected. Limited employment opportunities in the agricultural sector, along with mechanization and uptake of labor-saving inputs, allow younger workers who are increasingly more educated to transition out of agriculture and into non-farm sectors (Liu et al., 2020). Structural transformation, therefore, can bias upward our estimation as it can increase the number of formal jobs available in the local labor market every year.10

Lastly, our results can also be biased by the minimum wage reform in 2011 (Decree 70/2011/ND-CP) which took effect in 2012. Prior to 2011, the government maintained

9We also assume that the maternity leave extension did not affect our control group, which is women age 45-54. The trends in Figure 3.2 suggests that this is not a problem in our data.

10Relatedly, the Vietnamese government also passed the 2013 Land Law, which extends the land tenure for farmers who grow annual crop and is found to boost agricultural investment (Bellemare et al., 2020). The increase in land tenure security may also induce workers to pursue off-farm employment. However, we do not expect this law to have different effects on the childbearing and non-childbearing age groups.
two systems of minimum wage: one was for all domestic employers (including the government), and the other one was for the foreign direct investment sector. As a requirement to join the World Trade Organization (WTO) in 2007, the government equalized the minimum wage levels of the two sectors in 2011 (Tran, 2013; Nguyen, 2017). It is important to note that the minimum wage levels have been increased every year and across every geographic region (and sector), so this is not a shock on the level of the minimum wage, but rather a shock on the difference in minimum wage levels between two sectors.

Both the structural transformation and the minimum wage reform are shocks at the local labor market level. On one hand, the rapid structural transformation means there would be more job opportunities in the non-farm sectors; therefore, it is a positive labor demand shock (McCaig and Pavcnik, 2013; Liu et al., 2020). On the other hand, a higher minimum wage in a competitive labor market means that the cost of hiring would increase, so it is a negative labor demand shock (Nguyen, 2017). Our empirical strategy accounts for both of these concerns, to some extent, by controlling for province–year fixed effects in all models to account for any changes in the local labor market in any given year. We also control for province–age-group fixed effects and year fixed effects times age to absorb any unobserved heterogeneity across age groups over time and across different provinces. Lastly, we exclude college-educated women and control for educational attainment in Equation 3.1, since younger cohorts tend to have higher educational attainment and, hence, are more likely to switch to the non-farm sectors.

It is important to note that all of the potential confounding factors discussed above would likely affect both male and female workers. Specifically, the other provisions of the 2012 Amendment to the Labor Code are gender-neutral, so we would not expect them to affect the two genders differently. Liu et al. (2020) find that the gender composition of the agricultural labor force was stable during the 1992–2016 period, which suggests that the structural transformation process may not affect men and women differently. Del Carpio et al. (2013) find that the shares of male and female workers who have wages below the minimum wage level are relatively similar (6.1% and 6.5%, respectively). Therefore, we can assess the extent to which our main findings are confounded by replacing women aged 45–54 with men aged 25–44 as the control group for

\[\text{Note that we control for year dummy times age for all specifications except for the specification for treatment effects by age group in Equation 3.3 as explained above.}\]
the DiD estimation. Because this alternative control group is as young as the treatment
group, this estimation should not be affected by any differential effects of the structural
transformation process or the other provisions of the 2012 Amendment by age. In other
words, if the estimates using men aged 25–44 as the control group are not different from
the main findings (i.e. using women aged 45–54 as the control group), then we can be
more assured that our main findings are not driven by the potential confounding factors
discussed above.

Alternatively, we can estimate a triple-differences regression in which women of
childbearing age are compared to men of the same age and both men and women of
age 45-54. The triple-differences approach allows us to further control for labor market
trends across different age groups. Formally, we estimate the following model:

\[ Y_{it} = \beta + \delta^{DDD} \times Post_{i} \times female_{i} + X'_{it}\Gamma + \theta_{p,t,f} + \eta_{p,g,f} + \zeta_{p,t,g} + \epsilon_{it} \] (3.4)

where \( \theta_{p,t,f} \) represents the province–year–female fixed effects, \( \eta_{p,g,f} \) represents the province–
age group–female fixed effects, and \( \zeta_{p,t,g} \) represents the province–year–age group fixed
effects. The last term absorbs any differential changes in labor market outcome across
different age groups unrelated to gender. This term, therefore, will account for the
confounding effects of the structural transformation as well as the other provisions of
the 2012 Amendment as they likely affect both genders equally. The triple-difference
specification can be easily extended to allow the effects to vary by year or age group as
done for the difference-in-differences model.

3.4.3 Second Research Design: Comparison by Expected Birth Rates

The main DiD approach identifies the effect of the maternity leave extension using
variation in childbearing age. These estimates would be biased if other factors unrelated
to the maternity leave extension also have differential effects across age groups, as we
discussed previously. In the previous section, we extended this design by switching
to a different control group and employing a triple-differences model with extensive
controls for unrelated labor market shocks by age, gender, and geography to address
that concern. However, this approach still relies on the assumption that the effect
identified by variation in demographic characteristics related to giving birth such as childbearing age and female would reflect the effect of the maternity leave extension and not other factors.

In this section, we consider an alternative research design to identify the effect of the extension using variation in expected birth rates across districts and age groups. That is, we would expect that women with higher expected birth rates would respond more strongly to the incentive of the maternity leave extension than those with lower expected birth rates. Therefore, we can directly compare the groups with different birth rates over time to identify the effects of the leave extension instead of comparing between childbearing and non-childbearing age or between men and women. We restrict our analysis to the childbearing-age women sample to ensure that the results from this design are driven entirely by differences in expected birth rates.

Specifically, we use the 2009 Population and Housing Census to calculate district-level age-specific fertility rates, defined as the number of children born to females of a specific age group in each district, for the women of childbearing age sample. We split the birth rates into five equal-sized bins, then estimate the following model:

\[
Y_{it} = \beta + \sum_b \delta_b(W_{g,d}^b \times Post_t) + \theta_{p,t} + \eta_{p,g} + \gamma_{t,g} + X_{it}' \Gamma + \varepsilon_{it}
\] (3.5)

where \(W_{g,d}^b\) indicates whether the birth rate of the respective district–age-group \(d\) and \(g\) falls into bin \(b\), \(\theta_{p,t}\) are province–year fixed effects, \(\eta_{p,g}\) are province–age-group fixed effects, and \(\gamma_{t,y}\) are year–age-group fixed effects. The reference group is the group with the lowest birth rates. This model quantifies the effects by birth rates while accounting for any unobserved confounders across age groups within provinces and any secular shocks across provinces and age groups.

Comparing different birth rate groups allows us to assess whether the main results are driven by responses to the maternity leave extension of the 2012 Amendment. If the effects are larger among groups with higher birth rates and smaller among groups with smaller birth rates, it would be consistent with the interpretation that the employment outcomes are responding to the maternity leave extension and not to other unrelated components of the new law. In contrast, if the effects’ magnitudes do not correspond to the birth rates, then it is likely that the employment outcomes are driven by other
factors.

A useful placebo test for the validity of this approach, therefore, is to estimate the same model on the sample of only men between age 25-54. That is, we merge the expected birth rates of women by district and age groups with a male sample and re-estimate Equation 3.5. Since men do not respond to the incentives from the maternity leave extension, we would expect the effects to be small and statistically insignificant.

3.5 Results

3.5.1 Main Findings

For the main findings, we present three sets of results in Table 3.2. Columns (1) to (3) report the results from estimating different variants of Equation 3.1—that is, a DiD model with women aged 25–44 as the treatment group and women aged 45–54 as the control group. Columns (4) to (6) report the results from estimating the alternative DiD model where men aged 25–44 are the control group. Lastly, column (7) reports the results from estimating the triple-differences model in Equation 3.4.

The results for different outcomes are presented in panels A–E of Table 3.2. In panel A the outcome is formal employment, defined as holding a job that provides wage/salary and social insurance. In panel B the outcome is informal wage employment, defined as holding a job that provides wages/salary but not social insurance. In Panel C, the outcome is not holding a job. In panels C and D, the outcome variables are whether individuals are working in an agricultural or non-agricultural activity in their own household, respectively. In panel E, the outcome is the log monthly wage from the current job among those who earn a monthly wage. In other words, those who are self-employed or do not work are not included in this regression.
Table 3.2: DiD results for the effect of extending maternity leave

<table>
<thead>
<tr>
<th>Specification</th>
<th>Main DiD model</th>
<th>Alt. DiD model</th>
<th>DDD model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Women age 45-54 as control</td>
<td>Men age 25-44 as control</td>
<td></td>
</tr>
<tr>
<td>Panel A: Formal employment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Panel B: Informal wage work</td>
<td>0.039*** 0.039*** 0.031**</td>
<td>0.033*** 0.034*** 0.029*** 0.027**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.013) (0.013) (0.014)</td>
<td>(0.007) (0.006) (0.006) (0.012)</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>34701 34701 34422</td>
<td>45294 45294 45215</td>
<td>67739</td>
</tr>
<tr>
<td>Panel C: Not holding a job</td>
<td>0.007 0.008 0.010**</td>
<td>-0.004 -0.001 0.000 -0.009</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.005) (0.005) (0.005)</td>
<td>(0.005) (0.005) (0.010)</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>34600 34600 34321</td>
<td>45155 45155 45075</td>
<td>67509</td>
</tr>
<tr>
<td>Panel E: Agricultural household workers (unpaid)</td>
<td>-0.004 -0.001 0.000 -0.009</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.008) (0.008) (0.008) (0.016)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>34701 34701 34422</td>
<td>45294 45294 45215</td>
<td>67739</td>
</tr>
<tr>
<td>Panel F: Independent production/business household workers (unpaid)</td>
<td>-0.010 -0.006 0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.013) (0.013) (0.014)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>34701 34701 34422</td>
<td>45294 45294 45215</td>
<td>67739</td>
</tr>
<tr>
<td>Panel G: Log monthly income</td>
<td>0.010 -0.006 0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.009) (0.009) (0.010)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>34600 34600 34321</td>
<td>45155 45155 45075</td>
<td>67509</td>
</tr>
</tbody>
</table>

Additional controls

<table>
<thead>
<tr>
<th></th>
<th>Main DiD model</th>
<th>Alt. DiD model</th>
<th>DDD model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group FE</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td>Year FE</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td>Female FE</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td>Province × Year FE</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td>Province × Age group FE</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td>Province × Female</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td>District × Year FE</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td>District × Age group FE</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td>District × Female</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td>District × Female × Year FE</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td>District × Age group FE × Female</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td>Province × Age group FE × Year FE</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
</tbody>
</table>

Note: This table reports the DiD results for the effects of the maternal leave extension on labor market outcomes. In columns 1-3, we use women aged 45-54 as the control group, and the results are reported for the interaction term Post-2013 × Age 25-44. The sample for these estimates is non-college females aged 25-54. In columns 4-6, we use men aged 25-44 as the control group, and the results are reported for the interaction term Post-2013 × Female. The sample for these estimates includes all non-college individuals aged 24-44. Standard errors are clustered at the commune-year level and reported in parentheses and p-value is reported in brackets; sampling weights are applied. All models control for year FE, age group FE, urban, ethnicity, household size, number of children aged under 10 in household, educational attainment, marital status, and year-specific cohort linear trends. Data is drawn from the VHLSS 2010-2018.
For the main DiD model comparing women of childbearing age (as the treatment group) to older women (as the control group), we consider three different specifications that control for different levels of fixed effects, from least to most parsimonious. All specifications control for urban, ethnicity, household size, number of children under 10 years old in household, educational attainment, marital status, and year fixed effects times age. The baseline specification in column (1) controls only for age group fixed effects and year fixed effects. This accounts for unobserved heterogeneity by age group as well as labor market shocks at the national level. The specification in column (2) instead controls for province–age group and province–year fixed effects; the first fixed effects absorb unobserved heterogeneity by age group and province, while the second fixed effects absorb local labor market shocks at the province level. The specification in column (3), on the other hand, controls for district–age group and district–year fixed effects. This specification accounts for heterogeneity and shocks at the district level, which is more granular than controlling at the province level. The specifications in columns (2) and (3) account for the fact that the local labor market conditions may induce younger workers to move out of agriculture and into formal employment as driven by structural transformation (McCaig and Pavcnik, 2013).

To check whether the results from the main DiD model are still confounded by local labor market conditions or other provisions of the 2012 Amendment that are gender-neutral, we contrast the main DiD model with an alternative DiD model comparing women of childbearing age (as the treatment group) with men of the same age (as the control group). We estimate three specifications that are analogous to those in the first three columns. Specifically, the specification in column (4) controls for female dummy, year and age group fixed effects. This baseline specification accounts for time-invariant heterogeneity by gender and age group, as well as shocks at the national level. For column (5), we estimate a specification that controls for province–female, province–age group, and female–age group fixed effects. As in the specification in column (2), these controls account for local labor market shocks as well as gender and age differences at the province level. In column (6), we estimate a specification controlling for district–female, district–age group, and district–year fixed effects, which is analogous to that in column (3). Lastly, in column (7), we present the results from estimating the triple-differences in Equation 3.4. As described in Equation 3.4, we control for province–year–age group,
The estimations in Panel A Table 3.2 indicates that the maternity leave extension has a positive and statistically significant effect on formal employment of women of childbearing age. In the base specification, the estimate is 0.039. When accounting for age group heterogeneity and local labor market conditions at the province level, the estimate is still 0.039. However, the estimate is reduced to 0.031 when controlling for district–age group and district–year fixed effects. These results indicate that the baseline estimate is partly driven upward by the local labor market shocks at the district level.\footnote{Note that the sample size is reduced slightly from 34,701 to 34,422 in the third specification. As we control for more granular geographic level, some district–age group cells have one observation and, hence, are dropped from the regression as these are known to introduce bias in high-dimensional fixed effects models (Correia, 2015).}

Turning to the estimates in columns (4) to (6), the estimate in the baseline specification of the alternative DiD model is 0.033, which is slightly lower than that of the baseline specification of the main DiD model in column (1). Since the two specifications are analogous except for the control group, the difference between the results in column (1) and (4) suggests that the baseline estimate from the main DiD model may be biased to some extent, although the difference is quite small. When controlling for province–year, province–female, and province–age group fixed effects, the estimate changes only slightly to 0.034. However, when replacing the province-level controls with district-level controls, the estimate is again reduced to 0.029. This suggests that the local labor market conditions also influence the estimates in the alternative DiD model. However, the most parsimonious specifications from the two DiD models yield very similar results, 0.031 and 0.029, which means that the extensive set of fixed effect controls successfully absorb most of the biases in both models. Lastly, the triple-differences estimate is 0.027, which is slightly smaller than the results from both of the DiD models, but it remains positive and significant. This model further accounts for different changes of formal employment across genders and age groups, so the estimate is slightly more conservative than those of both DiD models.

The fact that the estimates are considerably similar to each other and remain statistically significant when using different control groups, models, or controlling for different
levels of fixed effects, is reassuring evidence that any biases from local labor market conditions or factors unrelated to the maternity leave extension are relatively small. That is, under the assumption that the other provisions of the 2012 Amendments and the structural transformation are likely to affect both genders, the alternative DiD model using men age 25-44 would yield unbiased estimates. Given that both DiD models yield very similar results, the main DiD estimates are also likely to be unbiased. Similarly, the triple-differences model is likely to be unbiased because it accounts for both gender and age group-specific shocks. Since the estimates from both of the DiD models and the triple-differences model are very close to each other, the biases are, again, likely to be insignificant.

Panels B, C, and F suggest that the maternity leave extension had no effect on informal waged employment, not working, or non-agricultural household work. The results are insignificant across the board, and the estimates are close to zero. Different DiD and triple-differences models yield the same conclusion. These results suggest that workers are not moving from these labor market options to formal employment.

In contrast, we find substantial evidence that workers move out of agriculture household work in response to the maternity leave extension. In the baseline estimate of the main DiD model, the treatment effect is -0.032 but is not significant. However, when we control for province–age group and province–year fixed effects, the estimate rises to -0.043 and becomes significant. Further controlling for local labor market conditions also increases the estimated treatment effect to -0.046. The alternative DiD model yields estimates between -0.025 in the base specification to -0.029 in the least parsimonious specification. These results again suggest that local labor market shocks may bias the DiD estimates downward since the treatment effect becomes larger as we control for fixed effects at a more granular geographic level. Lastly, the triple-differences estimate is -0.032, which is in between the estimates of the two DiD models. These robust estimates suggest that the maternity leave extension decreases employment in the agricultural household sector. The magnitude of this negative effect is comparable to the magnitude of the positive effect on formal employment, implying that workers mainly move from agricultural household work to formal employment.

Unlike the results for employment, the evidence for the effect on log monthly income is mixed across different models. Without controlling for local labor market shocks,
the estimate from the main DiD model is 0.108. When adjusting for shocks at the province level, the model yields a smaller and insignificant estimate, which is 0.072. When we adjust for shocks at the district level, the estimate becomes negative and still insignificant. These results indicate that local labor market shocks bias the main DiD model’s estimate upwards. In contrast, the alternative DiD model yields similar estimates, which range between 0.084 to 0.090 and are all statistically significant. The triple-differences model yields an estimate of 0.019, which is also insignificant.

The considerable inconsistency between the three models warrants a further investigation. Figure 3.2 shows monthly wage increases throughout the study period for all genders and age groups, although women of childbearing age appear to experience a slightly larger increase relative to other groups. This difference, however, can be driven by the local labor market conditions; as more firms enter the market over time, demands for labor also increase and so do wages. The triple-differences model addresses this problem by accounting for changes for both gender and age group over time, so the estimate is smaller and insignificant. Taken together, these results provide some evidence that the extension increased monthly wages, but the evidence is not robust across different estimation methods.

The event study estimates in Figure 3.3 provide a more detailed picture of the dynamic effects of the maternity leave extension. For each outcome, we show three sets of results which correspond to the two DiD models and the triple-differences model. For the formal employment outcome, we observe that the 2010-term is statistically insignificant for all three models, allowing us to conclude that the main finding is unlikely to be driven by differential pre-treatment trends. The estimates are close to zero for the treatment effect in 2014, but become positive, larger, and significant for 2016 and 2018. In other words, the extended maternity leave increases the formal employment among women of childbearing age over time.
Figure 3.3: Event-study estimates for effects on women’s labor market outcomes

(a) Formal employment

(b) Informal wage employment

(c) Not working

(d) Agricultural household work

(e) Non-agricultural household work

(f) Log monthly income

Note: Standard errors are clustered at the commune–year level.

Source: Authors’ estimating event study specifications for the main DiD, the alternative DiD, and the triple-differences models. In the main DiD model, the control group is women aged 45-54; the model controls for district–year and district–age-group fixed effects. In the alternative DiD model, the control group is men aged 25-44; the model controls for district–year, district–female, and district–age group fixed effects. In the triple-differences model, we control for province–year–age group, district–group–female, and district–female–year fixed effects. All models control for the individual covariates described in text.
The evidence for the treatment effects on agricultural household work is less clear. The main DiD model using older women as the control group and the triple-differences model do not suffer from the pre-trends problem, while the alternative DiD model using men aged 25-44 as the control group appears to have negative pretrends. All three models indicate no effect in 2014. The effect become negative and significant in 2016 in the alternative DiD model. In 2018, the effects are negative and significant across all three models. These event-study estimates do confirm that the maternity leave extension decreases agricultural household work, although the effects do not become apparent until 2018.

In short, the main DiD and triple-differences results as well as the event-study estimates indicate that women of childbearing age respond to the maternity leave extension of the 2012 Amendment by switching out of agricultural household work and into formal employment. Accounting for local labor market shocks at the district level appears to account for most biases from factors unrelated to the maternity leave extension. We rule out the possibility that our findings reflect the effects of the local labor market or the other components of the 2012 Amendment, e.g., changes in the strike conditions or minimum wage definition, which are likely to be gender-neutral. By comparing women of childbearing age with older women as well as with men of the same age group, we find that our results are driven specifically by women of childbearing age instead of by younger workers relative to older workers.

Figure 3.4 shows our estimates for treatment effects by age groups. We present two sets of results for each outcome from estimating a DiD model and a triple-differences model that allows treatment effects to vary by age group. For the formal employment outcome, the treatment effects from the first model are smallest among the 40-44 age group and largest among the 35-39 age group, and the estimates are all statistically significant. Although the estimate for the 40-44 age group is relatively small compared to other age groups, one may still be concerned that the effect size might be unreasonably large given that this group has a very low, albeit non-negative, birth rates (see Figure 3.1). In other words, some unrelated factors might be at play that are driving these estimates. The triple-differences model appears to address some of this concern by adjusting downward these estimates. The treatment effect for the formal employment outcome estimated from this model are smaller and the results are significant only for
Figure 3.4: DiD estimates for effects by age

(a) Formal employment

(b) Informal wage employment

(c) Not working

(d) Agricultural household work

(e) Non-agricultural household work

(f) Log monthly income

Source: Authors’ estimating the DiD model in Equation 3.3 and the triple-differences model, in which treatment effects are allowed to vary by age group. In the main DiD model, the control group is women aged 45-54; the model controls for district–year and district–age-group fixed effects. In the triple-differences model, we control for province–year–age group, district–group–female, and district–female–year fixed effects. All models control for the individual covariates described in text.
The treatment effect estimates for agricultural household work are all negative, but are significant only in the main DiD model. The triple-differences estimates have similar magnitude, but wider confidence intervals. In other words, the triple-difference model yields less precise estimates, likely because of the extensive set of fixed effects as control variables. Interestingly, the main DiD model also estimates a negative and significant effect on non-agricultural household work among the 30-34 and 35-39 age group. However, these results are likely biased by other factors, which are accounted for by the triple-differences model.

3.5.2 Results from The Second Research Design

As discussed in Section 3.1, the main difference-in-differences design relies on the assumption that the formal employment outcome of women of childbearing age and older women would have followed the same trends if the maternity leave requirement had not been extended. This parallel trends assumption would be violated if other factors also affect the labor market outcomes of younger women relative to older women (or workers in general).

In Equation 3.5, we consider a different DiD design where we compare directly women between age 25-44 in low birth-rate groups with those in high birth-rate groups before and after the law was implemented. This allows us to identify the effect using the variation in birth rates conditional on age group–year fixed effects, which absorb the differential effects of any unrelated factors on different age groups over time. The plots in Figure 3.5 summarizes the estimates for the effects on the four groups with higher birth rates relative to the group with the lowest birth rates.

Relative to the lowest birth-rate group, the treatment effects on formal employment for the other four higher birth-rate groups are positive and statistically significant. The two highest birth-rate groups also have substantially higher treatment effects than the rest, indicating that the 2012 Amendment has a larger effect among women with higher expected birth rates. This is consistent with our main findings that this is driven by the maternity leave extension.
Figure 3.5: Event Study for the Effects by District–Age-Group Birth-Rate Bin

(a) Formal employment

(b) Informal wage employment

(c) Not working

(d) Agricultural household work

(e) Non-agricultural household work

(f) Log monthly income

Note: The graph reports the results from estimating the DiD model in Equation 3.5, in which treatment effects are allowed to vary by birth-rate groups. Birth rates vary by district and age group, and are binned into five equal groups. The lowest birth-rate group is the reference group. All models control for province–age group fixed effects, year–age group fixed effects, and province–year fixed effects. The sample includes women aged 25–44 in the VHLSS 2010–18 sample. Standard errors are clustered at the commune–year level and sampling weights are applied in the regressions.
Surprisingly, we find that the treatment effects on informal wage employment are negative and larger among the groups with higher birth rates. The treatment effects are significant for the two highest birth-rate groups. The estimates for the agricultural household work are negative but no longer significant across all birth-rate groups. These are different from the main findings, where we find that the maternity leave extension decreases agricultural household work and does not affect informal wage employment. In contrast, the estimates for non-working, non-agricultural household work, and log monthly income are relatively small and insignificant, which is consistent with the results from the main DiD design.

To assess whether this specification absorbs any confounders unrelated to birth rates, we re-estimate the same model for a sample of only men between age 25 and 54 as a placebo test and present the results in Figure B.2. The estimates here represent the treatment effects on men in district–age groups with different expected birth rates. Since these birth rates should not have any effect on men (conditional on the fixed effects), we would expect all estimates to be statistically insignificant if this DiD design is valid. Indeed, we find that the treatment effects on men are mostly insignificant and relatively close to zero. The results for the informal wage employment in the male sample are similar to those from the female sample, but they are not precisely measured. Overall, the results from this placebo test support the conclusion that the increase in formal employment among women in the higher birth-rate group is indeed driven by the maternity leave extension and not the other provisions of the 2012 Amendment.

In summary, the results for the formal employment outcome are robust against different specifications and research designs, which allow us to confirm that the maternity leave extension provides an incentive for women of childbearing age to move into the formal sector. The evidence for informal wage employment and agricultural household work is less conclusive; the research design using the variation in age and gender suggests that women move out of the agricultural sector, while the research design using the variation in birth rates suggests that women move out of informal wage employment.

3.5.3 Formal Employment in the Public and Private Sectors

In this section, we apply the same approaches to understand more about sectors (i.e., public or private), industries, and occupations that women move into as a result of the
maternity leave extension. First, we note from Figure 3.6(a) that public employment has been declining among women of both age groups during the entire study period, but the decrease for women of childbearing age has slowed down since 2014. Similarly, public employment also decreased among older men during 2010–18, while that of younger men only decreased in 2018.

Figure 3.6: Public and private formal employment for women aged 25–54 by year

(a) Formal employment in public sector

(b) Formal employment in private sector

(c) Log monthly income (public)

(d) Log monthly income (private formal)

Source: Authors’ calculation based on the VHLSS 2010–18.

The formal employment in the private sector in Figure 3.6(b) are more similar to the patterns of overall formal employment that we observed in Figure 3.2(a). There is an upward trend among all age and gender groups, but the increases among younger men and women appear to be larger than those among older men and women. Within the 25–44 age group, women experienced a larger increase than men, especially after 2014. These trends suggest that formal employment in the private sector of women of
childbearing age increases following the maternity leave extension, relative to the other demographic groups. Despite these changes in employment among women aged 25-44, there is little evidence that their monthly wages are affected in both the public sector and the private formal sector. Log monthly wages follow an upward trend for all genders and age groups, although those among the older age group are more volatile for both genders.

We now turn to the regression estimates for the effects on these outcomes in Table 3.3. The main DiD model using older women as the control group yields positive and significant estimates for the effect on public sector employment. The baseline estimate is 0.029, and controlling for province–year and province–age group fixed effect yields a similar result. Controlling for district–year and district–age group, on the other hand, yields slightly lower estimate of 0.024.

Surprisingly, the estimates from the alternative DiD model using men of the same age as the control group are all close to zero and statistically insignificant. This is consistent across different levels of fixed effects as control variables. The triple-differences estimate is -0.007 and also insignificant. In contrast, the estimates for the effect on formal employment in the private sector are small and insignificant in the main DiD model, but are positive and significant in the alternative DiD model and also the triple-differences model. The baseline estimate of the alternative model is 0.036, while controlling for district–year and district–age group fixed effects reduces the estimate to 0.031. The triple-differences model also indicates that the treatment effect on private formal employment is positive and significant. The magnitude of the treatment effect on formal employment in the private sector is also comparable to the effect on overall formal employment. Unlike employment outcomes, the estimates for both wage outcomes are all small and statistically insignificant.\textsuperscript{13}

\textsuperscript{13}The sample size for log monthly wages decrease substantially when we consider public and private sectors separately.
Table 3.3: DiD results for the effects on public and private formal employment

<table>
<thead>
<tr>
<th>Specification</th>
<th>DiD model</th>
<th>DiD model</th>
<th>DDD model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Women age 45-54 as control</td>
<td>Men age 25-44 as control</td>
<td></td>
</tr>
<tr>
<td>Panel A: Public sector</td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Specification</td>
<td>0.029*** 0.030*** 0.024***</td>
<td>-0.004 -0.005 -0.003</td>
<td>-0.007</td>
</tr>
<tr>
<td></td>
<td>(0.008) (0.008) (0.009)</td>
<td>(0.004) (0.004) (0.004)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>N</td>
<td>34701</td>
<td>34701</td>
<td>34422</td>
</tr>
<tr>
<td>Panel B: Private formal sector</td>
<td>0.009</td>
<td>0.009</td>
<td>0.006</td>
</tr>
<tr>
<td>N</td>
<td>34701</td>
<td>34701</td>
<td>34422</td>
</tr>
<tr>
<td>Panel C: Log monthly income (public)</td>
<td>0.061</td>
<td>-0.102</td>
<td>0.596*</td>
</tr>
<tr>
<td></td>
<td>(0.110) (0.148) (0.346)</td>
<td>(0.047) (0.056) (0.123)</td>
<td>(0.446)</td>
</tr>
<tr>
<td>N</td>
<td>1388</td>
<td>1265</td>
<td>349</td>
</tr>
<tr>
<td>Panel D: Log monthly income (private formal)</td>
<td>-0.047</td>
<td>-0.062</td>
<td>-0.172</td>
</tr>
<tr>
<td></td>
<td>(0.089) (0.098) (0.184)</td>
<td>(0.029) (0.033) (0.052)</td>
<td>(0.281)</td>
</tr>
<tr>
<td>N</td>
<td>2419</td>
<td>2302</td>
<td>1432</td>
</tr>
</tbody>
</table>

Additional controls
- Age group FE ✓ ✓
- Year FE ✓ ✓
- Female FE ✓
- Province × Year FE ✓ ✓
- Province × Age group FE ✓ ✓
- Province × Female ✓
- District × Year FE ✓ ✓
- District × Age group FE ✓ ✓
- District × Female ✓
- District × Female × Year FE ✓
- District × Age group FE × Female ✓
- Province × Age group FE × Year FE ✓

Note: This table reports the DiD estimates for the effects of the maternal leave extension on labor market outcomes. In columns 1-3, we use women aged 45-54 as the control group, and the results are reported for the interaction term Post-2013 × Age 25-44. The sample for these estimates is non-college females aged 25-54. In columns 4-6, we use men aged 25-44 as the control group, and the results are reported for the interaction term Post-2013 × Female. The sample for these estimates includes all non-college individuals aged 24-44. Standard errors are clustered at the commune-year level and reported in parentheses and p-value is reported in brackets; sampling weights are applied. All models control for year FE, age group FE, urban, ethnicity, household size, number of children aged under 10 in household, educational attainment, marital status, and year-specific cohort linear trends. Data is drawn from the VHLSS 2010-2018.
The event-study estimations provide a similar story as the main models (see Figures 3.7(a) and (b)). The main DiD model indicates a positive effect on public employment, while the alternative DiD and the triple-differences models suggest that the effects are close to zero. The opposite is true with private formal employment; the main DiD estimates are positive but insignificant; the alternative DiD and triple-differences’ estimates are positive and significant.

The inconsistency between the main DiD model and the two other models raises a concern about whether the maternity leave extension increases formal employment in the public or the private sector. We find it unlikely that the maternity leave extension increased public employment. First, when estimating the treatment effects by age group, the estimates for the public employment outcome follow a puzzling pattern: the estimates are larger for older age groups, but the estimate for the 25-29 age group, the youngest individuals in the sample, is negative and significant (see Figure 3.7(c)). We would expect younger individuals (with higher birth rates) to experience larger effect than older individuals (with lower birth rates) if these estimates represent the treatment effects of the maternity leave extension. More importantly, these estimates are also not robust to the triple-differences model. When we switch to the second DiD design that uses birth rate groups as the treatment variable (see Equation 3.5), the estimated treatment effects are also small and statistically insignificant across all birth rate groups. In other words, the effect on public employment is also not robust to our second DiD design.

The results for the private formal employment are similar to our main conclusion about the overall formal employment. The estimated treatment effects by age, as shown in Figure 3.7(d), show that the effects are largest among women between age 25 and 29, those that have the highest birth rate among all age groups (see Figure 3.1). This is consistent with what we would expect if women switch their career in response to the incentive of the maternity leave extension. When estimating the model using birth rate groups as the treatment variable, the estimates for public employment are small and statistically insignificant. In contrast, the treatment effects on private formal employment are positive, significant, and larger among higher birth-rate groups. Our conclusion is that it is more likely that the maternity leave extension increases formal employment in the private sector.
Figure 3.7: Event study for the effects on public and private formal employment

(a) Event-study: Public empl.

(b) Event-study: Private empl.

(c) Effects by age: Public empl.

(d) Effects by age: Private empl.

(e) Effects by birth rates: Public empl.

(f) Effects by birth rates: Private empl.

Note: Figures (a) and (b) report the event-study estimations for the main DiD, the alternative DiD, and the triple-differences model. In the main DiD model, the control group is women aged 45-54; the model controls for district–year and district–age-group fixed effects. In the alternative DiD model, the control group is men aged 25-44; the model controls for district–year, district–female, and district–age group fixed effects. In the triple-differences model, we control for province–year–age group, district–group–female, and district–female–year fixed effects. Figure (c) and (d) report the estimations for the main DiD and the triple-differences models, in which the treatment effects vary by age group. Figure (e) and (f) report the DiD estimates where the treatment effects vary by birth-rate groups. All models control for the individual covariates described in text. Standard errors are clustered at the commune–year level.
Instead of splitting by public and private sectors, we can also split the formal employment by industry and occupation. That is, we consider which industry and occupation women of childbearing age are switching to as a result of the maternity leave extension.\textsuperscript{14} We present the triple-differences estimates for the treatment effect on 20 industries and 10 occupations along with the means of the outcome variables in Figure 3.8. First, we observe a relatively large, positive and significant effect on formal employment in the manufacturing sector (which also includes the textile industry), where the estimate is about 0.04. The large magnitude of the effect on this sector is perhaps not surprising, given the fact that it is also the largest sector in terms of formal employment. We also observe a positive and significant effect on the entertainment sector (including arts, sports, and other entertainment industries), although the estimate is smaller than 0.01. For other industries, the effects are close to zero and statistically insignificant. These results are consistent with our earlier conclusion that the effect is mainly on formal employment in the private sector, as these industries are mainly located in the private sector.\textsuperscript{15}

The results on occupation outcomes yield a similar conclusion. The treatment effects are positive and largest among typical occupations in the manufacturing sector, including operators of plants and machines and textile workers. The formal employment of women is relatively large among these occupations, and they likely require lower skills from their workers (relative to technicians and professionals). Therefore, there are likely more opportunities to switch from the informal sector. There is also a positive and significant effect on the clerical occupation, which typically include office jobs such as secretaries and customer service jobs. Consistent with what we find for the industry outcomes, these are the occupations that are mainly found in the private sector.\textsuperscript{16}

\textsuperscript{14}We thank an anonymous reviewer for suggesting that we look at the effects by industry and occupation.
\textsuperscript{15}Almost 90\% of manufacturing workers work for the private sector (VHLSS).
\textsuperscript{16}According to the 2010-2018 VHLSS, about 86\% of the plant and machine operators/workers and 82\% of the craft and related workers are hired by the private sector. The clerical occupation is more balanced, as only 53\% of the occupation are employed by the private sector.
Figure 3.8: Triple-differences results for industry and occupation effects

(a) Treatment effects on industry outcomes

(b) Treatment effects on occupation outcomes

Note: The graph reports the results from estimating the triple-differences model in Equation 3.4. All models control for urban, ethnicity, household size, number of children under age 10 in the household, educational attainment, marital status, province–age group–year fixed effects, district–age group–female fixed effects, and district–female–year fixed effects. The sample is all non-college men and women age 25-54 in the 2010–18 VHLSS sample. Standard errors are clustered at the commune–year level.
In short, these results suggest that the maternity leave extension of the 2012 Amendment provides an incentive for women of childbearing age to move into formal employment in the private sector. The switch primarily happens in manufacturing where the formal employment is more common than in other industries. The effects are also concentrated among middle-skilled occupations such as machine operators, plant workers, craft workers, as well as clerks. This is likely because the labor demands for these occupations have been rising recently as a result of more private firms entering the manufacturing industries (McCaig and Pavcnik, 2013), and the skills for these occupations are relatively easy to acquire relative to those in the high-skilled occupations.

3.6 Conclusion

The 2012 Amendment to the Labor Law of Viet Nam effectively extends the mandated maternity leave from four months to six months, which is likely enforceable among firms in the formal sector but not informal businesses. This provides an increase in employment benefits particularly for women of childbearing age, creating an incentive for these women to switch from informal work, such as farm or non-farm household work, to formal employment.

We assess the impacts of the maternity leave extension on women’s labor market outcomes using two different DiD designs. First, we compare the employment outcomes of women of childbearing age with those beyond childbearing age before and after the implementation of the law. We find robust evidence that the law is associated with an increase of 3.3 percentage points in the probability of formal employment. Our results are robust to switching to using men of the same age group as the control group as well as a triple-differences model. Second, we compare employment outcomes among women by their expected birth rates and arrive at similar conclusions. Groups with higher expected birth rates are more likely to move into formal employment in response to the new law. However, the two designs point to different sources of informal employment that women of childbearing age move out of. The first design suggests that women move out of agricultural household work, while the second design suggests that women move out of informal wage employment. We also observe that the extension encourages women to switch to the private formal sector, specifically in the manufacturing industry.
and middle-skilled occupations.

Interestingly, our findings are opposite of those of Uribe et al. (2019), who use a similar research design to evaluate a similar law in Colombia and find that extending maternity leave has a negative effect on women’s formal employment. The difference might be due to the differences in the labor market and regulations between Vietnam and Colombia. First, the private formal sector in Vietnam has undergone significant expansion in the last two decades, especially in the manufacturing industry. The 2000 Enterprise Law, for example, reduced the administrative burden to register new businesses, contributing to the growth of private formal firms (Malesky and Taussig, 2009). Changes in the trade policies such as the US-Vietnam Bilateral Trade Agreement (2001) and Vietnam’s accession to the WTO (2007) shifted the markets away from agriculture and towards manufacturing exports (McCaig and Pavcnik, 2013). This considerable economic development likely provides more opportunities for workers to move out of the informal sector and into the manufacturing sector. Along with the increase in labor demands, female workers in Vietnam also appear to value sick and maternity leaves as a reason to be employed in a company (Tran and Jeppesen, 2016).

Second, in Vietnam, the salary received by female workers during a maternity leave is completely paid for by social insurance. In the case of Colombia, the employer has to pay 73.06% of the workers’ salary during leave, while the rest is covered by social security (Uribe et al., 2019). The critical difference between the two countries in how salary is paid during the maternity leave may help explain why our findings are different from those in Uribe et al. (2019). These differences highlight the importance of conducting more studies on the labor market effects of maternity leave mandates in developing countries. As countries differ in terms of labor laws and labor market conditions, the effects on female labor market outcomes may also vary.

To close, we note that our study comes with two major caveats. First, the VHLSS data allow us to study formal employment only during 2010 or later because the survey did not ask for information about social insurance before that, which means that we can examine the pre-treatment trends for only two periods: 2010 and 2012. Although our event study results support the assumption of parallel trends between the treatment

---

17Employers do have to contribute 18% of their payroll and employees have to contribute 8% of their salary towards social insurance.
group and two different control groups during these two years, it is possible that the
trends may not be parallel before 2010. As a result, the counterfactual trends (in the
absence of the maternity leave extension) may also be non-parallel.

However, we observe that the shares of formal employment of all age groups and
genders follow relatively stable trends up until 2016 when the trend of women of child-
bearing age diverged substantially (see Figure 3.2). More importantly, the trends of
the control groups (men between age 25-44 and women between age 45-54) continue to
be very stable over time. These patterns in the raw data provide reassuring evidence
that the changes in the labor market outcomes respond to the 2012 Amendment rather
than other factors. Our second DiD design further suggests that the results are driven
by birth rates among childbearing-aged women. Therefore, we can conclude that the
intervention is related to fertility-related incentives, which can only be the maternity
leave extension.

Second, the sample size for individuals with monthly wage information is likely too
small to detect any effect of the leave extension on this outcome, especially for wages
separately in the public and private formal sectors. Although on-leave employees are
paid through their social insurance, firms are still likely to incur indirect costs for such
leaves by leaving the position unfilled or hiring temporary workers. Hence, one may
expect the maternity leave extension to have some effect on monthly wages as the
required leave is increased from 4 to 6 months. It is possible that the 2-month increase
is relatively small so the effects on monthly wages are also small.
Chapter 4

Income Shock and Food Insecurity during the Pandemic

4.1 Introduction

Food insecurity has become a major economic consequence of the global pandemic as lockdown and social distancing are widely adopted to contain the COVID-19 virus.\(^1\) During a lockdown, many workers lose part of their incomes or their jobs as they withdraw from social interaction, which, in turn, severely affect their ability to afford food (Devereux et al., 2020). Although several COVID-19 vaccines were successfully developed and approved in early 2021, the world continues to experience new waves of infection with newer and more transmissible variants, especially among developing countries that lack the resources to purchase and distribute vaccines to their citizens. Thus, food insecurity will continue to be an issue until lockdown orders and/or withdrawals from work and social interaction are no longer necessary, i.e. when herd immunity is achieved through vaccine-induced or natural immunity.

Given the severity of the economic impacts of the pandemic, governments and international organizations have pursued various actions to provide financial support and food aid to vulnerable populations (Gentilini et al., 2020), which raises an important

\(^1\)See Devereux et al. (2020); Brown et al. (2020); Mishra and Rampal (2020); Ahn and Norwood (2020); Paslakis et al. (2020); Reardon et al. (2020); International Monetary Fund (2020).
question: how should governments and organizations effectively target places or households that need their support most within a country? It is now clear that the economic impacts of COVID-19 vary across populations, geography, and economic sectors (The World Bank, 2020; International Monetary Fund, 2020). Prioritizing places affected more by the pandemic will allow governments or international organizations to provide more support to people needing them most instead of extending resources to people who were relatively unaffected. This is especially true for low- and middle-income countries with limited resources.

A common approach is to send aid to households with a pre-pandemic poverty or low-income status. While it is simple to target poor households, not all poor households experience food insecurity during the pandemic. For example, households whose members work in unaffected sectors are not suffering, while near-poor households may still suffer a food insecurity shock if their members work in a severely affected sector. This issue is particularly severe in developing countries where data on poverty status may be outdated and data on income does not include informal economic activities (Aiken et al., 2021). A better method is to combine household targeting with geographic targeting: government (or international organizations) can first identify and allocate an appropriate budget and resources to localities that are affected most, so that local governments or field agents from international organizations can identify and distribute aid to households or individuals that require assistance. This practice is used by the United Nations World Food Programme (World Food Programme, 2015).

Identifying which places are affected more, however, would require conducting a large-scale survey to determine the percentage of food-insecure households in different areas across a country, which can be both costly and time-consuming. Facing this constraint, most existing studies only document food insecurity shocks during the pandemic at the national or regional level. Several innovative studies propose predicting

---

2 The goal of this targeting approach can be to support the most vulnerable population or to compensate for their income losses.

3 Gundersen et al. (2011) show that in the US, 65% of households close to the poverty line are food secure, while 10%-20% of households with income twice as high as the poverty line are food insecure.

4 See, e.g., Ahn and Norwood (2020); Wolfson and Leung (2020); Bitler et al. (2020); Aggarwal et al. (2020); Amare et al. (2021); Hirvonen et al. (2021); Gupta et al. (2021); Nguyen et al. (2021); Barrett et al. (2021); Gatto and Islam (2021) among many others.
and targeting food insecurity at a more granular level using remote sensing data on geography and weather (e.g., Andree et al., 2020; von Carnap, 2021; Zhou et al., 2021) or combining such data with phone surveys and mobile phone usage (Blumenstock et al., 2015; Aiken et al., 2021). These studies tap into a significant amount of data that are traditionally underutilized, but they also require using cutting-edged machine learning technique to process satellite photos and make prediction based on a large number of factors. The complex nature of these advanced methods, however, can pose a significant barrier for policymakers to adopt widely. These methods rely heavily on the expertise of the researchers and modelers to make decisions on which data and methods to use as well as decisions about variables, parameters, and assumptions specific to each method.\(^5\)

We propose an alternative approach that also predicts and target food insecurity at the granular level and only relies on a common and widely-used method in the econometric toolkit. The first step is to estimate the causal effect of household income on food insecurity. The standard OLS estimation may suffer potential bias as food insecurity can simultaneously affect income by lowering productivity, so we use local exposure to national employment changes to instrument for household income. The second step is to combine this estimate and external information on aggregate income shocks at the sector level during the pandemic to predict changes in food insecurity at the locality level. Because we only focus on predicting changes, not levels of, food insecurity, we only require information about how income changes at the sector level. Under the assumption that the pandemic mainly affects food insecurity through the income loss channel, this method can provide a reasonable and timely prediction that policymakers can quickly act on.

We apply this approach to predict and assess potential food insecurity shocks during the pandemic in Vietnam. In 2020, Vietnam was among the most successful countries at containing new infections with strict measures of mass testing, targeted lockdowns, and quarantine policies. However, in 2021, the country entered a new and more severe wave of infection, forcing more extensive lockdowns in several parts of the country. Although food insecurity is reported as one of the major concerns of households during this period (Yang et al., 2020), little is known about which places in Vietnam are affected more in

\(^5\)Zhou et al. (2021) document several modeling choices that can have important consequences on the prediction of these models.
terms of food insecurity, preventing the government and international organizations from targeting and distributing aid. We address this problem by predicting food insecurity shocks due to changes in income for 702 districts in Vietnam, allowing identification of districts that are likely affected most.

We first use the 2010–2018 Vietnam Household Living Standard Survey (VHLSS) to estimate the effect of income shock on food insecurity. We then use information from the World Bank on pandemic income shocks and the 2019 Labor Force Survey (LFS) to predict changes in food insecurity risk for 702 districts of Vietnam. The share of food-insecure households is predicted to rise by 0.82 percentage points, but a small number of districts are predicted to experience increases as large as 7.86 percentage points. We also predict an increase of 0.997 percentage points in the share of food-insecure children under 5, and a few districts are predicted to experience an increase as large as 19.33 percentage points. These predictions suggest that the average impact of the income shock during the pandemic in Vietnam may be small, but certain parts of the country are likely affected more severely than others.

Our study makes two contributions to the literature. First, it contributes to a growing number of studies on predicting food insecurity at the locality level for targeting purposes, which are part of a broader literature on interventions and disaster-relief policies to address food insecurity during emergencies. Whether an intervention is effective depends crucially on the quality of the targeting approach (Barrett, 2010; Lentz and Barrett, 2013): targeting the wrong places is costly, while missing the food-insecure places can have long-term negative consequences for food-insecure households (Brown et al., 2018). Although the literature offers several machine learning approaches to make timely and granular prediction on food insecurity for targeting purposes during crises that are unrelated to COVID-19 (e.g., Lentz et al., 2019; Andree et al., 2020; Zhou et al., 2021), only two studies focus on developing methods specific to the pandemic. Gundersen et al. (2020) employ an OLS-based approach to predict changes in food insecurity

---

6 Several studies find that timely interventions such as cash or food transfers can reduce food insecurity and mitigate any negative effects of food insecurity, such as Nikulkov et al. (2016); Gelli et al. (2017); Hidrobo et al. (2018); Christian et al. (2019); Savy et al. (2020) and others. Lentz and Barrett (2013) show that food assistance policies have the highest returns when targeting children under 2 years old.

7 Our study is also related to an extensive literature on factors of food insecurity such as rainfall (Niles and Brown, 2017), agricultural income (Kuma et al., 2019), farm production (Jones et al., 2014), and economic vulnerability (Chaaban et al., 2018).
insecurity at the county level in the US. Relatedly, Aiken et al. (2021) propose a new framework to combine data from satellite images and mobile phone networks with phone survey data to predict levels of poverty in Togo. Like Gundersen et al. (2020), our study also predict changes, not levels, of food insecurity. We extend the methods in Gundersen et al. (2020) to address the simultaneity bias in the standard OLS-based approach. Our proposed method is more suitable for developing countries than that of Gundersen et al. (2020) because it employs datasets that are typically available in these countries, including population censuses, national household surveys, and labor force surveys.

Second, our study can help policymakers address the rising concerns about food insecurity in Vietnam and other countries. In the case of Vietnam, a national phone survey conducted by the World Bank indicates that 33% of households were concerned about not having enough food (Yang et al., 2020), yet which districts are affected more remains unknown. While Vietnam continues to combat new waves of infection with extensive lockdown orders, it becomes increasingly important for policymakers to sketch a rapid and well-targeted response to alleviate the pandemic’s economic impacts in Vietnam. Using information about income shocks in 2020, our study maps the projected food insecurity shocks at the district level, allowing policymakers to identify districts that may require more assistance than others. Policymakers can also apply our proposed method to predict food insecurity shocks as the pandemic continues or for other shocks in Vietnam and other developing countries.

The rest of this paper is organized as follows. Section 2 summarizes the impacts of COVID-19 on the Vietnamese economy. Section 3 proposes an empirical framework to predict changes in food insecurity due to sector-specific income shocks and describes the data used. Section 4 reports the regression results. Section 5 applies the framework to predict food insecurity changes in Vietnam in 2020 and discusses policy implications. Section 6 summarizes the lessons from our predictions and discusses different caveats of the proposed approach.

*Because we only focus on food insecurity prediction, our study is only indirectly linked to an extensive literature on measuring the impacts of the pandemic on food insecurity especially in developing countries. See Picchioni et al. (2021) and Béné et al. (2021) for recent systematic reviews on this topic.*
4.2 Impacts of COVID-19 on the Vietnamese Economy

In this section, we briefly discuss how the pandemic evolved in Vietnam and its economic consequences from January 2020 to July 2021. The first five cases of COVID-19 were detected during the last week of January 2020. Since then, several public health measures have been taken to contain the virus’s spread, which in turn has affected the economy. On February 1, 2020, flights between China and Vietnam were canceled (Tuoi Tre online, 2020). The borders between the two countries have also been tightened, disrupting agricultural exports from Vietnam to China (BBC, 2020). Moreover, this strongly affected tourism, an important industry in Vietnam. According to the Vietnam National Administration of Tourism (2021b), Vietnam received 18 million international tourists in 2019 and collected revenue of $27.5 billion in 2018, which is about 11% of 2018 GDP (Vietnam National Administration of Tourism, 2021a). Following the travel restrictions imposed in February 2020, the Vietnamese tourism industry lost 32% of its international customers (mainly from China). Starting in March 2020, all flights to Vietnam were canceled due to the outbreak in the EU and the US. The Vietnamese government also imposed a two-week social distancing order on April 1, 2020. These events created shocks in both demand and supply in the tourism sector as well as other related industries in the service sector.

The social distancing order in April also affected manufacturing industries by requiring additional distance between workers. According to the Ministry of Industry and Trade (MOIT), the industrial production index decreased by 18% in April 2020 and only recovered to pre-distancing levels in June 2020. Meanwhile, the outbreak also created a supply chain disruption in the manufacturing sector. According to a survey conducted by the Vietnamese General Statistics Office (GSO) in April 2020, 42.8% of surveyed firms reported a supply shortage, and this number increased to more than 70% in the garment industry (GSO, 2020b). This issue was partly resolved when China, Korea, and Japan reopened their economies, and Vietnam’s imports in the first seven months of 2020 were lower than the same period in 2019, only by 2.9% (MOIT, 2020).

While the initial supply shock abated as the country successfully contained the first wave of the virus, Vietnam still faced lower demands from importing countries due to global supply chain issues. For instance, in the first seven months of 2020, the garment
and footwear industries exported less than that of 2019 by 12%. To cope with lower demand due to the pandemic, firms reportedly cut costs by terminating labor contracts, laying off workers, cutting workloads, and/or cutting wages. This in turn led to higher risks of food insecurity, especially for female and low-skilled workers.

The first wave in Vietnam ended in April 2020 when the country recorded no new local transmission cases for almost three months. The second wave, however, started in July 2020 when there were several new cases and deaths across multiple cities, forcing local lockdowns. Following the second wave, economic recovery slowed down. According to The World Bank (2020), the Vietnamese economy grew at a slower rate in August 2020 compared to previous months. Retail sales grew by 5.2% in July 2020 and only 2.3% in August 2020. FDI flow also decreased substantially; in July 2020, it was US$3.1 billion but dropped to US$720 million in August 2020. Within Vietnam, vulnerable workers continue to worry about future financial outcomes (Dang and Giang, 2020).

The third wave started in late January 2021 and quickly spreaded across the country, forcing several cities and provinces to lock down until March 2021 (Ministry of Health, 2021). In early May 2021, state and foreign media issued warnings about a potential fourth wave as new cases were detected in Hanoi, Vinh Phuc, and Ha Nam (BBC, 2021). A fourth wave of infection started in early May 2021, and Vietnam continued to struggle with containing it as of July 2021. This wave is the most severe so far, as the number of new cases from May accounts for 84% of total cases in Vietnam up to this point. The industrial powerhouses, including Ho Chi Minh City, Bac Ninh, and Bac Giang, were the epicenters of this wave. Targeted lockdowns and contract tracing were implemented across the country, affecting 15 million workers in the second and third quarters of 2021 (GSO, 2021). The full extent of the economic impacts of the fourth wave and the pandemic on Vietnam remains unclear as new variants such as the Omicron variant continue to emerge.

Given these economic impacts, one can expect the pandemic to have severe effects on food insecurity. As household income decreases due to the pandemic, households are less likely to afford nutritious food, which threatens their food security. We illustrate

---

9In April 2020, the GSO reported that 66.8% of firms applied at least one of these measures GSO (2020b), and the LFS reports that 30.8 million workers were affected in quarter 2 (GSO, 2020a).
the relationship between food insecurity and income in Figure 4.1 by plotting province-level average monthly income against shares of food-insecure households in (a) as well as province-level shares of poor households against shares of food-insecure households in (b). Provinces with higher average income and a lower share of poor households tend to have a lower share of food-insecure households. In the next section, we discuss in detail how to predict food insecurity shocks due to the pandemic in Vietnam.

![Figure 4.1: Correlation between province-level income and poverty with share of food-insecure households in 2018](image)

Note: Figure (a) shows a scatter plot of the province-level share of food-insecure households and the average monthly income per capita. Figure (b) shows a scatter plot of the province-level share of food-insecure households and the share of poor households. A household is defined as food insecure when its share of calories from staple food exceeds 84% (see more in the next section). A household is defined as poor when its monthly income per capita falls below the national poverty line. The data are from the Vietnam Household Living Standard Survey in 2018.

### 4.3 Empirical Strategy

#### 4.3.1 Data

As we will discuss in the next section, the method proposed in this study requires data for two steps: (1) estimating the causal relationship between household income and food insecurity and (2) predicting food insecurity changes at the district level by combining the estimates from the first step with external information about income shocks. We use the 2010-2018 Vietnam Household Living Standard Survey (VHLSS) for the estimation step. The VHLSS is a biannual survey conducted by the General Statistics Office of
Vietnam (GSO). Each wave of data consists of nearly 9,400 household observations and roughly 36,000 individual observations across the country. This dataset is well-suited to estimate the effect of household income on food insecurity status for two main reasons. First, it contains many variables related to household food consumption and food insecurity, allowing us to construct different measures of food insecurity based on nutritional quality. Second, it covers all provinces over a long time period, which allows us to control for any long-term trends in income and food insecurity at the province level. However, there are two important caveats of the VHLSS that make it unsuitable for the prediction step: (1) the latest wave available is 2018, while the income shocks reported by the World Bank are a comparison between 2020 and 2019; and (2) the sampling of the study is not designed to calculate aggregates at the district level; that is, it does not have enough observations per district for aggregation.

Due to these limitations, we use the Labor Force Survey (LFS) in 2019 for the prediction step. The survey is conducted annually by the GSO and includes more than 800,000 individuals from about 200,000 households across 702 districts. Households are selected from the stratified random sampling method that is representative at the district level. The LFS focuses on the labor market information of individuals of legal working age, which includes employment status, income, and workload, and has demographic information on all household members. The LFS allows aggregating data at the district level, and the latest data available is for 2019, which is more comparable to 2020 than the latest VHLSS wave in 2018. However, the LFS data do not have information on food consumption, which is why we cannot use it for the estimation step. In Table 4.1, we provide summary statistics for household data from the 2010–2018 VHLSS and the 2016, 2018, and 2019 LFS.

\[1\] In addition to containing a lot of information about household consumption, VHLSS is a rotating panel, where 50% of the sample appears in two consecutive surveys and a household can only be tracked for three waves. We take advantage of this unique feature to construct a subsample with household-level panel data for a household fixed effects specification.
### Panel A: 2010–2018 VHLSS

<table>
<thead>
<tr>
<th>Variables</th>
<th>2010</th>
<th>2012</th>
<th>2014</th>
<th>2016</th>
<th>2018</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (S.E.)</td>
<td>Mean (S.E.)</td>
<td>Mean (S.E.)</td>
<td>Mean (S.E.)</td>
<td>Mean (S.E.)</td>
</tr>
<tr>
<td>Staple calorie share (%)</td>
<td>75.12 (11.40)</td>
<td>74.89 (10.84)</td>
<td>72.64 (11.60)</td>
<td>70.87 (11.16)</td>
<td>68.90 (11.76)</td>
</tr>
<tr>
<td>Constructed food insecurity (%)</td>
<td>21.83 (41.31)</td>
<td>19.78 (39.83)</td>
<td>14.12 (34.83)</td>
<td>11.04 (31.34)</td>
<td>7.81 (26.83)</td>
</tr>
<tr>
<td>Self-reported food insecurity (%)</td>
<td>4.64 (21.04)</td>
<td>3.74 (18.98)</td>
<td>2.62 (15.99)</td>
<td>1.85 (13.47)</td>
<td>1.23 (11.00)</td>
</tr>
<tr>
<td>Household dietary diversity score</td>
<td>10.01 (1.54)</td>
<td>10.07 (1.51)</td>
<td>10.16 (1.56)</td>
<td>10.25 (1.45)</td>
<td>10.26 (1.54)</td>
</tr>
<tr>
<td>Yearly income (’000,000, 2010 VND)</td>
<td>66.36 (117.25)</td>
<td>71.09 (78.90)</td>
<td>75.96 (76.34)</td>
<td>84.88 (83.76)</td>
<td>100.48 (95.18)</td>
</tr>
<tr>
<td>Household size</td>
<td>3.95 (1.56)</td>
<td>3.91 (1.56)</td>
<td>3.84 (1.57)</td>
<td>3.81 (1.60)</td>
<td>3.74 (1.60)</td>
</tr>
<tr>
<td>Urban (%)</td>
<td>28.26 (45.03)</td>
<td>28.80 (45.29)</td>
<td>29.76 (45.72)</td>
<td>30.33 (45.97)</td>
<td>30.30 (45.96)</td>
</tr>
<tr>
<td>No. observations</td>
<td>9,267</td>
<td>9,278</td>
<td>9,297</td>
<td>9,302</td>
<td>9,299</td>
</tr>
</tbody>
</table>

### Panel B: 2016, 2018 & 2019 LFS

<table>
<thead>
<tr>
<th>Variables</th>
<th>2016 Mean</th>
<th>2016 S.E.</th>
<th>2018 Mean</th>
<th>2018 S.E.</th>
<th>2019 Mean</th>
<th>2019 S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yearly income (’000,000, 2010 VND)</td>
<td>71.98 (72.17)</td>
<td>78.25 (71.78)</td>
<td>82.20 (71.84)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Household size</td>
<td>3.78 (1.55)</td>
<td>3.77 (1.57)</td>
<td>3.70 (1.56)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>42.68 (49.46)</td>
<td>42.67 (49.46)</td>
<td>42.63 (49.45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. observations</td>
<td>206,385</td>
<td>208,905</td>
<td>212,040</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Our instrumental variable is the share of adult employment at the district-industry level in 2009 times the national employment growth of each industry. We construct this variable using the 2009 Population and Housing Census. The census is conducted every ten years by the GSO and contains information of the whole population such as demographics, migration, educational attainment, employment, fertility, mortality, and housing quality. We use the 15% sample provided by Minnesota Population Center, which has about 14 million observations and is representative at the district level.

4.3.2 Measuring Food Insecurity

According to Bickel et al. (2000), food security is when access to nutritionally adequate, safe, and socially acceptable foods is not limited or uncertain. Following this definition, there are three core concepts that define a food-insecure household: availability, accessibility, and utilization (Webb et al., 2006; Barrett, 2010). Depending on the data availability and the context, researchers can use proxy for these different aspects of food insecurity. In this study, we focus on measuring the utilization aspect of food insecurity, which reflects concerns about whether households make good use of the food to which they have access (Barrett, 2010).

Following Baylis et al. (2019) and Jensen and Miller (2010), we define a food-insecure household as a household with the share of calories from staples exceeding 84%. This approach follows Bennett’s Law that people consume more nutrient-dense foods and reduce their consumption of calorie-dense staple foods as their income increases. As households prioritize their calorie requirement for basic activities, the shift from consuming calorie-dense staple food to more protein-dense non-staple food implies that households have achieved their desired calorie intake. This approach falls under the utilization concept of food insecurity, as it is concerned with whether households consume nutritionally essential or nutritionally inferior foods (Barrett, 2010). Jensen and Miller (2010) find that an adult in China would not meet his nutritional demand if the fraction of his calories from rice, wheat, and other staple food exceeds 84%. We also use this 84% of the staple calorie share to define a food-insecure household given that Vietnam and China are similar. With the conversion table from Thi et al. (2018),¹¹ We calculate the monthly calorie intake by food categories and construct a dummy variable equal to

¹¹The table is a summary of National Institute of Nutrition (2007).
zero when the staple calorie share is below 84% and 1 when the share is above 84%. This binary variable is our main measure of food insecurity outcome.

There are other methods to measure food insecurity. One approach is using calorie intake to define food insecurity: researchers define the minimum requirement of calorie intake in a day. For example, Abebaw et al. (2020) define a household as food-insecure when it uses adult-equivalent 2,200 calories or less per day. However, such measures may not be appropriate because there are no consistent ways to calculate the adult-equivalent unit. Thi et al. (2018) compare the estimations on average adult-equivalent calorie intake at the household level from studies using different methods on 2004 VHLSS, and the estimation results can range between 2,300 to 3,300 calories per day across different methods. Given that the results are very sensitive to the choice of an adult-equivalent method, using calorie intake to measure food insecurity will lead to the same problem.

Another popular approach is using self-reported information on food insecurity. Within the sustainability dimension, researchers can measure food security by asking whether a household has had two meals per day in the last 12 months or if households have not had enough food to eat in any month within the last 12 months (e.g., Kuku et al., 2011; Ratcliffe et al., 2011; Verpoorten et al., 2013; Gundersen et al., 2017; Abebaw et al., 2020). In addition, this type of approach can measure the utilization dimension by asking households whether they consume less preferred foods or unbalanced meals (Ratcliffe et al., 2011).

The self-reported approach is problematic in our setting for two main reasons. First, a household only answers the question about food insecurity when it has been recognized as a “poor household” by the government in the last five years; in other words, a non-poor household is automatically not considered as food insecure. This approach would underestimate the number of food-insecure households by excluding the near-poor group and lead to selection bias when estimating the effect of household income on food insecurity. If the government changes the definition of a poor household, it can also lead to artificial changes in the food insecurity prevalence.

Second, asking whether households have enough food to measure food insecurity can be misleading given the context of Vietnam. Being the second-largest rice exporter in the world, the price of rice in Vietnam can be as cheap as 22 cents per pound,\textsuperscript{12} but

\textsuperscript{12} Source (in Vietnamese): Vietnambiz (2020b)
nutrition-dense food is more expensive. For example, the unit price of pork is ten times more expensive than rice. Therefore, nutritional deficiency is likely a more significant concern than the number of meals per day. Moreover, due to the short-term nature of lockdowns during the pandemic, households may fall back on staple food and reduce consumption of more expensive food to smooth food consumption (Hirvonen et al., 2021), which means the composition of food consumption is likely more relevant than the overall consumption. Given these two reasons, we choose not to use the self-reported measure as the main measure of food insecurity.

Another commonly used measure is the household dietary diversity score (HDDS) (Swindale and Bilinsky, 2016; Maxwell et al., 2014). However, the HDDS only counts the number of food categories that households consume and does not account for the depth of food insecurity in terms of food quantity. In other words, the score would take into account households with high HDDSs that still suffer nutritional deficiency. HDDSs are also typically calculated using daily or weekly food consumption data; however, we only have monthly data, so this might exaggerate the dietary diversity. Furthermore, dietary diversity could be explained by climate or culture; for example, tropical climates are associated with higher biodiversity and hence higher dietary diversity. For this reason, there is no universal HDDS threshold for a food-insecure household across different countries (Deitchler et al., 2010), as one threshold that works in one country may not work in another.

To illustrate the problem with the food insecurity threshold using the HDDS, in Figure 4.2a we plot average HDDS scores by income group and the thresholds being used to determine food-insecure households by other food insecurity studies (e.g., Vaitla et al., 2015, 2017; Lentz et al., 2019). The figure shows that even the lowest income group in our data has an average HDDS score that exceeds all of these thresholds. Therefore, these HDDS thresholds used in other studies or other countries cannot be applied in Vietnam’s setting because all households would be classified as not food insecure. Our main outcome uses the fraction of calories from staple food and the 84% cutoff from staple food and the 84% cutoff from

---

13 Source (in Vietnamese): Vietnambiz (2020a)
14 Another problem, although not as severe, is that self-reported data can be inconsistent over time. In the case of the VHLSS, a household is considered food-insure if the household does not have enough two meals a day at some points in 2012–2018, but in 2010 a household is food insecure if it reports that it does not have enough food.
15 For this reason, we must pick a higher HDDS cutoff for food-insecure households for our analysis.
Jensen and Miller (2010); given Vietnam and China are relatively more similar, we do not observe such a problem in our approach, as seen in Figure 4.2b.

(a) HDDS by income quantile  
(b) Staple calorie share by income quantile

Figure 4.2: Food insecurity measures by income group, 2010–2018
Note: The figure shows the average and standard deviation for the Household Dietary Diversity Score (HDDS), and the staple calorie share is estimated for ten income quantiles. For the HDDS measure, we also show the common cutoffs to identify food-insecure households (e.g., Vaitla et al., 2015, 2017; Lentz et al., 2019). For the staple calorie share, we show the food-insecure cutoff estimated (Jensen and Miller, 2010) for Wuhan, China, which we also use in this study.

In order to check the robustness of our regression estimation, we also use the food insecurity measures from self-reporting and the dietary diversity score as alternative outcomes, both of which are binary variables. The self-reported food insecurity variable is equal to one if a household does not have enough two meals per day for one month or more, and zero otherwise. There is no universal cutoff for the HDDS to define a food-insecure household based on the dietary diversity score, but the official guideline of HDDS suggests that a meaningful target level of diversity can be set based on the average score of the richest 33% of households (Swindale and Bilinsky, 2006). We follow this guideline and set the cutoff value for HDDS at 10; that is, the HDDS-based food insecurity variable is one if the dietary diversity score is below 10, and zero if the score is above 10. This cutoff, however, likely results in an overestimated share of food-insecure households because this definition implies that only the richest 33% of households are not food-insecure.

To see how different food insecurity measures actually differ in our data, we use the 2010–2018 VHLSS to map the province-level share of food-insecure households over
time using the (a) self-reported measure, (b) HDDS-based measure, and (c) staple calorie share-based measure in Figure 4.3. For comparison, we also map each province’s share of poor households, defined as those with a monthly income per capita lower than the national poverty line in Figure (d). We observe that provinces with a higher share of poverty also have a higher share of food-insecure households across all three measures. Provinces in remote and mountainous areas, including the Northeast, Northwest, and Central Highlands, tend to have higher poverty and food insecurity rates. There are stark differences between different measures of food insecurity. On one hand, the rates of self-reported food insecurity tend to be substantially lower than the poverty rates across provinces and years, confirming the selection bias problem that we discuss above. On the other hand, the rates of HDDS-based food insecurity tend to be substantially higher than the poverty rates, while the staple calorie share-based food insecurity rates track closely with the poverty rates. We also observe that poverty declines over time;\(^{16}\) at the same time, we observe that the self-reported food insecurity rises (especially in 2016)\(^ {17}\) while the HDDS-based food insecurity stays relatively stable. In contrast, the changes of food insecurity based on the staple calorie share approach also track the movement of the poverty rates. This suggests that measuring food insecurity using the staple calorie share approach is valid in the context of Vietnam. We further discuss the validity of this measure in Appendix C.2.

\(^{16}\)The rapid poverty reduction can be explained by a booming export sector and rising domestic demand (The World Bank, 2018).

\(^{17}\)The rise in self-reported food insecurity might be due to changes in how the government classified poor households in 2016 (Decision 59/2015/QD-TTg).
(a) Share of food-insecure household using self-reported data

(b) Share of food-insecure household using the HDDS

(c) Share of food-insecure household using staple calorie share

(d) Share of households below the poverty line

Figure 4.3: Food insecurity and poverty by province and year
4.3.3 Econometric Model

We propose a simple approach to predict food insecurity risk caused by major income shocks using past household living standard surveys and external information about sector-specific income shocks, which is typically reported by the government or international organizations. Although we focus on income shocks during a pandemic, this method can also be applied to income shocks during other emergencies. Let $Y_{it}$ denote the binary outcome variable that indicates whether household $i$ is food insecure in period $t$, consider the following linear probability model:

$$Pr(Y_{it} = 1|income_{it}, Z_{it}) = \beta.income_{it} + Z_{it}\theta,$$

(4.1)

where $Pr(Y_{it} = 1|income_{it}, Z_{it})$ is the conditional probability of being food insecure; $income_{it}$ denotes the household’s real income in period $t$; $Z_{it}$ denotes other time-varying household-level factors driving food insecurity, and $\beta$ represents the causal effect of the household’s income on food insecurity. Assume that household $i$ provides labor in sector $s$ and receives a salary of $e_{ist}$ in period $t$. Then household income is defined as the sum of the salary received in each sector $s$ in which the household provides labor:

$income_{it} = \sum_{j} e_{ist}$. To understand how a major income shock can affect food insecurity, we first assume that the pandemic changes the salary of an average worker in sector $s$ by $z_s$. Let $income_{it}^{pre}$ and $income_{it}^{post}$ denote the household’s income in the pre-shock and post-shock periods, respectively. Then the post-shock income can be written as $income_{it}^{post} = \sum_{j}(1+z_s)e_{ist}$. One can obtain $z_s$ from external information about sector-specific income shocks caused by the pandemic. For example, as previously stated, this paper uses the World Bank’s report on the economic impacts of the pandemic in Vietnam.

The process to predict changes in food insecurity at some locality level involves two steps. In the first step, we use a regression to estimate $\beta$ and $\theta$ on a household-level dataset and denote these estimates as $\hat{\beta}$ and $\hat{\theta}$; we refer to this as the “estimation” step. In the second step, we generate locality-level pre- and post-pandemic food insecurity risk and calculate the difference in order to measure changes in food insecurity; we refer to this as the “prediction” step. Specifically, we combine $\hat{\beta}$ and $\hat{\theta}$ with $income_{it}^{pre}$, $income_{it}^{post}$, and $Z_{it}$ to generate the pre- and post-pandemic predicted probability of
food insecurity at the household level:

\[ \hat{P}(Y_{it} = 1)^{pre/post} = \beta_{\text{income}}^{pre/post} + Z_{it} \hat{\theta}, \] (4.2)

where \( \hat{P}(Y_{it} = 1)^{pre/post} \) is the predicted probability of food insecurity and reflects the “risk” that household \( i \) is food-insecure; that is, households with a higher value are more likely to be food insecure.

Although the predicted probability of food insecurity is a good indicator to measure food insecurity shock, it is perhaps more policy-relevant to predict the changes in the share of food-insecure households as a result of the income shock during the pandemic. Since our prediction step in Equation 4.2 only provides a continuous variable for predicted probability of being food-insecure, we can only identify households with high risk of being food-insecure. By choosing a threshold \( c \) such that when the predicted probability exceeds the threshold, a household is classified as “high-risk”. This additional step will then allow us to measure how the share of “high-risk” households changes due to the income shock.

Choosing a threshold to map the predicted probability values to a binary category, i.e. high-risk or not, is a standard step in the predictive modeling literature (James et al., 2013). It is important to note that this threshold is applied to the predicted probability of food insecurity to classify a “high-risk” household. This classifying threshold is not the same as the cutoff applied to the staple calorie share to define a food-insecure household. The criterion to pick an optimal threshold for the predicted probability depends on the goal of the prediction. Our goal is to obtain the shares of “high-risk” households that is as close to the shares of households that are actually food-insecure; the first value is often known as the predicted prevalence while the latter is often known as the observed prevalence (Freeman and Moisen, 2008). Freeman and Moisen (2008) find that the two best approaches to satisfy this criterion. The first approach is choosing a threshold to minimize the difference between the predicted prevalence and the observed prevalence. The second approach is choosing a threshold to maximize the Cohen’s Kappa statistic, which measures how close the predicted status and the actual status of food insecurity are, after accounting for the fact that they might be the same due to chance.\(^{18}\)

\(^{18}\)Another common approach in the machine learning prediction is choosing a threshold to maximize the true positive rate minus the false positive rate (also known as the Youden’s J statistic). However,
Formally, let $h_{it}$ denote the “high-risk” status of a household, i.e. the predicted food insecurity status, and is defined as $h_{it} = 1\{\hat{P}r(Y_{it} = 1) > c\}$ while $Y_{it}$ is the true food insecurity status. The predicted prevalence of threshold $c$, $PP_{c}$, is the probability of cases being predicted by threshold $c$ as food-insecure: $PP_{c} = Pr(h_{c} = 1)$, and the observed prevalence (OP) is probability of a household being food-insecure, $OP = Pr(Y = 1)$. The first approach is to select a threshold to minimize $d_{c} = |PP_{c} - OP|$ which is the difference between the predicted and observed prevalence rates.

The second approach is to choose a threshold with the largest Cohen’s Kappa statistic, which is measured by

$$\kappa_{c} = \frac{Pr(h_{c} = Y) - Pr(h_{c} = Y|h_{c} \perp Y)}{1 - Pr(h_{c} = Y|h_{c} \perp Y)}$$

where $Pr(h_{c} = Y)$ is the probability that we correctly predict a case to be food-insecure or not, which measures the accuracy of the prediction. $Pr(h_{c} = Y|h_{c} \perp Y)$ is the probability that a case is correctly predicted when $h_{c}$ and $Y$ are independent of each other, which measures the accuracy by chance. Intuitively, the Cohen’s Kappa measures the accuracy of the prediction after removing part of the accuracy that happens due to chance (Ben-David, 2007, 2008).

In the predictive modeling literature, the Cohen’s Kappa can also be written in terms of true positive (TP), true negative (TN), false positive (FP), and false negative (FN). Specifically, the accuracy of the prediction is measured by the proportion of cases that are either true positive or true negative, $Pr(h_{c} = Y) = \frac{TP_{c} + TN_{c}}{N}$ where $N$ is the sample size. The accuracy by chance is $Pr(h_{c} = Y|h_{c} \perp Y) = Pr(h_{c} = 1).Pr(Y = 1) + Pr(h_{c} = 0).Pr(Y = 0)$, which can be written as:

$$Pr(h_{c} = Y|h_{c} \perp Y) = \frac{(TP_{c} + FP_{c})}{N}, \frac{(TP_{c} + FN_{c})}{N} + \frac{(TN_{c} + FN_{c})}{N}, \frac{(TN_{c} + FP_{c})}{N}$$

We now turn to discuss the details of the estimation step. The simplest approach would be to use OLS to estimate the following linear probability model:

$$Y_{it} = \beta.income_{it} + Z_{it}\theta + province_{p} \times year_{t} + \epsilon_{it}, \quad (4.3)$$

this approach is more appropriate for evaluating diagnostic test because it tends to overestimate the true prevalence when the event is rare (Freeman and Moisen, 2008).
where $Y_{it}$ is the binary variable for household’s food insecurity status, $Z_{it}$ denotes the time-varying household characteristics and $\text{province}_p \times \text{year}_t$ denote province-year fixed effects.\(^{19}\) Two potential biases may arise with the OLS estimation. The first bias comes from unobserved factors that affect both income and food insecurity such as changes in household demographics or employment. The second bias is due to food insecurity simultaneously affecting household income by lowering productivity. Although controlling for household covariates and different levels of fixed effects may account for unobserved confounders, it is not sufficient to address the simultaneity problem.

We therefore use an instrumental variables (IV) approach to address the simultaneous bias. Specifically, household income can be instrumented by local exposure to national employment growth across different industries. As exposure to employment shocks affects household income (through household employment), households would change their food consumption accordingly. This is a form of a shift-share (or Bartik) instrument (Goldsmith-Pinkham et al., 2020). The IV is constructed as follows:

$$IV_{dt} = \sum_j w_{bdj} \frac{(L_{tj} - L_{bj})}{L_{bj}},$$

where $w_{bdj}$ denotes the employment share of industry $j$\(^{20}\) in district $d$ in the baseline period $b$, $L_{tj}$ denotes the national employment of industry $j$ in period $t$, and $L_{bj}$ denotes the national employment of industry $j$ in the baseline period $b$. Note that $\frac{(L_{tj} - L_{bj})}{L_{bj}}$ is the national employment growth rate of industry $j$ in period $t$ relative to the baseline period $b$. Our study period is between 2010 and 2018, and the baseline year is 2009.

We estimate the following equation using a two-stage least squares (2SLS) approach:

$$\text{food insecurity}_{it} = \beta . \text{income}_{it} + Z_{it} \theta + J_{d.2009} \eta + \text{province}_p \times \text{year}_t + \epsilon_{it}, \quad (4.4)$$

and the first-stage equation is

$$\text{income}_{it} = \beta . IV_{dt} + Z_{it} \zeta + J_{d.2009} \alpha + \text{province}_p \times \text{year}_t + \epsilon_{it}, \quad (4.5)$$

\(^{19}\)Controlling for province-year fixed effects is preferred for the purpose of estimation, but doing so will not generate parameter estimates for future years such as 2020. Therefore, controlling for province-linear trends is more suitable for the purpose of prediction (Auffhammer and Steinhauser, 2012; Newell et al., 2018). In the next section, we show that both approaches yield similar estimates.

\(^{20}\)For Vietnam, industries are classified using the three-digit ISIC system.
where $J_{d,2009}$ denotes district $d$’s characteristics, which include demographics (gender and marriage), economics (wealth and unemployment), and education (college educated) in 2009 as control variables. This allows us to account for baseline factors that may affect both local exposure to and changes in food insecurity.

In a two-industry, one-period scenario, the instrument measures the variation of local exposure, measured by district-industry employment share in the baseline, to the national employment growth of one industry relative to another (Goldsmith-Pinkham et al., 2020). The research design thus captures the effect of the district-industry employment share on changes in food insecurity relative to the baseline period. In a multiple-period scenario, the effects of the baseline share on outcome are scaled by the national growth of employment. The research design is analogous to a dose-response design as we compare differential outcome changes in districts with different baseline shares of employment. Goldsmith-Pinkham et al. (2020) further show that in a multiple-industry, multiple-period scenario, the Bartik instrument is numerically equivalent to using multiple instruments that are baseline shares of different industries. The identifying assumptions for the estimates using a Bartik instrument to be consistent are that (1) the baseline district-industry share of employment is conditionally exogenous to changes in food insecurity, and (2) the baseline share only affects changes in food insecurity through the endogenous variable, which is household income (conditional on control variables).

We assess these assumptions in different ways. The IV exogeneity assumption is violated when there are other district-level characteristics in 2009 affecting both district-industry employment shares and changes in food insecurity. Therefore, we include control variables for various district-level demographic, economic, and educational characteristics in 2009 in Equation 4.4 and 4.5. These baseline characteristics can explain up to 94% of the variation in the baseline industry-district employment share (see Table 4.4), which means controlling for these factors will account for most of the endogeneity concerns with the IV (Goldsmith-Pinkham et al., 2020). Furthermore, we also follow the recommendations in Goldsmith-Pinkham et al. (2020) by estimating the IV model using baseline industry-district employment shares as multiple IVs to employ an over-identification test. That is, we estimate Equation 4.3 where the first-stage equation
\[ \text{income}_{it} = \sum_t \sum_j \gamma_{jt} (w_{bdj} \times \text{year}_t) + Z_{it} \zeta + J_{d,2009} \alpha + \text{province}_p \times \text{year}_t + \epsilon_{it} \] (4.6)

and \( w_{bdj} \times \text{year}_t \) is the industry-district employment share in 2009 times the year dummy variables. Because there are multiple instruments, we use different estimators including generalized method of moments (GMM) and limited information maximum likelihood (LIML) since they are more appropriate when dealing with many instruments. We use the Sargan-Hansen overidentification test for the 2SLS estimator and the Anderson-Rubin overidentification test for the GMM and LIML estimators.

The exclusion restriction assumption is not testable in this study, but it likely holds because employment shocks can only affect household food insecurity through changes in household income. There are two potential concerns about the exclusion restriction assumption: (1) the employment shocks may shift the market demand for food and change the market food price, which in turn affects household food consumption decisions; and (2) the employment shock in the agriculture sector may affect agricultural wages, which in turn will also affect food prices. We account for local market conditions including food prices by controlling for province-year fixed effects. We also check for potential violations; we construct a “non-agriculture Bartik IV” where we only consider non-agriculture sectors for the shift-share IV, and, in the next section, we compare the results using this IV with the main results.

Our approach has the following caveats. First, the estimation step uses a linear probability model, so the predicted probability is not bounded between 0 and 1; this feature is undesirable compared to standard binary dependent variable models such as the logistic or probit regression. An alternative approach is using an IV probit model which will provide predicted probability of food insecurity that is bounded between 0 and 1. However, this control function estimator is not preferred because it requires that the first stage model is correctly specified. In other word, if we do not include the correct set of instruments, the control function estimator is no longer consistent (Lewbel et al., 2012).\(^{21}\) In contrast, a true instrumental variable estimator (such as the linear IV approach that we use) only requires that the instrumental variable is

\(^{21}\)This is true even when the IV probit is estimated using maximum likelihood.
correlated with the endogenous regressor and uncorrelated with the error term; it does not impose any structural assumptions on the errors in the first stage regression. When we do not include all of the right instruments in the first stage, the estimator is less efficient but still consistent (Lewbel et al., 2012). Therefore, making prediction based on an IV probit approach will lead to the same problem as the OLS approach unless we know the correct set of instruments in the first stage. In Section 4.5.2, we show that our linear IV approach actually outperforms the IV probit approach in out-of-sample prediction despite the unbounded predicted probability problem.

More importantly, since our prediction approach relies on income shocks induced by changes in the labor market for the IV estimation, it implicitly assumes that such shocks are similar to the income shocks caused by the pandemic. If the two shocks are very different from one another, then the IV-based prediction may no longer be accurate. Specifically, the income shocks from our IV estimates are broad changes in income due to national labor demand shocks, while the income shocks caused by the pandemic might be driven by changes in employment, especially more vulnerable workers such as those in the informal sector, part-time employees, or workers with lower education or less experience. We compare the prediction from our approach with the food insecurity measure generated from the actual income data during the pandemic in Appendix C.4 and find that our prediction is highly accurate, suggesting that a violation of this assumption is not a major empirical concern.

Another caveat of our approach is that the household income function does not include non-working income such as remittances and social transfers, which can play a major role in shielding households from food insecurity. Although it can easily be extended to account for such features, we choose not to include these variables because such data are not always available, especially in labor force surveys. External information about changes in remittance is also unlikely to be available. Therefore, we interpret our prediction as a lower bound of the actual food insecurity shock when remittances fall as they did during this pandemic (The World Bank, 2020).
4.4 Estimating the effect of household income on food insecurity

In this section, we present the results from estimating the relationship between household income and food insecurity using the 2010–2018 VHLSS data for the OLS and IV approaches. Specifically, we use OLS to estimate Equation 4.3 and 2SLS to estimate Equation 4.4 and 4.5 and report the results in Section 4.4.1. We then discuss different validity assessments in Section 4.4.2.

4.4.1 Regression Results

Table 4.2 provides the regression estimates for the effect of household income on food insecurity. Panel A reports the estimates from the OLS approach, and panel B reports the estimates from the IV approach. We consider controlling for different levels of fixed effects to account for any unobserved heterogeneity. For the models in columns 1, 2, and 3, we alternatively control for province, district, and household fixed effects. The household fixed effects model is run on a subsample that forms an unbalanced household panel, which is why there are fewer observations. The model in column 4 controls for province and year fixed effects, and the model in column 5 also controls for province-specific linear trends. In column 6, the model controls for province-by-year fixed effects.

All models control for household characteristics: urban, household size, and the fraction of households with postsecondary education. We also control for district demographic and economic characteristics in 2009 that might correlate with food insecurity and district-industry employment shares in 2009. These characteristics include gender, marital status, college degree holders, disability, immigration status, average wealth, and unemployment rate. In the household fixed effects model, these time-invariant control variables are not included. For the OLS estimations, we cluster the standard errors at the commune-year level to account for the survey’s sampling design. In the IV estimation, we cluster the standard errors at the district level to account for district-level exposure to the labor market shocks (Abadie et al., 2017).

---

22Wealth is estimated using principal component analysis on electricity, piped water, air conditioner, computer, washing machine, refrigerator, television, and radio.
### Table 4.2: Estimates for income effects on food insecurity

<table>
<thead>
<tr>
<th>Specification</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: OLS approach</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.124***</td>
<td>-0.111***</td>
<td>-0.071***</td>
<td>-0.113***</td>
<td>-0.112***</td>
<td>-0.112***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.006)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>N</td>
<td>46443</td>
<td>46443</td>
<td>27657</td>
<td>46443</td>
<td>46443</td>
<td>46443</td>
</tr>
<tr>
<td><strong>Panel B: Bartik IV approach</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.263***</td>
<td>-0.222***</td>
<td>-0.202***</td>
<td>0.182</td>
<td>-0.349***</td>
<td>-0.396***</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.015)</td>
<td>(0.026)</td>
<td>(0.231)</td>
<td>(0.132)</td>
<td>(0.130)</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.430]</td>
<td>[0.008]</td>
<td>[0.002]</td>
</tr>
<tr>
<td>Cragg-Donald F-stat</td>
<td>381.86</td>
<td>372.58</td>
<td>632.82</td>
<td>4.54</td>
<td>6.99</td>
<td>7.94</td>
</tr>
<tr>
<td>Montiel Olea and Pflueger F-stat</td>
<td>2.0e+05</td>
<td>1.9e+05</td>
<td>2336.57</td>
<td>3599.18</td>
<td>4087.31</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>46443</td>
<td>46443</td>
<td>24499</td>
<td>46443</td>
<td>46443</td>
<td>46443</td>
</tr>
</tbody>
</table>

**Additional controls**
- Province FE ✓ ✓ ✓ ✓ ✓ ✓
- District FE ✓
- Household FE ✓
- Year FE ✓ ✓ ✓
- Province FE x linear trends ✓
- Province x Year FE ✓

The table reports results from OLS and IV estimations for the effect of household income on food insecurity in Equation 4.3. IV estimation instruments household income with Bartik IV (see Equation 4.5). All models control for urban, household size, and the fraction of households with postsecondary education, and 2009 district characteristics (gender, marital status, college degree, immigration status, disability, average wealth index, and unemployment rate). The household fixed effects model does not include 2009 controls. Standard errors are reported in parentheses, and p-values are reported in brackets. OLS standard errors are clustered at the commune-year, IV standard errors are clustered at the district level, and household FE estimations are estimated on a subsample of households that form an unbalanced panel with robust standard errors. *** p < 0.01, ** p < 0.05, * p < 0.1

We first compare the estimates from the province fixed effects, district fixed effects, and household fixed effects models in columns 1 to 3. The IV estimates are higher than the OLS estimates for all specifications. In column 1, the OLS estimate is -0.124 and the IV estimate is -0.263 when controlling for province fixed effects. In column 2, the estimates are -0.111 for OLS and -0.222 for IV when controlling for district fixed effects. In column 3, the estimates are -0.071 for OLS and -0.188 for IV when controlling for household fixed effects (note that this is estimated on a subsample that forms an unbalanced household panel).

Given that the estimates do not vary considerably across different levels of fixed effects, we focus on models that control for province fixed effects and secular trends.
Because the variation of the shift-share IV is at the district-year level, controlling for district fixed effects or household fixed effects and trends would absorb all of this variation. We compare the models that control for province fixed effects and year fixed effects (column 4), province fixed effects and province-specific linear trends (column 5), and province, year, and province-by-year fixed effects (column 6). In column 4, the estimates are –0.113 for the OLS approach and 0.182 but are insignificant for the IV approach. In column 5, the estimates are –0.112 for OLS and –0.349 for IV. In column 6, the estimates are –0.112 for OLS and –0.396 for IV. The specifications in column 4 only control for trends at the national level, while the specifications in columns 5 and 6 control for trends at the province level. It appears that controlling for province-linear trends and controlling for province-by-year fixed effects yield similar estimates. These results suggest that the main specification is correctly specified.

Our findings are generally consistent across different measures of food insecurity. We estimate our models using the self-reported and HDDS-based food insecurity outcomes. The results are reported in Table 4.3. As mentioned before, using self-reported outcomes severely underestimates the effect of income on food insecurity because only poor households are asked to report their food insecurity status; the estimates also have reverse signs when controlling for time trends or year fixed effects. The results for the HDDS-based measure are qualitatively similar to our main findings.

4.4.2 Assessing the Validity of the Shift-share Instrument

To assess the validity of the IV approach, we first assess the exogeneity assumption of the shift-share IV. Following Goldsmith-Pinkham et al. (2020), we identify district-level factors that are correlated with the initial industry shares of employment in 2009. We consider the district-level wealth index; the population shares of those who are female, married, college educated, disabled, and an immigrant; and the unemployment rate, which is calculated on the sample of 15-to-69-year-olds using the 2009 census data. Table 4.4 presents the estimates from regressions of these covariates on the initial industry share of labor in 2009. It is implied from the R-squared that the covariates explain mostly 35%-94% of the 2009 industry share of employment variation. We control for these variables to avoid model misspecification due to omitted variables.\footnote{See Goldsmith-Pinkham et al. (2020) for a detailed discussion on this approach.}
Table 4.3: Estimates for income effects on alternative food insecurity measures

<table>
<thead>
<tr>
<th>Specification</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Self-reported food insecurity outcome</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OLS approach</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.039***</td>
<td>-0.034***</td>
<td>-0.014***</td>
<td>-0.037***</td>
<td>-0.037***</td>
<td>-0.037***</td>
<td></td>
</tr>
<tr>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td></td>
</tr>
<tr>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>N</td>
<td>46443</td>
<td>46443</td>
<td>27709</td>
<td>46443</td>
<td>46443</td>
<td>46443</td>
</tr>
<tr>
<td><strong>IV approach</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.051***</td>
<td>-0.057***</td>
<td>-0.050***</td>
<td>0.204</td>
<td>0.081</td>
<td>0.053</td>
<td></td>
</tr>
<tr>
<td>(0.008)</td>
<td>(0.006)</td>
<td>(0.014)</td>
<td>(0.144)</td>
<td>(0.083)</td>
<td>(0.064)</td>
<td></td>
</tr>
<tr>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.157]</td>
<td>[0.330]</td>
<td>[0.406]</td>
<td></td>
</tr>
<tr>
<td>Cragg-Donald F-stat</td>
<td>381.86</td>
<td>372.58</td>
<td>631.13</td>
<td>4.54</td>
<td>6.99</td>
<td>7.94</td>
</tr>
<tr>
<td>Montiel Olea and Pflueger F-stat</td>
<td>2.0e+05</td>
<td>1.9e+05</td>
<td>2536.57</td>
<td>3599.18</td>
<td>4087.31</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>46443</td>
<td>46443</td>
<td>24570</td>
<td>46443</td>
<td>46443</td>
<td>46443</td>
</tr>
<tr>
<td>Panel B: HDDS-based food insecurity outcome</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OLS approach</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.126***</td>
<td>-0.106***</td>
<td>-0.067***</td>
<td>-0.124***</td>
<td>-0.124***</td>
<td>-0.124***</td>
<td></td>
</tr>
<tr>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.008)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td></td>
</tr>
<tr>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>N</td>
<td>46443</td>
<td>46443</td>
<td>27707</td>
<td>46443</td>
<td>46443</td>
<td>46443</td>
</tr>
<tr>
<td><strong>IV approach</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.242***</td>
<td>-0.134***</td>
<td>-0.118***</td>
<td>-1.271**</td>
<td>-1.027***</td>
<td>-1.012***</td>
<td></td>
</tr>
<tr>
<td>(0.026)</td>
<td>(0.019)</td>
<td>(0.034)</td>
<td>(0.525)</td>
<td>(0.330)</td>
<td>(0.304)</td>
<td></td>
</tr>
<tr>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.016]</td>
<td>[0.002]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Cragg-Donald F-stat</td>
<td>381.86</td>
<td>372.58</td>
<td>669.48</td>
<td>4.54</td>
<td>6.99</td>
<td>7.94</td>
</tr>
<tr>
<td>Montiel Olea and Pflueger F-stat</td>
<td>2.0e+05</td>
<td>1.9e+05</td>
<td>2336.57</td>
<td>3599.18</td>
<td>4087.31</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>46443</td>
<td>46443</td>
<td>24587</td>
<td>46443</td>
<td>46443</td>
<td>46443</td>
</tr>
<tr>
<td>Additional controls</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Province FE</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>District FE</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Household FE</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year FE</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Province x linear trends</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Province x Year FE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

The table reports results from OLS and IV estimations for the effect of household income on food insecurity in Equation 4.3. IV estimation instruments household income with Bartik IV (see Equation 4.5). All models control for urban, the household size, the fraction of households with a postsecondary education, and 2009 district characteristics (gender, marital status, college degree, immigration status, disability, average wealth index, and unemployment rate). The household fixed effects model does not include 2009 controls. Standard errors are reported in parentheses, and p-values are reported in brackets. OLS standard errors are clustered at the commune-year, IV standard errors are clustered at the district level, and household fixed effects estimations are estimated on a subsample of households that form an unbalanced panel with robust standard errors. *** p < 0.01, ** p < 0.05, * p < 0.1.
Given that the 2SLS estimator with the Bartik IV is numerically equivalent to the GMM estimator that uses industry shares of employment as instruments, we test for the validity of Bartik’s instrument by estimating a regression with multiple IVs as initial industry-district shares of employment times year dummy variables and conduct an overidentification test on this regression, as suggested in Goldsmith-Pinkham et al. (2020). That is, we estimate Equation 4.3 where the household income is instrumented as indicated in Equation 4.6. Table 4.5 presents the results. We note that (1) our overidentified IV estimations are very similar to the main findings, and (2) our results fail to reject the overidentification tests after including the district-level factors as controls. This evidence suggests that the main model is correctly specified.

Second, we assess the exclusion restriction assumption by estimating using non-agriculture Bartik IV. Table 4.6 presents the results. The estimates using the alternative Bartik IV are very similar to the estimates from the main results. This suggests that the agriculture component of the Bartik IV does not independently affect our main results.

4.5 Predicting Food Insecurity Risks in Vietnam

In this section, we apply the prediction approach proposed in Section 4.3.3 to make predictions about changes in food insecurity risk in Vietnam. First, we use the 2010-2018 VHLSS to select the optimal classifier threshold in Section 4.5.1. As discussed in Section 4.3.3, we need to select a threshold to classify the “high-risk” households based on the predicted probability of food insecurity. In Section 4.5.2, we assess the out-of-sample predictive accuracy of our IV-based approach and the standard OLS-based approach by comparing the predictions for 2016 and 2018 with the actual food insecurity data for these two years. In Section 4.5.3, we predict food insecurity changes due to income shocks during the pandemic for 702 districts in Vietnam. In Section 4.5.4, we discuss how these results can inform policymakers and international organizations about where to prioritize assistance.
Table 4.4: Relationship between industry-district employment shares and district-level characteristics in 2009

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Agriculture</th>
<th>Mining</th>
<th>Manufact.</th>
<th>Utility</th>
<th>Construct</th>
<th>Retail</th>
<th>Logistics</th>
<th>Hospitality</th>
<th>Media</th>
<th>Finance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban</td>
<td>-0.20***</td>
<td>0.00***</td>
<td>0.04**</td>
<td>0.00***</td>
<td>0.01**</td>
<td>0.04**</td>
<td>0.02**</td>
<td>0.03**</td>
<td>-0.00***</td>
<td>0.00***</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.00)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Wealth</td>
<td>-0.21***</td>
<td>0.02**</td>
<td>0.07**</td>
<td>0.00***</td>
<td>0.01**</td>
<td>0.06*</td>
<td>0.02**</td>
<td>0.03**</td>
<td>-0.00***</td>
<td>0.00***</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.00)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Female share</td>
<td>-2.22***</td>
<td>-0.33***</td>
<td>1.38</td>
<td>-0.02***</td>
<td>0.53</td>
<td>0.37</td>
<td>0.01**</td>
<td>0.14</td>
<td>0.01***</td>
<td>0.01***</td>
</tr>
<tr>
<td></td>
<td>(0.40)</td>
<td>(0.12)</td>
<td>(0.24)</td>
<td>(0.02)</td>
<td>(0.12)</td>
<td>(0.12)</td>
<td>(0.05)</td>
<td>(0.06)</td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Married share</td>
<td>-0.29***</td>
<td>0.11</td>
<td>0.15</td>
<td>0.03**</td>
<td>0.19</td>
<td>-0.10***</td>
<td>-0.02***</td>
<td>-0.11***</td>
<td>0.01***</td>
<td>0.00***</td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.05)</td>
<td>(0.09)</td>
<td>(0.01)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>College+</td>
<td>0.62</td>
<td>-0.12***</td>
<td>-0.91***</td>
<td>0.01**</td>
<td>-0.10***</td>
<td>-0.16***</td>
<td>-0.07***</td>
<td>-0.11***</td>
<td>0.12</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.04)</td>
<td>(0.08)</td>
<td>(0.01)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Disability</td>
<td>-0.43***</td>
<td>0.05*</td>
<td>-0.49***</td>
<td>-0.05***</td>
<td>0.74</td>
<td>0.01**</td>
<td>0.03**</td>
<td>0.05**</td>
<td>0.04**</td>
<td>0.02**</td>
</tr>
<tr>
<td></td>
<td>(0.71)</td>
<td>(0.22)</td>
<td>(0.42)</td>
<td>(0.03)</td>
<td>(0.21)</td>
<td>(0.21)</td>
<td>(0.09)</td>
<td>(0.10)</td>
<td>(0.02)</td>
<td>(0.10)</td>
</tr>
<tr>
<td>Immigration status</td>
<td>-1.22***</td>
<td>0.05*</td>
<td>1.03</td>
<td>0.02**</td>
<td>0.14</td>
<td>0.08*</td>
<td>0.02**</td>
<td>0.01**</td>
<td>-0.03***</td>
<td>-0.01***</td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(0.03)</td>
<td>(0.06)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>-4.45***</td>
<td>0.26</td>
<td>0.59</td>
<td>0.09*</td>
<td>0.67</td>
<td>1.27</td>
<td>0.60</td>
<td>0.50</td>
<td>0.00***</td>
<td>-0.00***</td>
</tr>
<tr>
<td></td>
<td>(0.51)</td>
<td>(0.16)</td>
<td>(0.30)</td>
<td>(0.02)</td>
<td>(0.15)</td>
<td>(0.15)</td>
<td>(0.07)</td>
<td>(0.08)</td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
</tbody>
</table>

| R-squared        | 0.92        | 0.35   | 0.79      | 0.69    | 0.58      | 0.88   | 0.85      | 0.87        | 0.92    | 0.94    |
|                  | 703         | 703    | 703       | 703     | 703       | 703    | 703       | 703         | 703     | 703     |

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Real Estate</th>
<th>Science</th>
<th>Admin</th>
<th>Govern.</th>
<th>Education</th>
<th>Health</th>
<th>Entertain.</th>
<th>Other Services</th>
<th>Household workers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban</td>
<td>-0.00***</td>
<td>-0.00***</td>
<td>-0.00***</td>
<td>0.02**</td>
<td>0.02**</td>
<td>0.01***</td>
<td>0.01***</td>
<td>0.01***</td>
<td>0.00***</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Wealth</td>
<td>0.00***</td>
<td>-0.00***</td>
<td>0.00***</td>
<td>-0.01***</td>
<td>-0.01***</td>
<td>0.00***</td>
<td>0.00***</td>
<td>0.00***</td>
<td>0.00***</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Female share</td>
<td>0.01***</td>
<td>0.02**</td>
<td>0.02**</td>
<td>-0.11***</td>
<td>-0.02***</td>
<td>0.03**</td>
<td>0.07**</td>
<td>0.03**</td>
<td>0.04**</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.05)</td>
<td>(0.04)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Married share</td>
<td>-0.01***</td>
<td>-0.01***</td>
<td>-0.01***</td>
<td>0.11</td>
<td>-0.00***</td>
<td>0.01***</td>
<td>-0.01***</td>
<td>-0.03***</td>
<td>-0.02***</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.05)</td>
<td>(0.04)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>College+</td>
<td>0.01**</td>
<td>0.12</td>
<td>0.02**</td>
<td>0.23</td>
<td>0.22</td>
<td>0.05**</td>
<td>-0.01***</td>
<td>-0.03***</td>
<td>0.02**</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Disability</td>
<td>0.01***</td>
<td>0.03**</td>
<td>0.01**</td>
<td>-0.10***</td>
<td>-0.09***</td>
<td>-0.03***</td>
<td>0.04**</td>
<td>0.10*</td>
<td>0.06*</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.09)</td>
<td>(0.07)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.02)</td>
</tr>
<tr>
<td>Immigration status</td>
<td>0.02**</td>
<td>-0.01***</td>
<td>0.01***</td>
<td>-0.04***</td>
<td>-0.06***</td>
<td>-0.02***</td>
<td>0.00***</td>
<td>0.01***</td>
<td>-0.01***</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.02**</td>
<td>0.02**</td>
<td>0.02**</td>
<td>0.12</td>
<td>0.09*</td>
<td>0.05*</td>
<td>0.01**</td>
<td>0.15</td>
<td>0.01**</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.07)</td>
<td>(0.05)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.02)</td>
</tr>
</tbody>
</table>

| R-squared        | 0.76        | 0.90   | 0.88      | 0.67    | 0.75      | 0.77   | 0.66      | 0.89          | 0.72              |
|                  | 703         | 703    | 703       | 703     | 703       | 703    | 703       | 703           | 703               |

The table reports results from estimating a regression of industry-district shares of employment (as outcome) and district-level characteristics in 2009. Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1
4.5.1 Choosing the Optimal Classifier Threshold

Following the estimation step, we generate the predicted probability of food insecurity on the 2010-2018 VHLSS data and plot the distributions by their actual food insecurity status in Figure C.1. We choose the optimal threshold \( c^* \) between 0th and 99th percentile given that our regression is a linear probability model.

In Figure C.2(a), we plot the difference between the observed and predicted prevalence rates as well as the Cohen’s Kappa statistics for \( \forall c \in [0, 99] \). As discussed in Section 4.3.3, the threshold with the smallest difference in prevalence line satisfies the first criterion, while the threshold at the highest point of the Cohen’s Kappa curve satisfies the second criterion. We find that the 85th percentile satisfies both criteria. Therefore, we classify all households with predicted probability of food insecurity above the 85th percentile as “high-risk” households for the rest of the paper.

Table 4.5: Income effect estimates using 2009 district-industry employment shares × year dummy as instruments

<table>
<thead>
<tr>
<th></th>
<th>2SLS</th>
<th>GMM</th>
<th>LIML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Coefficient</td>
<td>-0.254***</td>
<td>-0.365***</td>
<td>-0.290***</td>
</tr>
<tr>
<td></td>
<td>[-0.31; -0.20]</td>
<td>[-0.44; -0.29]</td>
<td>[-0.34; -0.24]</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.040)</td>
<td>(0.025)</td>
</tr>
</tbody>
</table>

**Overidentification test**

<table>
<thead>
<tr>
<th></th>
<th>J Statistics</th>
<th>( \chi^2 )-squared p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>53.17</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>46443</td>
<td>46443</td>
</tr>
</tbody>
</table>

Household controls: Yes
Province-year FE: Yes
Baseline district control: Yes

The table presents the results from estimating the effects of household income on food insecurity in Equation 4.3, where household income is instrumented with industry-district employment shares in 2009 × year dummy variables; the first-stage equation is in Equation 4.6. Household characteristic controls include urban, household size, and share of household members with a postsecondary education. Baseline (2009) district-level characteristics are gender, marital status, college degree, immigration status, disability, average wealth index, and unemployment rate. The Sargan-Hansen test is the overidentification test for 2SLS, and the Anderson-Rubin overidentification test is for GMM and LIML. Standard errors are clustered at the district level. Standard errors are reported in parentheses, and p-values are reported in brackets. * * * \( p < 0.01 \), * * \( p < 0.05 \), * \( p < 0.1 \).
### Table 4.6: Income effect estimates using non-agriculture Bartik IV

<table>
<thead>
<tr>
<th>Specification</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Bartik IV</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.263***</td>
<td>-0.222***</td>
<td>-0.202***</td>
<td>0.182</td>
<td>-0.349***</td>
<td>-0.396***</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.015)</td>
<td>(0.026)</td>
<td>(0.231)</td>
<td>(0.132)</td>
<td>(0.130)</td>
</tr>
<tr>
<td>N</td>
<td>46443</td>
<td>46443</td>
<td>24499</td>
<td>46443</td>
<td>46443</td>
<td>46443</td>
</tr>
<tr>
<td><strong>Panel B: Non-ag. Bartik IV</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.240***</td>
<td>-0.195***</td>
<td>-0.188***</td>
<td>0.567</td>
<td>-0.238**</td>
<td>-0.326**</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.013)</td>
<td>(0.018)</td>
<td>(0.519)</td>
<td>(0.100)</td>
<td>(0.130)</td>
</tr>
<tr>
<td>N</td>
<td>46443</td>
<td>46443</td>
<td>24499</td>
<td>46443</td>
<td>46443</td>
<td>46443</td>
</tr>
<tr>
<td><strong>Additional controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Province FE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>District FE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Household FE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Year FE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Province FE x linear trends</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Province x Year FE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

The table report results from IV estimations for the effect of household income on food insecurity in Equation 4.3, where household income is instrumented with Bartik IV and non-agriculture Bartik IV (see Equation 4.5). All models control for urban, household size, and the fraction of households with a postsecondary education, and 2009 district characteristics (gender, marital status, college degree, immigration status, disability, average wealth index, and unemployment rate). Standard errors are reported in parentheses, and p-values are reported in brackets. The household fixed effects model does not include 2009 controls. OLS standard errors are clustered at the commune-year, IV standard errors are clustered at the district level, and household fixed effects estimations are estimated on a subsample of households that form an unbalanced panel with robust standard errors. *** $p < 0.01$, ** $p < 0.05$, * $p < 0.1$

### 4.5.2 Out-of-Sample Prediction Validation in Vietnam

To validate the process described in Section 4.3.3, we will predict provinces’ share of households with high food insecurity risk in 2016 using the 2016 LFS data and compare with provinces’ share of households that are actually food-insecure in 2016 from the 2016 VHLSS data. Specifically, we implement the estimation step using the 2010–2014 VHLSS data, and the prediction step on the 2016 LFS data. We also conduct another validation exercise by predicting the 2018 food insecurity using the LFS data and compare with the actual food insecurity data from the 2018 VHLSS data. The OLS-based prediction is used as a benchmark because it is commonly used to predict food insecurity risk. For these validation exercises, we use province-level shares instead of district-level shares because the VHLSS data are not representative at the district level. We aggregate the predicted data (from the LFS data) at the province level to be comparable with the VHLSS data.
food insecurity (Lentz et al., 2019; Gundersen et al., 2020; Schanzenbach and Pitts, 2020).

To quantify the difference between our predictions with the actual data, we calculate the sum of squared errors between the two measures; that is, \( \sum_p e_p^2 = \sum_p (f_p^{\text{actual}} - f_p^{\text{predicted}})^2 \), where \( f_p \) measures the province-level share of households with actual food insecurity or the high predicted risk for province \( p \), as a formal measure of predictive accuracy (Auffhammer and Steinhauser, 2012; Athey, 2018). Another measure of predictive performance is the R-squared when regressing the predicted share against the actual share of food-insecure households, which reflects how much variance of the actual share is correctly predicted by each approach. We also plot these province-level percentages along with a 45-degree line in Figure 4.4. The x-axis shows the share of households with actual food insecurity, and the y-axis shows the percentage of households with high predicted risk. The higher the dot compared to the 45-degree line, the more we overestimate food insecurity in that province; the lower the dot, the more we underestimate it. In other words, a model with dots closer to the red line has higher predictive accuracy. We report the results for 2016 in (a) and 2018 in (b).

We find that IV-based predictions outperform the OLS-based predictions in both 2016 and 2018. Graphically, most points from the IV models are relatively close to the 45-degree line, while most points in the OLS models are much higher than the line. The sums of squared errors are 2.55 for OLS-based and 0.69 for IV-based predictions in 2016. In 2018, the sums of squared errors are 2.61 for OLS-based and 0.79 for IV-based prediction. Therefore, the IV models are far more accurate than the OLS models. Similarly, IV models have a higher R-squared in both years relative to OLS models, indicating that the IV-based prediction can explain more of the actual variation in share of food insecurity. These results suggest that the IV approach has higher out-of-sample predictive accuracy in predicting food insecurity.
(a) Validation using 2016 data

(b) Validation using 2018 data

Figure 4.4: Predicted and actual food insecurity of 2018 at the provincial level

Note: Predicted food insecurity measures each province’s share of households with high predicted food insecurity risk (above 84th percentile); Actual food insecurity measures the share of households with actual food insecurity in each province using the VHLSS sample in year \( y \). Predicted food insecurity risk is obtained by estimating the effect of income on food insecurity using the pre-\( y \) VHLSS sample and predicting using the LFS sample in \( y \).

We also apply these validation steps for the IV probit approach and compare the results with the linear IV approach. In other words, we estimate the relationship between household income and food insecurity status using IV probit and generate provinces’ share of households with high food insecurity risk for 2016 and 2018.\(^{25}\) We then validate these predictions with the actual shares of food-insecure households for these years using the VHLSS data. We find that the IV probit approach yields more accurate prediction

\(^{25}\)We use the same criterion to find the optimal threshold for the predicted probability of food insecurity generated from the IV probit estimation. The threshold that minimizes the difference between the predicted prevalence and observed prevalence is 33%, and the threshold that maximizes the Cohen’s Kappa statistic is 35% (see Figure C.2(b)). We choose the 33% as the threshold for the predicted probability; the results are similar for the 35% threshold.
than the OLS approach, but less accurate than our linear IV approach for both 2016 and 2018 (see Figure C.3). As explained in Section 4.3.3, the assumption of the IV probit approach is relatively strong and unlikely to be met in this study. Therefore, it is not surprising that the linear IV approach outperforms the IV probit approach.

4.5.3 Predicting Food Insecurity Changes During the Pandemic

We use the 2019 Labor Force Survey (LFS) data to predict the share of households with high risk of food insecurity at the district level before and after the income shock using the method described in Section 4.3.3. We first obtain the pre-pandemic predicted probability of food insecurity for each household in the 2019 LFS sample using Equation 4.2, where the coefficients come from the IV estimates in Table 4.2 and the right-hand side variables including household income are from the LFS data. \(^{26}\) We then classify those with the predicted probability above the 85th percentile as “high-risk” households and obtain pre-pandemic share of “high-risk” households at the district level.

Post-pandemic predicted probability of food insecurity can be generated in the same way except for using the post-pandemic income instead of the 2019 income. The World Bank indicates that the average monthly income per person in the agricultural, manufacturing, and service sectors in quarter 2 of 2020 is lower than that of 2019 by 3%, 5.1%, and 7.3%, respectively (Morisset et al., 2020). \(^{27}\) We use these estimates to calculate the post-pandemic income for each household in the 2019 LFS sample, \(^{28}\) and generate the post-pandemic predicted probability for each household in the 2019 LFS sample following Equation 4.2. Similarly, “high-risk” households are classified using the 85th percentile threshold to obtain the post-pandemic share of high-risk households.

We find that the average share of “high-risk” household is 14.74% for before pandemic and 15.56% for after pandemic. In other word, the share of food-insecure households is predicted to increase by 0.82 percentage points (95% CI: 0.77, 0.87) due to the

\(^{26}\)Recall that the LFS data itself do not contain information about food insecurity.

\(^{27}\)These figures are based on the GSO’s estimation using the LFS data for the second quarter of 2020. According to the GSO report, the average monthly income reduces from 5,517 VND in Q2-2019 to 5,238 VND in Q2-2019 (5.06%). Income reduces from 3,035 VND to 2,951 VND (2.76%) in the agriculture, forestry, and fishery sector; from 6,534 VND to 6,201 VND (5.01%) in the industry and construction sector; and from 6,939 VND to 6,429 VND (7.35%) in the service sector.

\(^{28}\)Note that the income and employment data from the LFS sample are classified at the industry level (three-digit ISIC), while the information about the income shocks is by sector. Therefore, we re-classify the income and employment data by sector before matching with the sector-specific income shocks.
income shock during the pandemic. We turn to the most vulnerable population, young children: the average share of children ages 0 to 5 with high food insecurity risk is 18% for before pandemic and 19% for after pandemic. The share of food-insecure children is predicted to increase by 0.997% (95% CI: 0.897, 1.10) as summarized in Figure 4.5.

![Figure 4.5: Percentage of households with high predicted risk](image)

This small increase in food insecurity, however, masks significant geographic variation in changes in food insecurity across districts. In Figure 4.6, we map the districts’ share of households with high pre- and post-pandemic risk and the difference between the two shares. The increases were relatively small across the country, but a small number of districts experienced an increase as large as 7.86 percentage points. Only 102 out of 702 districts in our sample experienced an increase larger than 2 percentage points. Similarly, Figure 4.7 shows the changes in the percentage of children ages 0 to 5 with a high predicted food insecurity risk due to the income shock; 560 districts are predicted to have an increase between 0 and 2 percentage points, 141 districts are predicted to have an increase between 2 and 10 percentage points, and only 7 districts are predicted to have an increase larger than 10 percentage points and up to 19.33 percentage points. This finding suggests that children might be affected more severely in terms of food insecurity during the pandemic.
Figure 4.6: Pre-pandemic, post-pandemic, and percentage point change in each district’s share of households with high food insecurity risk

The maps show the (a) pre-pandemic, (b) post-pandemic, and (c) percentage point change in the share of households with high food insecurity risk. Pre-pandemic risk is predicted food insecurity using 2019 household income data from the 2019 Labor Force Survey. Post-pandemic risk is predicted food insecurity using post-pandemic income, which is calculated using the quarterly percentage change of average income by sector from Morisset et al. (2020): average income decreased by 3% in agriculture, 5.1% in manufacturing, and 7.3% in services per quarter.
Figure 4.7: Pre-pandemic, post-pandemic, and percentage point change in each district’s share of children ages 0–5 with high food insecurity risk

Maps show the pre-pandemic, post-pandemic, and percentage point change in the share of children ages 0–5 with a high food insecurity risk. Pre-pandemic risk is predicted food insecurity using 2019 household income data from the 2019 Labor Force Survey. Post-pandemic risk is predicted food insecurity using post-pandemic income, which is calculated using the quarterly percentage change of average income by sector from Morisset et al. (2020): average income decreased by 3% in agriculture, 5.1% in manufacturing, and 7.3% in services per quarter.
Alternatively, we can ask what the food insecurity risks would have been if Vietnam had not contained the virus successfully. To answer this question, we predict food insecurity for a scenario where the quarterly reductions from Morisset et al. (2020) were to continue for all four quarters. In other words, we calculate the annualized changes of income and use those calculations to make our food insecurity prediction. Under this scenario, the average income decreases in the agricultural, manufacturing, and service sectors by 12.6%, 22% and 32.55%, respectively. The share of “high-risk” households before the pandemic is 12.46% and the share after the pandemic is 19.28%. In other word, the share of food-insecure household is predicted to rise by 6.81 percentage points (95% CI: 6.67, 6.95). In Figure 4.8, we map the changes of the shares of “high-risk” households due to the income shock during the pandemic. A similar pattern is expected: while the average change is 7.06 percentage points, a small number of districts would have experienced an increase of up to 26.62 percentage points. This is likely an underestimation because those who are food insecure in the short run may experience a decrease in productivity in the long run, which in turn affects both long-run income and food insecurity.

4.5.4 Policy implications

These predictions provide a detailed picture of which districts may have experienced larger increases in food insecurity and hence may require more assistance than others. This information will allow the government or international organizations to quickly identify and allocate more resources toward districts experiencing a larger increase in food insecurity risk and allocate fewer resources toward districts with a smaller increase in risk. As an example, consider Figure 4.9’s scatter plot of each district’s pre-pandemic share of households with high food insecurity risk and each district’s percentage point increase in such share due to the pandemic. Districts on the right of the dashed line are in the top 10% in terms of food insecurity, i.e. districts with the largest shares of “high-risk” households in 2019, and districts above the solid line in the top 10% in terms of predicted increase in food insecurity, i.e. districts with the largest increase in the share of “high-risk” households due to the pandemic.
One potential way that the government can allocate aid based on needs is prioritizing districts that are in the first quadrant since they both have substantially high pre-pandemic food insecurity and the largest increase in food insecurity due to the pandemic. The second priority can be assigned to districts to the left of the dashed line and above the solid line; these are districts that experience a temporary surge in food insecurity. The third priority can be of districts to the bottom right corner; although these districts have a substantially high pre-pandemic food insecurity, the increase is not as high compared to other districts. More importantly, their pre-pandemic level of food insecurity can be linked to factors unrelated to affordability, such as a traditional diet. The districts in the bottom left of the graph have the lowest risk and hence would be assigned the lowest priority. The government can also pursue a more sophisticated prioritization scheme based on these food insecurity risks, for example, employing multiple
cutoffs.

It is important to note that an effective targeting approach would combine the geographical targeting approach proposed in this study with household or individual targeting (Barrett, 2010; World Food Programme, 2015). The method proposed in this study can first provide a district-level assessment of food insecurity risk due to the pandemic, allowing the government or organizations to allocate more resources or money toward districts that are more affected and allocate fewer resources toward districts that are not affected as much. After this allocation process, the district’s local government can target households with higher food insecurity risk as they tend to have more accurate information (World Food Programme, 2015).

This approach is likely better than simple household targeting, especially in the context of developing countries. The process of budgeting for emergency aid based on household poverty status is more challenging and is prone to errors, as the household’s status may not be updated annually. More importantly, not all poor households have high food insecurity risk during the pandemic, especially those who work in unaffected industries such as agriculture. In Appendix C.3, we find that 72.53% of households that were previously poor in 2019 are not in the high food insecurity risk group during the pandemic. Therefore, using poverty status alone can lead to overbudgeting toward low-risk districts, while our method allows the government and organizations to allocate resources more precisely and thus more effectively. Once the government or international organizations can identify food-insecure households, they can design a suitable food assistance program based on their budget.

It is important to emphasize that our prediction is specifically for short-run food insecurity shocks caused by the pandemic or an emergency and thus should only be used to guide timely responses to provide short-term reliefs during a crisis (Lentz and Barrett, 2013). Such short-term relief policies are very different from social protection programs and policies that aim to address structural causes of food insecurity as they mainly focus on (1) mitigating any negative health effects, especially for children, from short-run shocks (Lentz and Barrett, 2013) and (2) ensuring that families have adequate food during lockdowns or economic downturns so they can follow public health measures.
Intervention options may vary by country, organization, and objective (Lentz et al., 2013; Barrett et al., 2009). If budgets are constrained, one option is to send staple food to food-insecure households. Unlike the case of natural disasters, food-insecure households still have access to the market; by reducing the expense of staple food, households can also spend more on non-staple food. Staple foods are also cheaper than non-staple food, which will allow the government to send more to each food-insecure household or reach more food-insecure households.\textsuperscript{29} The government and international organizations can also send non-staple foods and micro-nutrient supplements if they have enough money in their budget and enough resources. Although cash transfer is also a popular approach (Gentilini et al., 2020), this relief policy may come with unintended consequences such as higher food prices in remote markets (Filmer et al., 2021).

\textsuperscript{29}For example, the United Nations World Food Programme provides sorghum, corn, millet and rice, beans, black-eyed peas, and vegetable oil in the eight provinces of Chad for three months as a response to temporary food insecurity shocks caused by the pandemic.
4.6 Discussion and Conclusion

This study proposes an approach to predict changes in food insecurity risk caused by income shocks at the locality level during emergencies such as the global pandemic. We apply this method to predict changes in food insecurity risk due to the pandemic for all 702 districts in Vietnam. We predict that the share of food-insecure households increases by 0.82 percentage points, on average, as most districts only experience a 0 to 2 percentage point increase, and only 102 out of 702 districts experience increases larger than 2 percentage points. A small number of districts experience an increase as large as 7.86 percentage points. The share of food-insecure children age 0 to 5 is predicted to increase by 0.997 percentage points, although a small number of districts can experience up to 19.33 percentage points.

Several important points can be drawn from these predictions. First, Vietnam is among one of the most successful countries at containing the virus at an early stage, and the overall impact on the economy during the study period was relatively small (International Monetary Fund, 2020). As a result, our prediction suggests that the average effect on food insecurity across the country might have been quite small during this period. However, we show that a small number of districts are predicted to be affected more severely than others because the pandemic has different impacts on different economic sectors. This finding highlights the importance of effective targeting because these districts may require substantially more support than others. This is especially true for districts with more young children who are affected. We also note that if Vietnam had not contained the pandemic early, food insecurity might have been substantially worse, suggesting effective public health responses to the pandemic can mitigate its potential economic impacts.

The approach proposed in this study and its findings come with several caveats. First, we focus on predicting changes in food insecurity due to income shocks, so our ability to speak about the actual effect of the pandemic on food insecurity is limited. Specifically, our prediction for the effect on food insecurity caused by the pandemic is likely a lower bound because we do not take into account increases in food prices and
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Dietrich et al. (2021) show that stringent lockdowns and reduced mobility can increase food prices via higher trade costs, especially in integrated markets in 44 low and middle-income countries. Ruan et al. (2021) also find that stringent lockdowns increase vegetable prices in China.
reductions in remittances and social transfers because of the lack of disaggregated data on changes in food prices and these additional incomes. Higher food prices mean non-agricultural households are more likely to be affected, while lower remittance means households' ability to afford nutritious food decreases even more. Second, our IV-based method provides a prediction about changes in food insecurity due to income shocks, so its ability to predict the level of food insecurity is likely insufficient compared to existing prediction methods that incorporate more data such as market price, weather conditions, and geographic characteristics (e.g., Lentz et al., 2019).

This method will nonetheless allow a better targeting approach than most alternative targeting methods given the same constraint of the data. For instance, a common alternative approach is targeting households that are already poor before the pandemic since they are likely more vulnerable to the pandemic income shock. However, the government would also target poor households with low food insecurity risk (errors of inclusion), especially those with household members working in unaffected industries, while missing near-poor households that actually experience food insecurity (errors of exclusion). We assess each type of errors in Appendix C.3. Targeting previously poor households would include 56.38% poor households that do not have high risk and would miss 11.05% of high-risk households that are not poor. This is highly inefficient, as the amount being sent to the poor but food-secure households can be sent to households that actually need them more.

Another alternative method is to target districts with the largest income reduction due to the pandemic or to target districts with the largest increase in poverty before any household or individual targeting. These methods may also mistarget districts with a smaller increase in food insecurity risk or miss districts that may be experiencing significant increases in food insecurity risk. In Appendix C.3, we show that 75.96% of districts in the top 10% of income loss are not in the top 10% of (predicted) increase in food insecurity. Similarly, 90.35% of districts in the top 10% of increases in poverty

---

31 The World Bank reports that remittance may decrease by 14% in 2021.
32 In the case of Vietnam, there have not been any official statistics, to the best of our knowledge, on how remittances are affected by the pandemic; The World Bank (2020) indicates that Vietnam was among the top remittance recipients in 2020. According to the VHLSS, the average share of household income coming from remittances and social transfers is roughly 8.68% to 9.59% during the 2010-2018 period.
33 Gupta et al. (2021) find that lockdowns in a rural region in India decrease household income substantially, forcing households to reduce their food consumption.
are not in the top 10% of (predicted) increases in food insecurity. Moreover, these two targeting methods would also miss 72.31% and 77.82% of districts in the top 10% of (predicted) increase in food insecurity. These simpler methods are associated with very high error rates, which, again, can be very costly for the government.

Predictive methods with high accuracy can be used in an effective targeting approach, which in turn will allow preventive measures such as providing food aid to substantially reduce the impacts of food insecurity shocks Barrett (2010). Our method provides a more accurate prediction of food insecurity shocks at the locality level (relative to OLS-based prediction), which the government or international organizations can use to allocate resources and money based on the predicted impacts on food insecurity. A better predicting and targeting approach will allow communities with higher needs to receive more assistance and mitigate any negative impacts of the food insecurity shocks in a timely manner.
Chapter 5

Conclusion and Discussion

As many countries that went through a period of export-led industrialization, Vietnam faces an increasingly important question about "What’s next?". On one hand, export-led industrialization does not lead to sustainable growth in the long run, so a different strategy is required to achieve such a goal. On the other hand, concerns about inequity and natural disasters have also become increasingly apparent as the economy continues to evolve.

In Chapter 2, I examined a potential strategy to promote long-term growth: expanding access to higher education. Although it is well-known that investment in human capital is an important way to achieve long-run economic growth, it is not always clear whether policymakers should focus on higher education or other levels of human capital, such as early childhood and primary-level education, especially in developing countries. Hanushek (2016), for example, raises a concern that higher education in developing countries does not produce enough knowledge capital to influence growth, relative to basic cognitive skills that are typically taught at the primary level. Along this line, Schoellman (2012) and Martellini et al. (2022) show that the low quality of college in less developed countries can dampen the impacts of human capital on economic development. Yet the extent to which expanding access to higher education impacts economic growth at the subnational level remains unexplored.

Chapter 2 showed that such an expansion of access to higher education can benefit the economy in two ways. First, workers exposed to the expansion are less likely
to work in the agricultural sector and more likely to work in the service sector. Second, the expansion also raises productivity by inducing firms to adopt new technology. Surprisingly, the expansion also has positive impacts on the employment and earnings of non-college workers. Furthermore, I find that the effects are concentrated among females, unintendedly closing the gender gaps in income and employment.

In Chapter 3, I explored a potential policy strategy to lower the gender gap in formal employment in developing countries: maternity leave requirement. Vietnam and many other developing countries have a substantial informal economy that co-exists with the formal economy. The informal economy is often associated with lower productivity (La Porta and Shleifer, 2014) and weaker labor rights protection. The gender gap in formal employment, thus, represents a gender gap in earnings and work benefits. In Chapter 3, I find that by extending the required maternity leave period, the government can create an incentive for women to switch from an informal setting to a formal job. Female workers are more likely to move into middle-skilled occupations that do not require substantial upskilling. Chapters 2 and 3 also highlight the intersectionality of different economic policies. The higher education expansion policy is aimed at raising human capital, yet it helps close the gender income and employment gaps. The maternity leave policy is aimed at benefiting women, yet it also reduces the informal sector and fosters the structural transformation process.

Natural disasters and infectious diseases also pose important challenges to the long-term economic growth goal of Vietnam and many other developing countries. Governments are often expected to respond timely to disastrous events, e.g., the global pandemic, with limited data. In Chapter 4, I develop a simple two-stage approach that allows policymakers to map out the impacts of natural disasters and diseases at a granular level using only existing microdata and external estimates for macroeconomic impacts. Using the COVID-19 and food security impact as a case study, I show that although the average effect of the pandemic on food security may be small, a small number of locations are much more vulnerable than others. This result highlights the importance of mapping the potential damages at a granular level.
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Appendix A

Higher Education Expansion, Labor Market, and Firm Productivity

A.1 Additional Tables and Figures

Table A.1: Summary statistics by year and district

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Log TFP</td>
<td>2.512</td>
<td>2.530</td>
<td>2.530</td>
<td>2.541</td>
</tr>
<tr>
<td></td>
<td>(0.141)</td>
<td>(0.141)</td>
<td>(0.131)</td>
<td>(0.143)</td>
</tr>
<tr>
<td>Labor productivity</td>
<td>17.686</td>
<td>17.962</td>
<td>17.812</td>
<td>17.986</td>
</tr>
<tr>
<td></td>
<td>(0.972)</td>
<td>(1.133)</td>
<td>(0.943)</td>
<td>(1.231)</td>
</tr>
<tr>
<td>Capital-labor ratio</td>
<td>19.839</td>
<td>20.014</td>
<td>20.007</td>
<td>20.197</td>
</tr>
<tr>
<td></td>
<td>(1.225)</td>
<td>(1.332)</td>
<td>(1.168)</td>
<td>(1.265)</td>
</tr>
<tr>
<td>Log total employment</td>
<td>2.431</td>
<td>2.364</td>
<td>2.330</td>
<td>2.222</td>
</tr>
<tr>
<td></td>
<td>(1.322)</td>
<td>(1.530)</td>
<td>(1.235)</td>
<td>(1.464)</td>
</tr>
</tbody>
</table>
Table A.2: Summary statistics by year and district

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>% of adults who complete college or higher</td>
<td>0.064</td>
<td>0.086</td>
<td>0.157</td>
<td>0.206</td>
</tr>
<tr>
<td></td>
<td>(0.054)</td>
<td>(0.073)</td>
<td>(0.110)</td>
<td>(0.127)</td>
</tr>
<tr>
<td>% of adults who are employed</td>
<td>0.325</td>
<td>0.400</td>
<td>0.526</td>
<td>0.596</td>
</tr>
<tr>
<td></td>
<td>(0.136)</td>
<td>(0.165)</td>
<td>(0.125)</td>
<td>(0.110)</td>
</tr>
<tr>
<td>% of non-college adults who are employed</td>
<td>0.285</td>
<td>0.353</td>
<td>0.454</td>
<td>0.513</td>
</tr>
<tr>
<td></td>
<td>(0.129)</td>
<td>(0.164)</td>
<td>(0.106)</td>
<td>(0.104)</td>
</tr>
<tr>
<td>% of college-educated adults who are employed</td>
<td>0.924</td>
<td>0.891</td>
<td>0.903</td>
<td>0.893</td>
</tr>
<tr>
<td></td>
<td>(0.095)</td>
<td>(0.130)</td>
<td>(0.076)</td>
<td>(0.058)</td>
</tr>
<tr>
<td>Log monthly wage</td>
<td>10.111</td>
<td>10.299</td>
<td>10.329</td>
<td>10.643</td>
</tr>
<tr>
<td></td>
<td>(0.218)</td>
<td>(0.362)</td>
<td>(0.227)</td>
<td>(0.257)</td>
</tr>
<tr>
<td>Log monthly wage of non-college workers</td>
<td>10.034</td>
<td>10.245</td>
<td>10.199</td>
<td>10.568</td>
</tr>
<tr>
<td></td>
<td>(0.223)</td>
<td>(0.386)</td>
<td>(0.200)</td>
<td>(0.238)</td>
</tr>
<tr>
<td>Log monthly wage of college-educated workers</td>
<td>10.399</td>
<td>10.664</td>
<td>10.577</td>
<td>10.848</td>
</tr>
<tr>
<td></td>
<td>(0.226)</td>
<td>(0.254)</td>
<td>(0.235)</td>
<td>(0.259)</td>
</tr>
<tr>
<td>Skill premium</td>
<td>0.360</td>
<td>0.408</td>
<td>0.378</td>
<td>0.280</td>
</tr>
<tr>
<td></td>
<td>(0.252)</td>
<td>(0.363)</td>
<td>(0.193)</td>
<td>(0.179)</td>
</tr>
</tbody>
</table>
Figure A.1: Event study estimation (cohort) for other labor market outcomes

(a) Formal employment

(b) Occupational wage rank

(c) Industry skill intensity rank

Note: The graphs display event study estimation for the effects of the higher education expansion on other labor market outcomes. Formal employment is defined as having a job that provides social insurance. Occupational wage rank measures how well-paid a given occupation is on the wage ladder; higher rank means having a higher-paid occupation. Industry skill intensity rank measures the how many college-educated workers in a given industry relative to others. All models control for age, age squared, and gender. Standard errors are clustered at the province-level and 95% confidence intervals are displayed.
Figure A.2: Event Study for Worker-Level Effects Using Different Control Groups

(a) Complete college  
(b) Employment  
(c) Monthly wage  
(d) Agricultural employment  
(e) Manufacturing employment  
(f) Service employment

Note: Event study estimation for the effects of the higher education expansion on individual-level outcomes using different control groups. All models control for age, age squared, and gender. Standard errors are clustered at the province-level and 95% confidence intervals are displayed.
A.2 Estimating total factor productivity at the firm level

Consider the following Cobb-Douglas production function for firm $i$ in year $t$:

$$ VA_{it} = \beta_l L_{it} + \beta_k K_{it} + \omega_{it} + u_{it} $$

where $VA_{it}$ is the annual value-added, $L_{it}$ is total labor, $K_{it}$ is capital, measured as the value of assets at the beginning of the year (Newman et al., 2015), and $\omega_{it}$ is the unobserved productivity shock. Given that OLS is typically biased as both $L_{it}$ and $K_{it}$ are likely affected by the unobserved productivity shock, we first assume that firms’ investment decision is a function of labor, capital, and productivity shock, i.e., $I_{it} = f_t(L_{it}, K_{it}, \omega_{it})$,\(^1\) which makes $\omega_{it}$ observable in the production function (by inverting $f_t$):

$$ VA_{it} = \beta_l L_{it} + \beta_k K_{it} + f_t^{-1}(L_{it}, K_{it}, I_{it}) + u_{it} $$

This approach by Ackerberg et al. (2015) (ACF) is different from two other convention approaches to estimate production functions, namely Olley and Pakes (1996) (OP) and Levinsohn and Petrin (2003) (LP), who do not include labor input as part of firms’ investment decision. Not allowing labor input to enter the investment function means that $L_{it}$ is a deterministic function of capital and investment and, hence, would be functionally dependent on the inverse function of investment; in other words, the coefficient of labor would not be identified.

Assuming that the productivity shock follows a first order Markov process, we can write $\omega_{it-1} = g(\omega_{it-1}) + \zeta_{it}$ where $g(\omega_{it-1})$ is the predictable component and $\zeta_{it}$ is the unpredictable/innovation component of productivity (Olley and Pakes, 1996). We also assume the following capital formation process: $K_{it} = (1 - \delta)K_{it-1} + I_{it-1}$. These assumptions give us $E[\zeta_{it} | I_{it-1}] = 0$ and $E[\zeta_{it} | K_{it}] = 0$ (since $K_{it}$ is determined at $t - 1$). Lastly, we assume that $E[\zeta_{it} | L_{it-1}] = 0$ (Ackerberg et al., 2015). Given this set of moment conditions, we can estimate $\beta_l$ and $\beta_k$.

Given that this approach requires panel data, we aggregate the firm-level variables to the district-by-year-by-industry level. We then estimate the production function by sectors and present the estimation results in Table A.3. Once we obtain the estimates

\(^1\)Investment is measured as annual change in value of fixed and long-term assets plus accumulated depreciation (Newman et al., 2015).
for $\beta_l$ and $\beta_k$, we can use these estimates to calculate $\omega_{it}$ for each firm in each year, which is also our measure of total factor productivity (TFP).

Table A.3: Production function estimation results

<table>
<thead>
<tr>
<th>Category</th>
<th>Capital</th>
<th>Labor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>0.271***</td>
<td>1.143***</td>
</tr>
<tr>
<td>Mining</td>
<td>0.222***</td>
<td>1.063***</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>0.342***</td>
<td>0.919***</td>
</tr>
<tr>
<td>Waste and electricity</td>
<td>0.389***</td>
<td>0.980***</td>
</tr>
<tr>
<td>Construction</td>
<td>0.198***</td>
<td>0.948***</td>
</tr>
<tr>
<td>Wholesale and retail</td>
<td>0.201***</td>
<td>1.386***</td>
</tr>
<tr>
<td>Transportation</td>
<td>0.057</td>
<td>1.103***</td>
</tr>
<tr>
<td>Hospitality</td>
<td>0.222***</td>
<td>0.682***</td>
</tr>
<tr>
<td>Information and communication</td>
<td>0.314***</td>
<td>1.035***</td>
</tr>
<tr>
<td>Finance, banking, and real estate</td>
<td>0.175***</td>
<td>1.348***</td>
</tr>
<tr>
<td>Science and technology</td>
<td>0.123***</td>
<td>1.384***</td>
</tr>
<tr>
<td>Administrative and support</td>
<td>0.156***</td>
<td>1.144***</td>
</tr>
<tr>
<td>Education, health, and social support</td>
<td>-0.116</td>
<td>1.535***</td>
</tr>
<tr>
<td>Entertainment</td>
<td>-0.112</td>
<td>1.677***</td>
</tr>
<tr>
<td>Other services</td>
<td>0.236</td>
<td>1.220**</td>
</tr>
</tbody>
</table>
Appendix B

Maternity Benefits Mandate and Women’s Choice of Work

B.1 Additional Tables and Figures

Figure B.1: Reasons for not working, 2014–18

Source: Authors’ calculations based on the VHLSS 2014–18 for individuals aged 22–65.
Figure B.2: DiD estimates for effects by district–age-group birth-rate bin by gender

(a) Formal employment

(b) Informal waged employment

(c) Not working

(d) Agricultural household work

(e) Non-agricultural household work

(f) Log monthly income

Note: The plots report the results from estimating the DiD model in Equation 3.5, in which treatment effects are allowed to vary by birth-rate groups. Birth rates vary by district and age, and are binned into five equal groups. All models control for urban, ethnicity, household size, number of children under age 10 in the household, educational attainment, and marital status. The model is estimated separately for men and women aged 25–45 in the VHLSS 2010–18 sample. Standard errors are clustered at the commune–year level and sampling weights are applied in the regressions.

Source: Authors’ calculations based on the VHLSS 2010–18.
B.2 Overview of the Vietnamese labor market composition

Compared to other low- to middle-income countries, Viet Nam has a relatively high female labor force participation rate and gender equality (Klasen et al., 2021). In this section, we provide an overview of the demographic compositions and changes of the labor market in Vietnam during 2010 to 2018 using the Vietnam Household Living Standard Survey (VHLSS).

The labor force participation rate among women aged 25–54 is slightly lower than that of men in the same age group. The female labor force participation rate of college-educated women is roughly 95 per cent and that of non-college-educated women is roughly 92 per cent; these rates were relatively stable during the 2010–18 period, as indicated in Figure B.3. The labor force participation rate among college-educated and non-college-educated men is roughly 97 per cent, but for college-educated men it increased to 98 per cent in 2018. Married individuals are more likely to work than are unmarried individuals, but participation among unmarried men increased from 88.2 per cent to 90.7 per cent during 2014–17.

Figure B.3: Labor force participation of men and women aged 25–54 in 2018 by college education and marital status

(a) By education

(b) By marital status

Note: The sample includes all men and women aged 25–54.
Source: Authors’ calculations based on the Viet Nam Household Living Standard Survey (VHLSS) 2010–18 (see text for description).
The labor market composition is also remarkably different across gender and college education, as illustrated in Figure B.4. Most non-college-educated men and women work for the household business, which is typically unpaid, while college-educated men and women mainly work in the formal sector (defined as wage employment that provides social insurance). Only a small share of non-college-educated women are casual wage workers (waged employment without social insurance) relative to non-college-educated men. The labor market composition is relatively stable over time, although the share of non-college-educated men and women who work in the formal sector appears to increase over time.  

Figure B.4: Labor market composition in 2010-2018 by gender and college education

(a) Non-college women

(b) College-educated women

(c) Non-college men

(d) College-educated men

Note: The sample includes all men and women aged 25–54.
Source: Authors’ calculations based on the VHLSS 2010–18.

The gender gap in formal employment, defined as the difference between the share of men with formal employment and the share of women with formal employment,
appears to have declined across the country during this period, as indicated in Figure B.5. The Red River Delta has the highest and the Central Highlands has the lowest gender gap in 2010. By 2018, most regions had already reversed the gender gap, except for the Southeast region. This pattern is caused by the share of women working in the formal sector rising faster than the share of men in the formal sector.\(^1\) One potential explanation for this shift in the gender gap is the fact that the share of women who are college-educated also rises faster than the share of men who are college-educated in these regions.

Figure B.5: Gender gap in formal employment by region and year

Note: The sample includes all men and women aged 25–54.
Source: Authors’ calculations based on the VHLSS 2010–18.

\(^1\)According to the VHLSS data, the share of women with household unpaid work decreases faster than the share of men with household unpaid work. As a result, there is an increase in the gender gap in household unpaid work during 2010–18.
Appendix C

Income Shock and Food Insecurity during the Pandemic

C.1 Additional Tables and Figures

Table C.1: First-stage estimates for income effects on food insecurity

<table>
<thead>
<tr>
<th>Specification</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Bartik IV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.361***</td>
<td>1.587***</td>
<td>1.567***</td>
<td>0.246***</td>
<td>0.368***</td>
<td>0.440***</td>
<td></td>
</tr>
<tr>
<td>(0.044)</td>
<td>(0.047)</td>
<td>(0.063)</td>
<td>(0.068)</td>
<td>(0.071)</td>
<td>(0.075)</td>
<td></td>
</tr>
<tr>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td></td>
</tr>
<tr>
<td>N 46443</td>
<td>46443</td>
<td>27462</td>
<td>46443</td>
<td>46443</td>
<td>46443</td>
<td></td>
</tr>
<tr>
<td>Panel B: Non-ag. Bartik IV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.444***</td>
<td>1.669***</td>
<td>1.902***</td>
<td>0.189***</td>
<td>0.472***</td>
<td>0.421***</td>
<td></td>
</tr>
<tr>
<td>(0.050)</td>
<td>(0.055)</td>
<td>(0.074)</td>
<td>(0.072)</td>
<td>(0.078)</td>
<td>(0.081)</td>
<td></td>
</tr>
<tr>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.009]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td></td>
</tr>
<tr>
<td>N 46443</td>
<td>46443</td>
<td>27462</td>
<td>46443</td>
<td>46443</td>
<td>46443</td>
<td></td>
</tr>
</tbody>
</table>

Province FE ✓ ✓ ✓ ✓ ✓ ✓
District FE ✓ ✓ ✓ ✓ ✓ ✓
Household FE ✓ ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓ ✓ ✓
Province FE x linear trends ✓ ✓ ✓ ✓ ✓ ✓
Province x Year FE ✓ ✓ ✓ ✓ ✓ ✓

The table reports the first-stage results from the IV estimations in Tables 4.2 and 4.6. Standard errors are clustered at the district level and are reported in parentheses. P-values are reported in brackets. The household fixed effects model does not include 2009 controls. All models control for urban, household size, and the fraction of households with a postsecondary education. *** p < 0.01, ** p < 0.05, * p < 0.1
Figure C.1: Predicted probability distributions by actual food insecurity status

Note: The graph shows the distributions of the predicted probability of food insecurity by household’s actual food insecurity status. The predicted probability of food insecurity is obtained from estimating the IV regression on the 2010-2018 VHLSS data. See text for more details.

Figure C.2: Difference in prevalence and Cohen’s Kappa statistics to choose the optimal threshold for high-risk households for the linear probability model

Note: For each value $c$ between 0th to 99th percentile, we use $c$ as a threshold to classify the “high-risk” household (based on the predicted probability) and calculate the difference between predicted prevalence, i.e. the share of “high-risk” households minus the share of households that are actually food insecure, and the Cohen’s Kappa statistic. We plot the differences in prevalence and the kappa statistics for all thresholds in this graph. Predicted probability is generated from the IV and IV Probit models as explained in Section 4.3.3.
Figure C.3: Predicted and actual food insecurity of 2018 for IV probit and linear IV

Note: Predicted food insecurity measures each province’s share of households with high predicted food insecurity risk; Actual food insecurity measures the share of households with actual food insecurity in each province using the VHLSS sample in year \( y \). Predicted food insecurity risk is obtained by estimating the effect of income on food insecurity using the pre-\( y \) VHLSS sample and predicting using the LFS sample in \( y \).

C.2 Validity of food insecurity measurement

In this section, we discuss the validity of the paper’s main measure of food insecurity. We compare the main measure of food insecurity of this study, that is, when a household’s staple calorie share is above 84%, with two other food insecurity measures that are commonly used: the measure using the HDDS and the self-reported food insecurity. Given that food insecurity is strongly related to the ability to afford everyday meals, a valid food insecurity measure would strongly correlate with household income and wealth. One may also expect that rural households and ethnic minority households would be more likely to be food insecure as they are more disadvantaged than urban
and Kinh households.

In Figure C.4, we plot the percentage of households classified as food insecure using different measures by household income deciles (Figure (a)) and household wealth deciles (Figure (b)) for urban and rural households separately. In Figure (c), we also plot the percentage of food-insecure households by the household head’s ethnicity.

All three measures of food insecurity decrease as household income and wealth increase, and this is true for both rural and urban households. However, self-reported food insecurity is considerably lower than the other two measures. This discrepancy is partly due to selection bias: households only answer the question about food insecurity if they have an official poverty status, so poor households and near-poor households without such a status would not be considered food insecure. Another reason is that the staple calorie share approach and the HDDS approach focus on the quality of diet besides quantity, so food-insecure households may have a similar number of meals but a very different quality than food-secure households. Our staple calorie share approach is more similar to the HDDS approach for this reason as well. We also find that all three measures of food insecurity are higher among ethnic minority households than Kinh households.

These patterns are also consistent when we aggregate the data at the province level. In Figure C.5, we graph the scatter plots of different food insecurity measures against poverty at the province level, which tells a similar story—food insecurity measured by the staple calorie share and by HDDS is strongly and positively correlated with poverty, while self-reported food insecurity is positively correlated with poverty but not as strongly.

These results suggest that the food insecurity measure using the staple calorie share is valid since it is strongly correlated with income, wealth, and poverty, similar to the other common measures using the HDDS and self-reported data. The staple calorie share approach is better than the HDDS approach because it uses a theoretically derived cutoff for food insecurity, and it is better than the self-reported measure because it does not suffer from the selection bias described above.
Figure C.4: Food-insecure household by household income and wealth deciles

The figure reports the share of food-insecure households by income deciles, wealth index deciles, and ethnicity. A lower decile means lower income or lower wealth. The wealth index is constructed using principal component analysis for electricity, piped water, air conditioner, computer, washing machine, refrigerator, television, and radio.
C.3 Comparison between different targeting approaches

An important question to ask is whether using the targeting method proposed in this study is much better than using simpler methods such as targeting poor households, targeting districts that suffer the largest income reductions, or targeting districts with the largest increases in poverty. In this section, we calculate the inclusion error rate (IER) and exclusion error rate (EER) for each of these three approaches to measure the extent to which these alternative methods include wrong households/districts and exclude right households/districts (Brown et al., 2018).

Consider the poor household targeting approach: the government sends food aid to households below the national poverty line before the pandemic. Let $poor_i^{2019}$ be a binary variable that indicates whether household $i$ is poor in 2019, and let $\text{insecurity}_i$ be a binary variable that indicates whether the household has high food insecurity risk using the prediction approach of this study. Let $w_i$ denote the household’s sampling weight from the LFS. The IER is the proportion of poor, but food-secure households are targeted and can be calculated as

$$IER = \frac{\sum_i N w_i 1(poors\hat{} i = 1|\text{insecurity}_i = 1)}{\sum_i N w_i 1(poors\hat{} i = 1)}.$$

In contrast, the EER is the proportion of food-insecure households that are not targeted because they are not poor before the pandemic, and it is calculated as

$$EER = \frac{\sum_i N w_i 1(\text{insecurity}_i = 1|poors\hat{} i = 0)}{\sum_i N w_i 1(\text{insecurity}_i = 1)}.$$

The IER of the poor household targeting approach is 56.38% (95% CI: 55.84, 56.93), and the EER is 11.05% (95% CI: 10.46, 11.63). In other words, 56.38% of targeted households are actually not food insecure. Only 11.05% of food-insecure households would be missed using this method.

---

1Recall that food insecurity risk is the predicted value from Equation 4.2 using the post-pandemic income, and high-risk households are those with risk above the 85th percentile cutoff.
The figure shows scatter plots for shares of food-insecure households and shares of poor households at the province-year level for the 2010–2018 data. Each dot is a province-year observation. Figure (a) shows food insecurity using the staple calorie share approach, (b) shows food insecurity using the HDDS approach, and (c) shows self-reported food insecurity.

Next, we use the same approach to assess two other alternative approaches: targeting districts with the highest income losses and targeting districts with the largest poverty increases. To do this, we estimate changes in income and poverty due to COVID-19 for each district using the same method to predict changes in food insecurity. Specifically, we use the 2019 LFS household data and the industry-specific income shocks to calculate the new income for each household due to these shocks, and then we estimate the percentage change in income for each district. We also use the original income and new income to identify the poverty status, that is, monthly income per capita below the national poverty line, for each household before and after the income shock. We then
estimate the percentage point change in poverty for each district.

Figure C.6 shows the scatter plots of district-level changes in food insecurity (our main result) against changes in income and changes in poverty. To see why using income targeting and poverty targeting may lead to ineffective targeting, suppose the government chooses to target districts in the top 10% of those that experienced an increase in food insecurity; that is, their predicted food insecurity increases are in the 90th percentile. In other words, the government would want to target all districts to the right of the red dashed line in the plots.

Now suppose that the government does not use food insecurity targeting, but instead targets districts in the top 10% of those that saw a reduction in income; that is, their predicted income reductions are in the 90th percentile. In other words, the government would target all districts above the green solid line in Figure (a). In this case, all districts to the left of the red dashed line and above the green solid line would be wrongly targeted as they experience a food insecurity increase that is below the 90th percentile. In contrast, all districts to the right of the red dashed line and below the green solid line would be missed because they experience food insecurity increase in the 90th percentile but would not be targeted. The correctly targeted districts are the dots in the first quadrant of the graph. In this scenario, the government would wrongly target 68 districts, miss 68 districts, and correctly target 12 districts. We apply the same IER and EER formulas for districts instead of households and calculate each district’s as one over the district’s population. The IER is 75.96% (95% CI: 66.80, 85.13) and the EER is 72.31% (95% CI: 62.37, 82.25).
(a) Comparing with income targeting  

(b) Comparing with poverty targeting

Figure C.6: Food insecurity change targeting versus income change targeting and poverty change targeting

Note: Figure (a) shows a scatter plot of the predicted percentage reduction in income against the predicted percentage point increase in food insecurity. Figure (b) shows a scatter plot of the predicted percentage point increase in poverty against the predicted percentage point increase in food insecurity. Each dot represents a district. The red dashed line shows the 90th percentile of the increase in food insecurity. The green solid line shows the 90th percentile of the income reduction in Figure (a) and the 90th percentile of poverty increase in Figure (b).

Now suppose that the government targets districts in the top 10% of districts that experienced an increase in poverty; that is, their predicted poverty increases are in the 90th percentile—all districts above the green solid line in Figure (b). Similarly, this targeting would mistarget all districts to the left of the red dashed line and above the green solid line but would miss all districts to the right of the red line and below the green line. In this scenario, the government would wrongly target 59 districts, miss 20 districts, and correctly target 60 districts. The IER here would be 90.35% (95% CI: 85.64, 95.05) and the EER 77.82% (95% CI: 68.64, 87.00).

These simple exercises suggest that although targeting using pre-pandemic poverty statuses of households or using income losses is simpler, the error rates associated with them are very high; using them means the government would spend a significant amount of resources on districts it does not intend to and miss the districts that actually need those resources.
C.4 Comparison between IV-based prediction and 2020 data

A major concern of our predictive approach is that we exploit local exposure to industry-wide labor demand shocks to household incomes to identify the effect of income on food insecurity. We also rely on external information about sector-wide income shocks and assume that all workers within the same sector have an equal chance to receive such shocks. The income shocks from the pandemic might be very different in nature. If the pandemic income shocks are driven by unemployment in a nonrandom way, that is, more vulnerable workers lose their jobs and income, then the IV-based prediction is no longer accurate.

We address this concern by comparing our IV-based prediction with the food insecurity measure generated from 2020 household income data (using the 2020 LFS data). If there is a large difference between our prediction and the food insecurity measure that generated the actual data, we can conclude that the income shocks from our IV estimation are not very compatible to make predictions about income shocks caused by a pandemic. We plot each district’s share of high-risk households based on 2020 income data and the share of high-risk households based on our prediction in Figure C.7 (a) along with a 45-degree line as the benchmark. In Figure (b), we plot the distribution of the percentage point difference (in absolute value) between the two variables.
Figure C.7: Differences in share of “high-risk” households based on prediction and share of “high-risk” households based on 2020 income

Note: Figure (a) shows districts’ share of high-risk households based on 2020 income data and districts’ shares of high-risk households based on our prediction. Figure (b) shows the distribution of differences between these two shares.

We observe in Figure (a) that our IV-based prediction is fairly consistent with the food insecurity measure generated from the actual 2020 income data, although we also observe a few outlier districts. In Figure (b), we find that the difference between the two variables is 10 percentage points or less for 82.18% of districts. In other words, our predicted food insecurity measure is fairly close to the food insecurity measure based on the actual income data in 2020. This finding suggests our approach is compatible with predicting food insecurity during a pandemic, even though the income shocks caused by the pandemic might be driven mainly by unemployment or furlough.