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Abstract. An explicit finite element method is considered and analyzed to numerically solve the drift-diffusion semiconductor device equations in two space dimensions. The method is based on the use of a mixed finite element method for the approximation of the electric field and a discontinuous upwinding finite element method for the approximation of the electron and hole concentrations. The mixed method gives an approximate electric field in the precise form needed by the discontinuous method, which is trivially conservative and fully parallelizable. The method, considered as a scheme for the concentrations, is shown to satisfy a maximum principle and an a priori estimate of entropy dissipation. Based on these stability results, its convergence to the unique weak solution is proven. Extensive numerical simulations are presented to test the performance of the method and to indicate the behavior of the solution.
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1. Introduction. In this paper we formulate and analyze an explicit finite element method for the transient behavior of the drift-diffusion semiconductor model:

(1.1a) \[ u_t - \text{div } J_u = -\lambda^2 \alpha_p R(u, p), \quad t > 0, \quad (x, y) \in \Omega, \]
(1.1b) \[ p_t + \text{div } J_p = -\lambda^2 \alpha_p R(u, p), \quad t > 0, \quad (x, y) \in \Omega, \]

where \( \Omega = (0, 1)^2 \), \( u \) and \( p \) are the (scaled) electron and hole concentrations, \( R \) is the carrier recombination-generation rate, \( \lambda \) is the normed Debye length, \( \alpha_u \) and \( \alpha_p \) are the lifetime-dependent constants, and \( J_u \) and \( J_p \) are the current densities defined by

(1.2a) \[ J_u = \mu_u(\beta)(\lambda^2 \nabla u - u \beta), \quad t > 0, \quad (x, y) \in \Omega, \]
(1.2b) \[ J_p = -\mu_p(\beta)(\lambda^2 \nabla p + p \beta), \quad t > 0, \quad (x, y) \in \Omega, \]

where \( \mu_u \) and \( \mu_p \) are the field-dependent electron and hole mobilities, and \( \beta \) is the (scaled) negative electric field given by

(1.3a) \[ -\text{div } \beta = C - u + p, \quad t > 0, \quad (x, y) \in \Omega, \]
(1.3b) \[ \beta = \nabla \phi, \quad t > 0, \quad (x, y) \in \Omega, \]

with \( C \) being the (scaled) doping profile and \( \phi \) being the (scaled) potential.

The numerical method considered in this paper is an extension of the finite element method introduced in the one-dimensional case [4], [5], [11], [12], which combines a mixed method for a piecewise linear approximation of the electric field, \(-\beta\), with an
explicit upwinding method for piecewise constant approximations of the electron and hole concentrations, $u$ and $p$. It has been first introduced for the so-called unipolar model with the diffusion term neglected [11], [12]. Then, it has been extended to the full one-dimensional system [4], [5]. The reason for using the mixed finite element approximation of the electric field is that the electron and hole concentration equations (1.1a-b) depend on the potential only through this field and the mixed method provides a better approximation of it than more standard Galerkin approaches would give [2], [3], [16]. The motivation for including the discontinuous upwinding finite element method in approximating $u$ and $p$ is that, since the normed Debye length ranges from $10^{-3}$ to $10^{-5}$, the concentration equations, while formally parabolic, are in fact more nearly hyperbolic. Thus the upwinding method is applied to follow the transport more accurately than the standard finite difference or finite element method does. In particular, this method can capture discontinuities in solution without producing spurious oscillations [7], [8], [9], [10]. Another computational advantage of the method is its full parallelizability.

Stability and convergence results have been established for the one-dimensional problem [4], [5], [11], [12]. The numerical analysis for the two-dimensional problem is much more complicated. First, as shown in [11], the stability analysis of the numerical method heavily depends on a bound of the numerical electric field. In the former case, the bound of this field follows trivially from that of the concentrations. However, in the latter case, the derivation of an a priori estimate for the electric field is not trivial. Also, in the one-dimensional case, the boundedness of the total variation and the modulus of continuity in time of the approximate solution is proven, from which we can obtain convergence of the scheme to the weak solution of the differential equations. However, no proof of these properties is available in the high-dimensional case. The main reason for this is that the numerical electric field does not have the required smoothness in the latter case. Hence, the standard approach of convergence proof cannot be applied here.

In this paper, following [13], [14], a new technique is introduced to prove convergence of the scheme to the weak solution. The idea is that, instead of the usual total variation estimate, a weak bound on the entropy dissipation of the numerical scheme is established. Then, this bound is combined with DiPerna's uniqueness result [15] for classical scalar conservation laws to yield an $L^1$-convergence of the scheme.

To fix the ideas of the approach above, in this paper we consider the model problem

\begin{align*}
(1.4a) & \quad u_t + \text{div}(u\beta) = 0, \quad (x,y) \in \Omega, \quad t > 0, \\
(1.4b) & \quad u = u_D, \quad (x,y) \in \partial\Omega_D, \quad t \geq 0, \\
(1.4c) & \quad u(0,x,y) = u_{\text{init}}(x,y), \quad (x,y) \in \Omega,
\end{align*}

where

\[ \partial\Omega_D = \{(x,y) \in \partial\Omega : \nu(x,y) \cdot \beta < 0\}, \]

and $\beta$ is given by

\begin{align*}
(1.5a) & \quad -\text{div} \beta = 1 - u, \quad t > 0, \quad (x,y) \in \Omega, \\
(1.5b) & \quad \beta = \nabla\phi, \quad t > 0, \quad (x,y) \in \Omega, \\
(1.5c) & \quad \phi = \phi_D, \quad t \geq 0, \quad (x,y) \in \partial\Omega_D, \\
(1.5d) & \quad \partial\phi/\partial\nu = 0, \quad t \geq 0, \quad (x,y) \in \partial\Omega_N,
\end{align*}
where $\nu$ denotes the normal unit-vector to $\partial \Omega$, $\partial \Omega = \partial \Omega_D \cup \partial \Omega_N$, $\partial \Omega_D \cap \partial \Omega_N = \emptyset$, and $\Omega_N$ contains the endpoints of its segments. The extension of the analysis below to the full model (1.1)-(1.3) can be carried out as in [9].

The finite element method will be defined in the next section. Then, in §3, we state and discuss our main results on a maximum principle (Theorem 3.1), an estimate on the entropy dissipation of the scheme (Theorem 3.2), and convergence to the weak solution (Theorem 3.3). The proof of the maximum principle and entropy dissipation boundedness is presented in §4 and §5, respectively. The convergence analysis is given in §6. Extensive numerical simulations will be presented in §7. These numerical results are devised to test the performance of the method and to indicate the qualitative behavior of the solution of the differential system (1.4)-(1.5). Finally, concluding remarks will be given in §8. A forthcoming paper is devoted to obtaining error estimates.

We end this section with a remark that the equation (1.4a) is not a classical conservation law. The value of the electric field $\beta$ at a point $(t, x, y)$ contains the information of all the values of the solution $u(t, \cdot, \cdot)$ on $\Omega$. Hence a perturbation of the solution $u$ at any given point of the domain has a global effect immediately. This is in sharp contrast with the classical conservation laws where local perturbations of the solution have a local effect in finite time.

2. The finite element method. In this section we describe the finite element method for approximating the solution of the differential system of the previous section is formulated. Toward that end, let $\{x_{i+1/2}\}_{i=0}^{n_x} \times \{y_{j+1/2}\}_{j=0}^{n_y}$ be a partition of $\Omega$ with $x_{1/2} = y_{1/2} = 0$ and $x_{n_x+1/2} = y_{n_y+1/2} = 1$ and let $\{t^n\}_{n=0}^{n_T}$ be a partition of $[0, T]$ with $t^0 = 0$ and $t^{n_T} = T$. Then, set $I^*_i = (x_{i-1/2}, x_{i+1/2})$, $I^*_j = (y_{j-1/2}, y_{j+1/2})$, $\Delta x_i = x_{i+1/2} - x_{i-1/2}$, $\Delta y_j = y_{j+1/2} - y_{j-1/2}$, $J^n = [t^n, t^{n+1}]$, and $\Delta t^n = t^{n+1} - t^n$.

Associated with these partitions, we introduce the spaces

$V_h = \{v \in H(\text{div}; \Omega): v|_{I_i^* \times I_j^*} = (a_{i,j}^1 + a_{i,j}^2 x + a_{i,j}^3 y, \ a_{i,j}^4) \in \mathbb{R}, \ i = 1, \ldots, n_x, \ j = 1, \ldots, n_y, \ v \cdot \nu|_{\partial \Omega_D} = 0\}$,

$W_{\phi} = \{w \in L^\infty(\Omega): w|_{I_i^* \times I_j^*} \in P^0(I_i^* \times I_j^*), \ i = 1, \ldots, n_x, \ j = 1, \ldots, n_y\}$,

$W_h = \{w \in L^\infty(\Omega): w|_{I_i^* \times I_j^*} \in P^0(I_i^* \times I_j^*), \ i = 1, \ldots, n_x, \ j = 1, \ldots, n_y\}$,

$W_{\Delta t} = \{w \text{ right continuous: } w|_{J^n} \in P^0(J^n), \ n = 0, \ldots, n_T - 1\}$.

If $v \in V_h$, $v_{i+1/2,j}$ and $v_{i,j+1/2}$ will denote $v(x_{i+1/2}, y_j)$ and $v(x_i, y_{j+1/2})$, respectively.

If $w \in W_h$, then $w_{i,j}$ represents the constant value $w(x,y)$, $(x,y) \in I_i^* \times I_j^*$. Finally, $w^n$ will indicate the constant $w(t)\in J^n$, if $w \in W_{\Delta t}$.

Let $(\cdot, \cdot)$ indicate the inner product in $L^2(0, 1)$ or $(L^2(0, 1))^2$, and let $P_h$ and $P_{\Delta t}$ denote the $L^2$-projections into $W_h$ and $W_{\Delta t}$, respectively. To discretize (1.4) and (1.5), we first discretize the data by setting

(2.1a) \quad u_{\text{init}, h} = P_h u_{\text{init}},

(2.1b) \quad u_{D, \Delta t} = P_{\Delta t} u_D.

The approximate solution $u_h \in W_{\Delta t} \otimes W_h$ is required to satisfy the equation, for $n = 0, \ldots, n_T - 1$, $i = 1, \ldots, n_x$, and $j = 1, \ldots, n_y$,

(2.2a) \quad \frac{u_{i,j}^{n+1} - u_{i,j}^n}{\Delta t^n} + \frac{f_{1,i+1/2,j}^n - f_{1,i-1/2,j}^n}{\Delta x_i} + \frac{f_{2,i,j+1/2}^n - f_{2,i,j-1/2}^n}{\Delta y_j} = 0,
where

\begin{align}
\text{(2.2b)} & \quad f_{1,i-1/2,j}^n = u_{i-1,j}^n \beta_{i-1/2,j}^n + u_{i,j}^n \beta_{i,j}^n, \\
\text{(2.2c)} & \quad f_{2,i,j-1/2}^n = u_{i,j-1}^n \beta_{i,j-1/2}^n + u_{i,j}^n \beta_{i,j}^n.
\end{align}

Finally, the electric potential and field \((\beta_h, \phi_h) \in W_{\Delta t} \times V_h \times W_{\Delta t} \times W_h^\phi\) is determined by the mixed finite element method, for \(n = 0, \cdots, n_T\),

\begin{align}
\text{(2.3a)} & \quad -(\text{div} \beta_h^n, w) = (1 - u_h^n, w), \quad \forall w \in W_h^\phi, \\
\text{(2.3b)} & \quad (\beta^n_h, v) + (\phi^n_h, \text{div} v) = \langle \phi^n_D, v \cdot \nu \rangle_{\partial \Omega_D}, \quad \forall v \in V_h.
\end{align}

Now, the algorithm of our numerical method is as follows:

\begin{enumerate}
\item[(2.4a)] Compute the functions \(u_{D, \Delta t}\), and \(u_{\text{init}, h}\) by (2.1);
\item[(2.4b)] Set \(u_h(0, \cdot, \cdot) = u_{\text{init}, h}(\cdot, \cdot, \cdot)\);
\item[(2.4c)] For \(n = 0, \cdots, n_T - 1\), compute \(u_h(t^{n+1}, \cdot, \cdot, \cdot)\) as follows:
\begin{enumerate}
\item[(i)] Compute \((\beta_h(t^n, \cdot, \cdot, \cdot), \phi_h(t^n, \cdot, \cdot, \cdot))\) by using the mixed finite element method (2.3);
\item[(ii)] Compute \(u_h(t^{n+1}, x, y)\) for \((x, y) \in \Omega\) by using the scheme (2.2).
\end{enumerate}
\end{enumerate}

We end this section with three remarks. First, it follows from the definition of \(V_h\) that the elements in \(V_h\) have continuous normal components on interelement edges. Thus, the numerical fluxes \(f_{1,i-1/2,j}^n\) and \(f_{2,i,j-1/2}^n\) in (2.2b-c) are all well-defined. Secondly, the lowest-order Raviart-Thomas mixed method on rectangles has been used in (2.3) [23]; however, the analysis in the next section can be carried out in the same way for the lowest-order triangular mixed elements. Moreover, the same results apply to the lowest-order Brezzi-Douglas-Marini mixed methods on triangles and rectangles [2]. Finally, for a given \(\beta_h\), the scheme (2.2) is a modification of the well-known upwinding scheme. Moreover, it is conservative.

3. Stability and convergence results. In this section we state the stability and convergence results of the scheme (2.4). Let \(J = (0, T)\). We assume that the initial and boundary data satisfy the following conditions:

\begin{align}
\text{(3.1a)} & \quad u_{\text{init}}, u_D \in [0, u^*], \\
\text{(3.1b)} & \quad |\phi_D| \leq \phi^D, \\
\text{(3.1c)} & \quad \phi_D \in L^\infty(0, T; H^{3/2}(\partial \Omega_D)), \\
\text{(3.1d)} & \quad u^* \geq 1.
\end{align}

We also need the two assumptions (3.3a) and (3.3b) below. Consider the problem

\begin{align}
\text{(3.2)} & \quad \begin{cases}
-\Delta v = b, & (x, y) \in \Omega, \\
v = u_D, & (x, y) \in \partial \Omega_D, \\
\partial v / \partial n = 0, & (x, y) \in \partial \Omega_N,
\end{cases}
\end{align}

and let \((v_h, \alpha_h)\) be the mixed finite element solution of (3.2) in \(W_h^\phi \times V_h\). Then we assume that there are constants \(Q_1\) and \(Q_2\) independent of \(v\) and \(h\) such that

\begin{align}
\text{(3.3a)} & \quad ||\nabla v||_{L^\infty(\Omega)} \leq Q_1 \left(||b||_{L^\infty(\Omega)} + \sup_{\partial \Omega_D} |v_D|\right), \\
\text{(3.3b)} & \quad ||\nabla v - \alpha_h||_{L^\infty(\Omega)} \leq Q_2 \left(||b||_{L^2(\Omega)} + ||v_D||_{H^{3/2}(\partial \Omega_D)}\right).
\end{align}
Remarks. First, we have required that $u^* \geq 1$ in (3.1d). The maximum principle below is not true for $u^* < 1$, as noted in [11]. This reflects the fact that along the characteristics of the equation (1.4) $u = 1$ is an asymptotically stable equilibrium point. Also, if the Dirichlet and Neumann segments meet under angles less than or equal to $\pi/2$, the result (3.3a) is true [19]. In the case of the meeting angles bigger than $\pi/2$, the following results still hold if the field-dependent mobility is introduced in (1.4a). For, in this case, $\mu_n(\beta)\beta$ is bounded [5]. Finally, if $b$ is piecewise constant, then there is a constant $Q$ independent of $v$ and $h$ such that (see, e.g., [18], [1])

$$||\nabla v - \alpha_h||_{L^\infty(\Omega)} \leq Q||\nabla v - \Pi_h \nabla v||_{L^\infty(\Omega)},$$

where $\Pi_h$ is the Raviart-Thomas projection onto $V_h$ [23]. Then, apply the approximation property of the operator $\Pi_h$ [23] and an interpolation error estimate [6] to obtain

$$||\nabla v - \alpha_h||_{L^\infty(\Omega)} \leq Q||v||_{H^2(\Omega)},$$

which together with an $L^2$-theory for elliptic equations implies (3.3b). Namely, (3.3b) is true provided that $b$ is piecewise constant.

We now state the following maximum principle.

**Theorem 3.1. (Stability).** In addition to the hypotheses (3.1) and (3.3), assume that for $n = 0\ldots,n_T - 1$ the following CFL condition is satisfied:

$$\Delta t^n \leq \min \left\{ \frac{1}{u^*}, \frac{1}{1 + \beta^*(2/\Delta x_i + 1/\Delta y_j)}, \frac{1}{1 + \beta^*(1/\Delta x_i + 2/\Delta y_j)} \right\},$$

where $\beta^* = \max\{Q_1, Q_2\} (2\max\{1, u^*-1\} + \phi^*_D + ||\phi_D||_{L^\infty(0,T;H^2(\Omega_D))})$. Then,

$$u_h(t, x, y) \in [0, u^*], \quad (t, x, y) \in J \times \Omega,$$

$$||\beta_h||_{L^\infty(0,T;L^\infty(\Omega))} \leq \beta^*,$$

$$||\text{div} \beta_h||_{L^\infty(0,T;L^\infty(\Omega))} \leq \max\{1, u^*-1\}.$$

**Theorem 3.2. (Estimate of entropy dissipation).** In addition to the hypotheses (3.1) and (3.3), assume that for $n = 0\ldots,n_T - 1$ the following CFL condition is satisfied:

$$\Delta t^n \leq \min \left\{ \frac{1}{u^*}, \frac{1}{1 + \beta^*(2/\Delta x_i + 1/\Delta y_j)}, \frac{1}{1 + \beta^*(1/\Delta x_i + 2/\Delta y_j)}, \frac{\Delta x_i}{5\beta^*}, \frac{\Delta y_j}{5\beta^*} \right\}.$$

Then,

$$\sum_{i=1}^{n_x} \sum_{j=1}^{n_y} (u^*_{i,j})^2 \Delta x_i \Delta y_j + \sum_{n=0}^{n_T-1} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left\{ \left( \frac{\Delta t^n}{\Delta x_i} \beta_{1,i+1/2,j}^+ \right)^2 (u^n_{i+1,j} - u^n_{i,j})^2 \right. \left. + \left( \frac{\Delta t^n}{\Delta x_i} \beta_{1,i-1/2,j}^- \right)^2 (u^n_{i,j} - u^n_{i-1,j})^2 + \left( \frac{\Delta t^n}{\Delta y_j} \beta_{2,i,j+1/2}^+ \right)^2 (u^n_{i,j+1} - u^n_{i,j})^2 \right. \left. + \left( \frac{\Delta t^n}{\Delta y_j} \beta_{2,i,j-1/2}^- \right)^2 (u^n_{i,j} - u^n_{i,j-1})^2 \right\} \Delta x_i \Delta y_j \leq \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} (u^0_{i,j})^2 \Delta x_i \Delta y_j + T u^* (2 + u^* + 4u^*\beta^*).$$
To state the convergence result, let us first define a weak solution of (1.4) and (1.5). For this, set

$$ W^{1,1}(\text{div}; \Omega) = \{ v \in (L^1(\Omega))^2 : \text{div} v \in L^1(\Omega) \}, $$

$$ f(u_{\text{left}}, u_{\text{right}}; \alpha) = u_{\text{left}} \alpha^+ + u_{\text{right}} \alpha^-, $$

where $\alpha^+ = \max\{\alpha, 0\}$ and $\alpha^- = \min\{\alpha, 0\}$.

Definition. A weak solution of (1.4) and (1.5) is defined to be a triple of functions $(u, \beta, \phi) \in L^1(J \times \Omega) \times L^1(J; W^{1,1}(\text{div}; \Omega)) \times L^1(J \times \Omega)$ such that

$$ (u, \varphi_t)_{J \times \Omega} + (u \beta, \nabla \varphi)_{J \times \Omega} + (u_{\text{init}}, \varphi)_{t=0} - \langle f(u, u_D; \beta \cdot \nu), \varphi \rangle_{J \times (\partial \Omega \setminus \partial \Omega_N)} = 0, \quad \forall \varphi \in C^1_0([0, T) \times \overline{\Omega}), $$

and

$$ -\langle (\text{div} \beta, w)_{J \times \Omega} = (1 - u, w)_{J \times \Omega}, \quad \forall w \in L^\infty(J \times \Omega), $$

$$ (\beta, v)_{J \times \Omega} + \langle \text{div} v, \phi \rangle_{J \times \Omega} = \langle \delta D, v \cdot \nu \rangle_{J \times \partial \Omega_D}, \quad \forall \nu \in L^\infty(J \times \Omega) \cap L^\infty(J; H(\text{div}; \Omega)). $$

Note that the role of the flux $f$ is to select the correct boundary value for $u$ and that the smoothness of $\beta(t, \cdot, \cdot)$ guarantees the uniqueness of weak solution to (3.9) [22]. Let $\Delta x = \max_{1 \leq i \leq n_x} \Delta x_i, \Delta y = \max_{1 \leq i \leq n_y} \Delta y_i,$ and $\Delta t = \max_{0 \leq i \leq n_T} \Delta t^n$. We now state the following convergence result.

Theorem 3.3. (Convergence). Suppose, in addition to the hypotheses (3.1), (3.3), and (3.6), that

$$ \Delta x/(\Delta t)^{1/2}, \Delta y/(\Delta t)^{1/2} \to 0 \quad \text{as} \quad \Delta x, \Delta y \to 0. $$

Then the sequence $\{ (u_h, \beta_h, \phi_h) \}_{h > 0}$ produced by the scheme (2.4) converges in $L^1(J \times \Omega) \times L^1(J; W^{1,1}(\text{div}; \Omega)) \times L^1(J \times \Omega)$ to the unique weak solution $(u, \beta, \phi)$ of (1.4) and (1.5).

4. A stability analysis. In this section we prove Theorem 3.1.

Lemma 4.1. For $n = 0, \cdots, n_T$, we have

$$ \frac{1}{\Delta x_i} (\beta^n_{1,i+1/2,j} - \beta^n_{1,i-1/2,j}) + \frac{1}{\Delta y_j} (\beta^n_{2,i,j+1/2} - \beta^n_{2,i,j-1/2}) = -(1 - u^n_{0,j}), \quad i = 1, \cdots, n_x, \quad j = 1, \cdots, n_y. $$

The result follows by choosing $w = 1$ on $I^x_i \times I^y_j$ and equal to zero elsewhere in (2.3a).

Lemma 4.2. Suppose that (3.1) and the following condition are satisfied:

$$ 1 - \frac{\Delta t^n}{\Delta x_i} (\beta^n_{1,i+1/2,j} - \beta^n_{1,i-1/2,j}) - \frac{\Delta t^n}{\Delta y_j} (\beta^n_{2,i,j+1/2} - \beta^n_{2,i,j-1/2}) \geq \Delta t^n. $$

Then, if

$$ u^n(x, y) \in [0, u^*], \quad (x, y) \in \Omega, $$

we have

$$ \frac{1}{\Delta x_i} (\beta^n_{1,i+1/2,j} - \beta^n_{1,i-1/2,j}) + \frac{1}{\Delta y_j} (\beta^n_{2,i,j+1/2} - \beta^n_{2,i,j-1/2}) \geq \Delta t^n. $$

Thus, the sequence $\{ (u_h, \beta_h, \phi_h) \}_{h > 0}$ converges to the unique solution $(u, \beta, \phi)$ of (1.4) and (1.5).
we have

\[ u_{i,j}^{n+1}(x,y) \in [0, u^*) \], \quad (x,y) \in \Omega. \]

**Proof.** For \( i = 1, \ldots, n_x \) and \( j = 1, \ldots, n_y \), it follows from (2.2) that

\[ u_{i,j}^{n+1} = D_{i,j}^n \left( A_{i,j+1}^n u_{i+1,j}^n + A_{i,j+1}^n u_{i,j+1}^n + B_{i,j}^n u_{i,j}^n + E_{i-1,j}^n u_{i-1,j}^n + E_{i,j-1}^n u_{i,j-1}^n \right), \]

where

\[ A_{i,j+1}^n = -\frac{\Delta t^n}{\Delta x_i} \beta_{i,j+1/2,j}^n / D_{i,j}^n, \]

\[ A_{i,j+1}^n = -\frac{\Delta t^n}{\Delta y_j} \beta_{i,j+1/2,j}^n / D_{i,j}^n, \]

\[ B_{i,j}^n = \frac{1}{D_{i,j}^n} \left\{ 1 - \frac{\Delta t^n}{\Delta x_i} \left( \beta_{i+1/2,j}^n - \beta_{i-1/2,j}^n \right) - \frac{\Delta t^n}{\Delta y_j} \left( \beta_{i,j+1/2}^n - \beta_{i,j-1/2}^n \right) \right\}, \]

\[ E_{i-1,j}^n = \frac{\Delta t^n}{\Delta x_i} \beta_{i-1/2,j}^n / D_{i,j}^n, \]

\[ E_{i,j-1}^n = \frac{\Delta t^n}{\Delta y_j} \beta_{i,j-1/2}^n / D_{i,j}^n, \]

\[ D_{i,j}^n = 1 - \frac{\Delta t^n}{\Delta x_i} \left( \beta_{i+1/2,j}^n - \beta_{i-1/2,j}^n \right) - \frac{\Delta t^n}{\Delta y_j} \left( \beta_{i,j+1/2}^n - \beta_{i,j-1/2}^n \right). \]

Then, by (3.1), (4.2), and (4.3), we see that

\[ D_{i,j}^n \geq \Delta t^n, \]

\[ A_{i,j+1}^n, A_{i,j+1}^n, B_{i,j}^n, E_{i-1,j}^n, E_{i,j-1}^n \geq 0, \]

\[ A_{i+1,j}^n + A_{i,j+1}^n + B_{i,j}^n + E_{i-1,j}^n + E_{i,j-1}^n = 1, \]

so that

\[ u_{i,j}^{n+1} \geq 0, \quad i = 1, \ldots, n_x, \quad j = 1, \ldots, n_y. \]

Next, in order to show that \( u_h^{n+1} \leq u^* \), we write \( u_{i,j}^{n+1} \) as

\[ u_{i,j}^{n+1} = D_{i,j}^n \left( u^* - A_{i,j+1}^n (u^* - u_{i+1,j}^n) - A_{i,j+1}^n (u^* - u_{i,j+1}^n) - B_{i,j}^n (u^* - u_{i,j}^n) \right. \]

\[ - E_{i-1,j}^n (u^* - u_{i-1,j}^n) - E_{i,j-1}^n (u^* - u_{i,j-1}^n) \}

\[ = u^* D_{i,j}^n (1 - F_{i,j}^n), \]

where

\[ F_{i,j}^n = A_{i,j+1}^n \left( 1 - \frac{u^*_{i+1,j}}{u^*} \right) + A_{i,j+1}^n \left( 1 - \frac{u^*_{i,j+1}}{u^*} \right) + B_{i,j}^n \left( 1 - \frac{u^*_{i,j}}{u^*} \right) \]

\[ + E_{i-1,j}^n \left( 1 - \frac{u^*_{i-1,j}}{u^*} \right) + E_{i,j-1}^n \left( 1 - \frac{u^*_{i,j-1}}{u^*} \right). \]

Hence, it suffices to prove that

\[ (4.5) \quad D_{i,j}^n - 1 \leq D_{i,j}^n F_{i,j}^n. \]
Notice that, by (4.2), (4.3), and (3.1d),

\begin{equation}
D^n_{i,j} F^n_{i,j} \geq D^n_{i,j} B^n_{i,j} \left(1 - \frac{u^n_{i,j}}{u^*}\right) \\
\geq \Delta t^n \left(1 - \frac{u^n_{i,j}}{u^*}\right) \\
\geq \Delta t^n (1 - u^n_{i,j}).
\end{equation}

But, using (4.1) and (4.3), we have

\begin{equation}
D^n_{i,j} - 1 = -\frac{\Delta t^n}{\Delta x_i} \left(\beta^n_{1,i+1/2,j} - \beta^n_{1,i-1/2,j}\right) - \frac{\Delta t^n}{\Delta y_j} \left(\beta^n_{2,i,j+1/2} - \beta^n_{2,i,j-1/2}\right) \\
= \Delta t^n (1 - u^n_{i,j}).
\end{equation}

Hence, combine this and (4.6) to obtain (4.5); so, \(u^n_{i,j} \leq u^*\). The proof of the lemma is complete. \(\square\)

We now rewrite the condition (4.2).

**Lemma 4.3.** If the next condition is satisfied:

\begin{equation}
\Delta t^n \leq \min \left\{ \frac{1}{\|u^n_k\|_{L^\infty(\Omega)}} \cdot \frac{1}{1 + ||\beta^n_k||_{L^\infty(\Omega)}(2/\Delta x_i + 1/\Delta y_j)}, \frac{1}{1 + ||\beta^n_k||_{L^\infty(\Omega)}(1/\Delta x_i + 2/\Delta y_j)} \right\},
\end{equation}

so is (4.2).

(4.7) can be easily shown from (4.1) and (4.2).

Finally, the following lemma will be needed.

**Lemma 3.5.** Let \(\beta^n_k\) be defined by (2.3). Then, for \(n = 0, \cdots, n_T\), we have

\begin{equation}
||\beta^n_k||_{L^\infty(\Omega)} \leq \max\{Q_1, Q_2\}(2||1 - u^n_k||_{L^\infty(\Omega)} + \phi^n_D + ||\phi^n_D||_{H^{2/3}(\Omega_D)}),
\end{equation}

where \(Q_1\) and \(Q_2\) are defined in (3.3).

**Proof.** For each \(n\), let \(v^n\) be the solution of (3.2) with \(b = 1 - u^n_k\) and \(v_D = \phi^n_D\).

Then, by (2.3) and (3.3b), we see that

\[||\nabla v^n - \beta^n_k||_{L^\infty(\Omega)} \leq Q_2 \left(||1 - u^n_k||_{L^\infty(\Omega)} + ||\phi^n_D||_{H^{2/3}(\Omega_D)}\right),\]

since \(b\) is piecewise constant. Hence, an application of (3.3a) to \(v^n\) implies the desired result (4.8). The proof is finished. \(\square\)

We are now in a position to prove Theorem 3.1.

**Proof of Theorem 3.1.** We proceed by means of an induction argument. For \(n = 0\), the result (3.5a) follows trivially from (2.1a) and (3.1a). Let the result be true for \(n\). Then, by the induction hypothesis and (3.1d), we observe that

\begin{equation}
||1 - u^n_k||_{L^\infty(\Omega)} \leq \max\{1, u^* - 1\},
\end{equation}

so that, by (4.8),

\begin{equation}
||\beta^n_k||_{L^\infty(\Omega)} \leq \max\{Q_1, Q_2\}(2\max\{1, u^* - 1\} + \phi^n_D + ||\phi^n_D||_{H^{2/3}(\Omega_D)}).
\end{equation}

Hence, condition (3.4) implies (4.7) by (4.10) and thus (4.2). Consequently, we have the result (3.5a) for \(n + 1\) from Lemma 4.2. Namely, (3.5a) is true.

Obviously, (3.5b) follows from (4.10) and (3.5c) from (2.3b) and (4.9). The proof of the theorem has been completed. \(\square\)
5. An estimate of entropy dissipation. In this section we prove Theorem 3.2. Let \( U : \mathbb{R} \to \mathbb{R} \) be a function with Lipschitz second order derivative such that \( U(0) = 0 \). In the framework of classical conservation laws, \( U \) is called an ‘entropy’. Given such an entropy, we have the following useful algebraic relation.

**Lemma 5.1.** For \( n = 0, \ldots, n_T - 1 \), \( i = 0, \ldots, n_x \), and \( j = 0, \ldots, n_y \), we have

\[
U(u_{i,j}^{n+1}) = U(u_{i,j}^n) + (u_{i,j}^{n+1} - u_{i,j}^n)U'(u_{i,j}^n) + \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (u_{i,j}^{n+1} - s)U''(s) \, ds.
\]  

Analogous relations hold for \( u_{i+1,j}^n, u_{i,j}^n, u_{i,j+1}^n, u_{i,j+1}^n \), and \( u_{i,j-1}^n \) in place of \( u_{i,j}^n \).

**Lemma 5.2.** For \( n = 0, \ldots, n_T - 1 \), \( i = 0, \ldots, n_x \), and \( j = 0, \ldots, n_y \), we have

\[
\int_{u_{i,j}^n}^{u_{i,j}^{n+1}} \left( s - u_{i,j}^n \right) U''(s) \, ds = (u_{i,j}^{n+1} - u_{i,j}^n)^2 \int_{0}^{1} U''(u_{i,j}^n(1 - s) + u_{i,j}^{n+1}s) \, ds.
\]

Similar expressions hold for \( u_{i+1,j}^n, u_{i,j}^n, u_{i,j+1}^n, \) and \( u_{i,j-1}^n \) in place of \( u_{i,j}^n \).

(5.2) can be easily seen from the change of variables.

**Lemma 5.3.** For \( n = 0, \ldots, n_T - 1 \), \( i = 0, \ldots, n_x \), and \( j = 0, \ldots, n_y \), we have

\[
\begin{align*}
\frac{U(u_{i,j}^{n+1}) - U(u_{i,j}^n)}{\Delta t^n} &+ \frac{1}{\Delta x_i} \left( f(U(u_{i,j}^n), U(u_{i+1,j}^n); \beta_{i,j+1/2}^n) - f(U(u_{i,j}^n), U(u_{i,j-1}^n); \beta_{i,j-1/2}^n) \right) \\
&+ \frac{1}{\Delta y_j} \left( f(U(u_{i,j}^n), U(u_{i+1,j}^n); \beta_{i+1/2,j}^n) - f(U(u_{i,j}^n), U(u_{i,j+1}^n); \beta_{i+1/2,j}^n) \right) \\
&- (u_{i,j}^nU'(u_{i,j}^n) - U(u_{i,j}^n)(1 - u_{i,j}^n)) + H_{i,j}^n = 0,
\end{align*}
\]

where the flux \( f \) is defined as in (3.8b) and

\[
H_{i,j}^n = -\frac{1}{\Delta t^n} \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (u_{i,j}^{n+1} - s)U''(s) \, ds
\]

\[
- \frac{\beta_{1,i+1/2,j}^n}{\Delta x_i} \int_{u_{i,j}^n}^{u_{i+1,j}^n} U''(s) \, ds + \frac{\beta_{1,i-1/2,j}^n}{\Delta x_i} \int_{u_{i,j}^n}^{u_{i-1,j}^n} (u_{i-1,j}^n - s)U''(s) \, ds
\]

\[
- \frac{\beta_{2,j+1/2}^n}{\Delta y_j} \int_{u_{i,j}^n}^{u_{i,j+1}^n} U''(s) \, ds + \frac{\beta_{2,j-1/2}^n}{\Delta y_j} \int_{u_{i,j}^n}^{u_{i,j-1}^n} (u_{i,j-1}^n - s)U''(s) \, ds.
\]

The lemma follows by multiplying (2.2a) by \( U'(u_{i,j}^n) \) and applying (2.2b), (2.2c), (4.1), (5.1), and simple algebraic calculations.

**Lemma 5.4.** For \( n = 0, \ldots, n_T - 1 \), \( i = 0, \ldots, n_x \), and \( j = 0, \ldots, n_y \), if

\[
\begin{align*}
\frac{\Delta t^n}{\Delta x_i} \beta_{1,i+1/2,j}^- &\leq \frac{1}{5}, & \frac{\Delta t^n}{\Delta x_i} \beta_{1,i-1/2,j}^+ &\leq \frac{1}{5}, \\
\frac{\Delta t^n}{\Delta y_j} \beta_{1,i,j+1/2}^- &\leq \frac{1}{5}, & \frac{\Delta t^n}{\Delta y_j} \beta_{1,i,j-1/2}^+ &\leq \frac{1}{5},
\end{align*}
\]
then,

\begin{align}
\Delta t^n H_{i,j}^n &\geq - 2\Delta t^n (1 - u^n_{i,j})(u_{i,j}^{n+1} - u_{i,j}^n)u^n_{i,j}
+ \left(\frac{\Delta t^n}{\Delta x_i}\beta_{1,i+1/2,j}^n\right)^2 \left(u_{i+1,j}^n - u^n_{i,j}\right)^2 \\
&\quad + \left(\frac{\Delta t^n}{\Delta x_i}\beta_{1,i-1/2,j}^n\right)^2 \left(u_{i-1,j}^n - u^n_{i,j}\right)^2 \\
&\quad + \left(\frac{\Delta t^n}{\Delta y_j}\beta_{1,i,j+1/2}^n\right)^2 \left(u_{i,j+1}^n - u^n_{i,j}\right)^2 \\
&\quad + \left(\frac{\Delta t^n}{\Delta y_j}\beta_{1,i,j-1/2}^n\right)^2 \left(u_{i,j-1}^n - u^n_{i,j}\right)^2.
\end{align}

Proof. We rewrite $H_{i,j}^n$ as follows:

\begin{align}
H_{i,j}^n &= -\frac{1}{\Delta t^n} \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (u_{i,j}^{n+1} - s)U''(s) d s \\
&\quad - \frac{\beta_{1,i+1/2,j}^n}{\Delta x_i} \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (u_{i+1,j}^n - s)U''(s) d s \\
&\quad + \frac{\beta_{1,i-1/2,j}^n}{\Delta x_i} \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (u_{i-1,j}^n - s)U''(s) d s \\
&\quad - \frac{\beta_{2,i,j+1/2}^n}{\Delta y_j} \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (u_{i,j+1}^n - s)U''(s) d s \\
&\quad + \frac{\beta_{2,i,j-1/2}^n}{\Delta y_j} \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (u_{i,j-1}^n - s)U''(s) d s \\
&\quad - \frac{\beta_{2,i+1/2,j}^n}{\Delta x_i} \int_{u_{i+1,j}^n}^{u_{i,j}^{n+1}} (s - u_{i+1,j}^n)U''(s) d s \\
&\quad + \frac{\beta_{2,i-1/2,j}^n}{\Delta x_i} \int_{u_{i-1,j}^n}^{u_{i,j}^{n+1}} (s - u_{i-1,j}^n)U''(s) d s \\
&\quad - \frac{\beta_{2,i,j+1/2}^n}{\Delta y_j} \int_{u_{i,j+1}^n}^{u_{i,j}^{n+1}} (s - u_{i,j+1}^n)U''(s) d s \\
&\quad + \frac{\beta_{2,i,j-1/2}^n}{\Delta y_j} \int_{u_{i,j-1}^n}^{u_{i,j}^{n+1}} (s - u_{i,j-1}^n)U''(s) d s,
\end{align}

so that, by (2.2) and (4.1),

\begin{align}
\Delta t^n H_{i,j}^n &= -\Delta t^n (1 - u^n_{i,j})u^n_{i,j} \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} U'''(s) d s \\
&\quad - \frac{\Delta t^n}{\Delta x_i} \left(\beta_{1,i+1/2,j}^n \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (s - u_{i+1,j}^n)U''(s) d s - \beta_{1,i-1/2,j}^n \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (s - u_{i-1,j}^n)U''(s) d s\right) \\
&\quad - \frac{\Delta t^n}{\Delta y_j} \left(\beta_{2,i,j+1/2}^n \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (s - u_{i,j+1}^n)U''(s) d s - \beta_{2,i,j-1/2}^n \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (s - u_{i,j-1}^n)U''(s) d s\right) \\
&\quad + \left(1 + \frac{\Delta t^n}{\Delta x_i} (\beta_{1,i+1/2,j}^n - \beta_{1,i-1/2,j}^n) + \frac{\Delta t^n}{\Delta y_j} (\beta_{2,i,j+1/2}^n - \beta_{2,i,j-1/2}^n)\right) \int_{u_{i,j}^n}^{u_{i,j}^{n+1}} (s - u_{i,j}^n)U''(s) d s.
\end{align}

Hence, take $U(v) = v^3$ in this expression and apply (5.2) to have

\begin{align}
\Delta t^n H_{i,j}^n &= -2\Delta t^n (1 - u^n_{i,j})u^n_{i,j} (u_{i,j}^{n+1} - u_{i,j}^n) \\
&\quad - \frac{\Delta t^n}{\Delta x_i} \left(\beta_{1,i+1/2,j}^n (u_{i,j}^{n+1} - u_{i+1,j}^n)^2 - \beta_{1,i-1/2,j}^n (u_{i,j}^{n+1} - u_{i-1,j}^n)^2\right) \\
&\quad - \frac{\Delta t^n}{\Delta y_j} \left(\beta_{2,i,j+1/2}^n (u_{i,j}^{n+1} - u_{i,j+1}^n)^2 - \beta_{2,i,j-1/2}^n (u_{i,j}^{n+1} - u_{i,j-1}^n)^2\right) \\
&\quad + \left(1 + \frac{\Delta t^n}{\Delta x_i} (\beta_{1,i+1/2,j}^n - \beta_{1,i-1/2,j}^n) + \frac{\Delta t^n}{\Delta y_j} (\beta_{2,i,j+1/2}^n - \beta_{2,i,j-1/2}^n)\right) (u_{i,j}^{n+1} - u_{i,j}^n)^2.
\end{align}
Consequently, by (2.2), (4.1), and simple computations, we see that
\[
\Delta t^n H_{i,j}^n = -2\Delta t^n (1 - u_{i,j}^n) u_{i,j}^n (u_{i,j}^{n+1} - u_{i,j}^n)
- \frac{\Delta t^n}{\Delta x_i} \beta_{i,i+1/2,j}^n (1 + \frac{\Delta t^n}{\Delta x_i} \beta_{i+1,i+1/2,j}^n) (u_{i+1,j}^n - u_{i,j}^n)^2
+ \frac{\Delta t^n}{\Delta x_i} \beta_{i,i-1/2,j}^n (1 + \frac{\Delta t^n}{\Delta x_i} \beta_{i-1,i-1/2,j}^n) (u_{i,j}^n - u_{i-1,j}^n)^2
- \frac{\Delta t^n}{\Delta y_j} \beta_{i,j+1/2,i}^n (1 + \frac{\Delta t^n}{\Delta y_j} \beta_{i,j+1,i+1/2}^n) (u_{i,j+1}^n - u_{i,j}^n)^2
+ \frac{\Delta t^n}{\Delta y_j} \beta_{i,j-1/2,i}^n (1 + \frac{\Delta t^n}{\Delta y_j} \beta_{i,j-1,i-1/2}^n) (u_{i,j}^n - u_{i-1,j}^n)^2
- \left( \frac{\Delta t^n}{\Delta x_i} \right)^2 \beta_{i+1/2,i-1/2,j}^n \beta_{i,i-1/2,j}^n (u_{i+1,j}^n - u_{i,j}^n)(u_{i,j}^n - u_{i-1,j}^n)
- \frac{\Delta t^n}{\Delta x_i} \frac{\Delta t^n}{\Delta y_j} \beta_{i,i+1/2,j}^n \beta_{i,i-1,j}^n (u_{i+1,j}^n - u_{i,j}^n)(u_{i,j}^n - u_{i-1,j}^n)
- \frac{\Delta t^n}{\Delta x_i} \frac{\Delta t^n}{\Delta y_j} \beta_{i+1,i+1/2,j}^n \beta_{i,j+1,i}^n (u_{i+1,j}^n - u_{i,j}^n)(u_{i,j}^n - u_{i+1,j}^n)
- \frac{\Delta t^n}{\Delta x_i} \frac{\Delta t^n}{\Delta y_j} \beta_{i-1,i-1,j}^n \beta_{i,j-1,i}^n (u_{i-1,j}^n - u_{i,j}^n)(u_{i,j}^n - u_{i-1,j}^n)
- \left( \frac{\Delta t^n}{\Delta y_j} \right)^2 \beta_{i,j+1/2,i}^n \beta_{i,j-1/2,i}^n (u_{i,j+1}^n - u_{i,j}^n)(u_{i,j}^n - u_{i,j-1}^n)
+ (\Delta t^n)^2 (u_{i,j}^n)^2 (1 - u_{i,j}^n)^2,
\]
which implies (5.4) by (5.3). This completes the proof. []

We are now ready to prove Theorem 3.2.

Proof of Theorem 3.2. From Lemma 4.3 with \( U(v) = v^2 \) and Lemma 4.4, we have
\[
(u_{i,j}^{n+1})^2 - (u_{i,j}^n)^2 - \Delta t^n u_{i,j}^n (1 - u_{i,j}^n) (2u_{i,j}^{n+1} - u_{i,j}^n)
+ \frac{\Delta t^n}{\Delta x_i} \left( f((u_{i,j}^n)^2, (u_{i,j}^{n+1})^2; \beta_{i,i+1/2,j}^n) - f((u_{i,j}^{n-1})^2, (u_{i,j}^n)^2; \beta_{i,i-1/2,j}^n) \right)
+ \frac{\Delta t^n}{\Delta y_j} \left( f((u_{i,j}^n)^2, (u_{i,j}^{n+1})^2; \beta_{i,j+1/2,i}^n) - f((u_{i,j}^{n-1})^2, (u_{i,j}^n)^2; \beta_{i,j-1/2,i}^n) \right)
+ \left( \frac{\Delta t^n}{\Delta x_i} \beta_{i,i+1/2,j}^n \right)^2 (u_{i+1,j}^n - u_{i,j}^n)^2 + \left( \frac{\Delta t^n}{\Delta y_j} \beta_{i,j+1/2,i}^n \right)^2 (u_{i,j+1}^n - u_{i,j}^n)^2
+ \left( \frac{\Delta t^n}{\Delta x_i} \beta_{i,i-1/2,j}^n \right)^2 (u_{i-1,j}^n - u_{i,j}^n)^2 + \left( \frac{\Delta t^n}{\Delta y_j} \beta_{i,j-1/2,i}^n \right)^2 (u_{i,j}^n - u_{i-1,j}^n)^2 \leq 0,
\]
since (3.6) implies (5.3) by (3.5b). Thus Theorem 3.2 follows by summing \( i, j, \) and \( n \) and applying the definition of \( f(\cdot, \cdot, \cdot) \) and Theorem 3.1. The proof has been finished. []

6. A convergence analysis. In this section we prove Theorem 3.3. For this we first introduce a family of 'entropy forms' \( \Theta(u, c; \beta; \varphi) \) as in classical conservation
laws:

$$
\Theta(u, c; \beta; \varphi) = (\|u - c\|_\varphi)_{\mathcal{H} \times \Omega} - (\|u - c\|_\varphi, \nabla \varphi)_{\mathcal{H} \times \Omega}
+ (\|u - c\|_\varphi)_{l=\text{init} - c} - (\|u - c\|_\varphi)_{l=0}
+ (G(u - c, u_D - c; \beta \cdot \nu), \varphi)_{\mathcal{H} \times (\mathcal{H} \\Delta \mathcal{H})}
- (V(u, c) \text{ div } \beta, \varphi)_{\mathcal{H} \times \Omega},
$$

where $c \in \mathbb{R}$, $\varphi \in C^1(\mathcal{J} \times \overline{\Omega})$, and the 'entropy flux' $G$ and the function $V$ are defined by

$$
G(u_{\text{left}}, u_{\text{right}}; \alpha) = |u_{\text{left}}| \alpha^+ + |u_{\text{right}}| \alpha^-,
V(u, c) = |u - c| - u \text{ sign } (u - c).
$$

Then the proof of Theorem 3.3 proceeds as follows. First, we prove that there is a subsequence $\{(u_{h'}, \beta_{h'}, \phi_{h'})\}_{h' > 0}$ converging to a limit $(u, \beta, \phi)$ satisfying the weak equations (3.9b)-(3.9c). Then, we prove that, for every nonnegative $\varphi \in C^1(\mathcal{J} \times \overline{\Omega})$,

$$
\begin{align}
\lim_{h' \to 0} \Theta(u_{h'}, c; \beta_{h'}; \varphi) &= \Theta(u, c; \beta; \varphi), \quad \forall c \in \mathbb{R}, \\
\Theta(u, c; \beta; \varphi) &\leq 0, \quad \forall c \in \mathbb{R}.
\end{align}
$$

Since the weak solution of (3.9) is unique, this proves Theorem 3.3. The entropy form $\Theta(u, c; \beta; \varphi)$ will be also used in a forthcoming paper for error estimates.

### 6.1. A convergent subsequence

The ideas of the convergence proof presented in this and the following two subsections are motivated by paper [11]. However, the analysis below is much simpler than that given in [11]. We are here using the standard entropy $|\cdot|$, while a smoother entropy $U(\cdot)$ has been used there; the properties of total variation boundedness and continuity in time of the approximate solution have been used in [11], while the analysis here heavily depends on the property in Theorem 3.2, which is much weaker than those in [11].

**Lemma 6.1.** Assume that the hypotheses (3.1), (3.3), and (3.6) are satisfied. Then there exists a subsequence $\{(u_{h'}, \beta_{h'}, \phi_{h'})\}_{h' > 0}$ converging as indicated in Theorem 3.3 to a limit $(u, \beta, \phi)$ satisfying (3.9b)-(3.9c).

**Proof.** First, note that, from the $L^\infty$-stability of the numerical scheme (2.2) (Theorem 3.1) and the boundedness of the derivatives of the approximate solution $u_h$ (Theorem 3.2), an $L^1$-strong convergence theory [13], [14], [15] for classical conservation laws implies that there exists a subsequence $u_{h'}$, converging in $L^1(J \times \Omega)$ to a function $u$ in $L^\infty(J \times \Omega)$.

Next, from (2.3a) and (2.3b) with $v = 1$, we have

$$
\text{div}(\beta_{h'_1} - \beta_{h'_2}) = u_{h'_1} - u_{h'_2},
\int_\Omega (\beta_{h'_1} - \beta_{h'_2}) = 0,
$$

which means that $\{\beta_{h'}\}_{h' > 0}$ is a Cauchy sequence in $L^1(J; W^{1,1}(\text{div}; \Omega))$. Denote by $\beta$ the limit of this sequence. Again, by (2.3a) and (2.3b) with $v = 1$, we see that $\beta$ satisfies (3.9b) and (3.9c) with $v = 1$.

Finally, using (2.3b) and a similar argument, we can show that $\{\phi_{h'}\}_{h' > 0}$ is Cauchy sequence in $L^1(J \times \Omega)$ and that its limit $\phi$ satisfies (3.9c). This completes the proof. \qed
Lemma 6.2. Assume that for \( c \in \mathbb{R} \) and nonnegative \( \varphi \in C_0^1(\bar{J} \times \bar{\Omega}) \),

\[
(6.2a) \quad \lim_{h' \to 0} \Theta(u_{h'}, c; \beta_{h'}; \varphi) \leq 0.
\]

Then,

\[
(6.2b) \quad \lim_{h' \to 0} \Theta(u_{h'}, c; \beta_{h'}; \varphi) = \Theta(u, c; \beta; \varphi).
\]

Proof. First, for \( c \in \mathbb{R} \) and nonnegative \( \varphi \in C_0^1(\bar{J} \times \bar{\Omega}) \), (6.2b) follows from (6.2a) and a standard argument for classical conservation laws [20], [24]. Also, in the case of \( \varphi \in C_0^1(J \times \bar{\Omega}) \), special care needs to be taken to handle the limits in the boundary terms of the form \( \Theta \). This is done in [21] in the framework of classical conservation laws. For the present argument, an argument for the corresponding one-dimensional problem has been carried out in [11] and can be easily extended to the two-dimensional case. We omit the details. \( \square \)

It is now clear that it suffices to prove (6.2a), since it implies (6.1) by Lemma 6.2. This will be done in the next two subsections.

6.2. A discrete entropy inequality. The following discrete entropy inequality will be needed for obtaining an upper bound for \( \Theta(u_{h'}, c; \beta_{h'}; \varphi) \).

Lemma 6.3. Under the CFL condition (3.4), we have, for \( c \in \mathbb{R} \),

\[
|u_{i,j}^{n+1} - c| - |u_{i,j}^n - c| + \frac{\Delta t^n}{\Delta x_i} \left( G_{i+1/2,j}^n - G_{i-1/2,j}^n \right)
+ \frac{\Delta t^n}{\Delta y_j} \left( G_{i,j+1/2}^n - G_{i,j-1/2}^n \right) - V(u_{i,j}^{n+1}, c)(\text{div} \beta_h^n)_{i,j} \Delta t^n \leq 0,
\]

where

\[
G_{i+1/2,j}^n = \beta_{1,i+1/2,j}^n |u_{i,j}^n - c| + \beta_{1,i+1/2,j}^- |u_{i+1,j}^n - c|,
\]

\[
G_{i,j+1/2}^n = \beta_{2,i,j+1/2}^n |u_{i,j}^n - c| + \beta_{2,i,j+1/2}^- |u_{i,j+1}^n - c|.
\]

Proof. From (2.2) and the definition of the mixed finite element space \( V_h \), we have, for \( c \in \mathbb{R} \),

\[
u_{i,j}^{n+1} - c = \left( - \frac{\Delta t^n}{\Delta x_i} \beta_{1,i+1/2,j}^- \right)(u_{i+1,j}^n - c) + \left( - \frac{\Delta t^n}{\Delta y_j} \beta_{2,i,j+1/2}^- \right)(u_{i,j+1}^n - c)
+ \left( 1 - \frac{\Delta t^n}{\Delta x_i} \left( \beta_{1,i+1/2,j}^+ - \beta_{1,i-1/2,j}^- \right) - \frac{\Delta t^n}{\Delta y_j} \left( \beta_{2,i,j+1/2}^+ - \beta_{2,i,j-1/2}^- \right) \right)(u_{i,j}^n - c)
+ \left( \frac{\Delta t^n}{\Delta x_i} \beta_{1,i,j-1/2}^+ \right)(u_{i-1,j}^n - c) + \left( \frac{\Delta t^n}{\Delta y_j} \beta_{2,i,j-1/2}^+ \right)(u_{i,j-1}^n - c)
- \Delta t^n(\text{div} \beta_h^n)_{i,j} c.
\]

Note that the term between the brackets is nonnegative by (3.4). Thus the lemma follows by multiplying this expression by \( \text{sign}(u_{i,j}^{n+1} - c) \). \( \square \)

We shall also need the following technical lemma.
Lemma 6.4. For \( n = 0, \ldots, n_T - 1, i = 0, \ldots, n_x, \) and \( j = 0, \ldots, n_y, \) we have
\[
\operatorname{div}(\beta_h^{n+1} - \beta_h^n) = u_h^{n+1} - u_h^n,
\]
\[
|u_{i,j}^{n+1} - u_{i,j}^n| \leq -\frac{\Delta t^n}{\Delta x_i} \beta_{i,i+1/2,j}^n |u_{i+1,j}^n - u_{i,j}^n|\]
\[
-\frac{\Delta t^n}{\Delta y_j} \beta_{i,j+1/2}^n |u_{i,j+1}^n - u_{i,j}^n| + \Delta t^n u_{i,j}^n |1 - u_{i,j}^n|\]
\[
+\frac{\Delta t^n}{\Delta x_i} \beta_{i,i-1/2,j}^n |u_{i,j}^n - u_{i-1,j}^n|\]
\[
+\frac{\Delta t^n}{\Delta y_j} \beta_{i,j-1/2}^n |u_{i,j}^n - u_{i,j-1}^n|.
\]

Proof. The first equality follows from (2.3a) while the second inequality follows from (2.2) and (4.1). \( \square \)

6.3. An upper bound of entropy form. In this section we obtain an upper bound for \( \Theta(u_h, c; \beta_h; \varphi) \), which implies the inequality (6.2a). We first have the following decomposition of \( \Theta(u_h, c; \beta_h; \varphi) \).

Let, for \( \varphi \in C^1(\overline{\mathcal{T}} \times \overline{\Omega}) \),
\[
\varphi_{i,j}^n = \frac{1}{\Delta x_i \Delta y_j} \int_{x_{i-1/2}}^{x_{i+1/2}} \int_{y_{j-1/2}}^{y_{j+1/2}} \varphi(t^n, x, y) \, dx \, dy,
\]
\[
\varphi_{i,j}^{n+1/2} = \frac{1}{\Delta t^n \Delta x_i \Delta y_j} \int_{t^n}^{t^{n+1}} \int_{x_{i-1/2}}^{x_{i+1/2}} \int_{y_{j-1/2}}^{y_{j+1/2}} \varphi(t, x, y) \, dt \, dx \, dy,
\]
\[
\varphi_{i,j}^{n+1/2} = \frac{1}{\Delta t^n \Delta y_j} \int_{t^n}^{t^{n+1}} \int_{y_{j-1/2}}^{y_{j+1/2}} \varphi(t, x_{i+1/2}, y) \, dt \, dy,
\]
\[
\varphi_{i,j}^{n+1/2} = \frac{1}{\Delta t^n \Delta x_i} \int_{t^n}^{t^{n+1}} \int_{x_{i-1/2}}^{x_{i+1/2}} \varphi(t, x, y_{j+1/2}) \, dt \, dx.
\]

Lemma 6.5. (Decomposition of \( \Theta \)). We have
\[
\Theta(u_h, c; \beta_h; \varphi) = \Theta_{\text{ent}}(u_h, c; \beta_h; \varphi) + \Theta_{\text{com}}(u_h, c; \beta_h; \varphi),
\]
where (with arguments omitted)
\[
\Theta_{\text{ent}} = \sum_{n=0}^{n_T - 1} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left\{ |u_{i,j}^{n+1} - c| - |u_{i,j}^n - c| + \frac{\Delta t^n}{\Delta x_i} \left( G_{i+1/2,j}^n - G_{i-1/2,j}^n \right) \right\} \varphi_{i,j}^{n+1} \Delta x_i \Delta y_j,
\]
\[
+ \frac{\Delta t^n}{\Delta y_j} \left( G_{i,j+1/2}^n - G_{i,j-1/2}^n \right) - V(u_{i,j}^{n+1}, c)(\operatorname{div} \beta_h^n)_{i,j} \Delta t^n \right\} \varphi_{i,j}^{n+1} \Delta x_i \Delta y_j,
\]
\[ \Theta_{\text{com}} = \sum_{n=0}^{N-1} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \left\{ \left( |u_{i+1,j}^n - c| - |u_{i,j}^n - c| \right) (-\beta_{i-1/2,j}^{n+1/2} - \beta_{i-1/2,j}^{n+1/2}) (\varphi_{i,j}^{n+1} - \varphi_{i-1/2,j}^{n+1/2}) \right. \\
+ \left. \left( |u_{i,j-1}^n - c| - |u_{i,j}^n - c| \right) (\beta_{i-1/2,j-1/2}^{n+1/2} - \beta_{i-1/2,j-1/2}^{n+1/2}) \Delta t^n \Delta y_j \right\} \\
+ \sum_{n=0}^{N-1} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \left\{ \left( |u_{i+1,j}^n - c| - |u_{i,j}^n - c| \right) (\beta_{i+1/2,j-1/2}^{n+1/2} - \beta_{i+1/2,j-1/2}^{n+1/2}) \right. \\
+ \left. \left( |u_{i,j-1}^n - c| - |u_{i,j}^n - c| \right) (\beta_{i+1/2,j-1/2}^{n+1/2} - \beta_{i+1/2,j-1/2}^{n+1/2}) \Delta t^n \Delta x_i \right\} \\
- \sum_{n=0}^{N-1} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \left( \text{div} \beta_h \right)_{i,j} u_{i,j}^n \text{sign}(u_{i,j}^n - c)(\varphi_{i,j}^{n+1} - \varphi_{i,j-1/2}^{n+1/2}) \Delta t^n \Delta x_i \Delta y_j \\
+ \sum_{n=0}^{N-1} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \left( \text{div} \beta_h \right)_{i,j} (V(u_{i,j}^{n+1}, c) - V(u_{i,j}^n, c)) \varphi_{i,j}^{n+1} \Delta t^n \Delta x_i \Delta y_j. \]

**Proof.** From the definition of \( \Theta \) and the fact that \( \text{div} \beta_h \) is piecewise constant, we have

\[ \Theta = \Psi_t + \Psi_x + \Psi, \]

where

\[ \Psi_t = - \sum_{n=0}^{N-1} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} |u_{i,j}^n - c|(\varphi_{i,j}^{n+1} - \varphi_{i,j}^n) \Delta x_i \Delta y_j + \sum_{n=0}^{N-1} \sum_{i=1}^{N_x} |u_{i,j}^{n+1} - c| |\varphi_{i,j}^n| \Delta x_i \Delta y_j; \]

\[ \Psi_x = - \sum_{n=0}^{N-1} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \left( \beta_{i+1/2,j}^{n+1/2} \varphi_{i,j+1/2}^{n+1/2} - \beta_{i-1/2,j}^{n+1/2} \varphi_{i,j-1/2}^{n+1/2} \right) \Delta t^n \Delta y_j \]

\[ - \sum_{n=0}^{N-1} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \left( \beta_{i+1/2,j}^{n+1/2} \varphi_{i,j+1/2}^{n+1/2} - \beta_{i-1/2,j}^{n+1/2} \varphi_{i,j-1/2}^{n+1/2} \right) \Delta t^n \Delta x_i \]

\[ + \sum_{n=0}^{N-1} \sum_{j=1}^{N_y} G_{n+1,i,j}^n \varphi_{n+1/2,j}^{n+1/2} \Delta t^n \Delta y_j - \sum_{n=0}^{N-1} \sum_{j=1}^{N_y} G_{i,j}^{n+1/2} \varphi_{i,j+1/2}^{n+1/2} \Delta t^n \Delta y_j \]

\[ + \sum_{n=0}^{N-1} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} G_{i,n+1,j}^n \varphi_{i,n+1/2,j}^{n+1/2} \Delta t^n \Delta x_i - \sum_{n=0}^{N-1} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} G_{i,j}^{n+1/2} \varphi_{i+1/2,j}^{n+1/2} \Delta t^n \Delta x_i, \]

\[ + \sum_{n=0}^{N-1} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \left( \text{div} \beta_h \right)_{i,j} u_{i,j}^n \text{sign}(u_{i,j}^n - c) \varphi_{i,j}^{n+1/2} \Delta t^n \Delta x_i \Delta y_j \]

Then simple algebraic manipulations yield the desired result. We refer to [11] for more details in the one-dimensional case. \( \square \)
Lemma 6.6. (Upper bound of $\Theta$). Suppose that the CFL condition (3.6) is satisfied. Then,

$$
\Theta \leq \theta \left( \frac{T}{\Delta t} \right)^{1/2} \left\{ \frac{1}{2} \Delta x \| \varphi_x \|_{L^\infty(J \times \Omega)} + \frac{1}{2} \Delta y \| \varphi_y \|_{L^\infty(J \times \Omega)} + \frac{1}{2} \Delta t \| \varphi_t \|_{L^\infty(J \times \Omega)} \\
+ (2u^* + |c|)(\Delta x + \Delta y) \| \varphi \|_{L^\infty(J \times \Omega)} \right\} \\
+ Q_4 \Delta t (3 \| \varphi \|_{L^\infty(J \times \Omega)} + \| \varphi_t \|_{L^\infty(J \times \Omega)}),
$$

where

$$
Q_3 = 4\sqrt{(u^*)^2 + Tu^*(2 + u^* + 4u^* \beta^*)},
\quad Q_4 = u^* \max\{1, u^* - 1\} \max\{T, 1\}(2u^* + |c| + \frac{1}{2}).
$$

Proof. The first inequality follows immediately from Lemmas 6.3 and 6.5. To prove the second inequality, note that, by Theorem 3.1 and a simple integration by parts in the last term of $\Theta_{com}$,

$$
|\Theta_{com}| \leq \sum_{n=0}^{n_T-1} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left\{ \left| u^n_{i+1,j} - u^n_{i,j} \right| |\beta^n_{i+1/2,j}| \left| \varphi^{n+1}_{i,j} - \varphi^{n+1/2}_{i+1/2,j} \right| \\
+ \left| u^n_{i,j-1} - u^n_{i,j} \right| |\beta^n_{i,j-1/2,j}| \left| \varphi^{n+1}_{i,j} - \varphi^{n+1/2}_{i-1/2,j} \right| \Delta t^n \Delta y_j \\
+ \sum_{n=0}^{n_T-1} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left\{ \left| u^n_{i,j+1} - u^n_{i,j} \right| |\beta^n_{i,j+1/2,j}| \left| \varphi^{n+1}_{i,j} - \varphi^{n+1/2}_{i+1/2,j} \right| \Delta t^n \Delta x_i \\
+ \left| u^n_{i,j-1} - u^n_{i,j} \right| |\beta^n_{i,j-1/2,j}| \left| \varphi^{n+1}_{i,j} - \varphi^{n+1/2}_{i-1/2,j} \right| \Delta t^n \Delta x_i \Delta y_j \\
+ u^* \max\{1, u^* - 1\} \sum_{n=0}^{n_T-1} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left| \varphi_{i,j}^{n+1} - \varphi_{i,j}^{n+1/2} \right| \Delta t^n \Delta x_i \Delta y_j \\
+ \sum_{n=0}^{n_T-1} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left| V(u^n_{i,j}, c) \right| \left| \left( \text{div} \beta^n_h^{-1} \right)_{i,j} \varphi^n_{i,j} - (\text{div} \beta^n_h)_{i,j} \varphi_{i,j}^{n+1} \right| \Delta t^n \Delta x_i \Delta y_j \\
+ \Delta t \max\{1, u^* - 1\} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left| V(u^n_{i,j}, c) \right| \varphi_{i,j}^{n+1} \Delta x_i \Delta y_j \\
+ \Delta t \max\{1, u^* - 1\} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left| V(u^n_{i,j}, c) \right| \varphi_{i,j}^0 \Delta x_i \Delta y_j,
$$

where $\beta^n_h^{-1} = \beta^n_h$. Also, observe that

$$
\left| \varphi^{n+1}_{i,j} - \varphi^{n+1/2}_{i+1/2,j} \right| \leq \frac{1}{2} \Delta x \| \varphi_x \|_{L^\infty(J \times \Omega)} + \frac{1}{2} \Delta t \| \varphi_t \|_{L^\infty(J \times \Omega)},
\left| \varphi^{n+1}_{i,j} - \varphi^{n+1/2}_{i,j+1/2} \right| \leq \frac{1}{2} \Delta y \| \varphi_y \|_{L^\infty(J \times \Omega)} + \frac{1}{2} \Delta t \| \varphi_t \|_{L^\infty(J \times \Omega)},
\left| \varphi^{n+1}_{i,j} - \varphi^{n+1/2}_{i,j} \right| \leq \frac{1}{2} \Delta t \| \varphi_t \|_{L^\infty(J \times \Omega)},
\left| \varphi_{i,j}^n - \varphi_{i,j}^0 \right| \leq \Delta t^n \| \varphi_t \|_{L^\infty(J \times \Omega)}.
$$
Then, apply the Hölder inequality, Lemma 6.4, and Theorem 3.1 to obtain

\[
|\Theta_{\text{com}}| \leq \left( \frac{T}{\Delta t} \right)^{1/2} \left\{ \frac{1}{2} \Delta x \| \varphi_x \|_{L^\infty(J \times \Omega)} + \frac{1}{2} \Delta y \| \varphi_y \|_{L^\infty(J \times \Omega)} + \frac{1}{2} \Delta t \| \varphi_t \|_{L^\infty(J \times \Omega)} + (2u^* + |c|) \| \varphi \|_{L^\infty(J \times \Omega)} \right\} \\
\times \left\{ \left( \sum_{n=0}^{n_T-1} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left( \frac{\Delta t^n}{\Delta x_i} \beta_{n,i}^{1/2,j} \right)^2 \| u_{i+1,j}^n - u_{i,j}^n \|_{L^2(\Omega)}^2 \Delta x_i \Delta y_j \right)^{1/2} \right. \\
+ \left( \sum_{n=0}^{n_T-1} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left( \frac{\Delta t^n}{\Delta y_j} \beta_{n,j}^{1/2,i} \right)^2 \| u_{i,j+1}^n - u_{i,j}^n \|_{L^2(\Omega)}^2 \Delta y_j \Delta x_i \right)^{1/2} \\
+ \left( \sum_{n=0}^{n_T-1} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left( \frac{\Delta t^n}{\Delta y_j} \beta_{n,j}^{1/2,i} \right)^2 \| u_{i,j+1}^n - u_{i,j}^n \|_{L^2(\Omega)}^2 \Delta y_j \Delta x_i \right)^{1/2} \\
+ \left. \left( \sum_{n=0}^{n_T-1} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \left( \frac{\Delta t^n}{\Delta x_i} \beta_{n,i}^{1/2,j} \right)^2 \| u_{i+1,j}^n - u_{i,j}^n \|_{L^2(\Omega)}^2 \Delta x_i \Delta y_j \right)^{1/2} \right\} \\
+ \frac{1}{2} u^* \max\{1, u^*-1\} \Delta t \| \varphi_t \|_{L^\infty(J \times \Omega)} T \\
+ (2u^* + |c|) u^* \max\{1, u^*-1\} \Delta t \| \varphi \|_{L^\infty(J \times \Omega)} T \\
+ (2u^* + |c|) \max\{1, u^*-1\} \Delta t \| \varphi_t \|_{L^\infty(J \times \Omega)} T \\
+ 2(2u^* + |c|) \max\{1, u^*-1\} \Delta t \| \varphi \|_{L^\infty(J \times \Omega)} T,
\]

which together with Theorem 3.2 implies the second inequality of the theorem. □

We are now in a position to prove Theorem 3.3.

Proof. From Lemma 6.1 there exists a subsequence \{(u_n, \beta_n, \phi_n)\}_{n \geq 0} converging (in the topology in Theorem 3.3) to a limit \((u, \beta, \phi)\) satisfying (3.9b)-(3.9c). Now, by Lemma 6.6 and (3.10), we have

\[
\lim_{h \to 0} \Theta(h, c; \beta^h, \phi^h) \leq 0,
\]

for every \(c \in \mathbb{R}\) and nonnegative \(\varphi \in C^1(\overline{J} \times \overline{\Omega})\). Thus, by Lemma 6.2, we see that

\[
\lim_{h \to 0} \Theta(h, c; \beta^h, \phi^h) = \Theta(u, c; \beta, \varphi) \leq 0.
\]

This implies that \((u, \beta, \phi)\) is the unique solution of (3.9). Consequently, the whole sequence \((u_n, \beta_n, \phi_n)\)_{n \geq 0} converges to \((u, \beta, \phi)\), and thus Theorem 3.3 is proven. □

7. Numerical results. In the section, we shall present numerical results for a two-dimensional simulation of an MOS-transistor in order to demonstrate the qualitative behavior of the solution of the differential model and to give an indication of the performance of the finite element method presented in §2. The domain \(\Omega\) is of the size 0.6 \times 0.2, the Dirichlet boundary segments are of the form

\[
\partial \Omega_D = \{(x, y) : 0 < x < 0.1, y = 0.2\} \cup \{(x, y) : 0.2 < x < 0.4, y = 0.2\} \\
\cup \{(x, y) : 0.5 < x < 0.6, y = 0.2\},
\]
and all the other parts of the boundary are the Neumann segments. The three parts of \( \partial \Omega_D \) represent the source, the gate, and the drain, respectively; see Figure 1. The boundary and initial data are chosen based on numerical and physical considerations; they may not be physically adequate. However, they are sufficient to illustrate important structures of the solution and features of the numerical method.

We apply the following doping in the right-hand side of the equation (1.5a):

\[
C = \begin{cases} 
3 \times 10^2, & (x, y) \in [0, 0.1] \times [0.15, 0.2] \cup [0.5, 0.6] \times [0.15, 0.2], \\
1 \times 10^2, & \text{elsewhere.}
\end{cases}
\]

We see that the doping has abrupt junctions (see Figure 2). Letting \( \phi_0 = k_1 T_0 \ln(\frac{C}{n_i})/e \)
with \( k_1 = 0.138 \times 10^{-4}, \ e = 0.1602, \ T_0 = 300, \) and \( n_i = 1.4 \times 10^{-5}, \) the boundary potential is given by

\[
\phi_D = \begin{cases} 
\phi_0, & (x, y) \in (0, 0.1) \times \{y = 0.2\}, \\
\phi_0 - 0.8, & (x, y) \in (0.2, 0.4) \times \{y = 0.2\}, \\
\phi_0 + 2, & (x, y) \in (0.5, 0.6) \times \{y = 0.2\}.
\end{cases}
\]

Thus, the operating conditions \(-0.8\) V bias at the gate, \(0\) V bias at the source, and \(2\) V bias at the drain are applied. The Dirichlet boundary datum for the electron concentration is

\[
u_D = (C + \sqrt{C^2 + 4n_i^2})/2, \quad t \geq 0, \ (x, y) \in \partial \Omega_D.
\]

Namely, thermal equilibrium is imposed on \( \partial \Omega_D \) for the concentration. The initial datum is accordingly taken in the form

\[
u_{init} = (C + \sqrt{C^2 + 4n_i^2})/2, \quad (x, y) \in \Omega.
\]

Uniform space meshes are used for the simulation (see Figure 1). Furthermore, the CFL condition (3.6) is assumed to be satisfied in the computation. The numerical simulation results over the space mesh of points \(96 \times 32\) are shown at time \(T = 1\) in Figures 3-6. In the plots 3-6, we display the graphs of the electron concentration \(u\), the potential \(\phi\), the horizontal electric field \(\beta_1\), and the vertical field \(\beta_2\), respectively. Note that, since the initial datum \(u_{init}\) is discontinuous around the junction, the transient solution \(u\) has sharp transition there. The layer structures of the concentration \(u\) and the potential \(\phi\) are very well demonstrated in Figures 3 and 4. The peaks of the electric field in Figures 5 and 6 are due to its singularities around the intersections of the Dirichlet and Neumann segments. It can be seen from the two graphs that the electric field near the intersection points behaves like \(O(|x - x_i|^{-1/2})\), where \(x_i\) are these intersection points. This is consistent with the theoretical regularity results on the solution of the differential model obtained in [17]. Cuts at \(y=0.175\) of the concentration, potential, and electric field are displayed in Figures 7-10, respectively, for the space meshes \(48 \times 16, 96 \times 32,\) and \(192 \times 64\). We can clearly see the convergence of our numerical method from these cuts.

8. Concluding remarks. A new finite element method for numerically solving the two-dimensional drift-diffusion model for semiconductor devices has been formulated and analyzed in this paper. The primary computational advantage of the method
is that the mixed finite element method provides an approximate electric field in the precise form needed by the discontinuous finite element method, which is local and thus fully parallelizable. The stability properties of the method and its convergence in a suitable topology have been established. Moreover, the numerical results have verified these results.
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