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1. INTRODUCTION

The Korteweg-de Vries equation (KdV, for short) is used to model propagation of

water waves in long, narrow, and shallow canals. It was first formulated [1] in 1895 by the

Dutch mathematicians Diederik Johannes Korteweg and Gustav de Vries. Korteweg was a

well known mathematician of his time, and de Vries wrote a doctoral thesis on the subject

under Korteweg.

After some scaling, it is customary to write the KdV in the form

∂u

∂t
− 6u

∂u

∂x
+
∂3u

∂x3
= 0, x ∈ R, t > 0, (1.1)

where −u(x, t) corresponds to the vertical displacement of the water from the equilibrium

at the location x at time t. Replacing u by −u amounts to replacing −6 by +6 in (1.1).

Also, by scaling x, t, and u, i.e. by multiplying them with some positive constants, it is

possible to change the constants in front of each of the three terms on the left-hand side

of (1.1) at will.

Note that the KdV is a nonlinear partial differential equation (PDE, for short) due

to the presence of the uux term, where we use a subscript to denote the partial derivative.

The uxxx term makes it dispersive, i.e. in general an initial wave u(x, 0) will broaden in

space as time progresses. In addition to its solutions showing behavior of nonlinearity

and dispersiveness, the KdV possesses certain special solutions, known as solitary wave

solutions, which would not be expected from a nonlinear and dispersive PDE. A single

solitary wave solution to a PDE retains its shape in time and moves either to the left or

right. It turns out that such a solution to (1.1) only moves to the right. In general, any

solitary wave solution asymptotically resembles a train of single solitary wave solutions.

It was a Scottish engineer named John Scott Russell who first observed a solitary water

wave. This happened in 1834 on the Edinburgh-to-Glasgow canal, some 60 years before the

formulation of the KdV as a model for water waves. Russell reported [2] his observation to
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the British Association in 1844. The details of Russell’s observation, including the rivalry

between him and George Airy who did not believe in the existence of solitary water waves,

can be found in [3-6].

As outlined in the famous preprint [7], which was never published as a journal article,

Enrico Fermi in his summer visits to Los Alamos, jointly with J. Pasta and S. Ulam,

studied a one-dimensional (1-D, for short) dynamical system of 64 particles with forces

between neighbors containing nonlinear terms. These computational studies were carried

out on the Los Alamos computer named Maniac I. The primary aim of the study was to

determine the rate of approach to the equipartition of energy among various degrees of

freedom. Contrary to their expectations from a nonlinear system, Fermi, Pasta, and Ulam

observed very little, if any, tendency towards the equipartition of energy, but instead the

almost ongoing recurrence to the initial state, which was puzzling. After Fermi’s death in

November 1954, Pasta and Ulam completed their last few computational examples. Their

preprint appears in Fermi’s Collected Papers [8] and is also available on the internet [9].

The importance of the KdV arose in 1965, when Zabusky and Kruskal [10] were

able to explain the Fermi-Pasta-Ulam puzzle in terms of solitary-wave solutions to the

KdV. In their analysis of numerical solutions to the KdV, Zabusky and Kruskal observed

solitary-wave pulses, named such pulses solitons because of their particle-like behavior,

and observed that such pulses interact with each other nonlinearly but come out of their

interaction virtually unaffected in size or shape. Such unusual nonlinear interactions among

soliton solutions to the KdV created a lot of excitement, but at that time no one knew

how to solve such a nonlinear PDE, except numerically.

In their celebrated paper [11] of 1967, Gardner, Greene, Kruskal, and Miura presented

a method, now known as the inverse scattering transform, to solve the initial-value problem

for the KdV, assuming that the initial value u(x, 0) approaches a constant sufficiently

rapidly as x→ ±∞. There is no loss of generality in choosing that constant as zero. They

3



showed that u(x, t) can be obtained from u(x, 0) with the help of the solution to the inverse

scattering problem for the 1-D Schrödinger equation with the time-evolved scattering data.

They also explained that soliton solutions to the KdV corresponded to the case of zero

reflection coefficient in the scattering data. They observed from various numerical studies

of the KdV that, for large t, u(x, t) in general consists of a finite train of solitons traveling

in the positive x direction and an oscillatory train spreading in the opposite direction.

In our paper, we present an elementary review of the inverse scattering transform

for the KdV. We consider the time-evolved Schrödinger equation, where V (x) in (2.1) is

replaced by u(x, t); namely, we deal with

d2ψ(k, x; t)

dx2
+ k2 ψ(k, x; t) = u(x, t)ψ(k, x; t), x ∈ R, (1.2)

where t > 0 is a parameter that is usually interpreted as time. Thus, we view V (x) as

the initial value u(x, 0) of the potential u(x, t) and look at ψ(k, x; t) as the time evolution

of ψ(k, x) of (2.1) from the initial time t = 0. The scattering coefficients T (k; t), R(k; t),

and L(k; t) associated with (1.2) are viewed as evolving from the corresponding coefficients

T (k), R(k), and L(k) of (2.1), respectively, from t = 0. Thus, our notation is such that

V (x) = u(x, 0), ψ(k, x) = ψ(k, x; 0),

T (k) = T (k; 0), R(k) = R(k; 0), L(k) = L(k; 0).

Our review paper is organized as follows. In Section 2 we consider scattering solutions

and bound state solutions to the Schrödinger equation (2.1) and introduce the scattering

coefficients, bound-state norming constants, and dependency constants corresponding to

a potential in the so-called Faddeev class. In Section 3 we present an outline of the

inverse scattering problem for (2.1) and review some solution methods based on solving

an associated Riemann-Hilbert problem. In Section 4 we consider the time evolution of the

scattering coefficients, bound-state norming constants, and dependency constants when the
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potential evolves from u(x, 0) to u(x, t). We also introduce the Lax pair associated with

the KdV and derive the KdV by using the Lax method. In Section 5 we study the AKNS

method and derive the KdV via that method. In Section 6 we present some of the methods

to solve the initial value problem for the KdV. In Section 7 we concentrate on soliton

solutions to the KdV and obtain various representations of the N -soliton solution. Finally,

in Section 8 we provide certain remarks on the Bäcklund transformation, the conserved

quantities, and some other aspects related to the KdV.

2. SCHRÖDINGER EQUATION AND THE SCATTERING DATA

Consider the Schrödinger equation

d2ψ(k, x)

dx2
+ k2 ψ(k, x) = V (x)ψ(k, x), x ∈ R, (2.1)

where V is real valued and belongs to L1
1(R). Here, L1

n(R) denotes the class of measurable

potentials such that
∫

∞

−∞
dx (1+ |x|n) |V (x)| is finite. The class of real-valued potentials in

L1
1(R) is sometimes called the Faddeev class, after Ludwig Faddeev’s analysis [12] of the

inverse scattering problem for (2.1) within that class of potentials. In appropriate units,

(2.1) describes the quantum mechanical behavior of a particle of total energy k2 under

the influence of the potential V. The inverse scattering problem for (2.1) consists of the

determination of V from an appropriate set of scattering data.

There are two types of solutions to (2.1). The scattering solutions consist of linear

combinations of eikx and e−ikx as x→ ±∞, and they occur for k ∈ R \ {0}. Real k values

correspond to positive energies of the particle, and a particle of positive energy can be

visualized as capable of escaping to ±∞ a result of scattering by V. Heuristically, since

V (x) vanishes at ±∞, the particle will still have some kinetic energy at infinity and hence

is allowed to be at infinity. On the other hand, a bound state of (2.1) is a solution that

belongs to L2(R) in the x variable. It turns out that, when V belongs to the Faddeev

class, the bound-state solutions to (2.1) decay exponentially as x → ±∞, and they can
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occur only at certain k-values on the imaginary axis in C+. We use C+ to denote the

upper-half complex plane and C+ := C+ ∪R. Each bound state corresponds to a negative

total energy of the particle, and as a result the particle is bound by the potential and does

not have sufficient kinetic energy to escape to infinity. We will use N to denote the number

of bound states, which is known to be finite when V is in the Faddeev class, and suppose

that the bound states occur at k = iκj with the ordering 0 < κ1 < · · · < κN .

Among the scattering solutions to (2.1) are the Jost solution from the left, fl, and the

Jost solution from the right, fr, satisfying the respective boundary conditions

e−ikxfl(k, x) = 1 + o(1), e−ikxf ′l (k, x) = ik + o(1), x→ +∞, (2.2)

eikxfr(k, x) = 1 + o(1), eikxf ′r(k, x) = −ik + o(1), x→ −∞, (2.3)

where the prime is used for the derivative with respect to the spatial coordinate x. From

the spatial asymptotics

fl(k, x) =
eikx

T (k)
+
L(k) e−ikx

T (k)
+ o(1), x→ −∞, (2.4)

fr(k, x) =
e−ikx

T (k)
+
R(k) eikx

T (k)
+ o(1), x→ +∞, (2.5)

we obtain the scattering coefficients, namely, the transmission coefficient T, and the reflec-

tion coefficients L and R from the left and right, respectively. It is also possible to express

the scattering coefficients in terms of certain Wronskians [12-16] involving fl and fr. We

have

T (k) =
2ik

[fr(k, x); fl(k, x)]
, L(k) =

[fl(k, x); fr(−k, x)]
[fr(k, x); fl(k, x)]

, R(k) =
[fl(−k, x); fr(k, x)]
[fr(k, x); fl(k, x)]

,

(2.6)

where the Wronskian is defined as [F ;G] := FG′ − F ′G.

It is known [12-16] that, for each fixed x ∈ R, the Jost solutions fl(·, x) and fr(·, x)

have analytic extensions in k to C+. Moreover,

fl(−k∗, x) = fl(k, x)
∗, fr(−k∗, x) = fr(k, x)

∗, k ∈ C+,
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T (−k) = T (k)∗, R(−k) = R(k)∗, L(−k) = L(k)∗, k ∈ R,

where the asterisk denotes complex conjugation. We also have

R(k)T (k)∗ = −L(k)∗ T (k), k ∈ R, (2.7)

|T (k)|2 + |L(k)|2 = 1 = |T (k)|2 + |R(k)|2, k ∈ R. (2.8)

Thus, the scattering coefficients cannot exceed one in absolute value for real k. Further-

more, T (k) 6= 0 if k ∈ R \ {0}, and hence the reflection coefficients are strictly less than

one in absolute value when k ∈ R \ {0}. In general, R and L are defined only for real k

values, but T has a meromorphic extension to C+. For large k one has

T (k) = 1 +O(1/k), k →∞ in C+,

R(k) = o(1/k), L(k) = o(1/k), k → ±∞.

Each bound state corresponds to a pole of T in C+ and vice versa. It is known that

the bound states are simple, i.e. at each k = iκj there exists only one linearly independent

solution to (2.1) belonging to L2(R). The bound-state norming constants clj and crj are

defined as

clj :=

[∫

∞

−∞

dx fl(iκj , x)
2

]

−1/2

, crj :=

[∫

∞

−∞

dx fr(iκj , x)
2

]

−1/2

,

and they are related to each other via the residues of T as

Res (T, iκj) = i c2lj γj = i
c2rj
γj
, (2.9)

where γj is the dependency constant given by

γj :=
fl(iκj , x)

fr(iκj , x)
. (2.10)

The sign of γj is the same as that of (−1)N−j and hence

crj = (−1)N−jγjclj .
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The normalized bound-state solution ϕj(x) at k = iκj is defined as

ϕj(x) := clj fl(iκj , x) = (−1)N−jcrj fr(iκj , x).

The scattering matrix associated with (2.1) is given by

S(k) :=

[

T (k) R(k)

L(k) T (k)

]

, k ∈ R,

and it can be constructed in terms of the bound-state energies and either one of the

reflection coefficients R and L. Given R(k) for k ∈ R and the bound-state poles k = iκj ,

one can construct T as

T (k) =





N
∏

j=1

k + iκj

k − iκj



 exp

(

1

2πi

∫

∞

−∞

ds
log(1− |R(s)|2)
s− k − i0+

)

, k ∈ C+, (2.11)

and use (2.7) to construct L(k) for k ∈ R. Similarly, given L(k) for k ∈ R and the

bound-state poles k = iκj , one can construct T [cf. (2.8) and (2.11)] as

T (k) =





N
∏

j=1

k + iκj

k − iκj



 exp

(

1

2πi

∫

∞

−∞

ds
log(1− |L(s)|2)
s− k − i0+

)

, k ∈ C+,

and obtain R(k) for k ∈ R via (2.7).

3. INVERSE SCATTERING PROBLEM

When there are no bound states, either one of the reflection coefficients R and L

uniquely determines the corresponding potential in the Faddeev class. However, when

there are bound states, for the unique determination of V, in addition to one reflection

coefficient and the bound-state energies, one must also specify a bound-state norming

constant or, equivalently, the dependency constant for each bound state. To recover V

uniquely, as our scattering data we may use either the left scattering data {R, {κj}, {clj}}

or the right scattering data {L, {κj}, {crj}}; these two are equivalent to each other, and

each is also equivalent to {S, {γj}}.
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A characterization for a specific class of potentials consists of specifying some nec-

essary and sufficient conditions on the scattering data which guarantee that there exists

a corresponding unique potential in that class. Such conditions are usually obtained by

using the Faddeev-Marchenko method [12-19]; this method is also known as the Marchenko

method, and sometimes in the literature it is referred to as the Gel’fand-Levitan-Marchenko

method even though this is a misnomer [20]. The characterization conditions can be stated

for the left scattering data, for the right scattering data, or for the combination of both.

For a characterization in the class of real-valued potentials belonging to L1
2(R), the reader

is referred to [14]. Various characterizations in the Faddeev class can be found in [13,17-19].

Since k appears as k2 in (2.1), the functions fl(−k, x) and fr(−k, x) are also solutions

to (2.1) and they can be expressed as linear combinations of the Jost solutions fl(k, x) and

fr(k, x) as

fl(−k, x) = T (k) fr(k, x)−R(k) fl(k, x), k ∈ R,

fr(−k, x) = T (k) fl(k, x)− L(k) fr(k, x), k ∈ R,

or equivalently as

ml(−k, x) = T (k)mr(k, x)− R(k) e2ikxml(k, x), k ∈ R, (3.1)

mr(−k, x) = T (k)ml(k, x)− L(k) e−2ikxmr(k, x), k ∈ R, (3.2)

where ml and mr are the Faddeev functions defined as

ml(k, x) := e−ikxfl(k, x), mr(k, x) := eikxfr(k, x). (3.3)

Each of (3.1) and (3.2) can be viewed as a Riemann-Hilbert problem [6,15], where, knowing

the scattering coefficients for k ∈ R, the aim is to construct ml and mr such that, for

each x ∈ R, ml(·, x) and mr(·, x) are analytic in C+, continuous in C+, and behave like

1 + O(1/k) as k → ∞ in C+. Once ml(k, x) or mr(k, x) is constructed, the potential can

be obtained with the help of (2.1) and (3.3), namely, by using

V (x) =
m′′

l (k, x)

ml(k, x)
+ 2ik

m′

l(k, x)

ml(k, x)
, V (x) =

m′′

r (k, x)

mr(k, x)
− 2ik

m′

r(k, x)

mr(k, x)
, (3.4)
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where the right-hand sides can be evaluated at any particular value of k ∈ C+.

Alternatively, the potential can be constructed by the Faddeev-Marchenko method;

namely, V can be obtained from the left scattering data {R, {κj}, {clj}} by solving the left

Marchenko integral equation or from the right scattering data {L, {κj}, {crj}} by solving

the right Marchenko integral equation.

The left Marchenko equation using the left scattering data as the input is given by

Bl(x, y) + Ωl(2x+ y) +

∫

∞

0

dz Ωl(2x+ y + z)Bl(x, z) = 0, y > 0, (3.5)

where

Ωl(y) :=
1

2π

∫

∞

−∞

dkR(k) eiky +

N
∑

j=1

c2lj e
−κjy.

One can obtain (3.5) from (3.1) via a Fourier transformation. Once (3.5) is solved and

Bl(x, y) is obtained, the potential is recovered as

V (x) = −2
dBl(x, 0

+)

dx
, (3.6)

and the Faddeev function from the left is constructed as

ml(k, x) = 1 +

∫

∞

0

dy Bl(x, y) e
iky. (3.7)

Similarly, via a Fourier transformation on (3.2), using the right scattering data as the

input one obtains the right Marchenko equation

Br(x, y) + Ωr(−2x+ y) +

∫

∞

0

dzΩr(−2x+ y + z)Br(x, z) = 0, y > 0, (3.8)

where

Ωr(y) :=
1

2π

∫

∞

−∞

dk L(k) eiky +
N

∑

j=1

c2rj e
−κjy.

Once (3.8) is solved, the potential is recovered by using

V (x) = 2
dBr(x, 0

+)

dx
, (3.9)
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and the Faddeev function from the right is constructed as

mr(k, x) = 1 +

∫

∞

0

dy Br(x, y) e
iky. (3.10)

When the characterization conditions on the scattering data corresponding to poten-

tials in the Faddeev class are satisfied, both the left and right Marchenko equations are

uniquely solvable, and the right-hand sides of (3.6) and (3.9) are equal to each other and

belong to L1
1(R). Thus, V can be obtained from either (3.6) or (3.9). There are various

other methods to recover V from an appropriate set of scattering data. We refer the reader

to [16,19] for a review of some of those methods.

4. LAX METHOD AND EVOLUTION OF THE SCATTERING DATA

Soon after Gardner, Green, Kruskal, and Miura showed [11] that the initial value

problem for the KdV can be solved by the inverse scattering transform, Peter Lax gave

[21] a criterion to show that the KdV can be viewed as a compatibility condition related

to the time evolution of solutions to (1.2). Since Lax’s criterion is applicable to other

nonlinear PDEs solvable by an inverse scattering transform (e.g. the initial-value problem

for the nonlinear Schrödinger equation can be solved [4,6,22] via the inverse scattering

transform for the Zakharov-Shabat system), we first outline the general idea behind the

Lax method and next demonstrate its application on the KdV.

Given a linear operator L with Lψ = λψ, we are interested in finding another operator

A (the operators A and L are said to form a Lax pair) such that:

(i) The spectral parameter λ does not change in time.

(ii) The quantity ψt −Aψ must remain a solution to Lψ = λψ.

(iii) The quantity Lt + LA−AL must be a multiplication operator.
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As the following argument shows, for compatibility, we are forced to have

Lt + LA−AL = 0, (4.1)

which is interpreted as an integrable PDE and in general is nonlinear. From condition (ii)

above we see that

L (ψt −Aψ) = λ (ψt −Aψ) ,

or equivalently,

Lψt − LAψ = λψt −A (λψ)

= ∂t (λψ)−ALψ

= ∂t (Lψ)−ALψ

= Ltψ + Lψt −ALψ,

(4.2)

where we have used Lψ = λψ and λt = 0. After canceling the Lψt terms in (4.2), we get

(Lt + LA−AL)ψ = 0. (4.3)

Because of condition (iii) listed above, from (4.3) we obtain the compatibility condition

(4.1).

Let us write the Schrödinger equation (1.2) as

Lψ = λψ, L := −∂2
x + u(x, t), (4.4)

and try

A = α∂3
x + β∂2

x + ξ∂x + η, (4.5)

where the coefficients α, β, ξ, and η may depend on x and t, but not on λ. Note that

Lt = ut and λ is the same as k2. Using (4.4) and (4.5) we can write (4.1) explicitly as

( )∂5
x + ( )∂4

x + ( )∂3
x + ( )∂2

x + ( )∂x + ( ) = 0, (4.6)
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where each ( ) in (4.6) denotes the appropriate coefficient. The coefficient of ∂5
x automat-

ically vanishes. Setting the coefficients of ∂j
x equal to zero for j = 4, 3, 2, 1, we obtain

α = c1, β = c2, ξ = c3 −
3

2
c1u, η = c4 −

3

4
c1ux − c2u,

where c1, c2, c3, and c4 are arbitrary constants. Using c1 = −4 and c3 = 0 in the last

term on the left-hand side of (4.6) and setting that last term to zero, we obtain the KdV

equation given in (1.1). Further, by using c2 = c4 = 0, we obtain the operator A associated

with L as

A = −4∂3
x + 6u∂x + 3ux. (4.7)

Let us remark that condition (ii) stated above allows us to determine the time evolu-

tion of any solution to the Schrödinger equation (1.2) as the initial potential u(x, 0) evolves

to u(x, t). For example, let us find the time evolution of fl(k, x; t), the Jost solution from

the left. By using (2.2) and (2.5) with T (k) and R(k) replaced by T (k; t) and R(k; t),

respectively, we see that

e−ikxfl(k, x; t) = 1 + o(1), e−ikxf ′l (k, x; t) = ik + o(1), x→ +∞, (4.8)

fr(k, x; t) =
e−ikx

T (k; t)
+
R(k; t) eikx

T (k; t)
+ o(1), x→ +∞. (4.9)

From condition (ii) of the Lax method and (4.7) we obtain

∂tfl(k, x; t)−
(

−4∂3
x + 6u∂x + 3ux

)

fl(k, x; t) = p(k, t) fl(k, x; t)+ q(k, t) fr(k, x; t), (4.10)

where we have used the fact that the quantity ∂tfl − Afl remains a solution to (1.2)

and hence can be expressed as a linear combination of the two linearly independent Jost

solutions fl(k, x; t) and fr(k, x; t) with coefficients p(k, t) and q(k, t), respectively. For each

fixed t, assuming that u(x, t) = o(1) and ux(x, t) = o(1) as x→ +∞, the coefficients p(k, t)

and q(k, t) can be evaluated by letting x→ +∞ in (4.10). Using (4.8) and (4.9) in (4.10),

we get

∂te
ikx + 4∂3

xe
ikx = p(k, t) eikx + q(k, t)

[

1

T (k; t)
e−ikx +

R(k; t)

T (k; t)
eikx

]

. (4.11)
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From (4.11), by comparing the coefficients of eikx and e−ikx on both sides, we obtain

q(k, t) = 0, p(k, t) = −4ik3. (4.12)

Thus, the time evolution of fl(k, x; t) is determined by the linear third-order PDE

∂tfl(k, x; t)−Afl(k, x; t) = −4ik3 fl(k, x; t). (4.13)

Similarly, letting x→ −∞ in (4.10), with the help of (2.3), (2.4), and (4.12) we obtain

∂t

[

1

T (k; t)
eikx +

L(k; t)

T (k; t)
e−ikx

]

=
[

−4∂3
x − 4ik3

]

[

1

T (k; t)
eikx +

L(k; t)

T (k; t)
e−ikx

]

, (4.14)

where we have also used u(x, t) = o(1) and ux(x, t) = o(1) as x → −∞. From (4.14),

comparing the coefficients of eikx and e−ikx on both sides, we obtain

∂tT (k; t) = 0, ∂tL(k; t) = −8ik3L(k; t),

and hence

T (k; t) = T (k; 0) = T (k), L(k; t) = L(k; 0) e−8ik3t = L(k) e−8ik3t. (4.15)

Thus, the transmission coefficient remains unchanged and the reflection coefficient from

the left undergoes a simple phase change as t progresses.

Proceeding in a similar manner, we can obtain the time evolution of the Jost solution

fr(k, x; t) and the right reflection coefficient R(k; t). With A as in (4.7), we get

∂tfr(k, x; t)−Afr(k, x; t) = 4ik3fr(k, x; t), (4.16)

R(k; t) = R(k; 0) e8ik3t = R(k) e8ik3t. (4.17)

In order to evaluate the time evolution of the dependency constants γj(t), we can

substitute γj(t)fr(iκj , x; t) for fl(iκj , x; t) [cf. (2.10)] and evaluate (4.13) at k = iκj . We

get

fr(iκj , x; t) ∂tγj(t) + γj(t) ∂tfr(iκj , x; t)− γj(t)Afr(iκj , x; t) = −4κ3
jγj(t)fr(iκj , x; t).

(4.18)
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On the other hand, from (4.16) at k = iκj , we obtain

γj(t) ∂tfr(iκj , x; t)− γj(t)Afr(iκj , x; t) = 4κ3
jγj(t) fr(iκj , x; t). (4.19)

Subtracting (4.19) from (4.18) we conclude that ∂tγj(t) = −8κ3
jγj(t), which leads to

γj(t) = γj(0) e−8κ3

j t = γj e
−8κ3

j t. (4.20)

Then, from (2.9) and (4.15) we obtain the time evolution of the norming constants clj(t)

and crj(t) as

clj(t) = clj(0) e4κ3

j t = clje
4κ3

j t, crj(t) = crj(0) e−4κ3

j t = crje
−4κ3

j t.

5. AKNS METHOD TO DERIVE THE KdV

In the previous section we have seen that the KdV arises as a compatibility condition

in the Lax method. There are other methods to derive nonlinear PDEs that can be

solved by the inverse scattering transform, i.e. by solving the inverse problem with the

time-evolved scattering data for a corresponding linear differential equation. One of these

methods was developed by Ablowitz, Kaup, Newel, and Segur, and it was first applied

to the Sine-Gordon equation [23]. Here we outline the basic idea behind the method of

Ablowitz, Kaup, Newel, and Segur (AKNS method, for short) and use it to derive the KdV

equation.

Given a linear operator X associated with the system vx = X v, we are interested in

finding another operator T (the operators X and T are said to form an AKNS pair) such

that:

(i) The spectral parameter λ does not change in time.

(ii) The quantity vt − T v must remain a solution to vx = X v.

(iii) The quantity Xt − Tx + XT − T X must be a (matrix) multiplication operator.
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Note that in general X contains the spectral parameter λ, and hence T also depends

on λ as well. Usually, X and T are matrix-valued with entries depending on x, t, and

λ. As the operator A in the Lax method determines the time evolution of solutions to

Lψ = λψ, in the AKNS method the operator T determines the time evolution of solutions

to vx = X v according to condition (ii) listed above.

As the following argument shows, for compatibility, we are forced to have

Xt − Tx + XT − T X = 0, (5.1)

which leads to an integrable PDE and is in general nonlinear. From condition (ii) above

we see that

(vt − T v)x = X (vt − T v),

or equivalently,
vtx − Txv − T vx = X vt −XT v

= (X v)t −Xtv −XT v

= (vx)t −Xtv − XT v

= vxt − Xtv − XT v.

(5.2)

We expect v to be smooth enough so that vtx = vxt. Let us replace T vx by T X v on the

left-hand side in (5.2), from which we get (Xt − Tx +XT − T X )v = 0, which in turn as a

result of condition (iii) listed above gives us the compatibility condition (5.1).

Let us write the Schrödinger equation (1.2), by replacing the spectral parameter k2

by λ, in the form of the first-order linear system vx = X v by choosing

v =

[

ψx

ψ

]

, X =

[

0 u(x, t)− λ
1 0

]

.

We will construct T so that T and X will form an AKNS pair. Let us try

T =

[

α β

ξ η

]

,
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where the entries α, β, ξ, and η may depend on x, t, and λ. The compatibility condition

(5.1) leads to

[

0 ut

0 0

]

−
[

αx βx

ξ ηx

]

+

[

0 u− λ

1 0

][

α β

ξ η

]

−
[

α β

ξ η

][

0 u− λ
1 0

]

=

[

0 0

0 0

]

,

or equivalently

[

−αx − β + ξ(u− λ) ut − βx + η(u− λ)− α(u− λ)

−ξx + α− η −ηx + β − ξ(u− λ)

]

=

[

0 0

0 0

]

. (5.3)

From the (1, 1), (2, 1) and (2, 2) entries of the above matrix equation, we obtain

β = −αx + (u− λ)ξ, η = α− ξx, ηx = −αx. (5.4)

Then the (1, 2) entry in (5.3) is given by

ut +
1

2
ξxxx − uxξ − 2ξx(u− λ) = 0. (5.5)

Letting ξ = λζ + µ in (5.5), where λ is the spectral parameter, we obtain

2ζxλ
2 +

(

1

2
ζxxx − 2ζxu+ 2µx − uxζ

)

λ+

(

ut +
1

2
µxxx − 2µxu− uxµ

)

= 0.

Equating the coefficients of each power of λ to zero, we get

ζ = c1, µ =
1

2
c1u+ c2, ut −

3

2
c1uux − c2ux +

1

4
c1uxxx = 0, (5.6)

where c1 and c2 are arbitrary constants. Using c1 = 4 and c2 = 0, from (5.6) we obtain

the KdV given in (1.1). Moreover, with the help of (5.4) we get

α = ux + c3, β = −4λ2 + 2λu+ 2u2 − uxx, ξ = 4λ+ 2u, η = c3 − ux.

Letting c3 = 0, we obtain

T =

[

ux −4λ2 + 2λu+ 2u2 − uxx

4λ+ 2u −ux

]

. (5.7)
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It is possible to obtain the time evolution of the Jost solutions and of the scattering

data via the AKNS method. Note that condition (ii) of the AKNS method is equivalent

to having

vt − T v = p(t, λ) v, (5.8)

for some (scalar) coefficient p(t, λ). For example, if we choose

v =

[

f ′l (k, x; t)

fl(k, x; t)

]

,

by letting x → +∞ in (5.8) and by using (2.2), we obtain the time evolution of fl(k, x; t)

given in (4.13). By using (2.4) with T (x) replaced by T (k; t) and with L(k) by L(k; t), and

by letting x→ −∞ in (5.8) and using (2.2), we get the time evolutions given in (4.15). In

a similar way, with the help of (2.3), (4.9), and (5.7), by choosing

v =

[

f ′r(k, x; t)

fr(k, x; t)

]

,

and by letting x→ ±∞ in (5.8), we obtain (4.16) and (4.17).

6. SOLUTION TO THE CAUCHY PROBLEM FOR THE KdV

The Cauchy problem (initial-value problem) for the KdV consists of finding u(x, t)

when u(x, 0) is known. As shown by Gardner, Greene, Kruskal, and Miura [11], this

problem can be solved by using the inverse scattering transform. Let D(t) denote any

of the equivalents of the scattering data for the the Schrödinger equation with the time-

evolved potential u(x, t). In other words, we have

D(t) : = {R(k; t), L(k; t), T (k; t), {κj(t)}, {γj(t)}, {clj(t)}, {crj(t)}}

= {R(k) e8ik3t, L(k) e−8ik3t, T (k), {κj}, {γj e
−8κ3

j t}, {clj e4κ3

j t}, {crj e−4κ3

j t}}.
(6.1)

Note that D(0) corresponds to the initial scattering data associated with the potential

V (x), where u(x, 0) = V (x).

Below we outline the solution to the Cauchy problem for the KdV.
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(i) Given u(x, 0), determine the corresponding scattering data D(0). This is done by

solving the direct scattering problem V (x) 7→ D(0). The solution to this problem is

essentially equivalent to solving (2.1) and obtaining the Jost solutions fl(k, x) and

fr(k, x), from which D(0) can be constructed.

(ii) Evolve in time the scattering data as D(0) 7→ D(t) in accordance with (6.1). Note

that the time-evolution of the scattering data is really simple. On the other hand,

the time evolution of the potential u(x, 0) 7→ u(x, t) will be much more complicated.

Similarly, we expect that the time evolution of the Jost solutions fl(k, x) 7→ fl(k, x; t)

and fr(k, x) 7→ fr(k, x; t), governed by the PDEs (4.13) and (4.16), respectively, will

be complicated.

(iii) Having obtained the time-evolved scattering dataD(t), solve the corresponding inverse

scattering problem D(t) 7→ u(x, t) for (1.2). This problem is known to be uniquely

solvable [13] when the initial potential V belongs to the Faddeev class.

As indicated in Section 3, in step (iii) above one can obtain the solution to the inverse

scattering problem by solving, for example, the time-evolved Riemann-Hilbert problem [cf.

(3.1)]

ml(−k, x; t) = T (k)mr(k, x; t)− R(k) e2ikx+8ik3tml(k, x; t), k ∈ R, (6.2)

and recover u(x, t) by using [cf. (3.4)]

u(x, t) =
m′′

l (k, x; t)

ml(k, x; t)
+ 2ik

m′

l(k, x; t)

ml(k, x; t)
, k ∈ C+, (6.3)

where the right-hand side can be evaluated at any k value, including k = 0 and k = ±∞.

Equivalently, one can solve the time-evolved Riemann-Hilbert problem [cf. (3.2)]

mr(−k, x; t) = T (k)ml(k, x; t)− L(k) e−2ikx−8ik3tmr(k, x; t), k ∈ R,

and use [cf. (3.4)]

u(x, t) =
m′′

r (k, x; t)

mr(k, x; t)
− 2ik

m′

r(k, x; t)

mr(k, x; t)
, k ∈ C+,
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where the right-hand side can be evaluated at any k value in C+.

Alternatively, one can solve the time-evolved left Marchenko equation [cf. (3.5)]

Bl(x, y; t) + Ωl(2x+ y; t) +

∫

∞

0

dzΩl(2x+ y + z; t)Bl(x, z; t) = 0, y > 0, (6.4)

with

Ωl(y; t) :=
1

2π

∫

∞

−∞

dkR(k) e8ik3t+iky +
N

∑

j=1

c2lj e
8κ3

j t−κjy,

and recover u(x, t) by using [cf. (3.6)]

u(x, t) = −2
∂Bl(x, 0

+; t)

∂x
. (6.5)

Equivalently, one can solve the time-evolved right Marchenko equation [cf. (3.8)]

Br(x, y; t) + Ωr(−2x+ y; t) +

∫

∞

0

dzΩr(−2x+ y + z; t)Br(x, z; t) = 0, y > 0, (6.6)

with

Ωr(α; t) :=
1

2π

∫

∞

−∞

dk L(k) e−8ik3t+iky +
N

∑

j=1

c2rj e
−8κ3

j t−κjy,

and obtain u(x, t) by using [cf. (3.9)]

u(x, t) = 2
∂Br(x, 0

+; t)

∂x
. (6.7)

7. SOLITON SOLUTIONS TO THE KdV

Consider the Cauchy problem for the KdV corresponding to the initial scattering data

with zero reflection coefficients, N bound states at k = iκj , and dependency constant γj,

where we have the ordering 0 < κ1 < · · · < κN . When R ≡ 0, from (2.11) we see that the

transmission coefficient is given by

T (k) =

N
∏

j=1

k + iκj

k − iκj
. (7.1)
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In this case, the inverse scattering problem D(t) 7→ u(x, t) can be solved algebraically in

a closed form, and the resulting solution u(x, t) to the KdV is known as the N -soliton

solution. Using (7.1) we can write (6.2) as

ml(−k, x; t)
N
∏

j=1

(k − iκj) = mr(k, x; t)

N
∏

j=1

(k + iκj), k ∈ R. (7.2)

From the analyticity properties of ml and mr it follows that each side in (7.2) is entire in k

with a polynomial growth of leading term kN as k →∞ in the complex plane C. Further,

since k appears as ik the Faddeev functions, both sides in (7.2) must be a polynomial of

the form

kN + ikN−1aN−1(x, t) + · · ·+ iNa0(x, t), (7.3)

where aj(x, t) are real valued and to be determined by using [cf. (2.10), (3.3), and (4.20)]

γj e
2κjx−8κ3

j t =
ml(iκj , x; t)

mr(iκj , x; t)
, j = 1, . . . , N. (7.4)

From (7.2) and (7.3) we get

ml(k, x; t) =
kN − ikN−1aN−1(x, t) + · · ·+ (−i)Na0(x, t)

∏N
j=1(k + iκj)

, (7.5)

mr(k, x; t) =
kN + ikN−1aN−1(x, t) + · · ·+ iNa0(x, t)

∏N
j=1(k + iκj)

. (7.6)

Let us define

ωj := γj e
2κjx−8κ3

j t, j = 1, . . . , N, (7.7)

where we recall that the sign of ωj is the same [cf. (2.10)] as that of (−1)N−j . Using (7.5)-

(7.7) in (7.4) we get a system of linear algebraic equations for the N unknowns aj(x, t),

namely

ωj =
κN

j − κN−1
j aN−1(x, t) + · · ·+ (−1)Na0(x, t)

κN
j + κN−1

j aN−1(x, t) + · · ·+ a0(x, t)
, j = 1, . . . , N,
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which can be written as















κN−1
1 (ω1 + 1) κN−2

1 (ω1 − 1) · · · ω1 − (−1)N

κN−1
2 (ω2 + 1) κN−2

2 (ω2 − 1) · · · ω2 − (−1)N

...
...

. . .
...

κN−1
N (ωN + 1) κN−2

N (ωN − 1) · · · ωN − (−1)N





























aN−1(x, t)

aN−2(x, t)

...

a0(x, t)















=















κN
1 (1− ω1)

κN
2 (1− ω2)

...

κN
N (1− ωN )















.

(7.8)

Let M (N) denote the coefficient matrix in (7.8) whose (j, n) entry is given as

M
(N)
jn := κN−n

j [ωj − (−1)n] , j, n = 1, . . . , N. (7.9)

From (7.8), via Cramer’s rule, it is possible to extract aN−j(x, t) explicitly as

aN−j(x, t) = −detP (N−j)

detM (N)
, j = 1, . . . , N,

where the (N + 1)× (N + 1) matrix P (N−j) is given by

P (N−j) :=

[

0 Y (N,j)

Q(N) M (N)

]

,

with Q(N) being the N × 1 matrix whose jth row contains the entry κN
j (1 − ωj) for

j = 1, . . . , N ; and M (N) being the N × N matrix given in (7.9); and Y (N,j) being the

1× N matrix whose jth column contains the entry 1 and all the remaining entries being

zero. For example, we have

P (N−1) :=





















0 1 0 . . . 0

κN
1 (1− ω1) κN−1

1 (ω1 + 1) κN−2
1 (ω1 − 1) · · · ω1 − (−1)N

κN
2 (1− ω2) κN−1

2 (ω2 + 1) κN−2
2 (ω2 − 1) · · · ω2 − (−1)N

...
...

...
. . .

...

κN
N (1− ωN ) κN−1

N (ωN + 1) κN−2
N (ωN − 1) · · · ωN − (−1)N





















.

We note that u(x, t) can be constructed from aN−1(x, t) alone or from a0(x, t) alone.

For example, using (6.3) and (7.5) in the limit k → ±∞, we see that

u(x, t) = 2
∂aN−1(x, t)

∂x
, (7.10)
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or using (6.3) and (7.5) at k = 0 we see that

u(x, t) =
1

a0(x, t)

∂2a0(x, t)

∂x2
. (7.11)

In fact, using (7.5) in (6.3) we see that one can recover u(x, t) by using any one of the

following (N + 1) equations:

u(x, t) =
1

aN−j(x, t)

[

∂2aN−j(x, t)

∂x2
+ 2

∂aN−j−1(x, t)

∂x

]

, j = 0, 1, . . . , N,

where we have defined a−1(x, t) := 0 and aN (x, t) := 1.

Alternatively, we can obtain the N -soliton solution u(x, t) via (6.5) by solving in a

closed form the left Marchenko equation (6.4), which has a degenerate kernel thanks to

the fact that R ≡ 0. Similarly, u(x, t) can be obtained via (6.7) by solving in a closed form

the right Marchenko equation (6.6), which has a degenerate kernel.

It is also possible to obtain the solutions to the Marchenko equations (6.4) and (6.6)

in an algebraic manner, without really solving the integral equations themselves. Below

we illustrate this for the recovery of Bl(x, y; t) and obtain u(x, t) via (6.5). Using R ≡ 0

we can write (6.2) as

ml(−k, x; t)− 1 = [T (k)− 1]mr(k, x; t) + [mr(k, x; t)− 1], k ∈ R.

Taking the Fourier transform of both sides with 1
2π

∫

∞

−∞
dk eiky and exploiting the analyt-

icity properties of ml and mr, we obtain [cf. (3.7), (3.10)]

Bl(x, y; t) =
1

2π

∫

∞

−∞

dk [T (k)− 1]mr(k, x; t) e
iky, y > 0. (7.12)

The right-hand side of (7.12) can be evaluated as a residue integral along the semicircular

arc that is the boundary of C+. Using (7.1) in (7.12), we get

Bl(x, y; t) = i

N
∑

j=1

[Res (T, iκj)]mr(iκj , x; t) e
−κjy, y > 0. (7.13)
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Using (2.9) and (7.4) in (7.13), we obtain

Bl(x, y; t) = −
N

∑

j=1

εj ml(iκj , x; t) e
−κjy, (7.14)

where we have defined

εj := c2lje
−2κjx+8κ3

j t.

Using the time-evolved version of (3.7), from (7.14) we get

ml(k, x; t) = 1−
N

∑

j=1

iεj

k + iκj
ml(iκj , x; t) e

−κjy. (7.15)

Putting k = iκn in (7.15) for n = 1, . . . , N, it is possible to recover the ml(iκj , x; t) by

solving the linear algebraic system






















1 +
ε1

κ1 + κ1

ε2
κ1 + κ2

· · · εN

κ1 + κN

ε1
κ2 + κ1

1 +
ε2

κ2 + κ2
· · · εN

κ2 + κN

...
...

. . .
...

ε1
κN + κ1

ε2
κN + κ2

· · · 1 +
εN

κN + κN





































ml(iκ1, x; t)

ml(iκ2, x; t)

...

ml(iκN , x; t)















=















1

1

...

1















. (7.16)

Let Γ denote the coefficient matrix in (7.16), namely, let its (n, j) entry be given by

Γnj = δnj +
εj

κn + κj
, n, j = 1, . . . , N,

where δnj denote the Kronecker delta. Then, using (7.14) and (7.16), we obtain Bl(x, 0
+; t)

as the ratio of two determinants as

Bl(x, 0
+; t) =

detZ

det Γ
,

where Z is the matrix defined as

Z :=





























0 ε1 ε2 · · · εN

1 1 +
ε1

κ1 + κ1

ε2
κ1 + κ2

· · · εN

κ1 + κN

1
ε1

κ2 + κ1
1 +

ε2
κ2 + κ2

· · · εN

κ2 + κN

...
...

...
. . .

...

1
ε1

κN + κ1

ε2
κN + κ2

· · · 1 +
εN

κN + κN





























.
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It can be shown that detZ = ∂x(det Γ) and hence with the help of (6.5), we get

u(x, t) = −2
∂

∂x

[

1

det Γ

∂(det Γ)

∂x

]

. (7.17)

Some Mathematica notebooks based on (7.10), (7.11), and (7.17) for the evaluation

of N -soliton solutions to the KdV and their animations are available at the author’s web

page [24].

We can use (7.10), (7.11), or (7.17) to analyze properties of solitons of the KdV. For

example, when N = 1, from (7.10) or (7.11) we get the single soliton solution to (1.1) as

u(x, t) = −2κ2
1 sech2

(

κ1x− 4κ3
1t+

√

ln γ1

)

. (7.18)

It is seen that the amplitude of this wave is 2κ2
1, it moves in the positive x direction with

speed 4κ2
1, and the dependency constant γ1 plays a role in the initial location of the soliton.

The width of the soliton is inversely proportional to κ1, which can be seen, e.g., by using

the fact that
∫

∞

−∞
∂x

√

−u(x, t) is equal to
√

2π.

By exploiting the properties of one-soliton solutions to the KdV, one can show that

as t → +∞, the N -soliton solution to the KdV resembles a train of N separate solitons

each traveling with speed 4κ2
j . In this case, the KdV can be considered for all t ∈ R and

it can be shown that each soliton emerges from the nonlinear interaction by experiencing

only a change in the phase. For details, the reader is referred to [3,4,6,25].

8. CONCLUSION

In this section we will comment on three aspects of the KdV; namely, the time evo-

lution stated in condition (ii) of the Lax method outlined in Section 4, the conserved

quantities, and the Bäcklund transformation.

Some references incorrectly state the time evolution associated with the Lax method.

For example, in (1.2.10) of [3, page 6] it is stated that the evolution of the solutions to (1.2)
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is given by ∂tψ = Aψ with A as in (4.7), instead of the correct statement (ii) of Section 4.

The incorrectness of ∂tψ = Aψ can be demonstrated explicitly by an elementary example.

Consider the 1-soliton solution to the KdV given in (7.18). Let us choose γ1 = κ1 = 1. A

solution to (1.2) is obtained as fl(i, x; t). Let us call that solution ψ. We have

ψ =
1

2
e−4t sech(x− 4t), u(x, t) = −2 sech2(x− 4t).

It can directly be verified that ψ satisfies (1.2) with k = i, and (∂t − A)ψ = −4ψ, as

indicated by the correct time evolvement (4.13) with k = i; hence ∂tψ 6= Aψ.

In (1.7.6) of [6, page 25] and (4) of [5, page 81] it is incorrectly stated that the evolution

of the solutions to (1.2) is given by ∂tψ−Aψ = cψ with A as in (4.7) and c is an arbitrary

constant or a function of t. The incorrectness of this can be demonstrated, for example,

by choosing ψ as fl(k, x; t) + fr(k, x; t), i.e. the sum of the Jost solutions to (1.2). From

(4.13) and (4.16) it follows that, with this choice of ψ, the equation ∂tψ−Aψ = cψ would

hold if and only if (4ik3 + c)fr(k, x; t)− (4ik3− c)fl(k, x; t) = 0 for x ∈ R and t > 0, which

is impossible due to the linear independence of fl(k, x; t) and fr(k, x; t) on x ∈ R. Note

that (4.4) has two linearly independent eigenfunctions for each λ > 0 and hence ∂tψ−Aψ

in general is not expected to be a constant multiple of ψ.

Let us note that a potential in the Faddeev class need not even be continuous. On the

other hand, from (1.1) we see that classical solutions to the KdV are thrice differentiable

with respect to x. Informally speaking, the discontinuities that may be present in the initial

value u(x, 0) disappear and u(x, t) becomes smoother for t > 0. On the other hand, even

though u(x, t) changes as t increases, certain integrals involving u(x, t) with respect to x

remain unchanged in time. Such quantities are known as conserved quantities for the KdV.

They can either be obtained directly from (1.1) or from the expansion of T (k) in powers of

1/k as k → ±∞ by using the fact that T (k; t) does not change in time [cf. (4.15)]. When

u(x, t) is smooth, with the help of (2.6) we obtain

T (k; t) = 1 +
C1

2ik
− C2

1

8k2
+

C3
1

48ik3
− C2

8ik3
+ O(1/k4), k →∞ in C+,
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where we have defined

Cj :=

∫

∞

−∞

dx u(x, t)j, j ≥ 1.

Thus, we have identified two of the infinite number of conserved quantities; i.e., C1 and C2

are independent of time and are equal to their values at t = 0. The time independence of C1

and C2 can also be obtained directly from (1.1). We can write (1.1) as ut = (3u2 − uxx)x,

and hence

dC1

dt
=

d

dt

∫

∞

−∞

dx u(x, t) = 3u(x, t)2 − uxx(x, t)

∣

∣

∣

∣

∞

x=−∞

= 0,

where we have used u(x, t) = o(1) and uxx(x, t) = o(1) as x → ±∞. Similarly, after

multiplying (1.1) with u(x, t), we can write the resulting equation as

(u2)t = (4u3 − 2uuxx + u2
x)x. (8.1)

Integrating both sides of (8.1) on x ∈ R, we get

dC2

dt
=

d

dt

∫

∞

−∞

dx u(x, t)2 = 4u(x, t)3 − 2u(x, t)uxx(x, t) + ux(x, t)2
∣

∣

∣

∣

∞

x=−∞

= 0,

verifying the time independence of C2.

Can we characterize the set of nonlinear PDEs solvable by an inverse scattering trans-

form? In other words, can we find a set of necessary and sufficient conditions that guarantee

an initial-value problem for a nonlinear PDE to be solvable via an inverse scattering trans-

form related to a linear problem? There does not yet seem to be a satisfactory solution

to the characterization problem. On the other hand, nonlinear PDEs solvable by an in-

verse scattering transform seem to have some common characteristic features such as the

Lax pair, the AKNS pair, soliton solutions, an infinite number of conserved quantities, a

Hamiltonian formalism, the Painlevé property, and the Bäcklund transformation. Here,

we only briefly explain the last feature and refer the reader to [6] for details and other

features.

A Bäcklund transformation is a means to produce another integrable nonlinear PDE

from a given one. The basic idea is as follows. Assume v satisfies the integrable nonlinear
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PDE M(v) = 0, and u satisfies another integrable nonlinear PDE, say Q(u) = 0. A

relationship P(u, v) = 0, which is called a Bäcklund transformation, involving v, u, and

their derivatives allows us to obtain Q(u) = 0 from M(v) = 0. A Bäcklund transformation

can also be used on the same nonlinear PDE to produce another solution from a given

solution.

As an example, assume that v satisfies the modified KdV given by

vt − 6v2vx + vxxx = 0, x ∈ R, t > 0. (8.2)

Then, choosing

u = vx + v2, (8.3)

one can show that

ut − 6uux + uxxx = (∂x + 2v)(vt − 6v2vx + vxxx), x ∈ R, t > 0.

Thus, (8.2) and (8.3) imply (1.1). The Bäcklund transformation given in (8.3) is known

as Miura’s transformation [26]. For a Bäcklund transformation applied on the KdV to

produce other solutions from a given solution, we refer the reader to [6,27].

Another interesting question is the determination of the linear problem associated with

the inverse scattering transform. In other words, given a nonlinear PDE that is known

to be solvable by an inverse scattering transform, can we determine the corresponding

linear problem? There does not yet seem to be a completely satisfactory answer to this

question. We mention that Wahlquist and Estabrook [28] developed the so-called prolon-

gation method to derive the linear scattering problem associated with the KdV and refer

the reader to [6] for details.
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