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Abstract

The IoT world is evolving with the latest technology trends like edge computing,

augmented & virtual reality, machine learning, robotics and 5G. But still there is less

business productivity due to the slower technical adoption in the industrial automation

system. There is a tremendous need for autonomous networks in the manufacturing

industry to increase productivity and allow communication between people, devices

and sensors. And there are massive numbers (hundreds to thousands) of IoT devices in

a single factory depending on the scale of the industry. These factories consist of critical

IoT devices like fire or gas sensors which need to operate reliably with less latency. But

the existing wired and/or wireless networks are struggling to fulfill the computational

and resources for operations demand of the emerging technologies. In order to address

these needs of the industries with digital transformation happening in Industry 4.0, the

evolution of private 5G and 5G standards opens bigger opportunities.

In this thesis, we discuss the challenges and explore new opportunities of using 5G for

critical/massive IoT devices. While exploring the possibilities, we uncover some of the

challenges in IoT especially due to the vendor-locked IoT solutions and unavailability of

large scale IoT devices for evaluating end-to-end systems. We discussed the challenges

in detail and proposed novel solutions to overcome these challenges.

First, as the plethora of Internet of Things (IoT) devices gradually make their way

into our lives, several Cloud Service Providers (CSPs) have developed IoT gateway

platforms (SDKs) that solely connect IoT devices to their respective cloud. Such gate-

ways are cloud-centric. We study the state-of-the-art vendor-locked IoT Gateway so-

lutions and approaches and propose an edge-centric paradigm through an evolutionary

framework, dubbed VeerEdge for developing IoT gateways. We leverage computing and

storage capabilities at the network edge for edge-based device & IoT service.

Second, the IoT world is evolving with the latest technology trends like edge comput-

ing, augmented & virtual reality, machine learning, robotics and 5G. With the digital

transformation happening in Industry 4.0, many industries are moving towards private

5G networks. There are a massive number (hundreds to thousands) of IoT devices in a
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single factory depending on the scale of the industry and these factories consist of crit-

ical IoT devices like fire or gas sensors which need to operate reliably with less latency.

In order to efficiently realize the capabilities such as ultra reliable low latency commu-

nications (URLLC), enhanced mobile broadband (eMBB) and massive machine-type

communications (mMTC) offered by 5G, the next generation IoT devices/applications

need a paradigm shift in their design and need to be evaluated under simulation using

5G networks before getting deployed in the real-world. However, many IoT simulators

run in isolation and do not interface with real-world IoT cloud systems or support 5G

networks. This isolation makes it difficult to design, develop and evaluate IoT applica-

tions/devices for industrial automation systems and for experiments to fully replicate

the diversity that exists in end-to-end, real-world systems using 5G networks. Kaala 2.0

is the first scalable, hybrid, end-to-end IoT and NextG system simulator that can inte-

grate with real-world IoT cloud services through simulated or real-world 5G networks.

Kaala 2.0 is intended to bridge the gap between IoT simulation experiments and the real

world using 5G networks. The simulator can interact with cloud IoT services, such as

those offered by Amazon, Microsoft and Google. Depending on the configuration, Kaala

2.0 supports simulation of User Equipment (UE), 5G Radio Access Network (RAN) and

5G Core and at the same time supports real-world User Equipment (UE), 5G Radio

Access Network (RAN) and 5G Core. Kaala 2.0 has the ability to simulate a large num-

ber of diverse IoT devices to evaluate mMTC, simulate events that may simultaneously

affect several sensors to evaluate URLLC and finally simulate large amounts of data to

evaluate eMBB.

Third, we argue that existing 5G network architecture is too rigid to support many

future applications with high bandwidth and low latency. This is in spite of the O-RAN

vision to endow radio access networks (RAN) with agility and intelligence via RAN in-

telligent controllers (RICs). We posit that not all data is of equal utility to applications,

and advocate an (application) semantics-aware, fine-grained, cross-layer and software-

defined framework to re-architect next-generation (NextG) networks. We focus on the

design of HyperRAN, an intelligent NextG RAN architecture that embeds application

semantics across the RAN protocol stack to enable agile and intelligent decision making.

At the core of HyperRAN is a declarative, programmable Hyper Scheduler that takes

into account application semantics, service requirements, user context as well as channel

vi



conditions for intelligent and adaptive radio resource scheduling.

Finally, we advocate an eBPF (extended Berkeley Packet Filter)+XDP (eXpress

Data Path) based framework for scaling and accelerating software packet processing

in (O-RAN compliant) NextG RANs. Using 5G Central Unit User Plane (CU-UP)

as a key case study, we present an initial design of our proposed framework, dubbed

PRANAVAM, and its key components. We also discuss additional design and options

for further improvements.
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Chapter 1

Introduction

Unlike earlier generations of cellular technologies, emerging 5G networks are designed

to enable a whole gamut of diverse new use cases from massive consumer/industrial IoT

devices to control, safety and other V2X (vehicle-to-everything) applications for au-

tonomous vehicles (AVs) and drones to ultra-high-resolution (8K & volumetric) live

video streaming, augmented/virtual reality (AR/VR), telemedicine and healthcare.

These new use cases are categorized as mMTC (massive machine type communication),

ULLRC (ultra-low latency reliable communication) services and eMBB (enhanced mo-

bile broadband). Emergent 5G networks introduce a wide spectrum of radio bands,

from 5G low-band (sub-1GHz spectrum bands) to 5G mid-band (1 GHz – 7.125 GHz fre-

quencies) and 5G high-band (24GHz – 60 GHz) including mmWave radio bands. These

spectrum radio bands coupled with the so-called flexible numerology[2] and frame struc-

ture, dynamic single/mini-slot scheduling (with dedicated Downlink (DL) and Uplink

(UL) symbols) and semi-persistent scheduling (SPS), slot configuration and aggregation

with preemptive scheduling mechanisms to support ultra-low, ultra-reliable and ultra-

high bandwidth applications. Likewise, much of the architectural designs of 5G radio

network (RAN) and core network (5GC) are driven by the needs to support these new

use cases by utilizing a wide and diverse range of spectrum bands.

These 5G promises and new capabilities trigger an important question: Is 5G’s

unique and complex architectural design and proposed flexible features “Enough” to

support envisioned 5G applications and services, some of which have high reliability,

1
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Figure 1.1: Gaps in Manufacturing Industry & Trends [1]

confidentiality and security demands, others demand ultra-high bandwidth and ultra-

low latency with massive connectivity and supreme user quality of experience, or any

combination of the above? Specifically, can 5G’s high sensitivity to obstruction, es-

pecially mmWave 5G (e.g., moving cars/people, building, trees etc.) support existing

video streaming services? Can 5G help manufacturing industry to catch-up with the

technology changes shown in Fig. 1.1?

Intelligence and agility are part of the goals driving the O-RAN vision postulated

by the O-RAN Alliance [3]. Apart from a dis-aggregated architecture and open APIs,

O-RAN aims to make radio access networks (RAN) more agile and ”intelligent” by

introducing (non-real-time and near-real time) RAN intelligent controllers (RICs) (§2.3).

While ”softwarization” or ”cloudification” enabled by RAN disaggregation makes it

easier to introduce new features, e.g., incorporation of artificial intelligence (AI) models,

the extent to which RICs can enable 5G RAN to make intelligent decisions is still

fundamentally limited by the existing 5G RAN capabilities (see §5.2 for discussion). For

example, when the aggregated bandwidth demand exceeds the available radio resources,

no AI-guided RICs can magically resolve this fundamental demand-resource mismatch

problem.
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The plethora of Things surge in recent years has more than ever influenced the IoT

Ecosystem: An end-to-end connected system of Things, operating systems, gateways,

middleware and cloud platforms [4]. This influx of Things drives researchers to con-

stantly look for new solutions to support service deployment velocity and integration

[5, 6, 7, 8, 9]. As these Things become an integral part of our lives, dependability of

IoT services within an IoT Ecosystem is paramount. Despite the prominence of an

interoperable IoT gateway on the dependability of IoT services, current gateways still

suffer from major challenges which restricts massive deployment and limited instal-

lation in practice. To emphasize these challenges: 1) Current gateway solutions are

equipped with multi-protocol parsers, each which support specific IoT protocols. This

hinders massive deployment considering the diversity of custom protocols within an IoT

Ecosystem. 2) Gateway solutions are vendor-specific. i.e., With different architectures,

unique IoT service functions and proprietary APIs [10]. The management of several

diverse unique end-to-end IoT deployment solutions is not ideal within the IoT Ecosys-

tem. 3) Current gateways have isolated scopes of supported devices. i.e., Each vendor

gateway deployment advocates a list of supported devices, making deployment locked

and limited, particularly in a diverse end-to-end cross-vendor deployment scenario.

The number of IoT devices in a building scales from 1 to more than thousands

depending various factors like the size of the building, number of people working or

accessing that building every day, and the type of operations performed in the building

(like data centers, call centers, universities, hospitals, IT companies, etc.). It is challeng-

ing to design and test different types of IoT devices [11] or to analyze and benchmark

performance and scalability of a large IoT Ecosystem [12]. Although we have few simu-

lation frameworks as listed in [13], none of the simulation frameworks provide simulation

of multi-vendor specific IoT devices [13]. And also the vendor-specific simulation option

given by the respective vendor CSP [14], can simulate only a single device and that

is specific to that vendor only [14]. And none of the simulation frameworks provide

simulation of multi-vendor specific IoT devices [13].
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1.1 Outline and Contributions

In this thesis, we propose enhancing the design of NextG for critical & massive IoT

devices and applications. The outline of this dissertation, along with the primary con-

tributions of this dissertation are as follows:

In Chapter 2, we provide a review for required background knowledge including IoT

system architecture, 5G networks and O-RAN architecture. Moreover, we introduce the

detailed background which motivates our works of this dissertation.

In Chapter 3, we study the state-of-the-art vendor-locked IoT Gateway solutions and

propose an edge-centric paradigm through an evolutionary framework, dubbed VeerEdge

for developing IoT gateways that exploits the availability of multiple cloud services, stor-

age and computing capabilities on the network for edge-based device management and

configurations and ”best” IoT data analytics. We investigate a critical IoT gateway

functionality dubbed - Regulator that realizes the edge-centric gateway vision by con-

trolling the communication between vendor-specific IoT gateways and their respective

cloud services.

In Chapter 4, we introduce Kaala 2.0, a scalable, hybrid, end-to-end IoT system

simulator that is able to create IoT devices of various types to communicate with real-

world cloud IoT systems, with AWS, Amazon and Google IoT Cloud platforms as case

studies. Kaala is a scenario-based IoT simulator capable of mimicking various IoT

scenarios such as ”fire in a room or building” and ”5G network capable data generation

(including 4K/8K video IP cameras)” scenarios. Kaala 2.0 is able to generate massive

amounts of IoT data for prototyping data-intensive IoT applications.

In Chapter 5, we lay out an overall framework for re-architecting NextG networks.

Our framework enables application endpoint and network collaboration by (i) (adap-

tively) refactoring, partitioning and marking application data with semantic tags and

embedding them end-to-end across the network and down the network protocol stack;

and (ii) endowing NextG RAN with the agility to intelligently match available frequency

channels with differing characteristics to appropriate data (sub-)streams/objects, and

dynamically allocate fast varying radio resources to transport the right (amount/type

of) data with the best deliverable utility to an application.

In Chapter 6, we present an eBPF+XDP-based framework, dubbed PRANAVAM,
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for (O-RAN compliant) future RAN architecture development. Using 5G CU-UP as

a key case study, we outline the initial design of our proposed PRANAVAM. Using

eBPF+XDP for kernel extension/bypassing, our preliminary evaluation shows that

PRANAVAM improves the throughput by 22-26% over existing 5G RAN implemen-

tations. We also discuss an additional design, PRAVEGA, in which the GTP-U packets

are completely handled in the kernel space without being sent to the user space. We

also discuss additional options to further accelerate software packet processing to scale

5G RAN implementation to meet bandwidth and latency demands.

In Chapter 7, we present concluding remarks, lessons learned, and thoughts for the

future.



Chapter 2

Background & Motivation

We provide a brief overview of 5G networks, 5G RAN protocol stack and O-RAN ar-

chitecture. We refer the reader to 3GPP specifications [15, 16, 17] and O-RAN spec-

ifications [3] for more details. Next, we briefly describe IoT system architecture, IoT

gateway architecture and interoperability. We end by a brief discussion of eBPF/XDP.

RLC

MAC

PHY

PDCP

SDAP
RRC

gNB

UEs
5G/NextG Core

UPF
AF

AMF SMF PCF

Control Plane

User Plane

5G/NextG RAN

Fig1

Fig2

Fig3+4

Service Management 
Orchestration (SMO)Non-RT RIC

Near-RT RIC

A1

O-RAN

O-CU-CP O-CU

O-DU

O-Cloud

O-CU-UP

E2

F1

E1

O-RU
O2

O
pe

n 
Fr

on
th

au
l

O1

Service
Context

Hyper-RAN
CU-CP CU-DP

CU

Ring 
Buffer

RLC
DUHyper Scheduler

User Context

MAC
PHY

MAC
PHY

QFI User Context Channel (CQI) Action
QFI User Context Channel (CQI) Action

DRB Context

SDAP

PDCP

QF1
QF1

QF1
QF1

Figure 2.1: 5G RAN and Core Networks.

2.1 5G Networks: 5G NR, RAN and Core

As illustrated in Fig. 2.1, a 5G network consists of 5G RAN and 5G core. 5G RAN

retains largely the same protocol architecture as 4G LTE RAN – the main difference

lies in the introduction of a new SDAP sublayer at the top of its RAN protocol stack

6
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to support the so-called flow-based QoS framework, which we will further discuss in

§2.2. The bottom 4 sublayers – PHY, MAC, RLC and PDCP – performs the same

functionality as those in 4G LTE. As in 4G LTE, RRC (radio resource control), part of

the RAN control plane (CP), is responsible for the configuration and control of the RAN

protocols. Besides the addition of SDAP, the main innovations in 5G RAN standards lie

primarily in 5G NR. 5G NR introduces wider channel bandwidths, flexible numerology

(subcarrier spacing), enhanced beamforming, MIMO (Multiple Input, Multiple Output),

and CA capabilities, among other improvements. These new features offer the potential

for significantly higher throughput (e.g., up to 1s and perhaps 10s of Gbps), potential

for ultra-low latency (e.g., sub-milliseconds) and ultra-reliable services. These in turn

lead to the promise (or “hype”) of many new use cases.
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Figure 2.2: O-RAN Arch. and APIs.

In contrast to 4G LTE, 5G core is re-architected by fully embracing “virtualization”

(or “softwarization” or “cloudification”): both CP and user plane (UP) are structured
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into a set of (network) functions. In particular, 5G control plane comprises various

control functions such as AMF (Access Management Function), AUSF (Authentica-

tion Server Function), SMF (Session Management Function), and PCF (Policy Control

Function), which are responsible for managing access, authenticating users, establish-

ing and configuring protocol data unit (PDU) sessions. User data packets or PDUs

(protocol data units) between UE and a PDN (e.g., the public Internet) are carried in

PDU sessions and processed by one or more UPFs (user plane functions) in the 5G data

plane.

2.2 Channels, Data Radio Bearers and 5G Flow-based

QoS Framework

We now delve into some specifics of the 5G flow-based QoS framework, which is built on

top of the existing 4G LTE class-based or bearer-based framework. Hence understanding

how the latter works is crucial. We note first that 3GPP specifications introduce several

notions of “channels” that are used to carry data (both UP traffic as well as RRC

and cellular core Non-Access Stratum (NAS) – i.e., control plane – messages across

PHY, MAC and RLC sublayers. At the very bottom are physical (radio) channels that

actually transmit/carry data (after the PHY sublayer processing) in the form of radio

waves. Transport channels and logical channels can be viewed as interfaces between

PHY and MAC, and MAC and RLC sub-layers, respectively: PDUs (protocol data

units) of each logical channel from the RLC sublayer are multiplexed into MAC frames,

which are segmented into variable-size transport blocks and then passed down to the

PHY sublayer. The size of each transport block hinges primarily on the physical radio

channel characteristics and thus the modulation and coding scheme (MCS) used, but

also on the availability of data queued at the logical channel. RLC channels serve as the

interface between RLC and PDCP. In 5G, each RLC channel is configured with one of the

three modes, Transparent Mode (TM) for RRC/NAS control messages, Unacknowledged

Mode (UM) that can be used for user traffic that do not require reliability, e.g., voice

traffic, and Acknowledged Mode (AM) that are used by default for most user data.

Data radio bearers (DRBs) are entities in the PDCP sublayer to “carry” user data1,

1The corresponding entities for “carrying” RRC (and encapsulated NAS messages from the core)
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and they are where QoS treatments are applied. When establishing a PDU session for

a user (or rather, UE), a DRB is created in PDCP, and a certain QoS class as specified

by the QCI (QoS class identifier) may be associated with it. 3GPP has pre-defined

a set of QCIs with fixed QoS parameters such as guaranteed or non-guaranteed bit

rates (GBR/non-GBR) priority level, packet error/loss rate, data burst volume, etc.

For example, certain QCIs are defined for conversational voice, real-time gaming, live

video streaming. QCI value 9 is typically used for the default DRB (thus with no QoS

provided).

5G builds on 4G QCIs, now referred to as 5GIs (5G QoS identifiers) [18]. The main

difference lies in the introduction of the SDAP sublayer which enables a “flow-based”

QoS framework [19]. The new SDAP header contains a 6-bit QoS Flow Identifier (QFI)

field as well as 1-bit reflective QoS Indication (RQI) and 1-bit RDI (reflective QoS flow

to DRB mapping indication). Now downlink TCP/UDP 5-tuple flows may be classified

at 5G core UPFs into QoS flows based on a set of packet detection rules (PDRs)

supplied by 5G PCF. Once entering the 5G RAN, SDAP assigns each user QoS flow

with a corresponding QFI based on configured rules and maps them to (pre-established)

DRBs with appropriate 5QI parameters. (If RQI is set, SDAP on the UE side will use

the same QFI value for uplink (UL) flow as is in the (downlink (DL) flow.) Hence

5G still relies on DRBs for QoS treatments2 as in 4G. In other words, from PDCP and

below, 5G QoS is not different from 4G QoS – DRBs with (pre-defined QoS parameters)

fundamentally determine how user data will be treated at the lower RAN sublayers, e.g.,

scheduling weights used by the MAC scheduler for radio resource allocation. What the

5G flow-based QoS framework provides is the ability to map different user (QoS) flows

to different DRBs at the 5G RAN. We will further expand on the limitations of the 5G

flow-based QoS framework in §5.2. The relations among various notions of channels,

DRBs and QoS flows are depicted in Fig. 2.3.

control messages are signal radio bearers (SRBs), which are mapped to RLC channels configured with
TM.

2Such QoS treatments are typically implemented in the PDCP sublayer using leaky-bucket rate
control, traffic shaping, admission control and other mechanisms. These mechanisms as well as how
DRBs are configured (e.g., what QCI parameters are supported or can be configured) are all vendor-
specific, closed and difficult, if not infeasible, to be dynamically programmed.
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2.3 RAN Dis-Aggregation and Open-RAN

Starting from 4G, RAN dis-aggregation has been studied by 3GPP, and is now stan-

dardized by the O-RAN Alliance. As shown in Fig. 2.2), the monolithic 5G gNB is

disaggregated into three components: centralized unit (O-CU) which runs the upper

(sub)layer functions of the 5G RAN protocol stack such as SDAP, PDCP and RRC,

distributed unit (O-DU) that runs RLC, MAC and upper PHY layer functions, and ra-

dio unit (O-RU) that consist of radio frequency (RF) front-end and antennas and runs

the lower PHY layer functions. O-CU is further split into O-CU-CP (control plane)

and O-CU-UP (user plane). With such a disaggregated RAN architecture, O-CU and

O-DU are envisaged to be implemented as software modules running on commodity

servers that form part of the (edge or back-end) cloud infrastructure (referred to as
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O-Cloud. Further, O-RAN has introduced an orchestration and control framework for

managing, configuring and controlling the O-CU, O-DU and O-RU with open, standard-

ized APIs. The O-RAN architecture (see Fig. 2.2) includes i) a Service Management

and Orchestration (SMO) framework containing a Non-Real-Time RAN Intelligent Con-

troller (Non-RT RIC) implemented as rApps; and ii) a Near-Real-Time RAN Intelligent

Controller (nrt-RIC) implemented as xApps. The O-RAN alliance has defined various

APIs such as A1, E2, O1 between SMO, nrt-RIC, O-CU, O-DU, and other components

(Fig. 2.2).

As pointed out in Chapter 1, ”softwarization” or ”cloudification” enabled by the

O-RAN disaggregated RAN architecture makes it easier to introduce new features in

the RAN designs, and provides more flexibility in deploying customized RANs to meet

QoS requirements of specific use cases. However, while O-RAN RICs supposedly intro-

duce “intelligent control” of RAN, e.g., via (re-)configurations of RAN parameters or

features at the non- or near-real time basis, the extent of such “intelligent control” is

fundamentally limited by the existing 5G RAN capabilities3.

2.4 5G RAN Protocol Stack

Fig. 2.4 depicts the 5G RAN protocol stack specified by 3GPP, which resides below

the OSI network layer (“IP layer”). 5G RAN functions are traditionally performed by

dedicated (and closed) physical appliances (5G “base stations”), i.e., 5G nodeB (gNB)

(see Fig.2.5), that are supplied by cellular equipment vendors. 3GPP also introduces

a CU-DU split RAN architecture which is adopted by O-RAN: under this split, CU

performs the upper layer functions of the RAN protocol stack, namely, SDAP, PDCP

and RRC (radio resource control) layers; whereas DU performs the lower layer functions,

namely, RLC (reliable link control), MAC (media access control) and PHY (physical)

layers. While 3GPP also discussed multiple options for possibly further splitting the

lower layer functions of DU, e.g., between MAC and PHY or upper and lower parts

of the PHY layer, they were not pursued further by 3GPP. Instead, O-RAN adopts a

3As a case in point, both Phase I and Phase II use cases for O-RAN are mostly limited to RAN
management and traffic steering related issues [20], instead of enabling new use cases. As an industrial
forum, the O-RAN Alliance currently concerns itself mostly with inter-operability challenges via interface
standardization instead of architectural innovations.
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Figure 2.4: 5G Radio Access Network Protocol Stack.

version of the latter option and standardizes it. Under the so-called 7.2x split specified

by O-RAN, DU performs the RLC, MAC and the upper part of the PHY layer functions,

whereas RU (radio unit) performs the lower part of the PHY layer functions. O-RAN

further split CU along the control and user (data) plane separation, and introduces

two components: CU-CP which performs RRC and PDCP control plane functions, and

CU-UP which performs SDAP and PDCP user plane functions. We refer the reader

to 3GPP specifications [15, 16, 17] and O-RAN specifications [3] for details. In this

thesis, we assume a disaggregated RAN architecture that follows the O-RAN standard,

and thus the disaggregated units are O-CU (O-CU-CP/O-CU-UP), O-DU and O-RU

(see Fig.2.6, where we indicate select standardized interfaces between the key units of

interest4). Subsequently, we will drop the prefix “O-” for clarity.

As depicted in Fig.2.6, CU-UP typically connects to multiple UPFs (via the NG

interface) on the 5G core side, and may connect to multiple DUs (via the F1 interface)

on the RAN side (the suffixes “-U” and “-C” in the interface names distinguish the user

4In the figure we have also included the additional O-RAN components such as SMO (service and
management orchestration), non-real-time RAN intelligent controller (non-RT RIC), and near-real-time
RIC (nRT RIC). Since these components are irrelevant to this thesis, so we will not elaborate here.
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plane and control plane versions of the standardized interfaces). Hence it may become

a bottleneck in processing the downlink and uplink traffic between UPFs and DUs. We

note that both the 3GPP/O-RAN NG-U and F1-U interfaces are implemented using

the GTP (GPRS Tunnelling Protocol [21]) tunnels, more specifically, GTP-U tunnels,

which run on top of UDP/IP over Ethernet. Hence CU-UP can be implemented entirely

using commodity servers with conventional Ethernet-based network interfaces (NICs)

(and possibly also Ethernet-based smartNICs). In contrast, while DU connects to CU

via the F1 interface, the connection between DU and RU requires a specialized radio

fronthaul interface, the extended Common Public Radio Interface (eCPRI) [22].

While we can incorporate eBPF+XDP to optimize the packet processing in DU for

its F1-U interface with CU-UP, in this thesis we will focus on CU-UP due to its critical

role in the user plane data path between DU and UPF. The main SDAP function in CU-

UP involves adding or removing QFIs (quality-of-service flow identifiers) for downlink

data packets from UPF to DU or uplink data packets from DU to UPF, based on (pre-

defined) user data’s QCI (QoS class identifier) profiles (QCI tables). The PDCP-U

functions are more involved: besides integrity protection and ciphering, the PDCP-

U layer is also responsible for reliable data transfer by adding sequencing numbers,

buffering data, and performing retransmissions if needed. After adding/removing the

SDAP and PDCP headers, CU-UP routes the user data packets using appropriate GTP-

U tunnels to DUs/UPFs.

2.5 IoT System Architecture

Here, we briefly describe IoT system architecture, IoT gateway architecture and inter-

operability. The IoT System Architecture comprises the following components as shown

in Fig. 2.7 in any CSPs [23]. It consist of IoT devices, IoT gateway and the IoT hub.

Some of the IoT Ecosystem doesn’t have a IoT gateway and it depends on the setup.

In the further subsection, we will discuss in detail about the purpose of using an IoT

gateway.
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2.5.1 With IoT gateway

If the building has a IoT gateway, then the IoT gateway acts as a one point communi-

cation to the internet [24]. There doesn’t need to be several individual connections to

the IoT hub. And also the gateway can act as a storage for the data from all the IoT

devices in the network and the processing of all data can be done in the IoT gateway

itself which helps certain local decisions to be performed for all the IoT devices at one

location.

2.5.2 Without a IoT gateway

If the building has multiple IoT edge devices without a IoT gateway, then each IoT

edge will establish its own tunnel to the IoT hub and each device needs to have its

own security credentials. Each IoT edge needs to have its own storage and each device

has to process its own data and certain decisions involving multiple devices cannot be

performed at one location locally. And the decisions which involve multiple IoT devices

need to be performed in the cloud which increases the latency in taking decisions.
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Figure 2.7: IoT System Architecture

Figure 2.8: IoT Gateway Architecture

2.5.3 IoT Gateway Architecture

There is a mix and match of components in the IoT gateway architecture depending

on the vendor. Both AWS and Azure have few things in common and Google is still

catching up with the other 2 competitors [23]. A high-level IoT gateway architecture is

shown in Fig. 2.8. Some of the common components include MQTT broker, runtime,

containerization of modules, message subscriptions and connectivity to the respective

IoT hub.
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2.5.4 Interoperability

Interoperability in broader terms is defined by IEEE as ”The ability of two or more sys-

tems or components from different manufacturers to communicate and exchange data

and to mutually use the information that has been exchanged”[25]. More specifically, IoT

Interoperability according to [26] is defined as the ability of two systems to communicate

and share services with each other. The ability for two or more systems to interoperate

is classified in four different layered models according to [4]: 1) Technical interoperabil-

ity: Connect heterogeneous IoT devices at a technical level (Device level or Network

Stack), 2) Syntactic interoperability: Interoperate the format and data structures used

in the exchanged of information amongst heterogeneous IoT system entities, 3) Semantic

interoperability: Connect the data exchanged and knowledge from IoT system compo-

nents in a meaningful way, on and off the Web and 4) Platform interoperability: Design

architectures of IoT Gateways and middleware to enable interoperability.

App (AF_XDP) App

XDP eBPF

Userspace

NIC

Kernelspace

Driver

Packets

XDP_

REDIRECT
XDP_

PASS

UDP

IP

Network Stack

Figure 2.9: eBPF/XDP Sockets

It is important to mention that the research in this work is to investigate the design
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of an IoT gateway architecture to enable seamless cross-platform interoperability via a

dynamic configurable payload-based route edge function. We take advantage of various

platforms’ exposed interfaces to enable interaction between them through our proposed

framework. Our architecture has three key features: 1) It can be easily integrated

to other vendor platforms, 2) It enables platform interoperability irrespective of the

underlying vendor-locked technologies and 3) Does not require CSPs to make major

changes in their current IoT systems.

2.6 eBPF/XDP

Extended Berkeley Packet Filter (eBPF) [27] and eXpress Data Path (XDP) [28] are

(relatively) recent innovations in the Linux kernel that allow safe kernel extension and

kernel bypassing for more efficient network processing, among other usages. While eBPF

can be used for both the transmit and receive side operations, XDP operates only at the

receive side, residing within the NIC driver (see Fig. 2.9 for an illustration). We assume

the reader has some familiarity with eBPF & XDP, thus will not elaborate further.



Chapter 3

VeerEdge: Towards an

Edge-Centric IoT Gateway

3.1 Introduction

Many Internet of Things (IoT) systems are ”stovepipe systems”: they are closed, end-

to-end, sensor-device-to-cloud-application systems that operate independently of each

other. These stovepipe systems are unable to interact directly with each other, or share

most resources. In this chapter, we describe a new class of IoT gateways that is intended

to break down the barriers between these stovepipes, thereby permitting these systems

to share resources, particularly the applications that process and store the sensor data.

As a result, these new IoT gateways proposed here will permit the processing of sensor

data to be consolidated and optionally distributed or moved closer to the IoT devices

themselves.

A common example of these stovepipe IoT systems, and the challenges that these

systems often present, is a home that contains IoT devices from multiple vendors, such

as smart speakers. For instance, a homeowner might connect both a Google Nest Mini

and an Amazon Echo Dot to their home network. Each of these IoT devices is a closed

system, and is unable to share resources, subsystems, or procedures with devices from

other vendors. Each IoT device is managed by its own smartphone application and

communicates with its own cloud-based application. The user must learn and use two

different applications to configure and manage the smart speakers. More importantly,

18
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because the data from the smart speakers is forwarded to their respective applications,

it is difficult for a single application to process the consolidated data from all of the

devices simultaneously, perhaps correlating or fusing data from these separate devices.

Likewise, processing the data from the smart speakers locally, or at the ”edge” of the

home network, is extremely difficult, because the data largely resides in the vendors’

cloud-based applications.

Several major cloud service providers (CSPs), including Amazon, Microsoft, and

Google, have made available IoT gateway frameworks, or software development kits

(SDKs), that simplify the development of IoT devices. IoT device vendors can use

these CSP-provided SDKs to simplify the development of their IoT systems: the SDKs

can be used as a platform upon which to develop software that connects the vendor’s

IoT device to a cloud-based application. Unfortunately, each of these CSP-provided

SDKs connect only to the respective vendor’s cloud service. For our purposes, we call

these CSP-provided IoT gateway platforms as cloud-centric, inasmuch as they connect

IoT devices only to the cloud services of that CSP.

We propose an edge-centric model for developing IoT gateways. Instead of merely

connecting IoT devices to cloud services, our edge-centric IoT gateway framework is

designed to i) leverage computing and storage capabilities at the network edge (e.g., a

Raspberry Pi device or a PC server collocated at a home Internet gateway or wireless

base station) for edge-based device and IoT service management (e.g., fault detection,

dynamic service subscription), data processing (e.g., data filtering & aggregation), and

so forth; and ii) exploit availability of multiple cloud services (from different vendors)

for “best” (e.g., fastest or cheapest) IoT data analytics. We summarize the outline and

major contributions below.

• (§3.2) We study three leading CSPs IoT solutions to ensure our proposed frame-

work augments current IoT gateway solutions . We especially evaluate similarities

and differences between them to identify north-bound (cloud facing) and south-

bound (on-premise IoT gateway facing) interfaces that can be leveraged within

our proposed gateway framework.

• (§3.4) We propose VeerEdge - an edge-centric IoT gateway framework, that ex-

ploits the availability of multiple cloud services, storage and computing capabilities
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on the network for edge-based device management and configurations and ”best”

IoT data analytics.

• (§3.5) We investigate a critical IoT gateway functionality dubbed - Regulator that

realizes the edge-centric gateway vision by controlling the communication between

vendor-specific IoT gateways and their respective cloud services. Proof-of-concept

prototype using Amazon AWS and Microsoft Azure as case studies show that

(VeerEdge) incurs additional negligible overhead and minimal latency.

Table 3.1: Features Supported in Current Vendor-locked IoT Gateways

Features AWS Azure Google

Protocols
Modified Paho MQTT 3.1.1

(QoS 0 & QoS) 1
HTTP[S][29]

MQTT 3.1.1
HTTP[S] 1.1 over TLS 1.2

AMQP

Paho MQTT 3.1.1
QoS 0 & QoS 1

HTTP[S] [30, 31, 32]

Security
X.509 CA Signed

X.509 Self-Signed certificates [29]

X.509 CA Signed
X.509 Self-Signed certificates

Symmetric keys

JSON
Web Tokens [33]

Containerization Support ✓ ✓ ✕

Message Subscriptions ✓ ✓ ✕

Stream Manager ✓ ✕ ✕

Device Twins/Shadow ✓ ✓ ✕

On-demand Containerization [34] ✓ ✕ ✕

Device Monitoring ✕ ✓ ✕

3.2 Terminology and Background

In this section, we use the term ”IoT edge device”, or simply ”IoT device”, to describe

the end nodes in IoT systems, specifically the components that include sensors or ac-

tuators. These are the devices that generate IoT sensor data, or make changes in the

physical world in response to commands. For the purposes of this chapter, we classify

IoT devices into two categories:

1. ”cloud-native” devices: IoT devices that are able to connect directly to applica-

tions running on a cloud service using media such as Wi-Fi or cellular service 1.

Typically, cloud-native devices are ”locked” to a specific application running on a

particular cloud service.

1While we often describe applications as running on a cloud service, they could, in fact, be running
on any sort of server.



21

2. ”gateway-assisted” devices: IoT devices that are incapable of connecting directly

to an application running on a cloud service, and therefore require the services

of an IoT gateway to forward sensor data to a remote application for processing.

Gateway-assisted IoT devices usually connect to an IoT gateway via a low-power

wireless medium such as Bluetooth, Zigbee, Z-Wave, Thread, or similar protocol

because they lack the functionality to necessary communicate directly with cloud-

based applications. Examples of these gateway-assisted devices include: door or

window sensors, temperature sensors, or water sensors.

The data generated by the IoT devices is communicated to its end users using a

pub-sub system. A pub-sub system is an asynchronous way of communicating between

entities where a subscriber of a topic receives all the messages published to that topic.

Amazon refers their IoT pub-sub system as message subscriptions [35] while Azure

names it as routes [36]. In this chapter, we will consistently use the term message

subscriptions or paths irrespective of the vendors. There are three fields required for a

message subscription [35]. First, the source, from where the message originated. Next,

the destination, to which the message needs to be sent. And finally, the topic to which

one can subscribe to or publish message to.

”IoT portal/cloud” is the entry-point on the cloud. It is tied to and authenticates

only specific vendors’ devices and gateways and is largely responsible for heavy anal-

ysis(computation), deployment, notifications and updates. IoT gateways manage and

provide connectivity to cloud-based applications for gateway-assisted IoT devices. Com-

mon consumer-grade examples of IoT gateways include smart home gateways or home

automation gateways, such as the Samsung SmartThings hub. These devices implement

the protocols necessary to communicate with a cloud service and applications running on

that cloud service. Typically, IoT gateways implement a light-weight messaging proto-

col, such as MQTT or CoAP, which manages the transfer of sensor data and commands

between the IoT device and a cloud-based application.

An ”Edge function” run as containers [37] in the IoT gateway which is managed by

the IoT gateway’s run-time. Container is a unit of software that contains code and all its

dependencies (run-time, system tools, system libraries and settings) as a single package.

In Azure IoT, the containers packaged with custom code are called modules. And in

AWS IoT, these containers are called as lambda functions [34]. Additionally, in AWS,



22

the lambda functions can run as an individual process in the IoT gateway instead of a

container. As shown in Fig. 3.2, local database, web-server, machine learning services

are some of the examples for a edge function.

IoT Cloud

IoT Gateway

Gateway-assisted
devices Cloud-native

devices
Figure 3.1: Cloud-native and gateway-assisted IoT devices

Major cloud service providers offer what we refer to as ”IoT cloud services”, special-

ized services that support IoT devices and IoT gateways. For example, these IoT cloud

services generally support one or more common IoT messaging protocols, such as MQTT

or CoAP. While terminology differs among cloud vendors, we refer to these IoT-specific

services as ”IoT portals”. Cloud-hosted applications process and store IoT sensor data,

initiate notifications in response to IoT sensor data, and manage IoT devices and users.

3.2.1 Cloud-Centric IoT Gateways

Recently, several CSPs, including Google [30], Amazon Web Services (AWS) [38] and

Azure [24] have made available IoT gateway platforms, or SDKs, that IoT vendors may

integrate into their IoT devices or gateways. These CSP-provided SDKs simplify the

development of IoT devices and gateways, but at the expense of locking the vendors into

the SDKs’ respective cloud services. We summarize their similarities and differences in

Table 3.1 and briefly discuss them here.
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AWS IoT Core

Amazon’s IoT Gateway SDK is called ”Greengrass” (GG) [39]. One major feature of

Greengrass is the runtime. GG’s runtime serves both as a client to the AWS cloud and

a server to ”gateway-assisted” AWS devices to marshal data and enable bi-directional

communication between these entities. GG’s runtime is equipped with a modified Paho-

based MQTT 3.1.1 implementation over TLS 1.2 encryption (MQTT over Websocket)

with X.509 certificate-based mutual authentication [29] 2. The runtime also offers sup-

port for Lambda functions – a server-less compute service to run code in response to

an event [38]. This functionality may simplify events-response and control within IoT

applications. The GG’s runtime maintains IoT device state information using ”Device

shadows” via a JSON serialization format [29] which simplifies management for mobility

support. Additionally, the runtime performs data aggregation, queuing and scheduling

before forwarding IoT data to the cloud.

Microsoft Azure IoT

Microsoft Azure IoT gateway SDK is also equipped with a customized runtime. At this

time, the runtime relies on a broker to communicate with the cloud. This broker can

be configured with either MQTT 3.1.1, AMQP or HTTP 1.1 protocols secured with

TLS 1.2. and token-based authentication [40]. Azure provides a simplified version of

Lambda functions called ”modules” – to run code based on a trigger [36].

Mobility support is provided via ”device twins” – a customized but different 3 JSON

serialization format [41] to maintain IoT device state information.

Google IoT Core

Googles’ gateway SDK is an embedded-device SDK. It supports HTTP 1.1 or a custom

Paho-based MQTT 3.1.1 protocol with TLS 1.2 with JSON Web Tokens (JWTs) [42] for

authentication [30, 31, 32]. Google’s gateway does not have a runtime. However, device

state information is maintained using ”device metadata” (maximum size of 256 KB),

2At the time of writing this thesis, GG V1 included MQTT QoS 0, ”fire and forgot” which does not
require any acknowledgement and QoS 1, ”fire and wait for acknowledgement” ensures an acknowledge-
ment is received.

3When compared with AWS device shadows.
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”device configuration” (maximum size of 64 KB) and ”device state” (maximum size

of 64 KB) [43]. Unlike Azure and AWS that only support JSON serialization format,

Google also supports binary, text or serialized protocol buffers data formats [43].

We acknowledge that these vendor gateway SDKs render significant contributions

within the IoT systems. Nonetheless, they all embrace a cloud-centric approach and

still posses major drawbacks. Next, we describe their drawbacks and then make a case

for an edge-centric approach for IoT gateways.

3.3 Challenges with cloud-centric IoT gateways

Due to the recent surge of IoT devices, several IoT applications have been deployed in the

cloud to perform computation on the IoT data. Limitations like latency perceived by

end-systems, and increased bandwidth usage between the end-systems and the cloud

ought to move IoT data computation towards the edge. However, key-players like

Microsoft, Amazon, and Google only allow the management of IoT data on the cloud.

This in turn makes the management of IoT data that utilizes cloud-based applications

from different vendors, cumbersome. In this section, we explain in detail these challenges

posed by cloud-centric IoT gateways. As a results, presents a unique opportunity to

advocate an edge-centric IoT gateway in order to unlock the benefits of various IoT

applications provided by different vendors and to also enable convenient management

of IoT data.

3.3.1 Cloud-Centric IoT Gateways: Issues

To marshal IoT data in current industrial IoT solutions, message subscriptions needs

to be configured in the cloud and then deployed in the IoT gateways. The data from

IoT devices is then routed through the IoT gateway to the relevant users based on these

subscriptions. This, however, poses several challenges in developing innovative and rich

IoT solutions, as discussed next.

Cumbersome cloud-based IoT device configuration. In-order to disable or

enable communication of IoT devices with the cloud, we need to completely remove or

re-add the paths that exist in the cloud and redeploy them on the IoT gateway. In

AWS and Azure, the paths need to be configured to enable communication between IoT
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Figure 3.2: Edge-Centric IoT Gateway Framework

devices, edge functions and the IoT cloud.

Inflexible cloud-only IoT data management. Cloud-only management of IoT

data makes its management very difficult. To utilize applications from different CSPs’

clouds, we need multiple IoT gateways and also need to configure several paths on

each cloud portal. Such configurations in the cloud portal incurs higher latency since

the cloud is generally far away from the end-users. Moreover, these paths have to be

deployed in the IoT gateway after re-configuration in the cloud, thus, adding up to this

latency. For example, if a building already have a Azure IoT gateway, in order to send

videos data from an IP camera to AWS Kinetic Streams, an AWS GG IoT gateway need

to be installed and configured in the building. Management of multiple IoT gateways

is time consuming and challenging due to maintainability.

No/little support for cross-vendor edge computation and data analytics.

Vendor IoT gateways use the paths deployed in it to simply forward the IoT data

to vendor-specific applications hosted in the cloud. The inability to configure these

paths at the edge prevents IoT data to be dynamically routed to other CSPs’ cloud or

edge. Leveraging ”better” stream analytics and machine learning application of another

vendor is extremely difficult and impractical.
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3.3.2 Case for an edge-centric IoT gateway

The challenges identified in the previous subsection leads us to advocate an edge-centric

architecture for designing IoT gateways. Instead of merely connecting IoT devices to

cloud services, we envision an edge-centric IoT gateway that i) leverages computing and

storage capabilities at the network for edge-based device management, configuration

and control, and ii) exploits the availability of multiple cloud services (from different

vendors) for ”best” (e.g., fastest or cheapest) IoT data analytic. An edge-centric IoT

gateway ought to enable sending IoT data to clouds of different vendors instead of

locking it to a specific vendor. Moreover, Edge-centric IoT gateways also make IoT

applications less prone to security attacks since there is more privacy compared to in

the cloud as the data resides locally. We achieve this by introducing regulator. Regulator

is a subsystem built atop existing vendor IoT gateway SDKs and enables flexible device

configuration and data management, dynamic cloud service subscriptions and message

routing. We provide a detailed description of regulator later.

3.4 How to address these challenges?

Given the challenges mentioned earlier, in this section, we discuss various solution ap-

proaches and highlight their limitations. We, then present our VeerEdge IoT gateway

architecture design.

3.4.1 Re-designing the IoT Gateway

One approach to address these challenges might be to re-design an IoT gateway from

scratch. This gateway should be open and not tied to any specific CSP IoT cloud portal.

Rather, it should provide multi-cloud support to connect, communicate and exchange

data with several vendor IoT cloud portals while still enabling local configurations.

This approach replaces the current CSPs’ IoT gateway solutions and imposes a unified

ontology or a consensus of the communication protocols and RESTFul APIs adopted.

According to the European project Unify-IoT, more than 300 IoT cloud platforms exist

today [44]. Therefore, an obvious problem with this approach is its inability to work

with existing IoT cloud portals, i.e., CSPs may need to re-design their IoT cloud portals
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to add support for the unified APIs and protocols. This is impractical, time consuming

and might be less beneficial for some vendors.

Thus, several vendors might be reluctant to proceed with an agreement.

3.4.2 Building atop current IoT solutions

In this study, we take a different approach. Instead of re-designing an IoT gateway

from scratch, we build atop existing IoT gateways and only leverage their runtimes.

We propose a wrapper dubbed, Regulator which leverages vendor gateway SDKs to

connect to their respective IoT cloud portals. Specifically, this approach augments

current systems’ runtimes and take control of all communication happening between

the different vendor IoT gateways and their clouds portals.

The limitations with our approach are two folds. 1) There is no unified way for the

IoT devices to communication with the IoT gateway. Each vendor will still advocate

its unique security mechanisms for IoT device to authenticate with the IoT gateway. 2)

This solution is limited to ”gateway-assisted” IoT devices. Nonetheless, in this study, we

investigate this approach and augment current IoT gateway SDKs enabling multi-cloud

support, edge-computation, dynamic manageability using payload information within

Regulator, while still using the cloud.

3.4.3 Proposed VeerEdge Gateway Design

Fig. 3.2 summarizes the detailed architecture of VeerEdge. We discuss the major com-

ponents of VeerEdge below.

Runtime

In our design, the runtime does the heavy work. We build atop existing IoT gateways

by leveraging existing vendor gateway runtimes. AWS GG and Azure IoT gateway

runtimes come pre-build with a task scheduler, and an MQTT Broker. We therefore

use both runtimes during our implementation and show evaluation results in §3.5. We

augment their runtimes with Regulator - edge function.
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Figure 3.3: Regulator operation scenario.

IoT gateway SDKs

Within our edge-centric IoT gateway, we run Google, Azure and AWS gateway SDKs

[45, 24, 39] as edge functions. They provide the RESTFul APIs to communicate with

their IoT cloud portal. However, as describe later in sec. 3.4.3, Regulator controls all

paths in our design bringing IoT data closer to the edge. We host a local database for

data storage and a web server for local configurations and management, alleviating the

cloud-centric management.

Regulator

Regulator is primarily controlled by user configuration via the local webserver. Specific

configuration options like ”disable publish to cloud”, ”delete path x” and ”create path

y” can be configured. We consider ”disable publish to cloud” in §3.5 within regulator

during our implementation. This is because, our approach here involves creating and

deleting (temporarily disabling) paths. Traditionally, performing this function (”disable

publish to cloud”) requires, manually deleting and re-deploying the configuration locally

on the gateway on premise. In VeerEdge, the webserver performs a runtime interrupt via
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regulator. (i) Regulator leverages the runtimes’ exposed APIs to discover the current

static paths (source, destination, topics) pairs. (ii) It creates (if it does not exist) a

new ”shared topic” and subscriber (usually the local database) on the system and (iii)

temporally disables the cloud facing path and redirects every packet via the new ”topic”

(path). This simple operation is summarized in Fig. 3.3.

By means of this functionality, Regulator can, 1) dynamically operate on all vendor

IoT Platform SDKs edge functions deployed on the system, 2) avoid downtime that

exist when re-deploying new cloud configurations and 3) seamlessly reduce unconnected

”stovepipes” between vendors, thus interoperability. However, for the first time, the

path need to be configured in the IoT cloud and deployed to the IoT gateway. And the

regulator controls the paths thereafter.
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3.5 Implementation and Evaluation

In this section, we discuss the implementation and evaluation results of our proposed

design.

3.5.1 Implementation

We first implemented VeerEdge on a Raspberry Pi2 and show preliminary implemen-

tation results in [46]. Next, we extended our evaluations and implemented VeerEdge

on an NVIDIA Jetson Nano. The web-server is used for local configuration of paths,

the local database stored IoT data locally and Vendor A, B and C SDKs are Google’s,

Azure’s and AWS’ Gateway SDKs equipped with all security context for authenticat-

ing and communicating with their clouds portals. Regulator leverages these SDKs to

control and steer traffic based on the paths configured. At start-up, regulator takes

over the paths and controls the traffic based on the local user configuration. Through

this implementation, we were able to enhance the existing IoT gateway frameworks to

support local enable or disable of the message subscriptions without using the cloud

portal. Since the paths already exists, the communication between two entities pass

through without any issues and our implementation controls the pass-through only to

disable or alter the communication. Through this approach, we have eliminated cloud-

based configuration and an additional deployment. Additionally, regulator enables the

local control of paths between vendor-specific IoT gateway and multi-vendor IoT clouds,

which is not supported with current vendor Gateways.

3.5.2 Evaluation

First, we seek to quantify the additional delay incurred by processing every packets

via regulator. We simulated IoT devices to publish data to our universal gateway and

logged the time when every packet was sent. We configured a path to route every

packet to the local database, where we logged the time every packet was received. We

repeated this experience with and without regulator. In Fig. 3.4, we show the additional

delay incurred with regulator (the blue curve) and without regulator (the red curve)

leveraging the AWS GG runtime. Noticed that, regulator incurs negligible overhead

while addressing interoperability challenges in current CSPs’ IoT platforms.
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Next, we collect the CPU and memory utilization with and without regulator to

understanding the additional overhead incurred with our approach. As shown in Fig

3.5, augmenting both AWS GG runtime with regulator result in more CPU and memory

usage as expected. This is because, all packets through the gateway are processed by

regulator, i.e., the payload needs to be matched to paths deployed on the system before

routing. These results show this approach incurs additional negligible overhead and

minimal latency. It is important to mention that, we acknowledge that, the additional

overhead incurred by this approach can be problematic in low latency IoT application

scenarios. Nonetheless, the results are promising.

3.6 Summary

In this study, we make the case to advocate a shift from a cloud-centric to an edge-

centric approach in IoT gateways. We proposed regulator, which augments current

vendor-locked IoT platform solutions by controlling paths from various vendor gateway

SDKs to the cloud. We evaluated our methods by using both AWS and Azure runtimes.

Our experiments show that our approach incurs negligible overhead and minimal latency.

Although we developed an approach to support interoperability from the IoT gateway

to the cloud, unlocking multi-vendor downstream IoT devices to vendor IoT gateway

still remains a challenge, especially since vendors adopt custom security mechanisms in

their IoT devices, gate SDKs and IoT cloud. Moreover, there is no standard message

subscriptions framework followed by the CSPs: AWS uses MQTT topics and Azure uses

endpoints. This challenge is left for future works. Our experiments clearly show that

the resource consumed by the Azure IoT gateway framework is relatively higher than

the AWS Greengrass. Thus, further exploration of both frameworks to understand why

can be a possible research direction. In summary, suggested future research direction

can be; 1) addressing the interoperability issues with vendor IoT edge devices and 2)

building an IoT gateway runtime that supports heavy edge computational tasks and

connects to multiple vendor cloud platforms.



Chapter 4

Kaala 2.0: Scalable IoT/NextG

System Simulator

4.1 Introduction

The proliferation of IoT devices in recent years has made it possible to develop innovative

smart services for homes, offices, businesses, cities and communities. Large cloud service

providers, such as Amazon, Microsoft and Google, offer cloud-based IoT data analytics

and AI services for collecting, storing and processing the massive amounts of IoT data

these devices generate. Because these new cloud IoT services often obviate the need

for IoT device vendors to deploy their own data centers, cloud services have become

integral components of most IoT systems.

Cloud IoT service vendors, such as AWS [38], Azure [47], Google [30] and Alibaba,

all aim to build their own IoT ecosystems, which currently do not interoperate with each

other. According to the UNIFY IoT project, more than 360 IoT companies exist today

[44]. While there are industry-led efforts to ensure interoperability between cloud IoT

services (e.g. via CHIP [48]), non-interoperable cloud IoT services are likely to remain

the rule, rather than the exception, for some time.

An alternative to waiting until physical devices have been developed and constructed,

is to use IoT simulators to test and evaluate prospective IoT devices, systems, and

designs. If these simulators and experiments are designed properly, simulation can

significantly reduce the gap between proof-of-concept (PoC) implementations and real

32
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world deployments [49]. Unfortunately existing IoT simulators are limited in their

capabilities and scopes. 1) Many simulators are designed to run on a single laptop,

desktop or a server, and are therefore poorly positioned for large-scale simulations that

require significant computational power. 2) Most of simulators fail to capture the large

variety and diversity of IoT devices that exist today. For example, many are tailored

to simulating only small sensors with low bandwidth requirements, ignoring a variety

of IoT devices (e.g., surveillance cameras and autonomous vehicles) that consume large

amounts of network bandwidth and require real-time cloud connectivity. 3) Perhaps

more importantly, existing IoT simulators operate in isolation: they interface with only

a limited number of types of IoT devices and can not be integrated with existing cloud

services [50]. In short, existing IoT simulators cannot be used to effectively test and

evaluate prototype IoT systems, especially those that require computationally intensive

subsystems such as machine learning algorithms, Cloud IoT services, or IoT control

mechanisms running on edge computing facilities. Chernyshev et al. [49] in a recent

survey highlighted that an all-in-one simulator capable of supporting an end-to-end IoT

service is yet to be developed. Simulation tools and environments for assisting testing

and evaluating of unit testing and systematic evaluation of a smart IoT services with

diverse devices, edge and cloud computing components in an integrated fashion are

therefore sorely needed.

In this chapter, we present Kaala 2.0 – a modeling, simulation and emulation plat-

form that is capable of specifying IoT devices of various types, from low-powered sen-

sors to smart IoT devices requiring high bandwidth, such as IoT devices that anticipate

emerging 5G networks. Kaala 2.0 is an extension of Kaala [51] and simulates UE, RAN

and 5G Core at the same time connect to real-work UE, RAN and 5G Core. In addition

to simulating IoT devices, an important feature of Kaala 2.0 is its ability to interface

and connect with real-world cloud IoT services in an integrated fashion. The initial

version of Kaala 2.0 can use Amazon AWS [38], Microsoft Azure [47] and Google [30]

IoT cloud services. The main design goal of Kaala 2.0 is to help researchers and prac-

titioners to prototype various IoT scenarios, including those that use high-bandwidth

5G services, generate massive amounts of data, and to help bridge the gap that exists

between simulators and real-world system. The major contributions are summarized

below.
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• We present Kaala 2.0: An IoT modelling and simulation platform that is able to

specify IoT devices of various types to communicate with real-world cloud IoT

systems, with AWS, Amazon and Google IoT Cloud platforms as case studies

through simulated or real-world 5G networks.

• Kaala 2.0 is a scenario-based IoT simulator capable of mimicking various IoT

scenarios such as ”fire in a room or building” to evaluate URLLC service of 5G

and ”5G network capable data generation (including 4K/8K video IP cameras)”

scenarios.

• Kaala 2.0 is able to simulate massive number of IoT devices to evaluate mMTC

service of 5G.

• Kaala 2.0 is able to generate massive amounts of IoT data for prototyping data-

intensive IoT applications to evaluate eMBB service of 5G.

The rest of the chapter is organized as follow. We motivate the design and use cases

of Kaala 2.0 in § 5.2. The design and implementation of Kaala 2.0 are presented in § 4.4

and § 4.5, respectively. Kaala 2.0 is evaluated in § 4.6 and conclude the chapter in § 4.8.

4.2 Case for Kaala 2.0

In this section, we use three case studies to argue the need for a better simulation

framework, while discussing their challenges.

4.2.1 Ability to Interact with Real Systems using 5G Networks

Emergent IoT applications are extremely complex and operate in a very diverse IoT

world. These are not just the smart speakers, smart thermostats, smart door locks in

our homes, but also sensors used in domains like in the oil, gas and automobile indus-

tries. These applications support different systems connected through IoT. Researchers

study, implement and test IoT prototyping ideas on simulators. These simulators by

far do not reflect the complexity that exist in the IoT world. For example, current IoT

simulators do not simulate vendor-specific IoT devices [13]. The IoT simulator provided

by AWS [14] can only simulate one type of IoT device. It simulates hard-coded IoT
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messages and does not simulate the network characteristics (TCP/IP stack) along with

massive IoT data. To the best of our knowledge, current IoT simulators operate in iso-

lation and do not interact with real cloud IoT system, failing to reflect the complexity

present in the IoT world. Kaala 2.0 is intended to remedy these deficiencies. Kaala 2.0

simulates several vendor-specific (AWS, Google, and Azure) IoT devices with network

characteristics capability to connect and communicate with real cloud IoT systems.

Kaala 2.0 connects simulated IoT devices with real servers (within the complex IoT

world), so that services provided by cloud service providers can be used, validated and

verified. For instance, Kaala 2.0 connects simulated IP cameras, temperature sensors,

humidity sensors, flame sensors to the Amazon’s Kinetic video streams and building

logic around these sensors to simulate a fire event.

4.2.2 Scenario-based Data/Event Simulation

We use a fire-in-a-building event to make the case for the need of a scenario-based data

generation and 5G service. IoT data generated by current IoT simulators are hard-

coded [13]. That is, the data generated do not realistically models IoT data generated

by real sensors. A more realistic approach might be to generation sensor data based
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on a distribution or based on the actual behavior of the sensor. Consider a Fire-in-a-

room scenario. When there is a fire in the building/room, the temperature in the room

increases and the temperature sensor will report a higher value than usual. The smoke

sensor will detect the smoke in the room and send the smoke alarm. The humidity

in the room increases and the humidity sensor will be sending the updated humidity

value. Some sensors might malfunction, burn or lost connection because of the fire.

Thus, relying a few sensors data values will be problematic. We might want to analyze

data from some other IoT devices (like a camera) to understand the prior and current

situation of the fire event to call an ambulance. IoT simulators ought to model such

scenarios. The inability of current IoT simulators to model real-world IoT scenarios

present Kaala 2.0 with a unique opportunity. We present more details of how Kaala 2.0

achieves this in § 4.4.2.

4.2.3 High-bandwidth Data Generation

IoT simulators ought to support next-generation network technologies such as 5G. With

higher 5G throughput, next generation IoT applications should seamlessly adapt to 5G.

However, this is not the case. This is due to the lack of tools (IoT Simulators) which

foster the design, development and deployment of 5G capable applications both on the

client and server side. For instance, a video streaming service provider like YouTube

or Netflix have millions of users watching videos. The throughput will depend on the

quality of the video. Recently 8K videos require significantly higher bandwidth (5G

speeds) to play a single frame compared to a 480p video quality. For example, a video

of ’X’ minutes sizes 119 MB for a 240p video. requires 1038 MB for a 1080p video

and 7284 MB for a 8K video. Thus, prototyping 5G next generation IoT applications

using an IoT simulator that can support massive data workloads seen in the production

environment should be addressed. Current IoT simulators do not support modelling

thousands of IoT devices with large amount of data. Kaala 2.0 realises this challenge by

simulating IP cameras that supports 8K video streaming and is able to scale to hundreds

(and even thousands) as shown later in § 4.6.
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4.3 Kaala 2.0 Architecture

Fig. 2.7 shows the system design of Kaala 2.0. As shown, Kaala 2.0 is able to integrate

real and simulated devices while leveraging vendor specific SDKs to connect them to real

systems in the cloud. Next, we motivate and detail each layer in Kaala 2.0’s architecture

as shown in Fig. 4.2.

There are three main objective of Kaala 2.0. 1) Simulates various IoT devices

including vendor-specific IoT devices and connect them to particular vendor’s cloud

IoT services. 2) Simulates realistic data across all applicable devices to mimic real IoT

service scenarios. 3) Generate high-throughput real data.

Cloud layer: This layer is the real cloud IoT systems that Kaala 2.0 connects to.
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It authenticates, validates and accepts incoming connections and IoT data from the IoT

gateway. The cloud layer provides core entities for massive data transformation, data

analysis and interpretation. It provides data stream processing resources and cloud

services for machine learning related tasks, business integration and user management.

It is also responsible for notification and historic data storage.

5G Core Layer: This layer is the simulated 5G core to which each of the simulated

RAN connects to. On the other end, the 5G Core connects to the internet. This can

be replaced with real-world 5G core as well in which the RAN also should be real-world

5G RAN and the UE need to have proper service to the real-world 5G provider.

RAN Layer: This layer is the simulated RAN to which the simulated UE’s connect

to. There can be more than one RAN and each RAN connect to one 5G core. This can

be replaced with real-world 5G RAN which connects to real-world 5G core as well in

which the UE need to have proper service to the real-world 5G provider.

Gateway layer: The IoT gateway connects Kaala 2.0 to real cloud IoT systems.
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It runs vendor-provided SDKs, which contain the RESTFul APIs needed to connect

to the the cloud layer. It serves as an MQTT broker (server) to IoT (Edge) devices

and is a client that connects to the cloud. The MQTT broker receives IoT data from

the network layer and translates the data into vendor-specific data formats via their

SDKs. It retrieves security contexts from the storage layer, authenticates, validates and

connects to the cloud layer to forward the IoT data to the IoT cloud.

Network layer: The network layer connects all the other layers. It is a virtual

network that models a real network. It contains core network components like a DHCP

server, a DNS server, a switch and a gateway. Each modelled physical devices has a

virtual IP address. This layer provides the resources needed by the gateway to connect

to real systems via their domain names. Every instance of this layer creates a separate

isolated virtual network that can connect to real systems as shown in Fig.4.3. Our

evaluation results in § 4.6 show quantitative statistics of network utilization for an

end-to-end IoT scenario experiments.

Storage layer: The storage layer comprises of different vendor SDKs, security

contexts, data storage and configuration files. Cloud service providers support differ-

ent SDKs, RESTFul APIs, data formats, security mechanisms, certificates and keys.

This layer is responsible of contacting the service providers and obtaining the updated

certificates, keys and SDKs used by the gateway layer or the application layer for au-

thentication and validation.

Application layer: This is the layer responsible for simulation configurations,

parameters tuning, IoT device configuration, network configuration and experiment

scenarios. The main purpose of the application layer is to run application specific logic.

The application layer provides standard IoT device functionality, such as publishing

messages but the architecture supports easy extension of IoT device-specific logic by

inheriting from the base IoT device logic. One example for the application logic ex-

tension to basic application in Kaala 2.0 is adding support for IP cameras in which

the application creates IP camera related functionality to support high-bandwidth data

which is discussed in detail in § 4.4.2 and § 4.5.
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4.4 Kaala 2.0 Design

In this section, we discuss Kaala 2.0’s design goals followed by a detailed design to

guide our implementation. The key design goals for Kaala 2.0 are four folds: 1) Con-

nect simulated IoT devices to real cloud IoT services, 2) provide extensibility of IoT

device characteristics for current and future IoT devices, 3) simulate real-time events

coordinated across multiple IoT devices and 4) generate realistic data to support current

and future technologies like 5G. In the next sub sections, we will discuss how Kaala 2.0

achieves these design goals.

4.4.1 Interacting with Real-World Systems using 5G networks

To support connection with both simulated and real networks including 5G networks,

we leverage Mininet [52] and docker [53]. Mininet has the capability to create various

types of virtual networks using different types of switches and controllers, and each host

will be running as a process. Docker has the capability to create virtual networks and

each host will have its own container [53]. These Mininet and docker virtual devices

have IP addresses assigned to them and therefore can connect to real physical networks.

As discussed earlier in § 4.2.1, we enable interoperation with real cloud IoT systems

by integrating vendors’ SDKs [47]. Both the Mininet and docker architecture supports

running real application processes in the respective host instances. Using this, the

simulated applications run the respective SDKs in the various hosts as processes. Since

the host application runs as a process, the host has access to all the files stored in the

machine in which the simulation framework is running. As a result, each host does not

need to have the individual vendors’ SDKs installed and can reuse the SDK installed in

the machine in which the simulation framework is running. This architecture is highly

scalable when compared to the architecture proposed by IoTNetSim in[13]. This is

because IoTNetSim creates virtual machine for each of the simulated devices. Moreover,

in IoTNetSim the SDKs need to be installed individually in each virtual machines. We

compare the scalability of Kaala 2.0 with IoTNetSim in § 4.6. The key advantage of

using Mininet is the ability to create a wide variety of multiple network architectures

based on a simple configuration [52]. Additionally, various network configurations with

different type of controller and switches can also be simulated and test for IoT traffic.
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Simulated IoT devices connect to the IoT gateway and we cover the implementation

details in § 4.5. Earlier in § 5.2, we motivated the need to simulate vendor-specific IoT

devices. In our proposed simulation framework design, both generic IoT devices and

vendor-specific IoT devices can be simulated. We isolated each of the IoT devices with its

own network resources. As a result, simulated IoT device can express the characteristics

of a real IoT device and also run application specific code for the respective simulated

IoT device. The simulated vendor-specific IoT device each run the respective vendor

IoT device SDK to connect to the respective vendor-specific IoT gateway or IoT Clouds.

4.4.2 Scenario-based Event Simulation

The design of Kaala 2.0 supports most of the real-time scenarios. We have also discussed

a couple of scenarios in §4.2.2. The basics of scenario based simulation is to coordinate

one or more simulated IoT devices to match values based on the scenarios at the same

duration range. Kaala 2.0 supports simulation of one or more scenarios at the same

time or in sequence. The fire in the room scenario is an in-built scenario in the Kaala

2.0 simulation framework. When there is a fire detected in the room, the smoke sensor

detects the smoke, the door lock opens automatically, the temperature in the room

increases, the humidity in the room increases as well and the IP camera in the room
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captures the video. The list of affected IoT devices and the respective values need to

be configured in the scenario configuration file which gets loaded while running the

simulation framework. The time occurrence of the scenario needs to be specified as

well. Not only values, Kaala 2.0 also support videos matching the scenario.
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Kaala 2.0 support simulation of IP cameras and a default video will be played when

the IoT device is started. During the fire event, a fire video can be specified in the

configuration file and the simulated IP camera will start streaming the video with fire.

By this design, various scenarios can be simulated in Kaala 2.0. Assume that the quality

of video need to be changed based on the network bandwidth available or based on time.

This scenario can be easily simulated in Kaala 2.0 using the scenario configuration.

4.4.3 High-Bandwidth Data Simulation

Next, in-order to simulate high-bandwidth scenario, we design our simulated IP camera

using a Real-Time Streaming Protocol (RTSP) server [54]. The server will listen in a

port and the client will be listening in a different port. The producer of the video will

connect to the server port and the consumer of the video will be connecting to the client

port to play the video. Both the producer and consumer can be designed to run in any

host, so that the traffic flows through the network. More about RTSP implementation

and evaluation is discussed in §4.5 and §4.6.3.

4.4.4 NextG Network Support

In order to support NextG simulation, Kaala 2.0 is designed to support regular network

connection to the cloud as well as connecting to the cloud through RAN and 5G Core.

In case of NextG, each IoT device will connect to the 5G network as an UE. The design

supports connecting the IoT gateway to the RAN as a UE or each IoT device as an

UE to the RAN. If each IoT device acts as an UE, then those devices wont be able to

integrate with a IoT gateway, it needs to connect to the IoT cloud through the 5G Core.

Once the UE is connected to the 5G Core, then it can start sending the IoT related

data to the IoT cloud through the RAN and 5G Core. Each IoT device will have an

option to be a regular IoT device or NextG capable device. Kaala 2.0 supports both

simulated or real-world UE’s. The real-world UE’s can connect only to real-world RAN

and the simulated UE’s can connect only to simulated RAN due to the radio conditions.

Because in simulations, the radio conditions are simulated as well. The real-world RAN

can connect to both simulated or real-world 5G core based on the system setup.
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4.5 Implementation

We used mininet [52] and docker framework [53] to simulate the IoT devices. The simu-

lator framework can simulate both the generic IoT devices and the vendor-specific IoT

device. Since we are leveraging the mininet framework, each IoT device runs in its own

process and gets dedicated network characteristics. We used the NodeJS version of the

mininet framework to simulate the IoT devices. And for the docker version, each IoT

device runs in its own container. The generic IoT device uses the basic MQTT client

and the vendor-specific IoT device uses the respective vendor specific client SDK to

communicate to the IoT gateway. The IoT gateway information including the authen-

tication details required to connect to the vendor-specific IoT gateway are passed as

parameters while starting respective vendor-specific simulated IoT devices, so that each

device knows which IoT gateway they need to connect, authenticate and communicate

with. Each simulated IoT device also consists of a profile which tells the type of device

it simulates and the list of properties associated with the IoT device. Using this imple-

mentation, we were able to simulate vendor-specific IoT devices and at the same time,

provide dedicated network resources to each of the IoT devices.

The simulation framework loads a configuration file during startup. This configura-

tion files includes the list of IoT devices which needs to be simulated. And the support

for new IoT devices can be easily added to Kaala 2.0 by just adding a profile for the

newly added IoT device. The new IoT device can either use the generic application

logic which sends data periodically based on the configuration which is discussed next

or implement its own application logic. Each IoT device entry in that list contains a list

of properties and these properties can be easily extended for new properties. Some of

the key properties include the name of the IoT device, the profile (light, HVAC, smoke

sensor, etc.) of the IoT device, the type of device (generic or vendor-specific) and finally

the list of properties and the respective time-interval to report to the IoT gateway. If

the device type is vendor-specific, then the authentication information including the

certificates are passed as arguments through the proposed design.

There is a another configuration file which is called as scenario configuration file.

The main purpose of this configuration file is to configure when the scenario need to be

executed, the list of IoT devices properties which need to be included in the scenario
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and the values of the properties of those IoT devices during the scenario. The default

values need to be specified at the end of the scenario based configuration file in-order to

complete the scenario. For example after the fire in the room scenario finished running,

either the next scenario needs to follow in the configuration file or the normal values

added for the simulated IoT devices to continue execution. Otherwise, the simulation

framework will keep simulating the values of the fire in the room scenario.

As discussed in §4.4.2, there are two main components in simulating an IP camera,

the producer and the consumer. The video which need to be streamed in the IP camera

need to be configured in the simulation configuration file along with the time of stream.

Based on the configuration, Kaala 2.0 will connect to the RTSP server to send video

data. The producer keeps producing the video to the RTSP server by connecting to the

local RTSP server port and the consumers can consume the video by connecting to the

client port of the RTSP server of the respective IP camera IoT devices.

The main advantage of Kaala 2.0 over IoTNetSim is that, IoTNetSim creates virtual

images for each IoT device but Kaala 2.0 uses processes for each IoT device. We tried

to perform additional performance evaluation with IoTNetSim but due to the design of

IoTNetSim, we were not able to control the periodic interval of the simulated sensors

within the IoTNetSim framework. IoTNetSim does not simulate close-to-real devices.

The definition of close-to-real devices is that, when connected to an IoT gateway or

IoT cloud, the IoT gateway or IoT cloud will not be able to differentiate whether the

connected client is a real or simulated IoT device.

We leveraged Open Air Interface’s (OAI) [55] UE, RAN and 5G Core modules for

Kaala 2.0. Each of the IoT device will run OAI’s UE module. In order to simulate

5G networks, the 5G Core and RAN are started in sequence. Then the IoT devices

are deployed and the UE module in the IoT device connects to the configured RAN

accordingly. If a IoT device is configured to be a NextG capable, then it will acts as

a UE and try to connect to the 5G RAN else it will try to connect to the cloud using

regular IP network.
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4.6 Evaluations

In this section, we seek to understand the scalability and performance of Kaala 2.0. We

connect simulated IoT devices to a real networks (we use Amazon AWS as case study)

and finally evaluate a scenario based simulation.

4.6.1 Scalability and Performance

Since the simulation are usually run in a machine by the developer or tester, we want to

understand the scalability and performance of running Kaala 2.0 in a regular machine.

For the experimental setup, we used a Linux Virtual Machine (VM) which was allocated

4GB memory, 2 processors and 20GB for storage. The VM was running Ubuntu. To

understand the memory consumption and scalability capability of Kaala 2.0, we con-

ducted two experiments; In the first and second experiment, we simulated 10 and 100

IoT devices respectively. The simulated IoT devices were a combination of temperature

sensor, smoke sensor, humidity sensor, flame sensor and motion sensor. Each of these

sensors publish their data based on their IoT device profile every 15 seconds. The data

in Fig.4.5 shows that as the number of sensors increases, the processor and memory

usage increases significantly. Kaala 2.0 is not just a simulator, it is an emulator as

well. Each sensor runs its application logic in an individual process. So the processor

and memory usage are expected to increase as the number of devices scale up. This is

because as the number of IoT devices increases, more processes are created.

Since Kaala 2.0 uses mininet and docker framework for simulating IoT devices, for

each IoT device, mininet and docker framework creates a network interface. So as

the number of IoT devices increases, there is time taken to configure a new network

interface in the host machine, get a new IP address and bring the interface up. The

initial spike in both the memory and processor usage shows that both the mininet and

docker framework consumes both memory and processor to create and setup the virtual

network. And an additional reason for the spike is due to the spawn of processes or

containers for each of the simulated IoT devices.
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Table 4.1: Comparison of Kaala 2.0 with IoTNetSim

Features IoTNetSim Kaala 2.0

Vendor-Specific IoT Devices ✕ ✓
MQTT Protocol Broker ✕ ✓

Cloud Layer ✓ ✕

Semi-Real IoT Devices ✕ ✓
5G Capable Scenarios ✕ ✓

5G RAN ✕ ✓
5G Core ✕ ✓

4.6.2 Interacting with Real Systems using 5G Networks

For this experiment setup, first we created a user profile in the AWS IoT [56]. Then

configured an IoT device along with the necessary security certificates which are re-

quired to authenticate and connect to the AWS IoT Cloud. The security certificates

are downloaded in the host machine in which Kaala 2.0 is running. Next, in Kaala 2.0

configuration, we specify that a vendor-specific IoT device need to be simulated and the

path to the downloaded security certificates are configured as well. The IoT device can

be of any profile because this is a proof-of-concept experiment scenario. These steps

can be repeated for any number of vendor-specific devices. The same steps can also be

followed for different vendors like Microsoft Azure or Google IoT clouds as well. Then,

we start the simulation framework. Based on the loaded configuration, Kaala 2.0 knows

that a vendor-specific IoT device needs to be simulated and the application in the sim-

ulated devices will try to connect to the IoT gateway or IoT cloud using the provided

security contexts. Once connected, the simulated IoT device will start publishing the

data. Particularly, in this experiment, all the data is published to AWS IoT cloud.

4.6.3 Scenario-based Event Simulation

In this section, we assess the scenario-based event simulation in Kaala 2.0. First, for

fire in the room scenario, the necessary IoT devices were configured via the Kaala 2.0

configuration file. This configuration file is also a pre-configured profile in Kaala 2.0.

Initially, all the IoT devices will be publishing respective data to the IoT gateway or
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IoT cloud and the data will be related to normal operation in a room. In the scenario

configuration file, the time to start the scenario based simulation will be specified. At

that time, each IoT device property configured in the scenario configuration file will be

configured with the value specified in the scenario configuration file. And the values gets

changed synchronously across all these IoT devices. The flame sensor will report ’true’

stating that a flame is detected. The temperature sensor shows a significant increase in

the current temperature. And also a video in which fire is shown is played exactly at the

same time. Additionally, there can be two sub-scenarios on fire. First one is to make the

motion sensor detecting a movement in the room and the next one with motion sensor

not sensing any movement or person in the room. This will help to validate scenarios

like what happens when a person is in the room during the fire event and what happens

when there is no person inside the room when the fire event occurs.

4.6.4 High-bandwidth Data Generation

Next, sending high-bandwidth data was validated. As discussed in §4.4.2, Kaala 2.0

have an RTSP server running when simulating an IP camera IoT device. The server

and client port of the RTSP server are configurable in the IP camera IoT device profile.

As of now the simulated IP camera IoT device can run server and client on the same

port number. This can be a potential future work to support different ports for different

IP camera IoT devices. A 8K video is sent to the simulated IP camera by connecting

to the server port of the RTSP server. And the consumer consumes the video by

connecting to the client port of the RTSP server which is running in the simulated

IP camera IoT device. Both the producer and consumer were ran in a different host

other than the IP camera IoT device, so that the traffic is flowed in the network. The

video being played by the producer can be completely controller by the application

using the simulator configuration file. And also the timing of different scenarios can be

controlled and configured by the scenario based configuration file. We also simulated

a scenario in which the quality of video changes based on the time. First 30 minutes,

the producer was configured to produce 8K video and then for the next 30 minutes a

4K video was produced. This proves that Kaala 2.0 is capable of simulating videos of

different qualities to test different scenarios of streaming applications.
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4.6.5 NextG Simulation

During the startup, an instance of 5G Core and RAN are started and the RAN is

connected to the 5G Core. In the configuration file, if the IoT device is configured as

NextG capable, then the IoT device acts as a UE and successfully connected to the

configured RAN. Once when the UE is successfully attached to the RAN, the IoT data

is sent through the RAN and 5G Core to the IoT cloud. Support for multiple UE’s

connecting to the 5G core was evaluated and the data flow from the UE to the IoT

cloud through the RAN and 5G Core was evaluated as well.

4.7 Related Work and State-of-Art

In this section, we discuss related works and especially discuss the Start-of-art simulator

we used to compare Kaala 2.0 with in § 4.6. IoT simulators can be grouped into the

application layer, Network layer and Cloud layer simulators. Each of these simulators

serve different purposes and can be used in different IoT solutions. We discuss a few

simulators per layers hereon.

Cloud simulators: In a recent survey [49], the authors identify IOTSim [57] as a

Cloud layer simulator widely used in IoT research today. IOTSim focuses on replicating

the diversity and heterogeneity that exists amongst IoT devices while generating big

data for processing using MapReduce model in the cloud. IOTSim is based on CloudSim

[58], another popular IoT cloud simulator platform. The key design goal of CloudSim

is to model service brokers, different cloud policies within an IoT cloud infrastructures.

IOTSim extends CloudSim with IoT application modelling support and enables big

data processing in cloud computer environments. Other Cloud based simulators in

the literature are GreenCloud [59] and iCanCloud [60]. GreenCloud is an energy-aware

cloud simulators for packet-level research. These cloud simulators are widely used in the

IoT research. Nonetheless, they all lack IoT network connectivity and the IoT network

layer modelling.

Network simulators: Like NS-3 [61], OMNeT++ [62], iCanCloud [60] have been

widely used in wireless sensor networks. iCanCloud focuses on simulation of Amazon

instances on the cloud. It does this by implementing a fully flexible hypervisor that
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lets users manage the brokering policies within Amazon instances on the cloud by con-

necting various VMs with the TCP/IP stack. OverSim [63] and PlanetSim [64] are

based on OMNet++ and Java respectively and both focuses on simulating overlay net-

works. PlanetSim is easily extensible, easy to used and learn and easily integrated into

other frameworks. All the above network simulators do not follow IoT standards, IoT

protocols and IoT radio models.

Application simulators: These simulators focus on modelling IoT protocols

like MQTT, CoAP and AMQP and resource management in a controlled environment.

However, they lack IoT Cloud layer prototyping. Some examples of IoT application-

based simulators in the literature include: MDCSim [65], iFogSim [66], and IOTSim

[57]. MDCSim is a multi-tier data center simulator that can be used to develop and

study IoT application on a multi-tier cloud architecture. MDCSim implements each

individual tier in a flexible and fully configurable manner and supports IoT pub/sub

data communication model. iFogSim adapts a Sense-Process-Actuate model in which

simulated edge devices publish data via an IoT network for applications running on Fog

devices to subscribe to. These fog devices then process and translates these data into ac-

tions that are forwarded to actuators. iFogSim takes into account IoT network protocols

and make studying the resource management policies (i.e., network congestion, latency

(timeliness), energy consumption, and operational cost) with an IoT environment very

easy.

Most recently, Maria et al. proposed IoTNetSim [67] to model an end-to-end IoT

services in a multi-layered manner. It is a platform that models IoT heterogeneous

nodes with all their characteristics like mobility, energy, and profile. IoTNetSim aims

at modelling an IoT service across all layers. i.e., From the cloud, Fog, Edge, IoT and

application layer with various IoT network designs. It models IoT connectivity using

Virtual Machines (VM) with an event-based engine that is configurable. Support for

IoT node mobility is implemented via latitude and longitudes coordinates that are read

from a .csv file which follows a previous pre-recorded behavior pattern. IoTNetSim uses

CloudSim for cloud simulation functions like modularization, large data process and

resource management simulators. IoTNetSim sensor data is simulated in real-time and

days worth data can be simulated in few seconds.

To the best of our knowledge, a major issue with all current IoT simulators is
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their inability to connect to real systems (i.e., part simulation and part real system

prototyping interactions). Additionally, they do not support vendor specific IoT (edge)

device modelling capable of communicating with vendor IoT gateway SDKs. 5G capable

scenarios modelling are not also supported, therefore this chapter sets to address these

drawbacks within Kaala 2.0 [68].

4.8 Summary

We have presented Kaala 2.0 – a modelling, simulation and emulation platform that are

capable of creating IoT devices of various types. Using our proposed simulation frame-

work, we were able to simulate multi-vendor specific IoT devices in a single simulation

framework. We also simulated real-time events like fire in a room/building scenario and

evaluated how this work can be extended for other real-time scenarios. We were able

to simulate devices which can generate large amount of data to verify and validate 5G

technology.



Chapter 5

HyperRAN: Towards a

Fine-Grained, Semantics-Aware,

Intelligent NextG Radio Access

Network Architecture

5.1 Introduction

Promises of 5G inspired a slew of new applications and services with disparate band-

width, latency, and reliability requirements. These include volumetric video streaming,

Digital Twins, cooperative autonomous driving, and other V2X (vehicle-to-everything)

use cases. To meet these requirements, 5G improved upon 4G LTE (Long-Term Evo-

lution) with new capabilities such as intra- and inter-frequency Carrier Aggregation

(CA) [69], a ”flow-based” QoS (quality-of-service) architecture and network slicing. In

addition to low- and mid-band frequency ranges, 5G New Radio (NR) expands into

the mmWave high-band frequency range. Future 6G is considering sub-THz and THz

frequency bands. While these bands offer far higher data rates, they suffer many issues,

such as limited coverage ranges, requiring line-of-sight (LoS), and sensitivity to block-

age and environmental factors. Supporting diverse applications with disparate service

needs requires not only expanding network capacity, but also intelligence and agility to

52
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efficiently utilize the scarce radio resources.

We posit that not all data is of equal utility to an application. This is true for

(volumetric) video, LiDAR, and other sensor data used in augmented/virtual reality

(AR/VR), Digital Twins, and V2X applications which require high bandwidth for data

delivery. For example, for tele-operations of an autonomous vehicle [70], LiDAR data

points within the field of view are in general more critical than, say, those on the right

side of the vehicle. Likewise, data points containing moving objects that are potentially

safety-critical are more important than those containing stationary or background ob-

jects (which, e.g., can be accurately predicted via generative AI. Hence in order to

effectively utilize the scarce radio resources, we must exploit application semantics and

endow the RAN with the agility and intelligence, for example, enabling it to intelli-

gently match diverse radio channels with fast varying conditions to application data

with differing utilities, and make smart, dynamic radio resource allocations accordingly.

This leads us to re-architect the radio network architecture for next-generation (NextG)

wireless networks. The key contributions are summarized below.

• We layout an overall framework for re-architecting NextG networks (§5.3). It is de-

signed based on four core principles: application-aware & semantics-guided, fine-grained,

truly cross-layer, and programmable. Our framework enables application endpoint and

network collaboration by (i) (adaptively) refactoring, partitioning, and marking appli-

cation data with semantic tags and embedding them end-to-end across the network and

down the network protocol stack; and (ii) endowing NextG RAN with the agility to

intelligently match available frequency channels with differing characteristics to appro-

priate data (sub-)streams/objects, and dynamically allocate fast varying radio resources

to transport the right (amount/type of) data with the best deliverable utility to an ap-

plication.

• This chapter focuses on the design of HyperRAN (§5.4), a novel NextG RAN ar-

chitecture which embodies the design principles outlined above. It is fine-grained in

that data within the same applications session or flow may be dynamically mapped to

different radio channels in accordance with their utility to the application, thus with

differentiated QoS treatment. This is achieved by embedding application semantics,

service, and user contexts across the RAN protocol stack, which enables intelligent
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radio resource allocation that takes into account application semantics, service require-

ments, user context as well as fast varying channel conditions. Hence HyperRAN is both

(application) semantics-aware and intelligent. This is in contrast to the existing 5G

“flow-based” QoS architecture where data belonging to the same “QoS” flows are always

treated the same inside the RAN such as radio channel and resource allocation (see 2.2).

Realizing the proposed HyperRAN architecture has now become feasible by fully em-

bracing and exploiting the ”softwarization” and ”cloudification” of RAN disaggregation.

In particular, our HyperRAN design is O-RAN compliant. By embedding application

semantics across the RAN protocol stack with fine-grained, rule-based control logic, we

program the HyperRAN behavior via O-RAN RICs, and endows it with the agility and

intelligence for application-aware, fine-grained, cross-layer decision making.

• At the core of HyperRAN is Hyper Scheduler (§5.4.2) which sits between the Ra-

dio Link Control (RLC) and Media Access Control (MAC) (sub)layers of the standard

RAN protocol stack (see Fig. 5.1): it can be viewed as part of a new “upper” MAC

layer. Configured with one or multiple cells and radio channels (with, e.g., CA), the

(low-level) MAC and physical (PHY) layers are responsible for scheduling data trans-

missions from a set of (virtual) MAC queues (or virtual RLC channels) at a faster time

scale, e.g., slot- or multiple-slot levels (sub-1 ms (millisecond) or 1ms). In contrast,

Hyper Scheduler operates at a slower time scale, e.g., sub-frame or frame-levels (several

or 10’s ms). It is responsible for dynamically mapping and assigning (user) data to dif-

ferent ”radios” (one per each low-level MAC scheduler) based on application semantics,

Quality of Experience (QoE), user context, and channel conditions. Hyper Scheduler

is programmable; its decisions are controlled by declarative policies or rules supplied

by O-RAN near-real-time RIC that can be dynamically updated, e.g., when the user

context such as mobility has changed. In addition, Hyper Scheduler adaptively deter-

mines when to re-transmit or discard data. Hence, when radio resources are limited,

low-priority or stale data may be dynamically discarded.

• We implement a ”proof-of-concept” prototype of HyperRAN with the basic build-

ing blocks including Hyper Scheduler using srsRAN [71] as the code-base. We reuse and

set up multiple (slightly modified) PHY/MAC layers to emulate a multi-band RAN, and

re-architect and modify the RLC/Packet Data Convergence Protocol (PDCP)/Service

Data Adaptation Protocol (SDAP) modules.
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• For evaluation, we consider two emerging use cases with high-bandwidth and in-

teractive low latency requirements – ultra-high-resolution volumetric video and LiDAR

data streaming for co-operative driving. We set up a testbed with HyperRAN and

multiple emulated UEs (user equipment) and conduct experiments under various set-

tings using real-world radio channel traces collected from commercial 5G networks. Our

experimental evaluations show HyperRAN provides significant improvements to volu-

metric video streaming and LiDAR streaming: For volumetric video streaming across

stationary and mobility scenarios, HyperRAN significantly outperforms existing solu-

tions such as end-to-end bit rate (End-point) adaptation, CA and Static Channel Map-

ping by significant margins. For example, it reduces video stall time between 46-75%

under stationary and 22-64% for mobility cases through improved buffer occupancy

for critical base layers. For LiDAR streaming, HyperRAN’s flexible and contextual

prioritization and discard policies netted a 50x reduction in LiDAR packet delivery

time, a 7.7% reduction in overall LiDAR packet loss compared to baseline results. Fur-

ther, under challenging scenarios with multiple UEs running volumetric video streaming

and LiDAR streaming, HyperRAN leverages application-aware traffic prioritization for

intelligent decision making, providing roughly 15% improved delivery rate with 2-4×
reduction in latency.

In a nutshell, we aim to fully exploit the benefits afforded by ”softwarization” and

”cloudification” to re-architect NextG RAN to meet future application demands. The

proposed HyperRAN is a first step towards this goal, as there are many challenges yet

to be solved. We envisage HyperRAN to be first deployed in ”private” NextG networks

for new (vertical) industrial use cases (cf. §5.3.5).

5.2 Case for HyperRAN: Why Existing Solutions are In-

adequate

We present two use cases to argue why existing solutions are inadequate to support

future applications, which motivate our proposed HyperRAN architecture. In §5.6 we

will employ these use cases to demonstrate the limitations of existing solutions and

benefits of HyperRAN using ”real-world” data.
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Use Cases. Consider (a) cooperative driving where an edge cloud service streams Li-

DAR data representing the dynamic 3D environment mapping to assist an autonomous

shuttle to “see” objects (e.g., a bicyclist attempting to cross an intersection from another

road) that might be obstructed from its field of view. Such a dynamic 3D environment

may be constructed from data collected from multiple sensors mounted on the road in-

frastructure and/or from other autonomous vehicles (AVs). Cooperative driving is one

of the key use cases that 5G is envisaged to enable. Consider further that (b) Alice, a

passenger, is streaming a volumetric video, e.g., as part of an extended reality (XR) or

metaverse application while riding in the shuttle. The 5G radio cell towers (gNBs) along

the shuttle route are often configured with multiple cells (and radio bands). However,

as the shuttle moves along the roadway, the number of cells that it is under coverage

may vary, and more importantly, the radio channel conditions can vary significantly. As

a result, the total bandwidth demand of each use case individually (or together) may

frequently exceed the radio resources available [72, 73]. What can we do to ensure good

quality-of-experience (QoE) for such use cases?

Why End-to-End Adaptation Inadequate? The classic approach to tackle this

fundamental demand-resource mismatch problem is to rely on end systems to perform

bit rate adaptation. For example, current video streaming services employ an adaptive

bit rate (ABR) algorithm that adapts to changing network conditions by selecting video

chunks encoded at different bit rates based on measured network throughput. For use

case (a), we may divide LIDAR data into sectors per “frame” (360◦ scan) and deliver

only a subset of the sectors based on the estimated available bandwidth at the end

system (e.g., the edge cloud service). For volumetric video streaming in use case (b), it

is perhaps more natural to employ scalable video coding (SVC) (see, e.g., [74, 75, 76]) to

progressively encode 3D video frames using multiple layers. As first pointed out in [72],

relying on end-to-end bit rate adaptation may not be effective due to several reasons.

First, due to wildly varying channel conditions and fluctuating bandwidth (especially

when a user is mobile, e.g., driving), it is difficult to measure and estimate the network

throughput accurately for bit rate adaptation. Second, and perhaps more importantly,

the channel conditions vary far faster than the end-to-end bit rate adaptation cycles.

This may lead to two bad effects: (i) if the end system decides the network bandwidth

is sufficiently high to accommodate more LiDAR sectors or video layers, the channel
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condition may have become poor when the data arrives at the 5G RAN. (ii) If the

end system decides the network bandwidth is low and it thus selects fewer sectors or

layers to transmit. However, a previously moving object that blocked the light-of-sight

(LoS) path of, say, a mmWave channel, has moved out of the way, and thus the channel

condition becomes good again. This leads to a loss of opportunity to transmit more

data. In §5.6, we conduct experiments that indeed confirm the inadequacy of end-to-end

available bit rate adaptations under fast varying channel conditions.

Why the Existing 5G QoS Framework Also Inadequate? Using the 5G QoS

framework, we can, for example, transmit each LiDAR sector or video layer as separate

“QoS” flows and mark them with different QFIs (thus associating them with different

5QI profiles/QoS treatments). For example, we can assign QoS flows containing LiDAR

sectors in the front view of the shuttle with higher priority and better QoS treatments

than those containing other sectors. Likewise, we can assign the QoS flow containing the

video base layer with the highest priority and QoS class, while other layers with decreas-

ing priorities and QoS classes. When the available radio resources are insufficient [77]

to meet the bandwidth demands of all the QoS flows, in theory the 5G RAN can deliver

only higher priority flows, dropping data from the lower priority QoS flows. However, in

practice several major issues arise. First, QoS flows are mapped to fixed DRBs with pre-

configured QoS parameters, which are then mapped to (fixed) RLC and logic channels

(MAC queues), and finally transport and physical (radio) channels. If one radio channel

always outperforms other channels, this would not have been an issue. Unfortunately,

this is not the case in general (see Fig. 5.10 for real channel quality indicators (CQI)

measurement results). It is in general difficult, if not feasible, to dynamically associate

different radio channels to DRBs (thus QoS flows), based on, e.g., channel conditions.

One might be able to reconfigure the QoS-flow-to-DRB or DRB-to-channel mappings

via RRC (semi-dynamically); Availability of such function is often vendor-specific, and

can only be performed in an ad hoc manner. Further, such re-configuration or channel

re-mapping cannot be done in an application-specific or context-dependent manner. For

example, when the shuttle is at a bus stop with LoS to a gNB, we may prefer to use

the available mmWave channel to “burst” a large amount of higher-priority lower-layer

video data [72] whereas when the shuttle is driving, we may prefer to use mid-band

5G channels for lower-layer video data. Whereas for cooperative driving, we may also
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prefer to use 5G low-band channels for safety-critical V2X data due to their better reli-

ability and large coverage, while always mapping LiDAR data to mid-band channels in

accordance with the data priority and channel conditions. Moreover, the 5G flow-based

framework may still be too coarse-grained for many emerging applications. For exam-

ple, for LiDAR data, even after dividing into sectors, the bandwidth requirement of a

single sector (QoS flow) may still be too large to be met. However, not all data points

in the sector may be of significance – when available radio resources are not sufficient

to meet all bandwidth demands, ideally only data points that cover objects of interest

need to be delivered. This cannot be done in today’s 5G RAN. All in all, we need

general programmable interfaces to control the RAN “internal” behavior dynamically,

in accordance with application semantics, radio channel conditions and user mobility,

environmental and other contexts (e.g., the shuttle is stationary at a bus stop).

In summary, we argue that existing 5G networks are too rigid to provide the agility

and intelligence to make dynamic decisions to adapt to fast varying radio channel condi-

tions in accordance with application semantics, service requirements and user/environment

contexts. More specifically, the existing 5G RAN architecture suffers from the following

limitations. 1) Inflexible, Implicit Static Mapping. As discussed in §2.2, the ex-

isting 5G RAN architecture, QoS flows are mapped to DRBs with pre-configured QoS

parameters. DRBs are bound to the lower-(sub)layers channels. In other words, the

QoS treatments of DRBs, e.g., bit rate guarantees, are implicitly passed down to the

MAC layer (e.g., via ”hard-coded” scheduling weights) for radio resource scheduling.

2) Stale Data. As an example of such inflexibility, the MAC scheduler is obliged to

transmit “stale” packets that have been buffered despite they have passed their “use-

ful” deadlines. This not only wastes scarce radio resources, but also further impedes the

timely delivery of future (still “useful”) data. 3) Not Fine-Grained. The flow-based

QoS framework in 5G treats all data within a flow, e.g., a video stream, the same way,

despite that there are I, P, B frames or base and enhanced layers of different utilities to

the application QoE. 4) Not Programmable. All in all, the RAN functionality and

features are hard-coded and not programmable. 5) Vendor-specific, Closed Imple-

mentation Limiting the Potential of O-RAN. Despite the fact that O-RAN has

defined open interfaces (e.g., the E2 interface) for “intelligent” RAN control, without

an open & programmable architecture, RAN implementations are largely vendor-specific
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and closed. This severely limits the potential of O-RAN (see also footnote 3 in Chapter

2). We believe that the research community can play a vital role in further advancing 5G

to NextG by fully leveraging the potential afforded by the disaggregated and softwarized

RAN architecture.

5.2.1 HyperRAN Deployment Challenges and Opportunities

As a new RAN architecture design, HyperRAN will likely encounter many practical and

engineering challenges in future deployment. For instance, diverse business agreements

may be necessary to support different services from each operator. HyperRAN might

also need to address the requirements of numerous active services that prefer dedicated

channels. It’s important to note that these challenges are orthogonal to the core techni-

cal challenges we aim to tackle and introduce. Moreover, they are not new or unique to

HyperRAN; for instance, the introduction of network slicing has not deterred 3GPP or

mobile operators from embracing the concept. The ongoing trends of ”softwarization”

and ”cloudification” in O-RAN have significantly reduced hurdles to system integration

and deployability. As such, we argue that HyperRAN can be incrementally deployed,

and scaled by running more instances. For example, HyperRAN can be deployed in

parallel to a ”conventional” 5G RAN to support a subset of applications/services for

which the cellular provider has established service agreements. In private NextG net-

works, HyperRAN can be deployed to support industrial ”vertical services” such as

tele-medicine [78], smart warehouse [79, 80], and robotaxi [70].

5.3 Framework Overview

The HyperRAN compromises UE, RAN, O-RAN RIC, 5G Core, external data network,

application client, and application server. Some components were modified and some of

the components are introduced as part of HyperRAN. The modified components which

were done following the architecture and design of existing components. In the next

sub-sections, we describe the design change needed for each of the identified components.
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Figure 5.1: Semantics-Aware, Fine-Grained, Cross-Layer, Software-Defined NextG Framework.

5.3.1 Design Principles and Architecture

We lay out four core principles that guide the design of our proposed NextG framework

below:

•Application-Aware & Semantics-Guided. With growing demands for bandwidth,

we believe that intelligent radio resource allocation and scheduling must be application-

aware. As not all data is of equal utility to an application, decision-making must be

guided by (application) semantics. This requires cooperation from application service

endpoints.

• Fine-Grained. Unlike the existing 5G QoS architecture which is flow-based (see §2.1),

our approach is more fine-grained. Application endpoints can (dynamically) partition

data into smaller data chunks, objects or sub-streams (“subflows”), and mark them with

appropriate (service-specific) semantic tags. At the finest granularity, our approach al-

lows per-packet (differentiated) QoS treatment. Such a fine-grained approach allows us

to more efficiently utilize scarce radio resources.

• (Truly) Cross-Layer. Application semantics information is not only passed down

from the application to the IP layer, but more importantly, also embedded across the
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NextG HyperRAN (sub-layer) protocol stack. Such information will be used by our

novel Hyper Scheduler running at the (upper) MAC sub-layer to intelligently match

application data (of various utilities) to diverse radio channels and enable (radio/cell-

specific) MAC schedulers to allocate radio resources accordingly.

• Software-Defined. Our framework is software-defined and programmable in that it

follows the same principles of software-defined networking (SDN), where the behavior

of data/user plane functions is controlled and programmed by the control plane. How-

ever, our design is more flexible and fine-grained. In NextG core networks, we mark

data packets via service-specific QoS tables, extending the SDN flow tables. In NextG

(Hyper)RAN, we program the Hyper scheduler via (service-specific) policies or rules

supplied by O-RAN RICs.

The overall architecture of our framework is schematically sketched in Fig. 5.1,

where we have depicted the relations between a NextG carrier (with its constituent

core network, RAN, and O-RAN controllers) and an application service provider (with

its service controller and server/client endpoints). Next, we briefly describe the major

functions of each key component.

5.3.2 Application Service Endpoint Functions

Our basic premise is that an application service provider (ASP) enters into a cooperative

service level agreement (SLA) certain financial or other arrangements) with a NextG

carrier to collaboratively provide support for its application or service over the NextG

network. An ASP controller, e.g., residing within a mobile edge cloud (MEC) close

to the NextG network, supplies the NextG network orchestrator with (service-specific)

application semantics manifests and QoS profiles, e.g., specified similar to the service

(abstraction) models defined in O-RAN SMO or ONAP [81]. The ASP may also supply

the NextG carrier with application functions (AFs) for service-specific data processing,

e.g., data classification, filtering and mapping of semantic tags to (service-specific) QFIs.

We note that all these operators are performed either at the time of service creation or

at the time of user (PDU) session establishment, with appropriate rules/policies pushed

to the relevant network elements.

At the time of data generation and delivery, the ASP application endpoints will

mark (fine-grained) data objects or sub-streams (video layer frames/chunks or LiDAR
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sectors/objects) with appropriate semantic tags for the (desired) QoS treatments over

the NextG network, in accordance with a pre-defined application (semantics) schema.

We note that such tasks can now be performed readily and automatically using AI

algorithms, e.g., for object recognition. Application semantic tags can be embedded

in the transport or IP layer headers in multiple ways1. In Fig. 5.1 we assume that

new P4 headers are defined to carry semantics tags fields. In our current prototype

implementation for evaluation, we use an IPv6 extension header to encode application

semantics tags.

5.3.3 NextG Core and RAN Networks

Based on the SLA with the ASP, the NextG network may implement the application

service in a (dedicated) network slice or treat the service ”normally” without allocat-

ing a network slice. In either case, the NextG core network will institute appropriate

control functions, such as SMFs and AMFs to set up and authenticate packet data net-

work (PDN) sessions for the application flows and track the mobility of mobile client

endpoints. In particular, the Policy Control Function (PCF) will define policies and

rules for classifying and mapping (ASP-specific) application semantic tags to (service-

specific) QFI values. These rules are implemented as QoS tables (extending the SDN

flow tables). Each entry of a QoS table is of the form ⟨ flow header; semantic tags |
QFI ⟩. In other words, besides the ”standard” headers used in SDN for flow matching,

the QoS table also includes (service-specific) semantics tags for data classification and

mapping.

Upon receiving the data from the application, the NextG user plan functions (UPFs),

possibly assisted by service-specific AFs, will classify the packet data units (PDUs) using

the QoS tables and encapsulate them in the SDAP headers with appropriate QFI values.

Once reaching the NextG radio access network, HyperRAN will map the QFI values to

metadata associated with PDUs in accordance with the ASP service context (configured

via O-RAN). The metadata will be embedded and passed down the HyperRAN protocol

1 For example, we can embed the semantics tags in a new QUIC extension header and use QUIC
as the transport layer protocol. We can also embed them using the DSCP (Differentiated Service Code
Point) bits in the IPv4 header. We can also re-purpose the IPv6 flow label or use an IPv6 extension
header to carry the semantics tags. More generally, we can use the P4 language to define new headers
with new semantics tags fields as well as to specify (application-specific) rules and write programs for
integrated application/transport/network layer data packet processing.
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sub-layers and utilized by the Hyper Scheduler for intelligent radio channel mapping and

radio resource scheduling (see §5.4 and §5.4.2 for more details).

5.3.4 O-RAN SMO, Non-RT and NRT RICs

Our design follows the specifications and guidelines from O-RAN. For example, non-RT

RIC is responsible for configuring the Hyper Scheduler. The nrt-RT RIC will provide

policies and rules, and periodically update them (e.g., using an AI algorithm), to instruct

and influence the behavior of Hyper Scheduler. The role of O-RAN will be discussed

further in §5.4 and §5.4.2. There are many challenges and issues yet to addressed

to realize the proposed framework end-to-end, e.g., design of application schema for

(dynamic) data partition and application semantics tagging (cf. §5.3.2 and §5.6), due

to space limitation we will not elaborate here. The remainder of the chapter focuses

on the challenges in incorporating semantics-aware, fined-grained intelligent control in

radio access networks.

5.3.5 Targeted Use Cases and Deployment Scenarios

HyperRAN is especially designed to enable emerging/future use cases such as XR/

multiverse, cooperative autonomous driving, Digital Twins that require not only ultra-

high bandwidths (from 100s Mbps to several Gbps of ”raw” data throughput) but also

low latency (at the time scales of 10s to 100s ms2). Furthermore, for use cases with more

stringent latency requirements, HyperRAN can readily incorporate 5G URLLC as it,

if supported by the underlying MAC/PHY sublayers, since HyperRAN utilizes existing

MAC/PHY for its lower layer functions (§5.4.2). It can further provide added benefits of

traffic prioritization for URLLC communications based on application needs. As stated

earlier, we expect HyperRAN to be first deployed in ”private” NextG networks (or as

separate RAN instances running in parallel to existing 5G RAN instances) to support

2The latency requirements are congruent to dynamics in typical machine-environment interactions
and human-machine-environment interactions, where objects typically do not move at the sub-ms speed,
and therefore radio channels do not vary faster than such time scales and conform to the human
perceptual/cognitive needs and interactive control requirements. In contrast to the 5G URLLC (Ultra-
Reliable Low-Latency Communication) service which is designed for low-bit-rate, sub-ms (machine-to-
machine) communications, supporting these new uses cases with both high bandwidth and low latency
requirements is more challenging, due to scarce radio resources and more dynamic (radio) environments
they operate in.
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emerging vertical industrial use cases. We elaborated on these points in §5.2.1.

5.4 HyperRAN Architecture and Hyper Scheduler De-

sign

We provide an overview of the proposed HyperRAN architecture, highlighting the key

innovations we advance to support our design goals (cf. §5.3.1). We then delve into the

design of Hyper Scheduler.

5.4.1 HyperRAN Architecture and Innovations

We adopt O-RAN’s disaggregated RAN specification and split the main RAN functions

into O-CU (central unit) and O-DU (distributed unit). To address the challenges high-

lighted above and fully take advantage of the software nature and multi-core servers on

which CUs/DUs will be hosted, we completely re-architect the NextG RAN architecture

to enable flexibility and programmability while also enhancing efficiency and scalabil-

ity. To this end, we introduce several key innovations. While some of the ideas and

mechanisms have been widely adopted in other settings (e.g., cloud computing and 5G

core), our novelties lie in applying and extending them creatively to tackle the unique

challenges in RAN designs.

First of all, we explicitly separate data (which holds user PDU sessions/flows), com-

pute (which executes various protocol processing entities or functions) and state (which

holds control and other metadata and governs the behavior of protocol functions) 3. By

consolidating user data in a shared packet ring buffer and employing Data Plane Devel-

opment Kit (DPDK) as well as other SmartNIC functions available in modern multi-core

servers, we develop an efficient software packet processing pipeline with kernel bypass

and zero copying. Associated with each user PDU is a configurable metadata container

that can be used to pass along information across the layers, e.g., flow tags that can

facilitate fast table look-up, semantic tags for (adaptive) QoS treatments, timestamps

3This is in contrast to existing open-source 5G RAN reference implementations [71, 55], which, as
a vestige of existing 5G and previous generations’ hardware-based RAN architectural implementations,
organize data processing around the RAN protocol layer processing “entities” (e.g., PDCP, RLC entities)
as specified in 3GPP specs. Such design couples user data with the compute processes (“protocol
processing entities”), producing many inefficiencies and making it harder to scale.
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for dynamic packet scheduling to meet latency requirements or packet dropping when

deadline has been exceeded. We introduce a set of (hierarchical) index queues con-

taining (packet header) references to logically group and track individual user PDU

sessions/flows (i.e., they form “virtual queues”). This is illustrated in Fig. 5.8. As

in most cloud computing systems today, we organize compute resources into a pool of

(preconfigured) worker threads associated with the CPU cores, further treat and decom-

pose protocol processing entities as a (configurable) sequence/graph of modular protocol

functions or (compute) tasks, and dynamically schedule and map the modular protocol

functions (tasks) to the worker threads/CPU cores. This not only eliminates the over-

heads of process context switching, spawning or killing CPU processes, but also makes

it easier to scale the protocol processing. For instance, if one PDCP entity becomes

overloaded, more worker threads/cores may be allocated to process its constituent QoS

flows. We explicitly decouple the state from protocol functions so that the state can

be separately managed. This enables resiliency and scalability (e.g., by appropriately

replicating the state to scale out). Perhaps more importantly, it makes the behavior of

protocol functions programmable, as we will further illustrate below. Last but not least,

we introduce a novel Hyper Scheduler in the MAC layer that sits on top of (traditional,

now “low-level”) MAC schedulers (see below and §5.4.1 for more discussion). The Hy-

perRAN architecture is schematically depicted in Fig. 5.2. We briefly summarize the

key O-RU and O-DU designs below.

HyperRAN O-CU. The packet ring buffer contains both DL and UL data from/to

5G UPFs and to/from O-DUs, both communicated via GTP-U tunnels. Logically there

is a RX (receive) ring buffer and a TX (transmit) ring buffer. On the receiving side, the

DPDK-based packet processing pipeline receives packets from UPFs and O-DUs, pro-

cessing and placing them into the (logical RX) ring buffer. On the transmitting side, it

removes packets from the (logical TX) ring buffer, process and transmit them. The core

orchestration and task scheduling maps protocol processing entities/functions (tasks)

to CPUs and worker threads. For example, packets from user data streams (or “flows”)

are processed by an SDAP entity which, besides attaching an SDAP header with an

appropriate (service-specific) QFI value, tags the individual packets with “semantic

tags” stored in the metadata associated with the packets. Note that unlike existing 5G

QoS flows, packets belonging to the same HyperRAN “flow” or data stream may carry
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different (service-specific) QFI values. The “semantic tags” may be used to facilitate

fast packet processing rule (PPR) table lookup for, e.g., subsequent PDCP processing;

they may even be passed down to O-DUs for appropriate RLC/Hyper Scheduler pro-

cessing. By embedding and encoding application semantics via metadata to influence

QoS treatments across the protocol stack, our design is thus truly cross-layer. The

(service-specific) PPR table is part of the state maintained by O-CU. Additional state

information includes the service context, user context, PDU session context, and QoS

context. They are installed, removed, configured and (semi-dynamically) modified via

RRC and O-RAN RICs. By adopting a software-defined, rule-based paradigm, we make

the behavior of protocol functions programmable. For example, by installing appropriate

PPRs, we can program the PDCP processing entities to whether or not apply header

processing to individual packets, what integrity protection and ciphering mechanisms

to use, whether or not to re-transmit lost packets, or discard packets that have been

buffered for some time, or where to route/re-route packets, and so forth, depending on

the service QoS requirements, user context (e.g., user mobility patterns) and application

semantics (e.g., how important the data is).

HyperRAN O-DU. The packet ring buffer in the O-DU will only be used for the

data to/from with O-CU, as the communications between O-DU and O-RU use the

(specialized) open fronthaul interface (7.2 split eCPRI) [22]. Both RLC processing and

Hyper Scheduler are programmable based on rules configured by RRC and O-RAN (non-

RT and nrt) RICs. For example, instead of the three fixed RLC modes – the transparent

(TM), unacknowledged (UM) and acknowledged) (AM) modes in the existing RAN, we

can configure an RLC entity to process individual packets using mixed UM/AM modes

based on the associated “semantics” tags. The introduction of a Hyper Scheduler makes

(multi-radio) MAC scheduling programmable, without making significant changes to

existing complex (low-level) MAC schedulers that are more intimately tied to the PHY

layer. Furthermore, it enables us to perform intelligent multi-radio scheduling to match

application semantics with fast varying radio channel characteristics based on software-

defined rules or scheduling logic.
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Figure 5.2: HyperRAN Architecture.

5.4.2 Hyper Scheduler Design

In the design of Hyper Scheduler, we assume that there are two or more (low-level) MAC

schedulers (one for each “radio” or radio technology). The (low-level) MAC schedulers

typically operate at much faster time-scales, e.g., at a single slot or multi-slot level (sub-

1 ms or 1 ms level). In contrast, Hyper Scheduler operates at a slower time scale, e.g., at

the multiple sub-frame (several ms) or frame level (10’s ms). As alluded earlier, existing

MAC schedulers used in commercial RANs are highly complex and often intimately tied

to the PHY layer processing. This is particularly the case when CA of multiple radio

channels is employed (within the same “radio”), where time synchronization of different

frame structures and other PHY layer issues must be confronted. With Hyper Scheduler,

we introduce intelligence and programmability (For example, in our implementation,

we are able to re-use the MAC/PHY implementations of existing open source RAN

platforms [55] [71] with slight modifications to the interfaces with the RLC layer). As

illustrated in Fig. 5.2, Hyper Scheduler takes data from the RLC channels, map and

schedule data from these channels to the low-level MAC schedulers. We maintain a list

of (virtual) MAC queues per each (low-level) MAC scheduler. These MAC queues (a

list of virtual RLC channels) serve as the interface to each low-level MAC scheduler.

Table 5.1: Example Hyper Scheduler Policy Table.

NAME #[UE+SID] QFI UE-Context CQI PD

EP1 #[46, 3]
10, 20 Stationary ≥ 10 Prefer Bandwidth
10, 20 Walking ≥ 5 Prefer CQI
30, 40 Walking ≥ 0 Drop if Deadline Passes

EP2 #[47, 4]
10, 20 Stationary ≥ 0 Prefer CQI

10, 20,30,40 Driving ≥ 0 Drop if Deadline Passes
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Declarative Policy-Based Decision Engine. Hyper Scheduler applies service-specific

policies to map and schedule user data to radios/radio channels that account for ser-

vice requirements, application semantics, radio characteristics (e.g., band and coverage

range), dynamic channel conditions and user context (e.g., mobility patterns). The

policies are declaratively specified (using the extended E2 interface) and supplied by

the O-RAN non-RT RIC; and they can be dynamically updated by O-RAN nrt- RIC.

Hence the behavior of Hyper Scheduler is software-defined and programmable. Using

layered (volumetric) video streaming as an application use case, Figs. 5.3 & 5.4 shows

two example policies specifications, where there are two radios. In Example Policy 1

(EP1), a) when the UE is stationary and the CQIs of both radios ¿ 10, the base layers

video streams (indicated with QFI=10,20) always prefers the radio with highest band-

width; otherwise, it prefers the radio with the highest CQI; the enhancement layer video

streams (QFI=30,40) are transmitted using the second radio; b) when the UE is walk-

ing, the base layers are always delivered using radio 1 (which has larger coverage) unless

its CQI ¡ 5; otherwise, it is assigned to radio with highest CQI is preferred; enhancement

layers are scheduled using the second radio. In terms of prioritization and discard (PD)

handling, base layers video data is never discarded; whereas enhancement layer video

data will be dropped if the delivery deadline (20 ms) has passed. For enhancement

layer data, the radio resource allocation priority is given in the increasing order of QFI

(i.e., data with QFI=30 is first scheduled on the second radio before data with QFI=40,

etc.). In Example Policy 2 (EP2), when UE is stationary, the base layer always prefers

radio with best CQI; if there is not sufficient radio resource, the second radio is also

used for the base layer data delivery; whatever remaining available radio resources are

assigned for enhancement layer data delivery in the priority order of QFIs. In EP1,

the base layer video is only delivered using one radio; the other radio is used for the

enhancement layer data delivery. Hence at least two layers of video are delivered simul-

taneously. In contrast, EP2 may stripe the base layer across two radios to maximize its

timely delivery at the expense of no radio resources allocated for the enhancement layer

data delivery. These declarative policies are then translated into a scheduling policy

table (see Table 5.1 for an example) which is used by Hyper Scheduler for periodic radio

mapping and scheduling decisions (see below). The PHY layer periodically informs the



69

Hyper Scheduler of the latest Channel Quality Indicator (CQI) and other channel con-

dition information, e.g., block-level error rates (BLERs); whereas the O-RAN nrt-RIC

may dynamically update Hyper Scheduler with the user context when the UE mobility

pattern has changed. In §5.6 we will use EP1 and EP2 above (and their variations) to

evaluate Hyper Scheduler.

Radio Channel Mapping and Scheduling. Hyper Scheduler performs two basic

functions periodically: 1) it intelligently maps user data to radios (low-level MACs) us-

ing the scheduling policy and logic encoded in the declarative rule-based decision engine;

and 2) it schedules (new) user data for low-level MAC transmissions by placing them,

dynamically (re-)prioritize packets in the (virtual) low-level MAC queues and discard

stale buffered data if necessary (see below). It operates in two stages (pseudocode in

Algorithm 1 & 2). In the first radio mapping stage, Hyper Scheduler polls the (virtual)

RLC channel list and uses the metadata (e.g., flow tags that encode service id, user

id and data stream/flow id’s as hashes) associated with data packets to look up the

scheduling policy table, and use the corresponding decision engine rules to map them to

a preferred radio (or a list of preferred radios). Optionally, for each radio, the required or

desired bit rates, time sensitivity priority or desired time for transmission, and whether

data can be discarded if deadline is past may be calculated and attached as metadata.

The output of stage 1 is a (tentative) list of user data radio assignment queues. In

the second (data scheduling) stage, Hyper Scheduler employs the weighted proportional

sharing (WPS) algorithm [82, 83, 84] to assign data to radio, taking into account the

radio bandwidth available and user data QoS requirements. It first scans the existing

(virtual) MAC queues, re-prioritize packets (by adjusting scheduling weights) and dis-

card any stale data, and estimate the (maximal) available bandwidth on each radio for

the current Hyper Scheduler scheduling period. Hyper Scheduler then polls the (ten-

tative) list of user data radio assignment queues, and for each (“non-stale”) data item,

Hyper Scheduler assigns it to its most preferred radio if there is sufficient bandwidth,

otherwise, the next preferred radio, and so forth. If no bandwidth is available on any

radio, it is postponed for the next Hyper Scheduler scheduling period. The assigned

data item is tagged with a scheduling weight and inserted into the corresponding low-

level (virtual) MAC queue. The scheduling weights will be used by the low-level MAC

scheduler for radio resource assignment.
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Algorithm 1 Hyper Scheduler Stage 1 Procedure(mac id)

1: packet list ← RLC list[mac id].pdu list
2: for packet ∈ packet list do
3: //loop through packets in RLC queue and in-place assign calculated tags
4: //using HS table policy (destined radio, discard tag, ...)
5: packet qfi ← packet.tags.qfi
6: packet uid ← packet.tags.uid
7: packet UE state ← packet.tags.UE state
8: assigned policy ← policy schedule table lookup(packet qfi, packet uid, packet UE state, ra-

dios cqi)
9: //Select the radio id based on the PD code in assigned policy
10: packet.tags.list assigned radio channels ← select radio channels(assigned policy)
11: //Check for policy code and determine if packet should be discarded
12: packet.tags.discard ← check packet discard(assigned policy)
13: packet.tags.bandwidth requirement ← assigned policy.bandwidth requirement
14: end for
15: Hyper Scheduler Stage 2 Procedure()

Algorithm 2 Hyper Scheduler Stage 2 Procedure()

1: for queue ∈ mac queue do
2: //loop through in packet inside MAC virtual list, discard, delay, or process packet
3: //Re-prioritize queue based on QFI and wait time
4: queue ← HS MAC Prioritize(queue)
5: packet list ← queue.pdu list
6: for packet ∈ packet list do
7: list assigned radio channels ← packet.tags.list assigned radio channels
8: discard ← packet.tags.discard
9: bandwidth requirement ← packet.tags.bandwidth requirement
10: if discard then
11: continue
12: else
13: deliver ← False
14: for radio channel ∈ list assigned radio channels do
15: if list radio current bandwidth[radio channel] ≥ bandwidth requirement then
16: MAC send packet(radio channel, packet)
17: deliver ← True
18: break
19: end if
20: end for
21: if not deliver then
22: //Bandwidth of current radio does not suffice, delay until next sending round
23: queue.append(packet)
24: end if
25: end if
26: end for
27: end for
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1 UE:

2 stationary:

3 - conditions:

4 - {greaterThan: {value1: "CQI_1", value2: 10}}

5 - {greaterThan: {value1: "CQI_2", value2: 10}}

6 # for base layer

7 - {equalTo: {value1: "QFI", value2: 10}

8 or {value1: "QFI", value2: 20}}

9 action:

10 - assignRadio: radioWWithMaxAvailableBandwidth

11 - conditions:

12 - {greaterThan: {value1: "CQI_1", value2: 10}}

13 - {greaterThan: {value1: "CQI_2", value2: 10}}

14 # for enhancement layer

15 - {equalTo: {value1: "QFI", value2: 30}

16 or {value1: "QFI", value2: 40}}

17 action:

18 - assignRadio: radioWithMinAvailableBandwidth

19 - conditions:

20 - {lessThanOrEqual: {value1: "CQI_1", value2: 10}}

21 - {lessThanOrEqual: {value1: "CQI_2", value2: 10}}

22 # for base layer

23 - {equalTo: {value1: "QFI", value2: 10}

24 or {value1: "QFI", value2: 20}}

25 action:

26 - assignRadio: radiowithMaxCQI

27 - conditions:

28 # for enhancement layer

29 - {equalTo: {value1: "QFI", value2: 30}

30 or {value1: "QFI", value2: 40}}

31 action:

32 - assignRadio: radioWithMinCQI

33 walking:

34 - conditions:

35 - {greaterThanOrEqual: {value1: "CQI_1", value2: 5}}

36 # for base layer

37 - {equalTo: {value1: "QFI", value2: 10}

38 or {value1: "QFI", value2: 20}}

39 action:

40 - assignRadio: radioWithMaxCQI

41 - conditions:

42 - {lessThan: {value1: "CQI_1", value2: 5}}

43 # for base layer

44 - {equalTo: {value1: "QFI", value2: 10}

45 or {value1: "QFI", value2: 20}}

46 action:

47 - assignRadio: radiowithMaxCQI

48 - conditions:

49 # for enhancement layer

50 - {equalTo: {value1: "QFI", value2: 30}

51 or {value1: "QFI", value2: 40}}

52 action:

53 - assignRadio: radiowithMinCQI

54 delivery_deadline:

55 - conditions:

56 - {greaterThan: {value1: "deadline", value2: 20}}

57 action:

58 - dropEnhancementLayer

Figure 5.3: Specification of Example Policy 1.
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1 UE:

2 stationary:

3 - conditions:

4 # for base layer

5 - {equalTo: {value1: "QFI", value2: 10}

6 or {value1: "QFI", value2: 20}}

7 action:

8 - assignRadio: radioWithMaxCQI

9 - conditions:

10 # for enhancement layer

11 - {equalTo: {value1: "QFI", value2: 30}

12 or {value1: "QFI", value2: 40}}

13 action:

14 - assignRadio: radioWithMinCQI

15 - conditions:

16 # for base layer

17 - {equalTo: {value1: "QFI", value2: 10}

18 or {value1: "QFI", value2: 20}}

19 - notSufficientResource

20 action:

21 - assignRadio: BothRadios

22 - conditions:

23 # for enhancement layer

24 - {equalTo: {value1: "QFI", value2: 30}

25 or {value1: "QFI", value2: 40}}

26 - notSufficientResource

27 action:

28 - assignRadio: drop

Figure 5.4: Specification of Example Policy 2.

Packet Prioritization, Re-transmissions & Discarding. When a packet arrives

from the UPF to O-CU, it may be marked with a timestamp as part of the new metadata

(Fig. 5.8); this metadata may be passed down to O-DU with the packet. Depending

on the scheduling policy/logic programmed for each user/service/data stream, Hyper

Scheduler can use the timestamp to dynamically prioritize and schedule packets for

transmissions/re-transmissions via the lower-level MAC radio schedulers. When data

becomes stale (i.e., past its deadline), the Hyper Scheduler may discard it from the

buffer. This avoids wasting scarce radio resources for unnecessary data transmissions/re-

transmissions and ensures prioritized delivery of time-sensitive data.

5.4.3 HyperRAN Core Design

Fig. 5.6 illustrates the workflow on the core side of HyperRAN. In the first step, the

application providers or operators define rules for the application traffic in terms of

headers and traffic behaviors.
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In the second step, the PCF synthesizes rules based on all existing ones to create a

more efficient representation to be deployed on the AF. The rules consist of two parts:

the rules for tag-based QoS flow mapping (in the form of QER) for UPF and the ones for

tagging the packets in the AF, which are installed in step 3. In step 4, the AF tags the

packets based on headers and traffic characteristics, providing application-level insights

to the packets. When the UPF receives the packets in step 5, it chooses the appropriate

QFI value based on the semantic tags. If the O-RAN is unable to accommodate the

application requirements, it reports the statistics to our controller for rule adjustment.
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5.5 Implementation and Experimental Setup

HyperRAN Implementation. We have implemented a prototype of HyperRAN

on commodity Intel multi-core servers with 100 Gbps Ethernet NICs with the DPDK

support. Our implementation relies on srsRAN [71] as the code-base, which incor-

porates CA, although we also frequently consult the OAI RAN implementation [55]

for reference but neither srsRAN nor OAI RAN support multiple radios. We reuse

the srsRAN’s PHY/MAC layer implementation and set up multiple (slightly mod-

ified) PHY/MAC layers to emulate a multi-band, multi-RAT RAN. We completely

re-architect the RLC/PDCP/SDAP layers, and modularize their implementations, re-

using as much of the code as possible while re-implementing them into modular protocol

functions (see §5.4). We implemented Hyper Scheduler in such a manner that it can be

turned on or off during start-up or dynamically during runtime. We plan to make our

implementation publicly available in the future.

5G Core, O-RAN & UE Implementations and Experimental Setup. To facili-

tate end-to-end evaluation, we also modify the implementation of Open5GS [85] which

is used as the 5G core in our evaluation. Open5GS already supports QFI, we add a novel

application semantics based QFI to the 5G core. We include the details of 5G core imple-

mentation in the §5.5.1. We leverage OAI’s FlexRIC implementation [86] as the O-RAN

RICs. We send the Hyper Scheduler’s policies via the existing FlexRIC’s E2 interface.

We also extend the E2 interface in FlexRIC to update the Hyper Scheduler policies at

the run-time. The policy operations include adding a new policy, modifying an existing

policy, and deleting an existing policy. The Hyper Scheduler periodically sends statis-

tics and other information to the FlexRIC. We further extend the implementation of

srsRAN’s UE (srsUE) to add multi-radio/multi-band support. We implemented mul-

tiple UEs support in HyperRAN to perform multiple clients and hybrid experiments.

As discussed in §5.4.2, we implemented a WPS algorithm (more details in §5.5.2) in

HyperRAN to support user data QoS requirements. We evaluate HyperRAN, and the

entire 5G ecosystem (5G Core, RAN, O-RAN, Non-RT RIC, O-RAN Near-RT (nrt)

RIC, etc.) as well as application use cases (see §5.6) on a testbed comprised of two Intel

multi-core servers with 64 GB RAM and Core i5 processors running Ubuntu 20.04.



77

5.5.1 HyperRAN Core Implementation

As illustrated in Fig. 5.5, the tagging module is offloaded to the Nvidia Bluefield 2 [87]

to potentially save CPU cycles on the host. By leveraging hardware-accelerated OVS,

the packets can be directed to the ARM cores for tagging and statistics collection.

The hardware-accelerated regular expression matching engine provided by the DPU

can handle offloading pattern matching operations. To implement this functionality,

we utilize the default ECPF (Embedded CPU Function Ownership Mode) [88] in the

Bluefield.

The tagging module is implemented as a DPDK application [89]. In the control path,

within the DPDK environment, fine-grained flow patterns are compiled into Suricata

signatures, and tagging policies are initialized accordingly. In the data path, using

Receive Side Scaling (RSS), the packets are distributed across multiple cores, each of

which runs a polling thread. Upon receiving packets, the thread first checks if a flow ID

is detected by the connection tracking hardware offloads. If the packets are not marked

with a flow ID, new flows are created using the doca dpi flow create [90]. Subsequently,

the packets are inserted into a DPI queue for hardware-accelerated processing. By

calling doca dpi dequeue, the application obtains the signature ID and utilizes it to

perform the tagging operations defined by the tagging policy. Finally, the packets are

forwarded to the host.

5.5.2 Weighted Proportional Sharing Algorithm

We have extended the MAC scheduler algorithm in srsRAN [71] to incorporate a WPS

algorithm, enabling more precise and equitable resource allocation across UEs. This

enhancement involves calculating DL and UL priorities, which are pivotal in the dynamic

allocation of transmission time intervals (TTIs) to UEs. In the implementation, the DL

and UL priorities for each UE are computed based on their expected bitrates r, the

average network bitrate R, and a fairness coefficient f , all weighted by a specific value

w assigned to each UE by the Hyper Scheduler, as described in §5.4.2. We illustrated

the priority P as follows:

We evaluate the impact of weights on performance using two UEs, setting the f to

the default value 2 and fix the value of w2 to 1, illustrated in Table 5.2. According to
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P =


r

Rf×w
, if R ̸= 0

0, if r = 0

∞, otherwise

Table 5.2: Impacts of Weights Configuration in WPS Algorithm

w1/w2 Throughput (UE1) [Mbps] Throughput (UE2) [Mbps]

1 10.4 10.4

5 14.3 6.12

10 15.4 5.08

25 18.1 2.75

50 19.1 2.59

the result, the allocation of throughput is increased when we assign more weights to the

UE.

5.6 Evaluation

We evaluate HyperRAN using three illustrative and representative application use cases

that require high bandwidth and are time-sensitive: 1) volumetric video streaming,

2) LiDAR streaming (for cooperative autonomous driving) and 3) hybrid experiments

using both video streaming, and LiDAR streaming with multiple UEs. We use an

experimental set-up presented in §5.5 where HyperRAN is equipped with two radios,

each configured with two channels. For baseline experiments, we employ CA which

uses single radio with four channels. For end-to-end evaluation, we implement a video

streaming simulator and LiDAR streaming pipeline. Additionally, we added End-point

Adaptation support to video streaming simulator using ABR algorithms for additional

comparisons. This algorithm aims to occupy maximum bandwidth by adjusting bitrate

according to channel conditions. We evaluate the performance of HyperRAN using

different Hyper Scheduler policies and compare them with baselines. For ”realistic”

evaluation, we collect real-world multi-radio/channel bandwidth and CQI traces from
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5G Probes

XCAL is running
for data collection

Figure 5.9: Data Collection.

commercial 5G networks to drive the emulations. All evaluations are conducted under

the same 5G network trace files emulating a consistent environment ensuring fairness

of comparisons. We expect our results to translate well to real 5G speeds and latency.

Commercial 5G Multi-Radio Datasets. Fig. 5.9 illustrates our 5G data collection

platform, where smartphones are placed side-by-side and tethered to the professional 5G

diagnostic tool XCAL [91]. We performed two experiments, with each phone locked to a

different radio channel serving as the baseline and employing the same default channel

for the multiple UEs competition. We collected PHY throughput and CQI data of

four 5G mid-band channels from two US 5G operators under various environments and

mobility settings (stationary, walking, and driving), see Table 5.3 for summary trace

statistics. Fig. 5.10 show sample CQI traces of 4 channels collected at the same time. We

see that the channel conditions can dramatically change, and no channel is consistently

better than the others.
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Table 5.3: Data Trace Statistics.

Commercial 5G Traces

Mobility Stationary Driving

Scenario Downtown
Highway
Downtown

Duration ∼60 min ∼430 min

Coverage 12 hot spots ∼650 km

# of Operators 2 2

# of Channels 4 4

Figure 5.10: Sample Time-series Plots of CQIs under Stationary (left) and Driving (right) Settings.

5.6.1 Prioritizing Volumetric Video Layers to Reduce User Perceived

Stall Time

Application Semantics. In volumetric video streaming, each frame is segmented into

multiple layers. The number of layers successfully delivered to the client side affects the

quality of the frame in the video streaming client. The first two layers, or base layers, are

required to play a frame at a minimal quality, and thus their delivery is most important.

Each subsequent layer above the base layers referred to as enhancement layers, rely on

strict layer order being delivered or else be discarded by the client and thus render a

lower-quality frame and/or cause stalling. Thus, the Hyper Scheduler will prioritize the

lower layers based on the data’s QFI value, each channel’s bandwidth, and CQI. With

this approach, the base layers are prioritized. In the context of our experiments, Hyper

Scheduler may decide against sending enhancement frames to preserve the QoE of the

video playback if the network is particularly constrained.
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Table 5.4: Video Stall Time (Stationary).

Points/Frame 4K 5K 6K

Required Tput (Mbps) 86.4 108 129.6

CA 37s 59s 71s

End-point Adaptation 25s 28s 34s

Static Channel Mapping 20s 25s 30s

HyperRAN EP1 12s 13s 17s

HyperRAN EP2 10s 13s 16s

Table 5.5: Video Stall Time (Walking).

Points/Frame 4K 5K 6K

Required Tput (Mbps) 86.4 108 129.6

CA 124s 128s 133s

End-point Adaptation 72s 76s 98s

Static Channel Mapping 50s 60s 69s

HyperRAN EP1 41s 48s 49s

HyperRAN EP2 40s 48s 50s

Volumetric Video Baseline Scenarios and Metrics Collected. We evaluate two

Hyper Scheduler policies EP1 and EP2 in the Volumetric Video streaming scenario

against a case where video is delivered with CA, where Static Channel Mapping as-

signs specific QFI marked packets to a specific radio channel, and where an End-point

Adaptation algorithm adjusts streaming bitrates in face of network constraints. We also

evaluate a multiple UEs case with two simultaneous devices running video streaming.

We collect two metrics: (1) Stall time, the amount of time a stream spends waiting for

data to come in and (2) Buffer size, the amount of frames in the client buffer awaiting

playback.
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Table 5.6: Video Stall Time (Driving) - Multiple UEs- Hybrid Experiments.

Points/Frame 4K 5K 6K

Required Tput 86.4 108 129.6

Static Channel Mapping 179s 213s 280s

HyperRAN EP2 65s 82s 95s
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Figure 5.11: QoE Performance of 4K Points/Frame with Video Player Progress, Video Frame Quality
Metrics (Stationary). Upper subfigures report buffer size for each layer during transmission, and lower
subfigures report the number of frames sent as the progress. The lower buffer size and shorter total
transmission time indicate better performance.



83

Results. Our evaluations are outlined in Tables 5.4, 5.5 and Fig.5.11. From the

experimental results, we see that the CA case has the highest buffer size, indicating

failures to deliver the base layers (refer Fig. 5.11a), resulting in frequent stalls averaging

a total of 55 seconds. Fig. 5.11b shows that the Static Channel Mapping case fairs a little

better utilizing both radios to effectively deliver more layers, but due to enhancement

layers competing for radio resources with the base layers, the overall stall time is still

quite high at an average of 25 seconds. As shown in Table 5.4, EP1 and EP2 provide

a dramatically lower stall rate averaging 13 seconds, yielding a 46-75% reduction in

stall time compared to the baselines. Notably, despite the application-level adaptation

occurring in the End-point Adaptation approach, HyperRAN’s RAN level optimizations

provide better performance.

Considering the mobility cases, despite the more challenging mobility of driving,

we see in Table 5.5, HyperRAN provides a 22-64% improvement to stall time over

the baselines. This is even more noticeable under the multiple UEs assumption where

HyperRAN EP2 results in a 63% reduction in stall time. Another contrast, the CA case

is unable to deliver enhancement layers or base layers effectively due to poor utilization

of radio resources. As shown in Figs. 5.11c & 5.11d, HyperRAN achieves the best

overall performance by dropping enhancement layers under bottleneck and prioritizing

base layers delivery. This is visualized in the tighter spread of stall times observed

in Fig. 5.14, where the CA case sees a wide range and overall worse performance for

base layers and enhancement layers contrasted with the enhancement-less EP1 and EP2

cases.

5.6.2 Prioritizing Context Important LiDAR Data through Smart Par-

titioning

Application Semantics. To leverage HyperRAN for the LiDAR use-case we identify

application semantics needed for streaming. LiDAR is composed of many point samples

generated by a full 360-degree sweep around a device. This constitutes a large amount of

data to transmit, and not all of this is equally important at all times. From a Connected

Autonomous Vehicle (CAV) example with the LiDAR scan broken up in Fig. 5.15, a

vehicle may be spotted only in sector Q1 & Q2, and thus be critical data to send

leaving the other zones at a lower priority. We annotate the LiDAR data with priority
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(b) HyperRAN EP2 QFI-based Dynamic Mapping.

Figure 5.12: Baseline vs HyperRAN for QFI Timing (Stationary).
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Figure 5.13: Multiple UEs, LiDAR and 6K Video (Driving).
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Figure 5.14: Stall Time of Base & Enhancement Layers of 4K Points/Frame (Stationary).

semantics and HyperRAN will deliver each partition’s LiDAR data with Q1 & Q2 at

highest priority. The priority attached to Q1 & Q2 could migrate to Q3 and Q4 as the

sighted vehicle is detected in those subsequent sectors, resulting in lower priority for the

now empty Q1 & Q2. HyperRAN may also discard data in sectors that are delivered

too late, as in the real use-case samples where a vehicle was is not as important as where

it currently is. Additionally, in the creation of these semantics we leverage HyperRAN’s

multi-radio support to send the top priority sectors on two different radios along with

the lower priority sectors reducing competition for radio resources.

LiDAR Baseline Scenario and Metrics Collected. We evaluate against a simple

Static Channel Mapping (SCM) case, providing a baseline and contrast for HyperRAN’s

ability to deliver semantically marked traffic over a diverse radio and condition envi-

ronment. We utilize two test cases: (1) Like the example described above, two vehicles

enter the radius of the detecting vehicle, resulting in the need to prioritize the sectors

where the vehicles are and change priority as the vehicle moves around the LiDAR. The

priority order of vehicle 1 is 8 & 7 then 6 & 5. Vehicle 2’s order is 1 & 2 then 2 & 3. (2)

We evaluate a multiple UEs case wherein volumetric video streaming at differing quality

rates is occurring alongside LiDAR streaming on two separate devices going through

the same RAN. This illustrates how HyperRAN leverages WPS to improve delivery of
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Figure 5.15: LiDAR and Sectors Reference.

Table 5.7: LiDAR Metrics. Priority Swapping Tests. (Stationary)

Approach Sector Avg Sample Avg Sample Sector Avg Sample Avg Sample
Latency (S) Loss % Latency (S) Loss %

Static Channel Mapping

Sector 1 0.85 ± 0.07 99.90% Sector 5 6.19 ± 2.17 64.66%
Sector 2 N/A ± N/A 100.00% Sector 6 5.53 ± 2.25 57.93%
Sector 3 4.22 ± 1.20 56.50% Sector 7 3.53 ± 1.30 90.52%
Sector 4 4.13 ± 1.20 55.24% Sector 8 4.22 ± 0.76 98.02%

HyperRAN EP2

Sector 1 0.46 ± 0.13 63.18% Sector 5 1.55 ± 0.75 74.45%
Sector 2 0.42 ± 0.13 62.28% Sector 6 1.49 ± 0.75 74.89%
Sector 3 2.01 ± 1.54 76.33% Sector 7 0.66 ± 0.48 66.84%
Sector 4 1.93 ± 1.48 76.24% Sector 8 0.70 ± 0.48 66.38%

LiDAR data under multiple client’s pressure. There are no changing priorities for this

use-case and Sectors 3, 4, 5, and 6 are set as high priority. From our experiments we

collect (1) Packets Discarded by Policy, which reflects the number of packets the Hyper-

RAN policy drops during operation, (2) Time Packet in Queue, which reflects how much

time a packet held by the RAN is queued before being delivered to the destination, (3)

Sample Latency, which is the application-level time it takes for a single LiDAR sample

(made up of several packets) to arrive on the destination side, and (4) the Sample Loss,

which is how many LiDAR samples were lost vs those sent by the client application.

Results. In Table. 5.7, we see the baseline SCM struggle to consistently and quickly

deliver data packets resulting in latency roughly 2x+ slower than the HyperRAN results.

We also see HyperRAN’s discard policy helping to lower the overall packet loss by

around 7.7% across all sectors. Similarly, this discard and priority approach overcomes

the significant sector failure the baseline suffered with Sectors 1 and 2. With further
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Table 5.8: RAN Metrics, Multiple UEs 6K Video Streaming (Driving).

Approach QFI Time Packet Packets Discarded
in Queue (S) By Policy

HyperRAN EP2

11 1.18± 0.80 0.00%
12 2.71± 2.27 0.00%
13 3.82± 2.38 99.89%
14 7.77± 6.77 99.69%

Static Channel Mapping

11 6.35± 2.36 0.00%
12 11.82± 4.31 0.00%
13 5.84± 2.18 0.00%
14 12.58± 4.48 0.00%

examination of the SCM case in Fig. 5.12a, we see failure to deliver virtually all of

Sector 2 & 1’s packets. In contrast, in HyperRAN’s Fig. 5.12b, we see prioritization

delivers Sector 1 & 2 with lower loss rates and faster speeds, and then swaps priority

to Sector 3 & 4 for the second half. Note: Sectors 5-8 omitted from figures for clarity.

From the second test case involving multiple UEs and parallel video streaming, we see

that HyperRAN provides a beneficial triage-like effect under network competition. In

Figs. 5.13a-5.13b HyperRAN provides a 2-4x reduction in latency for the higher priority

sectors (more in Table 5.9). This priority is reflected in the 100% (or near) loss rates

in the lower priority sectors as HyperRAN is discarding lower priority data to make

room for the LiDAR data amongst the video data pressure. This impact is reflected for

RAN metrics in Table. 5.8 where we see overall loss is shifted onto the lower priority

QFI values providing lower 15% lower loss rate and faster speeds. Note: The video

and LiDAR share the same prioritization, and thus when grouped by QFI will contain

values differing somewhat from the LiDAR specific results. Note: LiDAR sends lots of

UDP data and the constrained nature of our testing system results in high loss such as

the 90% observed in baseline.

5.7 Related Work

Since the late 90’s [92, 93], scheduling algorithms in wireless data networks that take

into account channel conditions, diversity and fairness while providing QoS to users

have been studied extensively; voluminous theoretical studies have been published, see,

e.g., [94, 95, 96, 97, 98, 83, 99, 100] and survey paper [101]. Measurement-based and

theoretical analysis of its effectiveness in these networks have been carried out, see,
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Table 5.9: LiDAR QoS and QoE Metrics, Multiple UEs Tests alongside Volumetric Video Streaming.

Approach Sector Avg Sample Avg Sample Sector Avg Sample Avg Sample
Latency (S) Loss % Latency (S) Loss %

HyperRAN EP2 - 4k

1 nan ± nan 100.00% 5 1.77 ± 0.71 65.33%
2 nan ± nan 100.00% 6 1.65 ± 0.68 66.30%
3 3.10 ± 1.58 68.26% 7 nan ± nan 100.00%
4 2.94 ± 1.57 67.02% 8 1.36 ± 0.20 99.95%

Static Channel Mapping - 4k

1 14.61 ± 3.06 94.78% 5 7.54 ± 1.52 84.80%
2 14.54 ± 1.17 98.93% 6 7.01 ± 1.94 82.56%
3 12.38 ± 4.75 83.16% 7 5.94 ± 3.18 91.78%
4 12.80 ± 4.61 79.91% 8 6.07 ± 3.40 94.27%

HyperRAN EP2 - 6k

1 0.57 ± 0.56 99.80% 5 2.00 ± 0.81 64.80%
2 nan ± nan 100.00% 6 1.93 ± 0.81 65.94%
3 2.95 ± 1.81 70.27% 7 nan ± nan 100.00%
4 2.86 ± 1.82 69.59% 8 nan ± nan 100.00%

Static Channel Mapping - 6k

1 9.13 ± 5.18 99.83% 5 3.89 ± 1.96 99.58%
2 nan ± nan 100.00% 6 5.08 ± 2.72 93.75%
3 12.94 ± 4.46 79.59% 7 6.83 ± 2.34 78.12%
4 12.71 ± 4.35 78.33% 8 7.52 ± 2.01 82.96%

e.g., [102, 103, 82, 104]. None of these studies consider incorporating application se-

mantics in scheduling decisions. Cross-layer design has been a major theme in wireless

networks, but most studies largely rely on passing relevant information up or down

the protocol stack to address specific problems, e.g., congestion control and related is-

sues [105, 106, 107, 108, 109, 110, 111, 112]. Network slicing is another topic that has

been widely studied, see [113] for examining the use of network slicing to support QoS

in 5G networks. Machine learning has been widely applied to tackle various problems

in wireless networks, e.g., for spectrum monitoring, channel modeling and estimation,

massive MIMO and beam-forming, power control, user detection and mobility tracking,

and so forth (see, e.g., [114, 115, 116, 117, 118]; and [119, 120, 121, 122, 123] for surveys).

None of these studies tackle the fundamental limitations of the current 5G network ar-

chitecture. The two available open source RAN projects OAI [55] and srsRAN [71]

doesn’t support multiple-bands simultaneously. We first highlight the limitations of 5G

flow-based QoS architecture in an earlier position paper [124] and prototype paper [125].

5.8 Summary

In this chapter, we designed, implemented, and evaluated HyperRAN, a fine-grained,

cross-edged, QoS framework that provides an enhanced QoE for emerging applications.
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HyperRAN is the first framework that supports emulation of multiple channels simulta-

neously and excels in performance when compared to other available open-source RAN

systems. The Hyper Scheduler is integrated with the O-RAN RIC and send metrics. Our

system provides significant stability and improved QoS and QoE for relevant use-cases

in volumetric video and LiDAR streaming. In the future, we plan to employ machine

learning algorithms on the collected data to more efficiently use the radio resources.

We would also like to exploit the LiDAR data and perform packet-based QoS approach

to efficiently prioritize critical data and to drop/de-prioritize irrelevant/lower priority

frames. Finally, we hope to examine real-time smart prioritization of multi-modal data

streams.



Chapter 6

PRANAVAM: Scaling Private 5G

RAN via eBPF+XDP

6.1 Introduction

With the needs for more flexibility, openness and programmability, not only cellular core

networks but also radio access networks (RANs) are moving towards virtualization and

cloudification. Both 3GPP and the Open-RAN (O-RAN) Alliance have introduced new

disaggregated RAN architectures that divide 5G RANs into, for example, Central Unit

(CU) and Distributed Unit (DU). CU is further split into CU-UP (CU user plane) and

CU-CP (CU control plane), see Chapter 2 for more details. In particular, the O-RAN

Alliance has introduced intelligent RAN controllers (RICs) and defined open interfaces

for communications among the disaggregated units and RICs. Softwarization or “cloud-

ification” of 5G and Next-Generation (NextG) RANs and core networks are especially

appealing to many industrial use cases, as it makes it easier to support industrial ver-

ticals and private 5G [126] and NextG networks For example, RAN functionality can

be tailored to the specific bandwidth, latency and reliability requirements of these use

cases, and existing features may be upgraded or new features can be readily rolled out

as the requirements or use cases change over time.

While software affords the benefits of programmability and scale-out, software imple-

mentation of RAN is in generally far slower than dedicated hardware appliances. This

is further compounded by the needs for more complex, dynamic and intelligent features

91



92

in NextG RANs. This is particular the case for applications that that require a large

number of simultaneous connections, high bandwidth, low latency and stringent relia-

bility such as many industrial IoT (Internet of Things) and Industrial 4.0 Digital Twins

use cases. Therefore, scaling the NextG RAN software architecture while maintaining

its programmability and openness is a key challenge in future RAN development.

In this work we advocate an eBPF+XDP-based framework for scaling and acceler-

ating software packet processing in NextG RANs. As a concrete example, we focus on

5G CU-UP as a key case study. On the one hand, CU-UP performs the upper layers

of the 5G RAN protocol stack – Service Data Adaptation Protocol (SDAP) and Packet

Data Convergence Protocol (PDCP) – and does not require specialized radio signal

processing hardware (see Chapter 2). On the other hand, CU-UP often connects with

several UPFs (User Plane Functions) in the 5G core as well as multiple DUs. As it

lies on the critical path between the users and service endpoints, it must be capable

of processing 10s or 100s millions of downlink packets from the core network to user

equipment (UE) and uplink packets from UE to the core network per second in order to

meet the bandwidth demands and minimize latency. Taking advantage that connections

between CU-DU and CU-UPF are Ethernet-based, we exploit exploit eBPF and XDP

for kernel extension, kernel bypassing and software packet processing optimization. We

summarize the key contributions of our chapter below.

• We present an eBPF+XDP-based framework, dubbed PRANAVAM, for (O-RAN

compliant) future RAN architecture development. Using 5G CU-UP as a key case study,

we outline the initial design of our proposed PRANAVAM.

• Using eBPF+XDP for kernel extension/bypassing, our preliminary evaluation

shows that PRANAVAM improves the throughput by 22-26% over existing 5G RAN

implementations. We will make our code publicly available.

• We also discuss an additional design, PRAVEGA, in which the GTP-U packets

are completely handled in the kernel space without being sent to the user space.

• We also discuss additional options to further accelerate software packet processing

to scale 5G RAN implementation to meet bandwidth and latency demands.

While our initial design focuses on 5G RAN CU-UP, the ultimate goal is to apply

PRANAVAM as a general framework for future RAN architecture development to meet

the needs for openness, programmability, scalability and evolvability.
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6.2 Design

In this section, we present PRANAVAM’s architecture and design for fast processing

of user plane packets in CU-UP of the RAN. The overall design of PRANAVAM is

schematically sketched in Fig.6.1.

Features. The key feature of CU-UP is routing and forwarding packets to respective

DUs in downlink or UPFs in uplink. The main features supported by PRANAVAM are

listed below:

eBPF Maps. There are several types of eBPF Maps [127] available and each map is

used for a particular purpose. In our design, we use two types of eBPF Maps. First,

the ”eBPF XSKMAP Map”, which is used to redirects raw XDP frames to AF XDP

sockets (XSKs) and it has two ring buffers, ”RX Ring” and ”TX Ring”. Second, ”eBPF

PERCPU ARRAY Map”, which is used to store and retrieve traffic statistics between

the kernel and user space. More details about how these eBPF Maps are used are

discussed in detail in the below sections.

Design. As shown in Fig.6.1, PRANAVAM is divided into three layers: (i) Management

Layer, (ii) Data Path Kernel Layer (DPKL), and (iii) Data Path User Layer (DPUL).

During uplink or downlink, the user plane data passes through both DPKL and DPUL.

The packets are processed differently during uplink and downlink. We will discuss the

detailed design of each of these layers below.

6.2.1 Management Layer

This is one of the user space layer which manages the control plane part of PRANAVAM.

The Management Layer consists of three main components as listed below:

(i) E1 Session Manager. It actively manages the E1 Session of CU-UP with CU-

CP. During start-up, the CU-UP connects to the configured CU-CP. The CU-UP can

connect to only one CU-CP. For each connected UE, the CU-CP instructs CU-UP with

necessary information about the UE which includes QFI to DRB mapping and along

with the ciphering and integrity protection for each DRBs. The E1 Session Manager

instructs the eBPF Program Manager to dynamically load the eBPF program into the

kernel space.
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Figure 6.1: PRANAVAM- eBPF/XDP Socket Based CU-UP

(ii) eBPF Program Manager. It is responsible to manage the lifecycle of the

eBPF program. Based on the instruction from the E1 Session Manager, it loads the

eBPF bytecode in the kernel space. There will be only one eBPF program per NIC. If
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the CU-UP machine has multiple NIC, then the eBPF Program Manager loads a eBPF

program for each NIC.

(iii) Report Manager. It manages the status and statistical information of the

components of PRANAVAM. It interacts with the ”eBPF PERCPU ARRAY Map” to

get the sent and received packets information in the DPKL periodically. It also gets the

sent and received packets information in the DPUL as well using an API.

6.2.2 Data Path Kernel Layer

This is the kernel space layer which process the user plane traffic inside the eBPF/XDP

and is one of the Data Path layers. The DPKL uses ”eBPF XSKMAP Map” to send

(downlink) and receive (uplink) packets directly to and from the DPUL.

Downlink During downlink, the CU-UP receives the user plane data from the UPFs.

Following are the key components of DPKL for downlink:

(i) Parser. This is the first component which gets called for each packet (from the

UPF) received in the NIC. The main functionality of the Parser is to parse each packet

and validate it for valid ”ethernet header” structure. If the packet doesn’t have valid

structure, then the packets are dropped using ”XDP DROP”. The Parser component

passes the valid packets to the Classifier.

(ii) Classifier. It classifies and send downlink GTP-U packets to DPUL using

”XDP REDIRECT” through ”eBPF XSKMAP Map” and pass other packets to the

network stack using ”XDP PASS”. The classifier uses two fields each GTP-U packet

to classify downlink GTP-U packets. The first field is ”Message Type” and the value

should be ”255” for GTP-U PDU Sessions. And the next field is ”PDU Type” in the

”PDU Session Container” extension header of the GTP-U packet which should be ”0”

for downlink. The value will be ”1” for uplink GTP-U packets. When a GTP-U packet

contains any other value in either of these fields, then the packet will be sent to the

network stack rather than ”eBPF XSKMAP Map”.

Uplink There is no work in kernel space for uplink because the GTP-U packets are al-

ready parsed, classified and inserted directly into the ”eBPF XSKMAP Map”s ”TX Ring”

and assigned to the kernel space in the user space itself, which sends the packets to the

UPF through the NIC.
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6.2.3 Data Path User Layer

DPUL is the other user space layer and the other part of the Data Path layer. This

layer consists of the higher layers of the RAN protocol stack such as PDCP and SDAP.

DownlinkDuring downlink, the packets from the DPKL are available in ”eBPF XSKMAP

Map”s ”RX Ring”. DPUL polls the ”eBPF XSKMAP Map”s ”RX Ring” for packets.

First, each packet is processed for SDAP function in which the QFI value is retrieved and

respective DRB is assigned in the PDCP function based on the QFI to DRB mapping.

Next, the data undergoes the configured PDCP function processing such as integrity

protection and ciphering. Finally, the data is routed to the respective DU based on the

established PDU session.

Uplink In the current design, eBPF is not used for data data traffic between CU-

UP and DUs. During uplink, DPUL receives the user plane data from the DUs using

regular socket, then process the PDCP function and assign the data to the respective

DRBs in which integrity protection and ciphering are done. Next, the SDAP function

is processed and the respective DRB to QFI mapping is assigned. Finally, instead of

routing the packet to UPF using regular socket, the data is inserted into the ”eBPF

XSKMAP Map”s ”TX Ring”. In order to send the data to the UPF, the kernel need

to be explicitly notified using the ”sendto()” call.

6.3 Implementation

In this section, we briefly discuss the implementation of PRANAVAM’s design discussed

in §6.2. For CU-UP, we considered to leverage either srsRAN [71] or Open Air Inter-

face (OAI) RAN [55]. We decided to leverage OAI because OAI supports the O-RAN

split using multiple network interfaces. Even though srsRAN claims that they support

O-RAN support, their CU-CP, CU-UP and DU are integrated with tightly-coupled func-

tion calls and not network interfaces. The Management Layer and DPUL are developed

in C and the DPKL is developed using restrict C. As discussed in the design section,

we implemented two types of eBPF Maps and the ”eBPF XSKMAP Map” has two ring

buffers. Not all network interfaces support XDP (native mode), so we added support

for both generic and native mode. In generic mode, PRANAVAM will work continue to

work without any issues but there won’t be any improved performance as seen in native
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mode. In order to avoid packet loss during heavy traffic and for better performance

since we run the application and the driver on the same core, PRANAVAM supports

poll mode. Even if we run the CU-UP and the kernel driver in different cores, poll mode

reduces the number of syscalls needed for TX path.

6.4 Preliminary Evaluation

6.4.1 Test Setup

The test setup for PRANAVAM’s performance evaluation is shown in Fig.6.2. We

conducted the experiments in a 6 CPU and 8GB RAM Ubuntu 20.04.6 OS virtual

machine created on top of 11th Gen Intel(R) Core(TM) i3, 4 Cores, 8 logical processors

machine. The end-to-end 5G system which consists of 5G core, RAN and UE was

emulated in a single machine. We used OAIs 5G core, CU-CP, DU, UE along with our

modified CU-UP for our experiments. Each component (AMF, SMF, NRF, UPF) of

the OAIs 5G core were running in its own docker container inside the virtual machine.

The CU-CP, CU-UP, DU and UE were ran as processes inside the virtual machine. We

didn’t isolate the system under test on purpose because we want to show the end-to-end

performance results under close to realistic conditions.

UPFDU
CU-UP

eBPF Based
UE

CU-CP

F1-U N3

E2

iPerf3 

Server

Figure 6.2: Test Setup

6.4.2 Data Traffic Generation

For evaluation, we used iperf3 [128] as a data generator. Our focus was on comparing

the performance between regular socket and eBPF/XDP socket. We didn’t use high-

speed traffic generators because the other OAI components used in the end-to-end tests
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don’t achieve higher throughput. We ran the iperf3 server in a server machine behind

UPF and the client in the OAI UE. In the client side, we used -P option to generate

multiple parallel flows for generating diverse traffic, -u for UDP packets and -R option

to conduct performance evaluation in the downlink direction.

6.4.3 Results

Fig.6.3 shows the throughput per number of parallel connections from a single UE. The

results shows a performance improvement of around 22-26 percent in PRANAVAM in

the downlink direction from the 5G core to UE. There is a linearity between the number

of parallel connections and the throughput. We also noticed that there is a performance

degrade in both regular socket and XDP as the number of parallel connection increases.

We have shown the results only for the downlink direction as the results are clearly

visible when heavy traffic is going from 5G core to UE than the uplink traffic from the

UE to the 5G core. We would like to provide additional clarification on the throughput

shown in Fig.6.3. The downlink throughput for 1 connection from a single UE was

around 40 Mbps because of the throughput limitation of several others components

in the end-to-end system used for evaluation. As mentioned in the §6.3, we built our

solution on top of OAIs 5G core, RAN and UE reference implementation.
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6.5 PRAVEGA Design

In this section, we present the initial design of PRAVEGA. In this design, the GTP-U

packets are completely handled in the kernel space without being sent to the user space.

6.5.1 Kernel Based CU-UP

Fig.6.4 illustrates the proposed design for the pure kernel based CU-UP. The Data Path

Layer are configured by the Management Layer using eBPF Maps [127]. The detailed

workflow of this design is shown in Fig.6.5. The key components of this design are

discussed below:

NIC

PARSER

User Space
Control Plane

Kernel Space
Data Plane

Hardware

C/C++ libbpf Library

eBPF 
Maps

CLASSIFIER FORWARDER

Rx Ring Tx Ring
Data Path Layer

UPFs DUs

Management Layer

eBPF Program 
Manager

eBPF 
Programs

CU-CP

CU-UP

N3 F1-U

E1-C E1 Session Manager

Report 
Manager

Figure 6.4: PRAVEGA- Pure Kernel eBPF Based CU-UP
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Parser. The ’Parser’ component gets called for each packet received in the NIC.

’Parser’ filters and send GTP-U user plane packets to ’Classifier’ and pass the other

type of packets to the network stack.

Classifier. The ’Classifier’ which processes the SDAP layer, retrieves the PDU session

and QFI value from each packet. Next, it validates the PDU session information and

assign the respective DRB for each packet based on the QFI-DRB Mapping. Finally, it

forwards the packet to the ’Forwarder’.

Forwarder. The ’Forwarder’ which processes the PDCP layer, consists of a set of

DRBs per UE. Each packet passes through the respective DRB undergoing integrity

protection, ciphering and sequence numbering. Finally, it routes the modified GTP-U

packet to the respective DU based on the established PDU session.

NIC RX NIC TXPARSER

GTP-U Packets

UPFs N3 DUs

XDP_REDIRECT

QFI-DRB 
Mapping

PDU 
Sessions

Tunnel ID
PDU Session

QFI
QFI

Mapped to DRB

Integrity Protection

Ciphering

Sequencing

DOWNLINK

F1-U

CLASSIFIER

FORWARDER

Figure 6.5: Pure Kernel eBPF Based CU-UP Flow - Downlink

6.6 Additional Design Options

To improve performance and better utilize computational resources, we explore dynam-

ically offloading operations to the DPU, particularly ciphering. As it needs to perform

operations on every bit of the packet payload, ciphering is CPU intensive [129] and can
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pollute the cache (which is crucial for the performance of stateful packet processing on

the host [130, 131, 132], and mitigate interference on other cores [133]). To improve

CPU utilization, cache efficiency, and leverage cost-efficiency cores on DPU, we design a

ciphering operations offloading policy and dynamically offload the ciphering/deciphering

operations to the SmartNIC. The dynamically offloading policy can be based on, but

not limited to, the following factors: the high-level policy associated with the QoS flows

on the types of traffic (whether it is sensitive information), the movement of the users

(whether user move from a secure environment to an insecure environment), and the

load current hardware infrastructure can handle.

Fig.6.6 illustrates the design of the offloading of ciphering operations of the downlink

traffic path on 5G CU-UP. When traffic arrives at the DPU, the hardware can provide

coarse-grained classification based on whether the traffic needs ciphering based on the

installed rules (such as OVS rules on Bluefield SmartNIC). If it does not, the traffic

will be sent to the host directly for further processing. And if not sure, the traffic

will be processed by the eBPF/DPDK based ciphering/deciphering network functions

running in the general-purpose processing unit (core) on the SmartNIC. The network
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Figure 6.7: Preliminary Evaluation on Offloading Ciphering.

function consists of a stateful classifier that classifies packets based on the per-flow

ciphering policy, which is dynamically changed based on the high-level policy and current

environment. Based on the policy, the packet will be sent directly to the host or ciphered

by the ciphering module. Using this design, we allow for a fine-grained policy to improve

both the security and efficiency of the RAN system.

We have performed a preliminary evaluation ( Fig.6.7) of the potential benefits on

a server to show its effectiveness. We play a synthetic traffic of 1024-byte packets with

50% of the traffic that requires ciphering operations. With the offloading feature on,

traffic is instead sent to the ciphering component in SmartNIC for ciphering as designed.

From the result we show that offloading can improve the performance of the data plane

and improve the utilization of the host cache.

6.7 Related Work

While eBPF and eBPF/XDP have been widely used in various (wired) networking and

cloud computing systems, for example, to optimize service mesh/serverless comput-

ing [134], their application to 5G networks are rather limited. We are aware of only

two recent papers, both apply eBPF/XDP to 5G core networks. In [135], eBPF/XDP

based 5G UPF is implemented and they deploy it in a restrictive environment such

as MEC (multi-access edge computing). In another paper [136], the focus is again on
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eBPF/XDP kernel-based 5G UPF with fallback on user-space for more complex packet

handling. In [137], the authors proposed a 5G Mobile Gateway based on eBPF/XDP,

but the solution is completely implemented in the 5G core. None of these works consider

applying eBPF/XDP to 5G RAN. In a two-page poster paper [138], we outlined an ini-

tial design of a purely kernel-based CU-UP design. Building on this, in this chapter we

advance, implement and evaluate the combination of user-space+kernel-based CU-UP

framework.

6.8 Summary

In this chapter, we designed, and evaluated PRANAVAM, an eBPF+XDP based frame-

work for open, programmable and scalable NextG RANs. Our evaluation shows that

there is more than 22% improvement in PRANAVAM when compared to using regular

sockets. We also discuss the design of offloading the ciphering operations to the Smart-

NIC using fine-grained, dynamic per-flow ciphering policy to improve the efficiency of

the host and the security of the 5G RAN. As a future work, we are planning to imple-

ment the entire data plane layers of each components in the NextG system using eBPF

and evaluate our system using real-world workload.



Chapter 7

Conclusion

In this thesis, we proposed a few solutions to improve the interoperability in the IoT

Ecosystem. Although we came up with an approach to support interoperability from

the IoT gateway to the cloud, there are still challenges connecting multi-vendor down-

stream IoT devices to a vendor-specific IoT gateway, especially due to the vendor-specific

security mechanisms implemented in the IoT gateway and IoT hub. The proposed en-

hancements to the message subscriptions proves the possibility of local configuration

and control of the message subscriptions framework and also enhances the message sub-

scriptions functionality provided by the respective CSPs by adding an enable or disable

option to the individual message subscription without any configuration changes in the

IoT hub. The evaluation shows that the proposed method didn’t increase any signifi-

cant latency in the message communication between the entities. Using our proposed

simulation framework, we were able to simulate multi-vendor specific IoT devices in a

single simulation framework. The régulateur disables the communication between any

entities when the specific message topic or endpoint or payload matches the local con-

figuration to disable the communication. As of now, it doesn’t disable communication

only between two entities. But in future, we can extend this functionality to disable

communication only between two entities. The régulateur is implemented as a module

but we have a plan to integrate this functionality to the IoT gateway’s runtime itself

to decrease the latency. And also there are no standard message subscriptions frame-

work followed by the CSPs, AWS uses MQTT topic and Azure uses endpoints, we are

planning to propose a standard message subscriptions framework in IoT gateway. We

104
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didn’t run any server instances in the IoT hub to collect any metrics to understand

and analyze the performance impact in the IoT hub, so our future work will focus on

extending the performance evaluation to the IoT hub.

We have presented Kaala 2.0 – a modelling, simulation and emulation platform

that are capable of creating IoT devices of various types. Using our proposed simula-

tion framework, we were able to simulate multi-vendor specific IoT devices in a single

simulation framework. We also simulated real-time events like fire in a room/building

scenario and evaluated how this work can be extended for other real-time scenarios. We

were able to simulate devices which can generate large amount of data to verify and

validate 5G technology.

We argued for the need to shift the way we develop applications for 5G to utilize

ML throughput prediction, adaptive content bursting, dynamic radio(band) switching

to make video streaming applications 5G-aware. Using real-world 5G traces, our results

show these mechanisms can improve user’s QoE, despite wildly varying 5G throughput.

We designed, implemented, and evaluated HyperRAN, a fine-grained, cross-edged,

QoS framework that provides an enhanced QoE for emerging applications. Our frame-

work is first to support emulation of multiple channels simultaneously. HyperRAN also

excels in performance when compared to other available open-source RAN systems.

The Hyper Scheduler is integrated with the O-RAN RIC and send metrics. Our system

leverages these features to provide significant stability and improved QoS and QoE for

relevant use-cases in volumetric video and LiDAR streaming. In the future, we plan to

employ machine learning algorithms on the collected data to more efficiently use the

radio resources. We would also like to exploit the LiDAR data and perform packet-

based QoS approach to efficiently prioritize critical data and to drop/de-prioritize irrel-

evant/lower priority frames. Finally, we hope to examine real-time smart prioritization

of multi-modal data streams.

Finally, we designed, and evaluated PRANAVAM, an eBPF+XDP based framework

for open, programmable and scalable NextG RANs. Our evaluation shows that there is

more than 22% improvement in PRANAVAM when compared to using regular sockets.

We also discuss the design of offloading the ciphering operations to the SmartNIC using

fine-grained, dynamic per-flow ciphering policy to improve the efficiency of the host and

the security of the 5G RAN. As a future work, we are planning to implement the entire
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data plane layers of each components in the NextG system using eBPF and evaluate

our system using real-world workload.
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Appendix B

Common IoT Terms

Below are some of the common IoT terms:

B.1 IoT device

IoT devices cannot directly connect to the internet [23]. These devices communicate

over Zigbee or Bluetooth [45]. Some of the IoT device examples are motion sensor, light

switch, water sensor, door/window sensor.

B.2 IoT edge

IoT edges have the ability to communicate to the IoT hub on the internet. Some of its

common functionalities [139] include publishing telemetry events, getting configuration

data, custom applications and providing offline support. IoT edge devices also store and

process the data locally. They are capable of running machine learning models.These

are stand-alone devices and doesn’t not support downstream IoT devices as shown in

Fig. 2.7.

B.3 IoT gateway

IoT gateway provides all the capability of an IoT edge and much more [24]. They act

as a router connecting to the internet when the downstream IoT device can’t directly
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connect to the IoT hub, such as a ZigBee or Bluetooth device [45]. And also helps

authenticating to IoT hub when the device can’t send its own credentials, or to provide

an additional layer of security by using the credentials of both the IoT device and the

IoT gateway. IoT gateway also helps in translating protocols. For example, the IoT

device communicates BACnet or Modbus protocol to the gateway and the gateway

device translates it to MQTT protocol before sending it to the IoT hub.

B.4 IoT Hub

The IoT Hub is called using several other names like IoT Cloud, IoT core, etc. Basically

this is the cloud side of the IoT architecture. The IoT hub connects, processes, stores,

and analyzes data. IoT hub scales to multiple edge devices and have various capabilities

based on the respective CSPs.

B.5 Modules

Modules run as containers [37] in the IoT gateway which is managed by the IoT gate-

way’s run-time. Container is a unit of software that contains code and all its de-

pendencies (run-time, system tools, system libraries and settings) as a single package.

Containers [37] runs in most of the Operating System with the support of an engine.

In Azure IoT, the containers package with custom code are called modules. And in

AWS IoT, these containers are called as lambda functions [34]. Additionally, in AWS,

the lambda functions can run as an individual process in the IoT gateway instead of a

container. As shown in Figure 2.8, local database, web-server, machine learning services

are some of the examples for a module.

B.6 Message Subscriptions

Message subscriptions is a concept in IoT which allows communication between vari-

ous entities listed above in this section [35]. Because, by default these entities cannot

communicate to each other. Message subscriptions is a term introduced by AWS IoT.

In Azure IoT, the message subscriptions are called as routes [36]. For consistency, in
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this thesis, we will be using message subscriptions while describing the functionality

of Azure IoT as well. The message subscriptions are configured based on the MQTT

message topic or endpoints. There are 3 fields required for a message subscription [35].

First, the ’source’, from where the message originated. Next, the ’destination’, to which

the message needs to be sent. And finally, AWS requires a message ’topic’ or Azure

requires the ’endpoint’.

B.7 MQTT Broker

The MQTT broker is a key component in an IoT gateway. The downstream IoT devices

talk to the gateway through the broker. Each vendor has specific security mechanisms

added to authenticate downstream IoT devices which is discussed in detail in section

3.2.1. The MQTT broker receives the MQTT messages sent to them and forwards the

MQTT messages based on the message subscriptions. If there are no configurations

for a particular topic or endpoint based on the vendor-specific IoT gateway, then the

MQTT message is dropped by the MQTT broker.
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