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Abstract

Humans must wait or make risky decisions to obtain different commodities of

varying value. These decisions rely on learning the value of those commodities and

adapting choices to maximize rewards while minimizing costs. As costs increase,

humans discount the value of large costly rewards when a small, less costly option

presents itself. The assessment of these cost-benefit analyses shifts according to

individual factors such as sex and neurodivergence. It is then imperative to understand

how different costs such as delay or probabilistic risk affect those choices. This

dissertation has the goals of explaining how factors such as learning shape cost-

associated decisions and how these decisions change according to individual factors.

The first study focuses on tracking the development of discounting behavior as a

function of delay and probability. Comparing the development of these behaviors

across cost types reveal specific adaptations to different cost types in both sexes.

Females were more sensitive to order effects than males. Overall learning of these

tasks was well tracked by choice variability, even when discounting value estimations

were unstable. The second study reveals how a copy number variant associated with

neurodevelopmental disorders affects sensitivity to delay and probability in a sex-

biased manner. Delay induced greater large reward preference in male carriers

compared to noncarriers, but probabilistic risk instead induced small reward preference

in male carriers. Male carriers in particular use environmental cues more than

noncarriers to control behavior when rewards are delayed, but not when rewards are

risky. These results highlight how this copy number variant affects choice according to

uncertainty. Taken together, these studies reveal how sex and sources of neurodiversity

contribute to decision-making.
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1. Introduction

Humans are constantly presented with choices accompanied by different types of

costs. It may be excruciatingly tempting to pull up to the nearest McDonald's after a

long day of work and immediately eat, however we often make the trade-off of waiting

in order to obtain a better, more nutritious meal at home. Additionally, said person may

have forgotten to do grocery shopping, so there is a risk that they do not have sufficient

ingredients to make a satisfying meal. If the cost is too high on either occasion, that

person will choose the immediate and guaranteed McDonald's meal. The propensity to

weigh temporal and probabilistic costs and prefer guaranteed small rewards as costs

increase is known as discounting. Humans and animals alike exhibit choices that favor

costly large rewards until the price exceeds an individuals' willingness to endure costs

(Green & Myerson, 2004). The source of discounting is hotly contested, with some

suggesting discounting arises due to a change in value of the reward as a function of

the cost (Green et al., 2014; Mazur, 1987; Odum, 2011a; Richards et al., 1999), others

suggesting a role for reward maximization in incentivizing small reward preference

(Blanchard et al., 2013; Daw & Touretzky, 2000; Stephens et al., 2004), and others

emphasizing how recent reward history shifts choice preference to options that

increase reward rate in short time spans (Namboodiri et al., 2014).

These decisions are studied in the lab as binary choice tasks that ask participants

to pick between smaller sooner and larger later rewards in delay discounting or

between smaller safe and larger risky rewards in probability discounting. Humans are

willing to wait for rewards, but waiting too long incurs an intolerance to the cost of

time. You may be willing to forgo $10 now for $20 in a week, but if the choice

changed to $10 now and $20 in two weeks, you would be less willing to wait.

Similarly, you might be willing to take a 75% gamble for the $20, but less willing to
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take a 25% gamble. When a person consistently faces these choices, they form an idea

of their delay and risk tolerance. If instead, a person is asked to choose between $10 in

ten weeks and $20 in twelve weeks a person would be more willing to wait than the

other previously mentioned two week difference question. By reframing the time

difference, the large reward option became more salient of a choice. In another case,

what if a person learns that in a time limited session, they can earn more money by

constantly picking the small immediate reward? In that case, they learn to maximize

the amount of reward they earn by quickly and repeatedly selecting the low cost

option. Depending on the perspective, someone could interpret that behavior as

“optimal” — they acted in a way to earn the most rewards. Another person might

interpret that behavior as “impulsive” — they were unable to resist the temptation of

immediacy to earn larger quantities of reward.

Early discounting research adopted this notion of self-control in order to make

links to different neuropsychiatric disorders. For instance, a drug addict makes the

decision to gain the immediate relief of withdrawal symptoms by taking drugs now and

forgoes long-term health benefits of not taking drugs. People with attention-deficit

hyperactivity disorder are distracted by a text message in class now and forgo the

knowledge they could have received from ignoring the text. It is these instances of

self-control that researchers attempt to model using discounting tasks (Green &

Myerson, 2013; Strickland & Johnson, 2021). This may be the case historically, but as

mentioned above behaviors that look one way can be motivated by an entirely different

factor. Discounting behavior is linked to different influences, and parsing between

them has become important in research.

Animal models have been critical in exploring the different ways in which

discounting occurs. The discounting phenomenon occurs across species in the same

task, implying some common decision-making process is being captured (Heilbronner,
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2017; Vanderveldt et al., 2016). Animal studies have been essential in elucidating

different factors that shift discounting preferences in the presence of costs. However, a

mouse version of delay and probability discounting has yet to be thoroughly explored.

Mice are especially valuable subjects because of the availability of genetic tools, but

two barriers have muddied the assessment of discounting behavior: 1) common

measures of discounting limit the interpretation of how discounting occurs and 2)

alternate explanations for discounting, such as differences in adaptations to tasks or

attentional adjustments, are commonly ignored. These are significant sources of

variability to consider when assessing how a genotype modeling a disorder affects

acquisition and mastery of discounting behavior or rates.

This report aims to tackle these problems by providing parallels in the discounting

literature between humans and animals. I will introduce common frameworks to

understand decision-making across species. Throughout this first section I will

highlight: 1) theoretical explanations for discounting behavior in humans and animals,

2) mathematical approaches developed to describe discounting and 3) how discounting

behavior is related to decision-making in neuropsychiatric disorders. Next, I will

provide evidence for the importance of a mouse version of discounting tasks and how

that can be utilized to maximize the advantage of the wide array of genetic tools

available for mice. In order to demonstrate this, I will explain: 1) current discounting

tasks employed across species, 2) how certain disorder-related genotypes may shift

decision-making and 3) why we want to study the effect of the copy number variant

16p11.2 hemideletion on decision-making. Lastly, I will present my experiments

explaining the development of a mouse version of discounting and how 16p11.2

hemideletion mice adapt to different types of costs.

1.1 Delay and Probability Discounting
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Humans and animals have evolutionarily learned to forage for food. In these

situations, animals weigh the cost of time investment and likelihood of food being in a

known patch against the potential time investment and risk of food being available in a

new, unexplored patch (Hayden, 2018; Pyke & Stephens, 2019). Quicker food

acquisition is preferred in order to minimize environmental uncertainty (e.g., predator

risk). There may be some shared uncertainty in the availability of food and in the delay

to receive food, implying probabilistic and delayed rewards share some common

sources of processing (Hayden & Platt, 2007; Heilbronner et al., 2010; Story et al.,

2023). Research that directly compares the tasks by examining fMRI activity confirms

there is overlapping activity in general reward processing areas like ventral striatum,

but differential activity in other parts of the brain (Peters & Büchel, 2009). There are

benefits to looking at both types of discounting, especially when trying to deconstruct

the different contributing factors and strategies that contribute toward different choices

(Green & Myerson, 2013; Strickland & Johnson, 2021). Today, humans still rely on

assessments of known versus unknown costs in order to guide decision-making.

Discounting tasks as a psychological concept originate from economic

observations of human behavior. Utility functions were produced in order to determine

how temporal costs change the subjective value of goods (Grüne-Yanoff, 2015). A

couple of simple observations were made: 1) humans prefer immediate rewards

compared to delayed rewards and 2) people will prefer large delayed rewards over

small delayed rewards when both are sufficiently delayed, but will switch to choose the

small reward more often when the delays become shorter. An exponential model was

formed which accounted for preference of immediate gratification (Grüne-Yanoff,

2015). The model makes the assumption that the rate of discounting is constant;

preferences do not switch over time (Green & Myerson, 2004). The exponential model

fails to cover point two above: that humans will prefer the small reward when the large
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reward is sufficiently delayed (i.e., preference reversals). A landmark paper

incorporating animal and human research demonstrated that both observations

mentioned above were better captured by a hyperbolic model of temporal discounting

(Ainslie, 1975; Hayden, 2016). This model accounted for the seemingly irrational

behavior that people switch to preferring a smaller sooner reward compared to a larger

later reward as the delay decreases. Ainslie noted that reversals caused by the

temptation of immediacy are related to a lack of self-control and surmised that this can

lead to impulsive choices. Researchers then were interested in applying exponential

and hyperbolic models to other types of discounting in order to determine if the

different discounting rates followed similar predictions. Probability discounting was

found to be better described by a hyperbolic model as well (Rachlin et al., 1991).

Although, some have argued for alternative formulations on the basis that delay and

probability discounting represent different types of costs with their own sensitivities

(Green & Myerson, 2004; Killeen, 2023b). Other discounting tasks have also been

attempted to be modeled in either similar models or in a unified model (Białaszek et

al., 2019).

Other types of discounting tasks are important as well, such as effort discounting

and social discounting. Effort discounting is the case where the amount of work (i.e.,

cognitive or physical) needed to obtain rewards is manipulated (Botvinick et al., 2009;

Westbrook et al., 2013). Social discounting tests the willingness of a person to pass up

on a large reward and give it to someone else, costs increase by manipulating social

distance to the giver (Rachlin & Jones, 2008). Some efforts have been made to study

social costs in animals, but it is not developed enough, so I will focus on effort

discounting here. Effort discounting has some parallels to delay discounting, take for

instance the patch foraging paradigm mentioned above. Part of the delay to get to the

next patch requires some amount of effort expended on the individual to traverse the
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landscape (Białaszek et al., 2019). Effort-based tasks need time based yoked controls

to dissociate the effects from delay to reward (Mitchell, 2017). Effort discounting,

while useful, didn't suit our purposes because we wanted to study parallel tasks whose

parameters are more readily comparable. Additional concerns need to be addressed in

order to properly control for time-related influences on effort-discounting. Further, we

wanted to study discounting tasks that probe fundamental questions about learning and

decision-making in neurodevelopmental disorders in order to challenge mouse models.

Incorporation of uncertainty into the processing of rewards is thought to be altered in

neurodevelopmental disorders (Sinha et al., 2014). This makes delay and probability

discounting tasks comparable based on their possibly shared, but dissociable

uncertainty (Peters & Büchel, 2009; Prévost et al., 2010). A common currency theory

of cost-benefit decision-making predicts effort discounting accesses a similar domain-

general network in the brain to assess rewards as a function of cost in a manner similar

to delay and probability discounting (Levy & Glimcher, 2012). The nucleus accumbens

is among those reward processing areas that have been implicated in committing to

effortful decisions in humans (Botvinick et al., 2009; Schouppe et al., 2014) and

animals (Ghods-Sharifi & Floresco, 2010). Although, other studies find no involvement

of the ventral striatum generally (Prévost et al., 2010). The lack of striatal involvement

may be due to subregion differences in the encoding of cost and reward, resulting in

the change being masked (Suzuki et al., 2021). Still, it is evident that more studies

need to be conducted on effort discounting especially because of the broad

heterogeneity of effortful tasks (e.g., timing difficulty, action requirements, and

experience effects). There have however been recent efforts to translate this task in

mouse touchscreen chambers (Lopez-Cruz et al., 2023). Next, I will focus on delay and

probability discounting and explain how they are studied in the laboratory.

1.2 Human and animal models of discounting
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Human Tasks Used to Measure Discounting

Human discounting tasks largely employ surveys to study choice behavior (e.g.,

“Would you rather have $1 now or $1000 after a month?”). Researchers gain a wide

distribution of responses by increasing or decreasing the delay to rewards and

observing when a conflict in preference occurs (i.e., the indifference point).

Researchers systematically often specifically change the delay of the large reward in

order to gain a curve of multiple indifference points, which are thought to reflect the

discounted value of the reward (Odum, 2011a; Rachlin et al., 1991). An alternative

method is to instead adjust the amount of reward to create choice conflict (Mazur,

1987). Extensive analysis suggests indifference points obtained through different

methods are similar to each other (Holt et al., 2012). The slope of said curve is k or the

discounting rate. A similar process is used to measure probability discounting by

replacing delay with probabilistic risk (Rachlin et al., 1991). Recent advances in

human discounting tasks have cleverly come up with other ways to generate

discounting rates without the use of indifference points. The Kirby Money

Questionnaire is a well-accepted alternative method to derive discounting curves by

using different ratios of small and large reward amounts at different delays to find the k

value where a switch in preference occurs (Kirby, 2009; Kirby et al., 1999). A similar

questionnaire has also been developed to look at h decay rates in probability

discounting (Gray et al., 2016; Madden et al., 2009).

Questionnaires are useful, but there are some important methodological

implications to consider. Questionnaires: 1) are usually hypothetical (i.e., the

participant does not experience the delay with their choice, nor do they experience the

receipt of reward) and 2) usually use money as potential rewards. One early study

compared temporal discounting rates in select hypothetical and real-reward

discounting experiments and presented evidence that discounting rates were steeper in
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real-reward tasks (Kirby, 1997). This prompted others to similarly explore the

experience of reward within discounting tasks, where some found similar discounting

rates between hypothetical and real-reward delay discounting rates (Dixon et al., 2013;

Madden et al., 2003). Madden et al. (2003) had posited this could have been due to

learning effects caused by the within-subject nature of their design (i.e., doing both the

hypothetical and real-reward versions in the same subject). A later study confirmed

order effects for within-subject hypothetical and real-reward tasks do influence

discounting steepness (Hinvest & Anderson, 2010). Further, Madden et al. (2003) used

potential rewards rather than guaranteed rewards, which added a layer of uncertainty

and possibly serving as another source of confounds. Researchers were additionally

motivated to examine if the experience of costs is important to the discounting effect,

or if hypothetical costs were sufficient. One study manipulated post-reward delays in

order to examine the effect of trial length on experiential delay discounting compared

to hypothetical delay (Dixon et al., 2013). The authors noticed increased steepness only

when they didn't control trial length, possibly indicative of promoting a rate-

maximizing strategy or alternatively boredom (Smits et al., 2013). Another group

systematically looked at the role of experiential delay in preference formulation and

found that as long as delays are experienced, discounting will occur whether a reward

is real or hypothetical (Steele et al., 2019). These results mean that in order to

adequately gain an idea of the cost-opportunity tradeoff, it is fundamental to

experience the delay. When both cost and reward are hypothetical, it is feasible that a

more trait-like, long-term decision-making process (Green et al., 1994; Koffarnus et

al., 2013; Odum, 2011b). Experiential tasks have increasingly become sought after

because they are thought to access state-like decision-making that better reflects

choices in response to environmental challenges. Further, experiential tasks might be

better at probing certain sensitivities in neuropsychiatric disorders (Horan et al., 2017).

The experience of the reward and its properties are also important to understand.
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An additional common concern regarding these tasks is the nature of money as a

reinforcer. Monetary rewards pose an interesting problem in that they allow for the

experience of the receipt of rewards, but not the consummatory behaviors related to

something like food rewards (Berridge & Robinson, 2016). The finding that humans

discount food rewards more steeply than monetary rewards is robust, at least for delay

discounting (Estle et al., 2007; Odum et al., 2006, 2020). Discounting tasks are used to

detect maladaptive shifts in choice, but sometimes those effects are outcome specific,

such as with drugs (Odum et al., 2020). Money is a secondary reinforcer that has

ambiguous value and payoff, which makes it more flexible as a reinforcer and through

associativity acts on the same parts of the brain as primary reinforcers (McClure et al.,

2007). Studies that have looked at other types of non-food commodities find similar

behavioral results, although correlations do exist between food and non-food rewards

(Charlton & Fantino, 2008). These results do not diminish money as a motivating

outcome but do point out the nuance needed when interpreting those results without

other outcome types. Using food rewards have the added benefit of enabling more

direct cross-species comparisons with animals.

Animal Tasks Used to Measure Discounting

All animal discounting tasks are experiential. Animals will always experience

costs associated with primary rewards like sugar or drugs. Many labs use operant

chambers and present choices that can be made through nosepokes or lever-presses

(Mar & Robbins, 2007). These tasks resemble human experiential tasks: one option

leads to a small amount of reward that is immediate and guaranteed, and the other

option results in a large amount of reward that is delayed or risky. Standard procedures

suggest training animals until “stable” discounting is achieved. Stability is defined in

different ways, but most often refers to a lack of influence of training on choice
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behavior following weeks of training. Discounting rates are then attained by

systematically incrementing reward sizes or costs.

Delay and probability discounting tasks in animals resemble human discounting,

where the amount of reward or delay is manipulated in order to generate indifference

points. Similar to humans, indifference points generated from adjusted-delay and

adjusted-reward methods are comparable to each other in animals (Green et al., 2007).

Within the rodent literature on discounting, fixed procedures are popular. In this

paradigm, animals are presented with a small guaranteed and a costly large reward that

cycles through blocks of trials (Evenden & Ryan, 1996). Instead of calculating

indifference points by adjusting costs or rewards, discounted value is estimated by

measuring the proportion of large choices made throughout discounting blocks.

Methods were developed so that the costly option either began with no cost and

increased throughout a session or began with a large cost and decreased throughout a

session. Researchers compared adjusting-delay and increasing-delay methods and

found that these methods produced similar indifference points (Craig et al., 2014).

Another benefit to these fixed cost methods is that they provide a cost-free period for

the large delayed option. This provides a built-in comparison of the magnitude

difference of reinforcers, a comparison of how different manipulations (e.g.,

chemogenetics or drugs) affect rewards free of costs, and a comparison to other blocks

to determine where preference starts to deviate from a cost-free period. Within-subject

analyses are also empowered by such designs and can reveal learning effects in models

of neurodevelopmental disorders (E. Sjoberg et al., 2023). Cost order by dopaminergic

drug interaction effects are consistent for different types of costs (Krebs & Anderson,

2012; Maguire et al., 2014; St Onge & Floresco, 2009; Tanno et al., 2014).

Dopaminergic drugs seem to increase the stickiness or perseveration in choice,

depending on the initial delay or cost experienced (St Onge et al., 2010). The effect is
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consistent in male and female rodents in probability discounting, although under

baseline conditions female rats are more sensitive to risk than males (Islas-Preciado et

al., 2020; see Orsini & Setlow, 2017). The opposite pattern was observed in delay

discounting, with sex differences emerging after the application of drugs (Eubig et al.,

2014). While cost presentation is important, outcome type can influence discounting as

well.

Similar to humans, reinforcer types matter. Common rewards in rodent paradigms

include pellets (e.g., grain or sucrose) and liquid (e.g., sucrose or milk) reinforcers.

One study looked at commonly studied strains of mice and demonstrated greater

maintenance of high levels of responding for milk than pellets in a simple fixed-ratio

design (Hutsell & Newland, 2013). Indeed, there is an existing literature to support

differences in satiety between liquid and solid food that could influence motivation to

perform tasks (Almiron-Roig et al., 2003; Stribiţcaia et al., 2020). Reinforcer types are

worth considering when conducting discounting tasks, even in animals, although it

seems to have less of an effect on discounting rates than in humans (Calvert et al.,

2010). Another aspect to consider is if pursuit of these reinforcers match naturalistic

settings. Different environmental pressures such as reward type and availability can

influence choice sampling and thus warrant exploration in settings like foraging tasks.

Foraging tasks have been explored in parallel to discounting tasks in order to

measure temporal and risky costs in a more naturalistic paradigm. In sequential

designs, animals have to balance quite a few costs. Exploiting one patch diminishes the

possible prospects of accumulating rewards. Animals can explore another patch, but

they incur the cost of travel time to the next patch and uncertainty whether the next

patch will be more rewarding or not than the current patch (Hall-McMaster et al.,

2021; Kilpatrick et al., 2021). Animals will stay at the same, small reward patches in

order to maximize their rate of reward (Hayden, 2016). In a foraging context, animals
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will prioritize long-term rate maximization, even if that means exploiting small reward

patches (Stephens et al., 2004). It is this reward-maximization behavior that can

contribute to hyperbolic choice patterns, where if animals have a hard time identifying

a post-reward delay it can result in small reward exploitation (Blanchard et al., 2013).

Some studies have however demonstrated that rodents specifically devalue rewards to

delays and not in consequence of post-reward waiting periods (E. A. Sjoberg et al.,

2021). Taken together, these results and others suggest reward rate maximization may

play an additional role in standard delay discounting tasks. These are considerations to

take into account when analyzing and modeling choice behavior in discounting tasks.

1.3 Measures of Delay and Probability Discounting

Exponential and Hyperbolic Discounting

Researchers borrowed from economic theories of decision-making and found that

an exponential decay rate describes a large amount of discounting behavior (Green &

Myerson, 2004). As mentioned above, the exponential equation was developed to

describe tradeoffs made in the face of increasing costs. In other words, how costs

associated with large rewards and the availability of alternative low cost rewards

“discount” the value of large rewards. The exponential equations are:

V = Ae
−kD

V = Ae
−h( 1

P
−1)

In delay discounting, V is the discounted value of A amount reward after D

amount of time. In probability discounting, V and A are the same and P is the

probability of the reward. Both equations have a free parameter k/h that describe the

steepness of discounting, in other words the discounting rate. While these models were

able to explain a large amount of variance in discounting data, some assumptions of the

model made it harder to detect deviations from its predictions. These models assumed
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a constant rate of discounting, which made it difficult to describe discounting behavior

with changes in discounting rate over short and long delays due to preference reversals

(Green & Myerson, 2004). This satisfied the observation that small reward alternatives

shift preference but did not account for the psychological account of preference

reversals (Green et al., 2014; Grüne-Yanoff, 2015).

In order to accommodate the extra variability in the data, researchers developed

the hyperbolic forms of discounting (Mazur, 1987):

V =
A

1 + kD

V =
A

1 + h( 1
P

− 1)

The variables from this hyperbolic equation are the same as the exponential form,

except for the predictions. Now, this model accounted for cases where the discounting

rate changes according to how great the cost is (e.g., steeper for small costs, shallower

for great costs).

Value estimates are derived from indifference points. Indifference points are

obtained depending on the nature of the task. Indifference points are used to estimate

the discounted value of the reward by comparing the points where the cost-free small

reward and costly large reward come into conflict. In adjusting-delay types of tasks,

either the short delay or the long delay option is adjusted according to choice behavior

until subjects demonstrate equal preference for the two options (Mazur, 2000).

Adjusting-amount designs are similar, but the amount of reward is changed instead

(Frye et al., 2016; Richards et al., 1997). These indifference points are then used to

estimate discounting rates. Instead of fitting curves to indifference points, fixed-delay

and fixed-probability procedures fit discounting curves to the proportion of large

choice (Evenden & Ryan, 1996). Fixed procedures are desirable for the reasons in the
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previous section, mostly because the cost-free period adds a control period for

magnitude effects free from cost (i.e., small versus large reward) and for comparisons

of deviations from that cost-free period. Fixed procedures are especially prevalent in

drug and animal studies for these reasons (Craig et al., 2014). Previous research

findings indicate that fixed schedules are susceptible to cost presentation order effects

(Robles et al., 2009), but some studies demonstrate they are comparable (Craig et al.,

2014; Rodzon et al., 2011). There are also important ideas that can be gleaned from

order effects, such as adjustments to switches (e.g., anchoring effects) and learning to

differentiate the orders (Fox et al., 2008). Area under the curve (AUC) estimations are

another method to obtain a measure of discounting derived from indifference points or

percent of large choice throughout cost blocks.

Area Under the Curve

Discounting behavior can be explained by hypothesis driven models that have

taken multiple forms across the literature. AUC analyses have been proposed as an

alternative measure of discounting behavior because it does not make predictions about

the shape of the data and is thus theory neutral (Myerson et al., 2001). Making no

assumptions about the shape of the curve the data forms is valuable because not all

subjects conform to the same fit, often subjects are excluded for not following a

hyperbolic form. AUC is frequently used as a supplementary measure of discounting in

order to obtain a comparable metric across research and to avoid problems with fit

according to model assumptions (Yoon et al., 2017). AUC typically correlates well

with discounting rate across different outcomes because discounting regularly takes a

hyperbolic form (Odum et al., 2020). A theory informed AUC has been recently

developed to derive AUC from the discounting rate (Killeen, 2023a). Discounting rate

and AUC are typically reported together to have complementary measures that give

insight into discounting sensitivity. These approaches are important in assessing
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discounting behavior in clinical populations and are used to analyze discounting

behavior in animal models as well.

1.4 Altered Decision-Making in Neurodevelopmental Disorders

Altered Decision-Making in Neurodevelopmental Disorders

Neurodevelopmental disorder diagnosis criteria are partly reflected by an

alteration in reward motivated behaviors. These symptoms are typically grouped under

a general collection of externalizing disorders, where a large proportion of the

symptoms stem from impaired behavioral control (Karlsson Linnér et al., 2021).

Decision-making can be influenced by increased amounts of repetitive behaviors and

decreased ability to inhibit inappropriate behaviors (Balleine & Dezfouli, 2019), but to

a limited extent (Vandaele & Ahmed, 2020). Decisions rely on learning the

consequences of actions and adjusting behavior to explore new options or exploit

highly rewarding options (Chen et al., 2021). An impaired ability to judge the value of

an action and the appropriate timing of an action can be detrimental to building an

optimal strategy congruent with the task at hand (Aparicio et al., 2019; Bergh et al.,

2006).

These observations imply decisions are partially governed by learning,

motivation, and cognition. Abnormally steep discounting is often attributed to

increased impulsivity and has been attempted to explain a general increase in

impulsive motor behaviors (Aparicio et al., 2019; Moon et al., 2006; Silverman et al.,

2010). Impulsivity is thought to be a unifying construct for explaining impaired

decision-making across tasks different costs. Previous research with clinical cases of

attention-deficit hyperactivity disorder have found greater temporal discounting in

children and adults (Castro Paiva et al., 2019; Jackson & MacKillop, 2016), but the

findings are mixed for autism-spectrum disorder (Carlisi et al., 2017; Demurie et al.,
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2012; Warnell et al., 2019). Other studies on reinforcement learning in attention-deficit

hyperactivity disorder however give the alternate explanation that this behavior could

result as a consequence of learning style (e.g., decreased use of model-based/model-

free strategies) rather than an inherent tendency to choose small rewards (Nissan et al.,

2023). Disruption in the balance between goal-directed and habitual control has been

suggested to possibly be related to impulsivity (Hogarth et al., 2012). As discussed in

previous sections, discounting can also arise through rate-maximization and thus

probably represents a combination of factors rather than a sole impulsivity factor. It is

probably this combination of factors that explains how discounting tasks lack

predictive validity, even when accounting for the heterogeneity or severity of a

disorder (Bailey et al., 2021). As some research points out, delay discounting has some

predictive value, but does not completely capture impulsive decision-making or even

specific criteria of neuropsychiatric disorders. Discounting effects are replicable (Stein

et al., 2022) but even at their best cannot serve as diagnostic criteria for the presence of

a disorder (Bailey et al., 2022). However, the way in which decision-making tasks like

discounting are analyzed should be informed by the defining behaviors observed in

clinical populations in order to better understand how they are engaging with these

tasks.

One hypothesis of neurodevelopmental disorders posits that the flexibility of

decisions can shift according to predictive relationships in different contexts (Sinha et

al., 2014). Contingent associations presumably become harder to acquire, in some

cases requiring additional training. Once acquired, however, that information becomes

the best possible way to reduce uncertainty and people stick to it. People with

neurodevelopmental disorders are hypothesized to struggle with incorporating

violations of expectation to alter existing contingencies (D’Cruz et al., 2013; Miller et

al., 2015). Behavioral flexibility is decremented because of problems with updating
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previous learning (Weiss et al., 2020). These predictive properties have neural origins

in reward learning structures like the striatum (Pavăl, 2017). Neurodevelopmental

disorders arise partly due to genetic influences, which broadly alter brain functions and

result in the previously mentioned behaviors.

Genetic Variants Associated With Neurodevelopmental Disorders

Genetic variation can be a significant source of behaviors associated with

neurodevelopmental disorders. Human studies recognize that genetic variance

contributes to the development of a disorder (Kreek et al., 2005; Niemi et al., 2018;

Savatt & Myers, 2021). Deletion or duplication of genes important to developmental

functions of the brain, which can alter development of neural circuits.

Neurodevelopmental disorders involve reward and movement circuits, which are often

compromised as a consequence of missing or duplicated genes (Fuccillo, 2016; Rein &

Yan, 2020).

Alterations in neural circuits of reward and movement have behavioral

consequences and explain some sources for core criteria of neurodevelopmental

disorders. Fragile X syndrome, for instance, is caused by deletion of the FMR1 gene

and is characterized by a series of developmental delays (Varghese et al., 2017).

Deletion of SHANK genes are associated with behaviors, like repetitive actions,

characteristic of neurodevelopmental disorders (Kalueff et al., 2016; Varghese et al.,

2017). Both of these gene deletions are highly associated with characteristics of

autism-spectrum disorder. 16p11.2 hemideletion — the deletion of one copy of the

16th chromosome — is a copy number variant that is also associated with autism-

spectrum disorder (Niarchou et al., 2019).

Carriers of 16p11.2 hemideletion typically display language deficits and repetitive

behaviors before any sort of formal diagnosis is made (Hanson et al., 2015). Further,
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research has shown several aspects of social behavior are impaired in 16p11.2

hemideletion carriers (Benedetti et al., 2022). Previous research has discovered how

patients of neurodevelopmental disorders, specifically autism-spectrum disorder, show

deficits in the processing of social rewards (Scott-Van Zeeland et al., 2010), further

reinforcing how 16p11.2 hemideletion is linked to important diagnostic phenotypes. In

addition, there has been growing evidence supporting the validation of animal models

for 16p11.2 hemideletion and their translational value to understanding

neurodevelopmental disorders in humans (Bertero et al., 2018).

1.5 Neurological and Behavioral Outcomes in a Mouse Model of 16p11.2
Hemideletion

Behavior of a Mouse Model of 16p11.2 hemideletion

In an effort to capture the consequences of genetic deletions on a reproducible

large scale, a mouse model of 16p11.2 hemideletion was developed. A group of

researchers developed and provided evidence for a mouse model of 16p11.2

hemideletion (Horev et al., 2011). Horev and colleagues targeted a chromosomal

region with conserved genes to that of human 16p11.2 hemideletion. The researchers

reported some preliminary behavioral analyses, such as the development of stereotypic

cage climbing behavior reminiscent of repetitive behaviors induced by nigrostriatal

lesions (an observation we have noticed in unpublished findings) and hyperactivity.

These results are promising because 16p11.2 hemideletion is highly associated with

common behaviors in neurodevelopmental disorders, as mentioned in the human

findings above. Due to the strong human parallels, 16p11.2 hemideletion mice are an

important model for exploring the neurological and behavioral consequences of those

neurodevelopmental conditions. This set up future research to explore changes in the

brain caused by 16p11.2 hemideletion that cause these behavioral changes to arise.
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Another research group used this model in order to explore system-wide structural

changes in the brain and to further characterize the behavioral profile of 16p11.2

hemideletion mice (Portmann et al., 2014). Portmann and colleagues found increases in

basal ganglia size compared to wildtype mice when controlling for relative volume,

however an overall decrease in size in absolute volume. The researchers investigated

possible changes in medium spiny neuron expression as a consequence of structural

differences and found equal amounts of dopamine D1 receptor gene expression in male

16p11.2 hemideletion and wildtype mice, but increased dopamine D2 receptor gene

expression in 16p11.2 hemideletion mice only. Their behavioral observations

suggested hyperactivity occurs in familiar contexts such as home cages, but reduced

activity occurs in novel environments. Portmann et al. (2014) administered a dopamine

D2 receptor antagonist in mice and found 16p11.2 hemideletion movement to be less

inhibited than wildtype mice. Collectively, these results imply 16p11.2 hemideletion

mice behavioral alterations can partly be explained by alterations in basal ganglia

signaling. This study only employed male mice, which is problematic because the

consequences of neurodevelopmental disorders in females are underexplored.

Our lab further characterized cellular and behavioral changes in dopamine

function in 16p11.2 hemideletion mice and demonstrated how these changes are sex

dependent (Grissom et al., 2018). Male 16p11.2 hemideletion mice exhibited slowed

acquisition of fixed-ratio 1 learning compared to wildtype mice. Female mice exhibited

similar levels of reinforcement learning. One possible reason for this difference is that

male 16p11.2 hemideletion mice were slower than male wildtype mice to learn their

action of a center nosepoke led to reward. Grissom and colleagues critically

determined this effect was not due to a difference in preference for the reinforcer

because mice equally consumed it when it was offered ad libitum. Male 16p11.2

hemideletion mice committed less nonreinforced nosepokes which could be inferred to
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be as a result of altered learning or willingness to engage in other actions. Further,

when trained on a 5-choice serial reaction time task, male 16p11.2 hemideletion mice

had a decreased number of correct responses due to responding on a wrong option

during the stimulus period. Grissom et al. (2018) extended Portmann and colleagues'

(2014) findings by showing male but not female 16p11.2 hemideletion mice had

increased dopamine D2 receptor expression. These data reinforced previous findings of

Portmann et al. (2014) by showing evidence for altered reinforcement learning, which

is mediated by dopaminergic circuits. Female 16p11.2 hemideletion mice seemed to be

unaffected in these contexts, but other research points to possible sensitivities they may

exhibit.

While the previous studies found changes specific to male mice, female 16p11.2

hemideletion mice have recently been shown to have increased sensitivity to stressors

and an anxiety-like phenotype (Giovanniello et al., 2021). Female 16p11.2

hemideletion spent less time in an open arm during an elevated plus maze task

compared to female wildtype mice following a fear-inducing event. Giovanniello et al.

(2021) followed up their behavioral results by recording from central amygdala

neurons and found a greater magnitude of miniature excitatory postsynaptic potentials

in female 16p11.2 hemideletion mice compared to wildtype mice. They demonstrated

increased excitability was present in central amygdala neurons projecting to globus

pallidus externa neurons, a circuit implicated in fear generalization. These results

demonstrated the importance of female 16p11.2 hemideletion specific vulnerabilities

that were not probed by previously mentioned tasks.

These results collectively suggest 16p11.2 hemideletion affects motivated

behaviors and learning in a sex-biased manner. Goal-directed learning is important to

everyday decision-making and helps with flexibility to multiple challenges. However,

altered decision-making processes have yet to be explored in carriers of 16p11.2
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hemideletion. Future studies should construct tasks that access differing types of costs

in order to detect possible sensitivities to those costs.
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2. Discounting rate in delay and probability discounting is sculpted by decision

noise in mice

Sequential delay and probability discounting tasks in mice reveal anchoring

effects partially attributable to decision noise
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M. Grissom

Department of Psychology, University of Minnesota, Minneapolis, MN 55455,

USA

Abstract

Delay discounting and probability discounting decision making tasks in rodent

models have high translational potential. However, it is unclear whether the discounted

value of the large reward option is the main contributor to variability in animals’

choices in either task, which may limit translation to humans. Male and female mice

underwent sessions of delay and probability discounting in sequence to assess how

choice behavior adapts over experience with each task. To control for “anchoring”

(persistent choices based on the initial delay or probability), mice experienced

“Worsening” schedules where the large reward was offered under initially favorable

conditions that became less favorable during testing, followed by “Improving”

schedules where the large reward was offered under initially unfavorable conditions
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that improved over a session. During delay discounting, both male and female mice

showed elimination of anchoring effects over training. In probability discounting, both

sexes of mice continued to show some anchoring even after months of training. One

possibility is that “noisy”, exploratory choices could contribute to these persistent

anchoring effects, rather than constant fluctuations in value discounting. We fit choice

behavior in individual animals using models that included both a value-based

discounting parameter and a decision noise parameter that captured variability in

choices deviating from value maximization. Changes in anchoring behavior over time

were tracked by changes in both the value and decision noise parameters in delay

discounting, but by the decision noise parameter in probability discounting.

Exploratory decision making was also reflected in choice response times that tracked

the degree of conflict caused by both uncertainty and temporal cost, but was not linked

with differences in locomotor activity reflecting chamber exploration. Thus, variable

discounting behavior in mice can result from changes in exploration of the decision

options rather than changes in reward valuation.

Keywords: delay discounting, probability discounting, modeling, touchscreen,

mice

2.1 Introduction

Delay discounting tasks measure value assessments against a temporal cost, while

probability discounting tasks measure value assessments against risky reward (Green et

al., 2014; Odum, 2011a). These tasks have been important tools in assessing

dysregulated reward processing in neuropsychiatric disorders such as addiction or

neurodevelopmental disorders (Andrade & Petry, 2012) (Dalley et al., 2011; Richards

et al., 1999; Rung et al., 2019). Because of this, translational animal versions of these

tasks are of high interest (Mitchell, 2014; St Onge & Floresco, 2009). However, it is
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unclear if animals use similar discounting strategies to those used by humans

(Vanderveldt et al., 2016), for two reasons.

One issue arises from the fact that behavior in each of these tasks alone are

thought to reflect choice impulsivity in animals(Acheson et al., 2006), even though

these tasks contribute in different ways to assessing an impulsive profile (Strickland &

Johnson, 2021). It has recently been shown in humans that multiple distinct

discounting tasks are needed to better capture common traits (Białaszek et al., 2019);

methods testing both delay and probability in the same animals are therefore of strong

interest, but not widely available or used, especially in mice.

A second issue is that discounting tasks are typically modeled in both humans and

rodents using economic value functions (e.g., k-values and h-values) which assume the

main relevant factor in choices is the current discounted value of the reward (Odum,

2011a). However, recent evidence from the literature on reinforcement learning and

decision making strongly implicates choice history and exploration as important

variables in how both humans and animals perform value-based decision tasks (Chen

et al., 2020; Cinotti et al., 2019; Daw et al., 2011; Speekenbrink & Konstantinidis,

2015). Importantly, animals often engage in non-reward seeking behaviors that are

typically described as exploration (Findling et al., 2019; Gershman, 2019). This

decision “noise” is rarely considered as a contributor to choices in discounting tasks

despite exploratory events being necessary for animals to learn new task rules (Ebitz et

al., 2018, 2019). In humans, exploration in other decision making tasks correlates with

the degree of delay discounting shown (Sadeghiyeh et al., 2020). We have recently

identified exploration as a key driver of sex differences in other decision making tasks

(Chen et al., 2020, 2021). Because discounting tasks are often used to compare groups

of animals modeling neuropsychiatric risk factors or other individual differences such

as sex differences (Bos et al., 2014; Grissom & Reyes, 2019; Orsini et al., 2016; Orsini
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& Setlow, 2017; Weafer & Wit, 2014), it is imperative to identify methods that allow

us to distinguish whether differences in behavior are due to value judgements

putatively reflecting impulsivity, or if exploration is a latent contributor to behavior.

One way to address these issues is to develop a method allowing within-subjects

comparison of delay and probability discounting functions. This approach would allow

for comparing overall performance within and between groups and permit

computational modeling across tasks incorporating a decision noise parameter in

addition to a value parameter. In the present study, we describe a sequence of delay and

probability discounting tasks in mice achieving these goals. Mice are increasingly used

for cognitive task batteries because of their high genetic tractability. Recent

advancements in technology for mouse operant testing available through touchscreens

have substantially improved the ease of training mice (Horner et al., 2013), enabling us

to develop matched versions of probability and delay discounting for mice.

Here, we describe a novel battery of sequential delay and probability discounting

schedules in touchscreens tested in male and female wildtype mice. One key factor

previously shown to affect choices in these tasks is the order of presentation of delays

or probabilities on the large reward (Koffarnus et al., 2011; Maguire et al., 2014; St

Onge et al., 2010). We alternated mice between Worsening and Improving schedules

within each discounting task, and demonstrated that these order effects are substantial

in both male and female mice. These order effects are fully eliminated in both sexes

with extensive training in delay discounting. However, order effects remain in

probability discounting, especially in female mice, consistent with sex differences in

risk processing but not “impulsivity” per se (Grissom & Reyes, 2019). We analyzed

reward strategy via both win-stay/lose-shift analyses in probability discounting, and for

both tasks with computational models incorporating both value and decision noise

parameters in order to better understand how mice adapt choice strategies between
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delay and probability discounting. Win-stay/lose-shift analyses suggest schedule

differences in probability discounting emerged because females learned to adjust win-

stay behavior consistently over experience with probability discounting. Delay

discounting is captured by the combination of a value and decision noise parameter,

but probability discounting is better explained by the choice parameter. Analysis of

choice response times and locomotor behavior suggest that reductions in exploratory

choices with increased experience are linked with increased deliberation between

choices, and are likely not due to simple changes in task engagement. These results

demonstrate that value functions may capture one aspect of impulsivity (i.e. overall

reward preference), but that exploratory or “noisy” decisions are significantly

contributors to mouse behavior in these tasks, especially as choice behavior changes

between tasks or across multiple experiences of the same task.

2.2 Results

Age-matched male and female wildtype mice (n=15, 8 males, 7 females, strain

B6129SF1/J) were trained to perform sequential discounting tasks using touchscreen

operant chambers (Figure 2.0A). This permitted us to test the extent to which choice

preferences and discounting were “anchored” by the initial delay/probability of the

large reward. Trials were paced to require 30 seconds minus the length of the delay

before the next trial could be initiated to remove the ability to complete all trials more

quickly (Pearson et al., 2010) that may contribute to prior demonstrations of greater

action impulsivity. Repeated sessions of delay and probability discounting allowed us

to study anchoring effects and choice strategy, as well as ask questions about sex

differences and individual differences in preferences for delay and probability

simultaneously.

2.2.1 Delay discounting
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Anchoring effects to delayed rewards are reduced with experience. Rodent

models of delay discounting have previously used latin square design of delays

(Mitchell, 2014), but structured delay schedules have not widely been used in mice

(e.g. ascending or descending schedules). Because of the novelty of these schedules,

we initially put mice through delay discounting in order to test whether sex is an

important factor in anchoring effects induced by shifting schedules (i.e. “Worsening”

and “Improving”). Research suggests uncertainty in discounting tasks can produce sex-

specific effects (Grissom & Reyes, 2019), thus we wanted to test whether sex was

important in anchoring responses to Worsening and Improving schedules. Here, we

present the data from each round of Worsening and Improving schedules grouped

together.

The first time mice experienced both the Worsening and Improving delay

discounting schedules (Delay Discounting I), their preferences for the large reward

across the entire sessions were heavily anchored by the initial delay experienced

(Figure 2.1A, main effect of schedule, F(1, 15.01) = 55.26, p < 0.001). Mice learned to

shift their choice from the delayed side to the immediate side as delay increased

(Figure 2.1A, main effect of delay, F(4, 60.17) = 52.26, p < 0.001). Evidence

suggested mice exhibited delay specific sensitivity according to schedule (Figure

2.1A, schedule x delay interaction, F(4, 1081.77) = 5.84, p < 0.001). Male mice had a

large choice preference at all delays on the Worsening schedule compared to the

Improving schedule (0s: p = 0.0316; 4s: p < 0.001; 12s: p < 0.001; 20s: p = 0.0129;

28s: p = 0.0170). Female mice had a large choice preference on the Worsening

schedule compared to the Improving schedule except for at the 28s delay (0s: p <

0.001; 4s: p < 0.001; 12s: p = 0.0138; 20s: p = 0.0406). Mice exhibited this anchoring

effect both at the beginning of training (Figure 2.1A, days 1-3: main effect of

schedule, p < 0.001) and end of training (Figure 2.1A, days 6-8: main effect of
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schedule, p = 0.0136). Although increased large choice preference across delays of the

Worsening schedule was specific to the beginning of training (Figure 2.1A, days 1-3:

schedule x delay interaction, p < 0.001). These results indicate temporal uncertainty

induced by a schedule shift immediately caused anchoring effects. Preference for the

large reward at all delays was greater when it was “anchored” by an initial 0 second

delay than an initial 28 second delay.

Despite a second round of testing (Figure 2.1B, Delay Discounting II), anchoring

effects persisted (Figure 2.1B, main effect of schedule, F(1, 15) = 6.81, p = 0.0197).

Animals continued to show strong discounting to each transition of delay (Figure

2.1B, main effect of delay, F(4, 60.21) = 116.42, p < 0.001). Mice adjusted choice

across delays according to schedule (Figure 2.1B, schedule x delay interaction, F(4,

1251.92) = 2.98, p = 0.018). Anchoring was especially apparent in female mice

(Figure 2.1B, sex x schedule x delay interaction, F(4, 1251.92) = 5.21, p < 0.001).

Anchoring in female mice was specific to the smallest delays (0s: p = 0.0465; 4s: p <

0.001; 12s: p = 0.0057). Mice retained anchoring early into training (Figure 2.1B, days

1-3: main effect of schedule, p = 0.0123), but the effect was reduced with additional

training (Figure 2.1B, days 6-8: main effect of schedule, p = 0.207). However

evidence suggests female mice retained sensitivity to differences in schedule order

with experience (Figure 2.1B, days 6-8: sex x schedule interaction, p = 0.0238; days 6-

8: sex x schedule x delay interaction ns, p = 0.0577). These data suggest that female

mice have an increased sensitivity to anchoring effects and/or increased sensitivity to

unexpected changes in the task rules.

By the time animals were tested on Delay Discounting III (Figure 2.1C), there

were no longer any anchoring effects or differences apparent in choice (main effect of

schedule ns, p > 0.05). Animals showed robust discounting to each delay (Figure 2.1D,

main effect of delay, F(4, 60) = 175.55, p < 0.001) that had some suggestion of delay
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specific effects between schedules (Figure 2.1D, schedule x delay interaction, F(4,

2355) = 5.79, p < 0.001) but did not reveal any post hoc effects. Mice expressed

anchoring effects early into training still (Figure 2.1C, days 1-3: main effect of

schedule, p = 0.0282) of which was more apparent in females (Figure 2.1C, days 1-3:

sex x schedule x delay interaction, p = 0.0140). Increased training mitigated anchoring

effects (Figure 2.1C, days 6-8: main effect of schedule ns, p > 0.05; days 6-8: schedule

x delay interaction, p = 0.0064). Taken together, our results suggest mice have the

ability to form similar choice preferences across two different schedule orientations.

Anchoring effects are eliminated by the end of discounting for both male and female

mice. However, females exhibited persistent anchoring until the penultimate round of

discounting.

2.2.2 Probability discounting

Anchoring effects are persistent when discounting risky rewards. We put mice

through probability discounting with “Worsening” and “Improving” schedules in order

to challenge anchoring in response to uncertain large rewards. We tested mice on these

schedules to see if risky rewards produced anchoring effects in a similar manner. If

males and females are differently affected by uncertainty, it would stand to reason that

those differences may be most reflected in the anchoring effects. We present the data

from each round of Worsening and Improving schedules grouped together.

Unlike delay discounting, the first time mice experienced both the Worsening and

Improving probability discounting schedules (Probability Discounting I), their

preferences for the large reward across the entire sessions were not heavily anchored

overall by the initial probability experienced (Figure 2.2A, no main effect of schedule,

F(1, 15.01) = 0.42, p = 0.527). All mice showed significant discounting on both

schedules, as measured by changes in their preferences for the large reward (Figure
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2.2A, main effect of probability, F(4, 60.88) = 123.43, p < 0.001). However, mice

showed schedule specific preferences depending on the probability (Figure 2.2A,

schedule x probability interaction, F(4, 1122.52) = 21.15, p < 0.001) and differences in

the magnitude of preference between schedules (Figure 2.2A, sex x schedule

interaction, F(1, 15.01) = 4.83, p = 0.0441). Males chose the large reward more often

on the Worsening schedule compared to the Improving schedule when the chance of

winning risky rewards was at 25% (p = 0.0016) and 50% (p = 0.0102). Females

increased large choice preference on the Worsening schedule compared to the

Improving schedule when large rewards were guaranteed (100% chance, p = 0.0121).

Anchoring did not appear throughout training (Figure 2.2A, days 1-3 and days 6-8,

main effect of schedule ns, p > 0.05). However, differences in preference at different

probabilities between schedules were present at the start of training (Figure 2.2A, days

1-3, schedule x probability interaction, p < 0.001) and the end of training (Figure

2.2A, days 6-8, schedule x probability interaction, p = 0.0144). Male specific

differences in preference seemed to appear early on (Figure 2.2A, days 1-3, sex x

schedule x probability interaction ns, p = 0.0542). These data indicate mice were not as

affected by schedule effects compared to delay discounting, especially with greater

experience.

As mice continued to gain more experience with the task design during the second

round of testing (Figure 2.2B, Probability Discounting II), anchoring effects became

more apparent (Figure 2.2B, main effect of schedule, F(1, 15) = 37.74, p < 0.001). All

mice continued to show strong discounting to each transition of probability (Figure

2.2B, main effect of probability, F(4, 60) = 128.56, p < 0.001). These anchoring effects

were specific to different probabilities of risky rewards (Figure 2.2B, schedule x

probability interaction, F(4, 1140) = 9.08, p < 0.001). Female mice significantly

reduced their large choice preference on the Improving schedule compared to the
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Worsening schedule when rewards were risky (12.5 % chance, p = 0.0149; 25%

chance, p < 0.001; 50% chance, p = 0.0025; 75% chance, p = 0.0082). Male mice

started to show reduced large choice preference on the Improving schedule compared

to the Worsening schedule at 25% chance of reward (p < 0.001) and 50% chance of

reward (p < 0.001). While the overall data suggests no sex effects, male and female

mice did have a difference in large reward preference early into training (Figure 2.2B,

days 1-3: main effect of sex, p = 0.0163). Anchoring effects were present early into

training (Figure 2.2B, days 1-3: main effect of schedule, p < 0.001) and at the end of

training (Figure 2.2B, days 6-8: main effect of schedule, p = 0.0013). Early training

emphasized a difference in large preference at different probabilities between

schedules (Figure 2.2B, days 1-3, schedule x probability interaction, p < 0.001) and

differences in overall preference between schedules (Figure 3B, days 1-3, sex x

schedule interaction, p < 0.001). Mice shifted to differences in large preference based

on specific probabilities rather than generally between the schedules (Figure 2.2B,

days 6-8, sex x probability interaction, p = 0.0188). These data indicate anchoring

effects reappeared after mice gained more experience where reward receipt was

probabilistic.

By the time animals were tested on Probability Discounting III (Figure 2.2C),

anchoring effects were still pervasive (Figure 2.2D, main effect of schedule, F(1,

14.22) = 7.80, p = 0.0142). All mice showed significant discounting (Figure 2.2D,

main effect of probability, F(4, 60.57) = 315.46, p < 0.001). Mice again showed

schedule specific preferences depending on the probability (Figure 2.2D, schedule x

probability interaction, F(4, 2198.20) = 45.12, p < 0.001) and within sex (Figure 2.2D,

sex x schedule interaction, F(1, 14.22) = 4.98, p = 0.0422). Female mice reduced risky

choices on the Improving schedule compared to the Worsening schedule when

uncertainty was high (12.5% chance, p = 0.0106; 25% chance, p < 0.001) and
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increased risky choices on the Improving schedule compared to the Worsening

schedule when uncertainty was low (75% chance, p = 0.0102; 100% chance, p <

0.001). Male mice also made risk-based adjustments but only to maximize rewards on

the Improving schedule compared to the Worsening schedule when uncertainty was at

or above chance level (50% chance, p = 0.0350; 75% chance, p < 0.001; 100% chance,

p < 0.001). Mice showed a reduction of anchoring early into training, but anchoring

resurfaced with additional exposure to probabilistic rewards (Figure 2.2C, days 6-8:

main effect of schedule, p < 0.001). Large reward preference remained sensitive to the

schedule type and specific probability experienced (Figure 2.2C, days 1-3: schedule x

probability interaction, p < 0.001; days 6-8: schedule x probability interaction, p <

0.001). Schedule directed large reward preference was present early into training

(Figure 2.2C, days 1-3: sex x schedule interaction, p < 0.001) but not late into training.

These results demonstrate that females and males made schedule specific adjustments

in avoiding losses around an immediately risky schedule (i.e. Improving probability

discounting) and that mice continued to remain sensitive to schedule effects with

extended training.

2.2.3 Win-stay/lose-shift Adaptations to Risk Order

Probability discounting schedules that decrease trial block uncertainty

promote win-stay choices. Win-stay/lose-shift behaviors are important indicators of

strategy specific adaptations to wins and losses. Win-stay ratios were calculated by

dividing how often mice stayed on the same risky side after being rewarded divided by

all rewarded risky responses. Lose-shift ratios were calculated by dividing how often

mice switched to the small guaranteed side after not receiving a large risky reward

divided by all losses on the risky side. We wanted to study if females and males made

specific adaptations to wins and losses in response to different risk orientations, which

can be a source of choice differences (Stopper et al., 2014).
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At the beginning of probability discounting, mice increased win-stay behavior on

the Improving schedule (Figure 2.3A, main effect of schedule, F(1, 255) = 34.38, p <

0.001), but a sex x schedule interaction (Figure 2.3A, F(1, 255) = 21.77, p < 0.001)

indicates only females increased win-stay behavior on the Improving schedule (p <

0.001). Mice also increased lose-shift behavior on the Improving schedule (Figure

2.3B, main effect of schedule, F(1, 255) = 76.87, p < 0.001). Both male (p < 0.001) and

female (p < 0.001) mice exhibited increased lose-shift behavior on the Improving

condition. These results suggest both male and female mice adjust their behavior to

increased initial uncertainty in a similar way, but females specifically showed a

schedule specific distinction in maximizing rewards.

Mice continued to make win-stay choice adaptations throughout the second round

of probability discounting (Figure 2.3A, main effect schedule, F(1, 270) = 10.50 p =

0.0013) which was again specific to female mice (Worsening II > Improving II, p =

0.0116) and continued to make loss specific adaptations (Figure 2.3B, main effect of

schedule, F(1, 255) = 32.50, p < 0.001). Increased lose-shift behavior on the Improving

schedule was found again in both males (p < 0.001) and females (p = 0.0016). Female

mice again differentiated themselves from male mice because females shape their

choice behavior around adjustments in win-stay behavior.

As mice finished probability discounting, male (p < 0.001) and female (p < 0.001)

mice continued to increase win-stay behavior on the Improving schedule (Figure 2.3A,

main effect of schedule, F(1, 460.28) = 55.94, p < 0.001). A main effect of schedule

was found for lose-shift behavior (Figure 2.3B, F(1, 461.30) = 26.65, p < 0.001), but

only male mice exhibited decreased aversion to losses (Figure 2.3B, F(1, 461.30) =

5.16, p = 0.0235) on the Improving schedule (p = 0.0024). Females made schedule

specific adaptations to wins even with minimal experience whereas males required

extended training to show win-stay schedule effects. Males and females were equally
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loss avoidant for the most of training, extended training reduced schedule specific

effects in females whereas males remained sensitive to losses.

2.2.4 Computational models of choice variability in delay and probability
discounting

Decision noise is a major contributor to delay and probability discounting.

Win-stay/lose-shift analyses revealed some learning specific effects, but did not

explain changes in preference over renditions of the task. We posited that snapshot

win-stay/lose-shift analyses might not capture broader trends driving choice behavior.

There is a growing amount of evidence suggesting exploration is a key latent variable

driving choice behavior (Ebitz et al., 2018, 2019). Therefore, we pursued two

discounting models for delay and probability, each incorporating a value parameter (k

for delay, h for probability; (Green et al., 2014)) and an inverse temperature parameter

capturing variability in choice around these value preferences (β). This allowed us to

track adaptations in value and choice within and between tasks. We excluded sex as a

factor to increase power and better detect schedule specific adaptations. Data were fit

to an exponential model rather than a hyperbolic model for delay and probability

discounting because those provided better fits according to AIC (Delay Discounting

Hyperbolic AIC (Improving = 31055.57 & Worsening = 29689.31) > Delay

Discounting Exponential AIC (Improving = 29910.06 & Worsening = 28364.77);

Probability Discounting Hyperbolic AIC (Improving = 52026.82 & Worsening =

54768.72) > Probability Discounting Exponential AIC (Improving = 47774.92 &

Worsening = 52824.56)).

Analysis of the delay discounting rate parameter (k) revealed mice had smaller

discounting rates for the Worsening condition (Figure 2.4A, main effect of schedule,

F(5, 75) = 8.53, p < 0.001). Mice had a steeper discounting rate initially on the

Improving condition compared to the Worsening condition (Figure 2.4A, p < 0.001),
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possibly due to uncertainty induced by a switch in orientation. Mice were steeper still

for the second round of Improving and Worsening schedules (Figure 2.4A, p =

0.0371). Mice became more willing to endure delays for large rewards between the

first and third round of Improving schedules (Figure 2.4A, p = 0.0171). Probability

discounting rates (h) were also schedule dependent (Figure 2.4A, F(5, 75) = 8.12, p <

0.001), especially for the second session of discounting (Figure 2.4A, Improving II >

Worsening II, p < 0.001). Mice became steeper between for the third round of

Worsening discounting compared to the second (Figure 2.4A, p = 0.0104). Mice

became more cost enduring with training for the large reward in delay discounting, but

were generally cost avoidant for the large reward in probability discounting.

Between-task analyses of the inverse temperature in our discounting model

revealed delay and probability discounting noise were similar in magnitude (Figure

2.4B, main effect of task ns, p > 0.05). However there were specific task x schedule

interactions which were present (Figure 2.4B, F(5, 75) = 8.37, p < 0.001). Mice

engaged in increased repetitive choice on Worsening III of delay discounting compared

to probability discounting (Figure 2.4B, p < 0.001).

Within-task comparisons of the choice parameter revealed mice adapt to initial

temporal uncertainty caused by an orientation switch through increased sampling of

reward options (Figure 2.4B, Worsening I > Improving I, p = 0.0021). Mice learned to

decrease decision noise throughout their experience with Improving delay discounting

(Figure 2.4B, Improving I < Improving II, p = 0.0430; Improving I < Improving III, p

< 0.001). Mice similarly learned to decrease decision noise with Improving probability

discounting (Figure 2.4B, Improving I < Improving III, p = 0.0065; Improving II <

Improving III, p < 0.001). By the end of training, decision noise was greater for

Worsening probability discounting compared to Improving probability discounting

(Figure 2.4B, Improving III > Worsening III, p < 0.001).
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Mice choice preference in delay discounting demonstrates that differences in

behavior can at least in part be explained by changes in k, the parameter describing the

discounted value of the large reward. That is, when we model the behavior of these

animals, the best fit model adjusts the k value over the progression of Delay

Discounting (I, II, III), meaning that differences in animals’ choices across the

progression of delay discounting tasks reflect in part true changes in the discounted

value of the large reward. When animals’ choice curves shift, this reflects changes in

how much they value the reward, not only changes in how variable or noisy they are in

responding. In contrast, in the probability discounting task, the comparable h value, the

discounted value of the large reward, is stable - meaning that changes in behavior in

this task are not described well by models adjusting the value of the reward. Rather,

adjustments in the inverse temperature parameter, which measures how noisy animals

are in adhering to their values, provide the best fit - suggesting that exploratory noise is

a major driver in decision making in the probability task.

2.2.5 Choice response times during delay and probability tasks

Examination of response times and locomotion as indexes of cognitive

uncertainty and changing task engagement, respectively. Exploration has a number

of different meanings in different fields. Our computational model contains an inverse

temperature parameter that reflects the “noisiness” of adhering to a value based

decision rule, and this noisiness could emerge from one of several sources. First, it

could reflect cognitive uncertainty and exploration processes; these can be reflected in

increasing choice response times as decisions become more costly or more uncertain

(Fontanesi et al., 2019; McDougle & Collins, 2021; Steverson et al., 2019).

Alternatively, noisiness in behavior could reflect changing engagement with the tasks

over time, which can be reflected in the locomotor behavior or unobserved behaviors

of animals as they complete the tasks (Musall et al., 2019; Thompson et al., 2018). As
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the exploration in both of our tasks goes down with experience, we should see changes

in choice response times with task experience if this exploration reflects aspects of

cognitive uncertainty, versus changes in locomotor behavior if exploration reflects task

disengagement. We addressed each of these possibilities by examining choice response

times and locomotor behavior incidentally captured in the chambers during collection

of the above task performance data.

2.2.5.1 Choice response times track temporal uncertainty only in animals
experienced with delay discounting.

Choice response times are subject to change according to schedule orientation in

discounting tasks (Robles & Vargas, 2007). Research suggests discounting choice

response times increase when the subjective value of the large delayed option equals

the delay-free option (Basile & Toplak, 2015; Robles & Vargas, 2007). These

researchers suggested reaction time reflects conflict of equally valued options,

something that should reveal itself with increasing or decreasing costs. Response times

then could reflect the difficulty present in our within-subject tasks where choice

preference is anchored to what is learned in the preceding schedule. If differences in

exploration over training on the delayed discounting task do reflect increasing conflict

as animals better understand the temporal cost of a choice, then we should see the

emergence of delay-dependent increases in choice response times over our training

schedules, particularly as anchoring effects go away. Indeed, we found that choice

response times tracked the degree of temporal uncertainty of each delay in the most

highly trained sections of the task (Delay Discounting III) compared to naive

performance of the task (Delay Discounting I).

 In order to demonstrate this, we took the time from choice presentation to

decision made as an index of choice response time. These data are depicted in Figure 6.

The first round of delay discounting showed immediate evidence of the effect of delay
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on response time. Anchoring has an effect on choice response times where expectation

of an initial delay-free period (i.e. from the Worsening schedule) causes mice to speed

up on the Improving schedule. It is likely that small choice response times in this case

reflect the learning effect of experiencing delay for the first time. Both the small

immediate option (Figure 2.5A, main effect of delay, F(4, 57.42) = 4.29, p = 0.0042)

and large delayed option (Figure 2.5A, main effect of delay, F(4, 40.32) = 33.41, p <

0.001) showed evidence of increased response time with delay. Small choice response

times showed evidence of anchoring (Figure 2.5A, main effect of schedule, F(1,

14.93) = 45.06, p < 0.001). Small choice schedule differences in delay (Figure 2.5A,

schedule x delay interaction, F(4, 5460.37) = 4.82 p < 0.001) were apparent as soon as

rewards were delayed in which mice were faster to respond for small rewards on the

Improving schedule compared to the Worsening schedule (4s: p < 0.001; 12s: p <

0.001; 20s: p < 0.001; 28s: p < 0.001). Large choice response times also showed

evidence of anchoring (Figure 2.5A, main effect of schedule, F(1, 14.85) = 4.91, p =

0.0427). Large choice schedule effects per delay (Figure 2.5A, schedule x delay

interaction, F(4, 5603.65) = 26.99, p < 0.001) were found across most delays. Mice

generally were slower at smaller delays when the schedule was decreasing in delay

(Improving > Worsening, 0s: p < 0.001; 4s: p = 0.0393), but sped up at larger delays

(Worsening > Improving, 20s: p < 0.001; 28s: p < 0.001). Delay differently affected

males and females (Figure 2.5A, sex x schedule x delay interaction, F(4, 5603.65) =

3.85, p = 0.00395) where females specifically slowed down on the Improving schedule

when there was no delay (female Improving > Worsening, 0s: p < 0.001), but sped up

at larger delays (female Worsening > Improving, 20s: p < 0.001; 28s: p < 0.001).

Females were faster than males on the Improving schedule at the 28s delay (male

Improving > female Improving, p = 0.0067). Males only sped up on the Improving

schedule at the 20s delay (male Worsening > male Improving, p = 0.0091).

38



The second round of delay discounting was still subject to delay effects on both

the small option (Figure 2.5B, main effect of delay, F(4, 50.39) = 9.14, p < 0.001) and

the large option (Figure 2.5B, main effect of delay, F(4, 53.01) = 12.51, p < 0.001).

Further experience with delay orientations showed mice mitigated choice response

time differences between schedules as they learned to distinguish between the two

schedules. Small choice response times had some suggestion of anchoring (Figure

2.5B, main effect of schedule, F(1, 18.60) = 10.29, p = 0.0047), but at no specific

delays. Large choice response times suggested no anchoring, but delay specific effects

(Figure 2.5B, schedule x delay interaction, F(4, 7552.42) = 5.25, p < 0.001). Mice

slowed down on the Improving schedule during the 20s delay (Worsening >

Improving, p = 0.0189). Females were slower than males when collapsed across

schedules (Figure 2.5B, sex x delay interaction, F(4, 53.01) = 4.63, p = 0.0027) at the

20s delay (p = 0.0347) and 28s delay (p = 0.0094). Mice need to slow down choice

time on the Improving schedule to make a large choice when the delay was initially

high. Choice time was adjusted to delays in general, but also to the presentation of

delays. This indicated increased choice response times are deliberate and are adjusted

to not only the cost of the task, but also to the order of the cost.

Schedule effects became more pronounced with extended training. Compared to

previous rounds, increased schedule effects were feasible because choice response time

tracks cost deliberation according to the order of delays. Mice adjusted response times

according to delay on both the small option (Figure 2.5D, main effect of delay, F(4,

51.79) = 7.36, p < 0.001) and the large option (Figure 2.5D, main effect of delay, F(4,

45.03) = 12.51, p < 0.001). Small choice response times were sensitive to delay

according to the schedule (Figure 2.5D, schedule x delay interaction, F(4, 11368.97) =

3.65, p = 0.0057) and sex (Figure 2.5D, sex x schedule x delay interaction, F(4,

11368.97) = 7.18, p < 0.001). Mice were slower on the Worsening schedule at the 0s
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delay (Worsening > Improving, p = 0.0034), female mice specifically were slower on

the Worsening schedule at the 12s delay (female Worsening > female Improving, p =

0.0187). Large choice response times also had specific delay effects (Figure 2.5D,

schedule x delay interaction, F(4, 13465.12) = 20.00, p < 0.001) with slower response

times on the Improving schedule at the 4s (Improving > Worsening, p = 0.004) and the

12s (Improving > Worsening, p < 0.001) delays, but also slower response times on the

Worsening schedule at the 28s (Worsening > Improving, p < 0.001) delay. These

effects were however sex driven (Figure 2.5D, sex x schedule x delay interaction, F(4,

13465.12) = 6.62, p < 0.001) with females being slower on the Improving schedule at

the 4s (female Improving > female Worsening, p < 0.001), 12s (female Improving >

female Worsening, p < 0.001) and 20s (female Improving > female Worsening, p =

0.0383) delays, and males being slower on the Worsening schedule at the 28s (male

Worsening > male Improving, p < 0.001) delay. Males were significantly faster than

females when comparing Improving schedule large choice response times at the 4s

delay (female Improving > male Improving, p < 0.001). Extended experience on delay

discounting increased schedule differences in large choice response times. Females in

particular slowed down on a schedule that is immediately costly for large choices,

which is in line with previous rounds of choice behavior demonstrating anchoring

effects are especially prominent in females.

2.2.5.2 Choice response times reflect increasing reward delivery uncertainty
throughout probability discounting.

Reward uncertainty can modulate the speed in which choices are made.

Assessment of uncertainty can lead to differences in response speed, leading to

generally slower choices in situations of greater conflict. A previous report of

Worsening probability discounting has demonstrated Long-Evans female rats slowed

down choices in general compared to male rats (Braunscheidel et al., 2019; Islas-
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Preciado et al., 2020). We have previously observed that differences in choice response

time can be attributed to individual differences in explorative/exploitative strategy

engagement (Chen et al., 2020, 2021). Decision noise contributes to the type of

strategy used, something we have demonstrated to change throughout experience with

probability discounting. If differences in exploration over training on the probability

discounting task reflect increasing conflict as animals better understand the risky cost

of a choice, then we should see the emergence of probability-dependent increases in

choice response times over our training schedules. Indeed, we found that choice

response times tracked the degree of reward uncertainty of each probability block in

the most highly trained sections of the task (Probability Discounting III) compared to

naive performance of the task (Probability Discounting I).

The introduction of a risky uncertain large reward option caused mice to reassess

schedule differences. Mice sped up choice response times as the large reward became

more probable regardless of whether they were selecting the small reward side (Figure

2.6A, main effect of probability, F(4, 61.21) = 4.23, p = 0.0044) or large reward side

(Figure 2.6A, main effect of probability, F(4, 61.36) = 72.78, p < 0.001). Anchoring

was apparent both in small choice (Figure 2.6A, main effect of schedule, F(1, 18.69) =

31.53, p < 0.001) and large choice (Figure 2.5A, main effect of schedule, F(1. 13.97) =

57.35, p < 0.001). Schedule effects in small choice response times were apparent at

different probabilities (Figure 2.6A, schedule x probability interaction, F(4, 7631.93) =

3.42, p = 0.0084) for both males and females (Figure 2.6A, sex x schedule x

probability interaction, F(4, 7631.93) = 3.57, p = 0.0065). General schedule differences

for small choice were found at all probabilities except for when the trial block had

100% delivery rate on the large risky side (Worsening > Improving, 12.5%: p < 0.001;

25%: p < 0.001; 50%: p < 0.001; 75%: p < 0.001). Females were slower to make a

small choice on the Worsening schedule when the probability of large rewards was at
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12.5% (female Worsening > female Improving, p < 0.001) and 25% (female Worsening

> female Improving, p = 0.0022). Males were slower to make a small choice on the

Worsening schedule at all probabilities (male Worsening > male Improving, 12.5%: p =

0.0031; 25%: p < 0.001; 50%: p < 0.001; 75%: p = 0.0022; 100%: p = 0.0093). Males

were slower to make a small choice on the Worsening schedule than females when

large rewards were always delivered (male Worsening > female Worsening, 100%: p =

0.0055). General schedule effects for large risky response times were found (Figure

2.6A, schedule x probability interaction, F(4, 61.38) = 72.78, p < 0.001). Mice had

slower large choice response times on the Worsening schedule at most probabilities

except when chance of delivery was 50% (Worsening > Improving, 12.5%: p < 0.001;

25%: p < 0.001; 75%: p = 0.0068; 100%: p = 0.0062). Mice sped up when safety

increased within a schedule (i.e. Improving) compared to when risk increased within a

schedule (i.e. Worsening) for both small and large options. Males seemed to be most

affected by risk orientation while females were sensitive to only the riskiest trial blocks

(i.e. 12.5% and 25% probabilities).

Mice were quick to adjust to risky large rewards after Probability Discounting II.

As noted by the win-stay/lose-shift data, male mice adapted primarily by shifting to the

small choice in a schedule that promotes large initial uncertainty. This is how male

mice combat uncertainty and how they made that choice easier (i.e. reduced response

time difference). Females dealt with uncertainty by adjusting both win-stay and lose-

shift behavior, which created increased difficulty of choice especially when uncertainty

was large. Mice responding still slowed down the more uncertain a reward became for

large choice (Figure 2.6B, main effect of probability, F(4, 58.53) = 62.70, p < 0.001)

but not for small choice. Small choice response times were still adjusted according to

schedule (Figure 2.6B, main effect of schedule, F(1, 15.46) = 13.69, p = 0.0020) but

not large choice response times. Mice showed schedule effects for small choice
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(Figure 2.6B, schedule x probability interaction, F(4, 9006.65) = 2.48, p = 0.0422) as

soon as the large option became risky (Worsening > Improving, 12.5%: p < 0.001;

25%: p < 0.001; 50%: p = 0.0071; 75%: p = 0.0172). Female small choice response

times were especially sensitive to schedule effects (Figure 2.6B, sex x schedule x

probability interaction, F(4, 9006.65) = 10.14, p < 0.001) at 12.5% (female Worsening

> female Improving, p < 0.001) and 25% (female Worsening > female Improving, p <

0.001) probabilities. Mice large choice response times were sensitive at 12.5%

(Worsening > Improving, p < 0.001) and 25% (Worsening > Improving, p = 0.0408).

Females slowed down on the Worsening schedule when large reward receipt was

unlikely (female Worsening > female Improving, 12.5%: p < 0.001; 25%: p = 0.0151),

as well as males (male Worsening > male Improving, 12.5%: p = 0.0161). Mice,

especially females, showed difficulty in choice when the objective reward value of

small choice equaled or was larger than large choice (i.e. 1:1 ratio of reward volume

for small choice or large choice only; 25% reward probability).

After extended training on probability discounting, choice response times were no

longer sensitive to anchoring. Anchoring in choice was still prominent because

probability discounting is a noisy task that mice constantly adjust to, but that aspect

becomes less apparent in choice response time. Small choice response times became

sensitive to probability again (Figure 2.6D, main effect of probability, F(4, 59.40) =

3.22, p = 0.0186) and large choice response times remained sensitive (Figure 2.6D,

main effect of probability, F(4, 65.57) = 96.56, p < 0.001). Mice were still generally

affected by uncertainty for small choice (Figure 2.6D, schedule x probability

interaction, F(4, 17455.37) = 15.83, p < 0.001) and large choice (Figure 2.6D,

schedule x probability interaction, F(4, 33459.35) = 41.12, p < 0.001). Mice sped up

small rewards on the Worsening schedule when large rewards were guaranteed

(Improving > Worsening, p = 0.0038), but slowed down as risk increased (Worsening >
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Improving, 12.5%: p = 0.0015; 25%: p < 0.001; 50%: p = 0.0062). Mice sped up for

large rewards on the Worsening schedule when chance of reward delivery was 50%

(Improving > Worsening, p = 0.0101), but slowed down when probability of reward

was at its riskiest (Worsening > Improving, 12.5%: p < 0.001). Our results suggest

extended experience with probability discounting helped mitigate sex-specific

differences in choice response time speed.

2.2.6 Locomotor activity in delay and probability discounting

Patterns of locomotor activity are task dependent, but unrelated to changes

in choice over experience with the tasks. It is possible that the shifts in preference for

the large reward seen over multiple sessions in these schedules reflect simpler

contributions to behavior than changes in decision making processes such as

deliberation and cognitive exploration. For example, although animals are familiar

with the chamber, perhaps continued locomotor exploration is also changing during

this time and influencing the choices animals make. If this were true, then we should

see locomotor activity within the chamber changing in synchrony with changes in

preference. To test this hypothesis, we measured locomotor activity across all days of

testing using infrared beams located at the front (close to the touchscreen) and back

(close to the magazine) of the chamber. We did not find support for changes in

locomotor behavior that could explain changes in decision exploration over

experience.

Over delay discounting, we found evidence of different locomotor strategies

between Improving and Worsening versions of the task; however, this did not resolve

over time, despite stabilization of choice behavior over that same period. Large

temporal gaps between choice and reward delivery at the start of the schedule shifted

locomotor behavior from the touchscreen to the magazine. In the first round of delay
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discounting, mice demonstrated an increase in locomotor activity (Figure 2.7A, main

effect of break location, F(1, 430) = 3.82, p < 0.001) that was schedule dependent

(Figure 2.7A, main effect of schedule, F(1, 430) = 21.46, p < 0.001; schedule x break

location interaction, F(1, 430) = 34.01, p < 0.001). Mice focused locomotor behavior

toward the touchscreen on a Worsening schedule (Worsening front > Worsening back,

p < 0.001), but switched focus towards the magazine on an Improving schedule

(Improving back > Improving front, p < 0.001). Mice increased activity near the

magazine on the Improving schedule compared to the Worsening schedule (Improving

back > Worsening back, p < 0.001) and decreased locomotor activity near the

touchscreen (Worsening front > Improving front, p < 0.001).

Similar patterns of locomotor behavior persisted for the second and third round of

delay discounting. Mice changed their pattern of locomotor activity in a schedule

dependent manner (Figure 2.7B, main effect of schedule, F(1, 502) = 1119.82, p <

0.001; schedule x break location interaction, F(1, 503) = 1430.63, p < 0.001). Delays

again induced large schedule differences which were not reflective of their choice

behavior. Locomotor behavior was focused towards the touchscreen on a Worsening

schedule (Worsening front > Worsening back, p < 0.001), but shifted towards the

magazine on an Improving schedule (Improving back > Improving front, p < 0.001).

Mice again checked the back of the chamber more often for the reward on the

Improving schedule compared to the Worsening schedule (Improving back >

Worsening back, p < 0.001) which came at the cost of decreased activity near the

touchscreen (Worsening front > Improving front, p < 0.001). Increased waiting time

for the reward caused mice to again narrow locomotor activity near the magazine.

Reward delivery delay changes locomotor behavior, but not choice behavior (i.e.

anchoring effects are eliminated at this point). Male and female mice started to diverge

in locomotor allocation by Delay Discounting III (Figure 2.7D, main effect of sex,
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F(1, 13) = 6.68, p = 0.0226). Mice still altered locomotor activity (Figure 2.7D, main

effect of break location, F(1, 916) = 13.97, p < 0.001) in a schedule specific way

(Figure 2.7D, schedule x break location interaction, F(1, 916) = 946.03, p < 0.001).

Male and female mice by this point settled on different locomotor patterns (Figure

2.7D, sex x schedule x break location interaction, F(1, 916) = 65.07, p < 0.001). Males

and females still showed increases in locomotion for the back of the chamber on the

Improving schedule (male and female Improving back > male and female Worsening

back, p < 0.001), but only males increased their locomotor activity to the front of the

chamber on the Worsening schedule (male Worsening front > male Improving front, p

< 0.001). Males and females continued to suppress locomotor activity to the front of

the chamber on the Improving schedule (male and female Improving back > male and

male and female Improving front), but only males demonstrated more interest for the

front of the chamber on the Worsening schedule compared to the Improving schedule

(male Worsening front > male Improving front, p < 0.001). Males made more beam

breaks than females on the Worsening schedule in the front of the chamber (male

Worsening front > female Worsening front, p = 0.002). Throughout discounting,

locomotor activity patterns remained similar despite choice behavior mice constantly

adjusting choice behavior throughout renditions of the task. This suggested locomotor

activity was not indicative of learning in delay discounting.

In probability discounting, despite constant changes in choice preference there

were stable locomotor behaviors across the tasks over the entire testing period, arguing

against locomotion as the driver of behavioral change. This was apparent in the first

round (Figure 2.8A, main effect of break location, F(1, 446.09) = 543.83, p < 0.001).

There was some suggestion that mice were sensitive to schedule type again (Figure

2.8A, main effect of schedule, F(1, 446.09) = 11.54, p < 0.001), but instead mice

experienced general increases in locomotor behavior towards the touchscreen (Figure
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2.8A, sex x break location interaction, F(1, 446.09) = 11.54, p < 0.001; male and

female front > male and female back, p < 0.001). There was no longer a distinction

between schedules depending on where the breaks were made.

Mice continued to commit a similar pattern of locomotor changes during

Probability Discounting II (Figure 2.8B, main effect of break location, F(1, 450.02) =

714.08, p < 0.001). This general increase in locomotor activity again does not give

insight into choice, which was influenced by schedule effects (i.e. anchoring). Mice

increased locomotor behavior towards the touchscreen (Figure 2.8B, sex x break

location interaction, F(1, 450.02) = 16.58, p < 0.001; male and female front > male and

female back, p < 0.001). Mice generally chose to explore more of the front of the

chamber compared to the back of the chamber. Probability Discounting III was

characterized by a similar increase in locomotion toward the touchscreen (Figure

2.8D, main effect of break location, F(1, 917.99) = 2718.16, p < 0.001). Anchoring at

this point was still present. Schedule specific difficulties in choice are not represented

in locomotor data. Mice directed behavior towards the touchscreen (Figure 2.8D, sex x

break location interaction, F(1, 917.99) = 244.96, p < 0.001; sex x schedule x break

location interaction, F(1, 917.99) = 7.00, p = 0.0083; male and female front > male and

female back, p < 0.001). Male mice shifted their front of the chamber locomotor

preference to the Worsening schedule (male Worsening front > male Improving front, p

< 0.001). This increase in locomotion for the males on the Worsening schedule was

now greater than locomotion for the females on the Worsening schedule (male

Worsening front > female Worsening front, p = 0.0073). The volatility or probability

discounting reflected in our choice data and computational modeling are not captured

by our locomotor activity. Locomotor activity again suggests a consistent pattern of

movement in the chamber that is not reflective of the choice data.

2.3 Discussion
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We trained male and female mice in a novel battery of delay and probability

discounting schedules, in order to assess 1) if mice exhibit stable choice behavior

across these tasks, and 2) if sex differences affected stabilization of choice behavior.

These tasks are high-priority goals for cross-species translation, and there is some

controversy over whether these two tasks test similar or distinct constructs. Overall, we

found mice showed substantial discounting, indicating sensitivity to the structure of

both tasks. Mice formed stable choice behavior in delay discounting over time, but

continued to show anchoring effects throughout probability discounting. To understand

why there might be differences in the persistence of anchoring effects between these

tasks, we examined win-stay/lose-shift strategies in probability discounting, and across

both tasks, fit discounting models to animal data that included both value parameters

(k/h) and an inverse temperature parameter to capture decision noise (β). Win-

stay/lose-shift analysis hinted at the presence of schedule-dependent shifts in choice,

similar to the anchoring effects prominent throughout probability discounting.

Discounting models revealed that mice learned throughout training on both tasks to

reduce decision noise. However, the volatility of probability discounting led mice to

never really solidify one strategy for the task. Choice response times tracked decision

conflict and learning throughout delay and probability discounting, corroborating our

findings that changes in choices reflected noisy or exploratory decision making. Our

results indicate exploratory decision noise may be underappreciated contributors to

behavior in animal models in reward-guided decision making tasks.

Human discounting analyses use value-based models (i.e. k and h values) to

determine the extent of discounting behavior according to the value of the reward.

Discounting research has demonstrated how hyperbolic models of value best explain

discounting behavior of both humans and animals (Green et al., 2014; Vanderveldt et

al., 2016). Discounting steepness is believed to follow a value rule that is liable to
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change in response to individual factors such as risk tolerance and choice impulsivity

(Odum, 2011a; Simon et al., 2009). Our results are in line with previous research

where modeling around a value parameter describes stable discounting behavior

(Green et al., 2014; Odum, 2011b). However, recent research into animal discounting

shows that animals do not always optimize for the discounted value of the reward and

implies discounting can arise from multiple individual sources (Blanchard et al., 2013;

Hayden & Niv, 2020). In our data, adding an inverse temperature (β) parameter

substantially improved our model fit. There were distinct differences for the role of

value in delay and probability discounting. Adjustments in observed behavior in delay

discounting were in part captured by experience-linked changes in the value parameter

k, suggesting that as animals shifted their choices for the large reward over training,

they were in fact shifting in their preference for that large reward. The same could not

be said in probability discounting. Instead, in probability discounting, the value

parameter h was relatively stable, suggesting that preferences for the large uncertain

reward were stable, and that variation in behavior was instead captured by changes in

the inverse temperature parameter, suggesting that animals were changing how much

they adhered to their value estimates when making choices over experience with the

task. Our modeling results are in line with our observations of persistent anchoring

effects in probability discounting even after extended training, which we interpret as

being due to inconsistent adherence to value estimates. These findings are reflective of

the volatility with trial by trial reward uncertainty. Our choice to add an inverse

temperature parameter to capture decision noise allowed us to better capture

adaptations to schedules across tasks, and provide an explanation for differences in

choice preference for both tasks. This suggests that decision noise is an

underappreciated contributor to value-based decisions in animal models.
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Sex effects have not been consistently observed in reward-guided delay or

probability discounting tasks (Grissom & Reyes, 2019; Orsini & Setlow, 2017). Sex

differences appear in discounting tasks depending on the type of uncertainty or

consequences (Orsini et al., 2016; Orsini & Setlow, 2017), but generally do not appear

when the risk is the loss of a reward (Grissom & Reyes, 2019). Studies have more

recently found sex differences in a Worsening schedule of delay discounting

(Hernandez et al., 2020) and in a Worsening schedule of probability discounting (Islas-

Preciado et al., 2020) in rats. Previous studies however have noted the possible

nuances when relating discounting results across species (Vanderveldt et al., 2016) and

strains of rats (Islas-Preciado et al., 2020). Supporting the idea of the importance of

genetic background, Bagley et al. (2022) have recently demonstrated sex effects in

reward guided behaviors are not consistent across mouse strains. Instead, it is genotype

background that dictates the strength and direction of a sex effect (sex by genotype

interaction). In line with this thought, strain differences in delay discounting have

previously been found (Helms et al., 2006; Isles et al., 2004). In the current set of data,

animals were able to learn a consistent pattern of behavior to delay regardless of the

order of presentation, but probability discounting did not lead to a consistent pattern of

choices across sexes. Despite differences in the degree of anchoring across

probabilities seen in males versus females in our choice data (Figure 2.2), we were

unable to capture those effects in our computational model (Figure 2.4). Given these

findings, we consider three possibilities for why we do not observe sex differences.

First, species and/or strain appear to affect the strength of the sex difference, and may

play a role here. Second, it is possible that we were underpowered to detect sex

differences in decision making given that our lab has observed it in the past (Chen et

al., 2021). Third, sex differences might be better captured with an additional latent

variable not defined within our model.
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While delay and probability discounting are often both thought to measure an

aspect of choice impulsivity (Dalley et al., 2011; Green & Myerson, 2004; MacKillop,

2016; Strickland & Johnson, 2021), they are found to be weakly correlated even in

humans (Green et al., 2014; Strickland & Johnson, 2021). As such, straightforward

value models may miss hidden traits specific to delay or risk. In attempting to model

these tasks in rodents, one source of variability in reward preference could arise from

differences in choice patterns outside of the optimal choice. We included a decision

noise parameter in order to capture decision noise hidden in the value parameters

(Nussenbaum & Hartley, 2019). Our results suggest mice not only make value-based

decisions, but they also adapt decision noise around the discounted value of a reward.

Differences in choices across schedules are better explained by changes in decision

noise as opposed to the value parameter. Decision noise is therefore a significant

contributor to discounting behavior in our mice, and may be an underrecognized

contributor to rodent choice behavior in other contexts.

While we designed our tasks to capture adaptations in value and decision noise,

some caveats come with the sequential design of our tasks. Delay and probability

discounting rates are significantly impacted by the order of presentation of delayed or

probabilistic uncertainties (Craig et al., 2014; Fox et al., 2008; Slezak & Anderson,

2009) and could also be affected by whether animals experience delay or probability

discounting first (Rung et al., 2019; St Onge & Floresco, 2010; Tanno et al., 2014). Fox

et al. (2008) exposed rats to delays in a Worsening-Improving order similar to what the

current set of experiments and found similar anchoring results between schedules. Rats

were prone to prefer the large reward when the delays got longer within-session,

producing similar anchoring effects as we describe here. Slezak & Anderson (2009)

however used a random-chance delay exposure paradigm which constantly exposed

rats to either order depending on chance. Under this mixed exposure design, schedule
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differences were mitigated. It is worth noting that our mice did stabilize their

performance in delay discounting, despite experiencing two different orders of delay.

This could be due to differences in the length of training compared to previous studies

like @Fox2008-oe. The order of exposure to delay and probability discounting could

account for some of the persistent anchoring we observe with probability discounting.

Our delay and probability discounting tasks are structurally similar and thus delay

discounting strategies probably influenced choice behavior during at least early

probability discounting (Neville et al., 2020). We did, however, use a novel house light

cue introduced during probability discounting to help mice distinguish between both

tasks. Further, each task promotes different types of uncertainty (Garr et al., 2020)

which provides an opportunity for new learning. Our choice data and computational

results support these ideas as mice showed differences in adaptation across both tasks.

Still, we cannot fully rule out order effects, but this seems less likely given that our

behavior and modeling parameter fits indicate that animals continued to adjust their

behavior across the duration of the probability discounting task.

Our results support a role for computational modeling in identifying latent

variables that contribute to decisions in rodent tasks. As noted above, while k and h

parameters can be used to reflect value in discounting tasks, they are not able to

capture the contributions of other variables that might influence choices. Probabilistic

tasks, including discounting, are amenable to analyses of choice patterns following

wins and losses (e.g. win-stay and lose-shift) but lack a parallel in delay discounting. A

global parameter to compare decision noise across tasks is important when assessing

choice behavior and testing for factors contributing toward impulsive behavior (Dalley

et al., 2011; MacKillop et al., 2016; Strickland & Johnson, 2021). The inverse

temperature parameter we included in our computational model helps bridge the gap

between the two tasks by allowing for task comparisons and examining influences of
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order presentation and group differences in valuation of rewards. Our results

demonstrate how computational models that account for decision noise are better at

detecting different sources of behavioral variability, such as anchoring effects,

demonstrated in sequential versions of decision making tasks.

2.4 Materials and methods

2.4.1 Subjects.

8 male and 7 female BL6129SF1/J mice (from Jackson Laboratories) took part in

both delay discounting and probability discounting. Mice were housed in groups of 3-4

(2 groups of males, 2 groups of females). Mice began experiments at approximately 70

days of age. Mice had free access to water and were food restricted with their home

chow at 85-90% of their baseline weight. Mice were pre-exposed to the operant

reinforcer, vanilla flavored Ensure, in their home cage for one day prior to training.

Ensure was freely available to be licked from a bottle. Each group of mice were

verified to have consumed a full bottle of Ensure (148 ml). Behavioral testing took

place Monday to Friday, and on Fridays, mice had free access to home chow. Animals

were housed on a reverse light dark cycle (9am-11pm) and were tested during the dark

period. Animals were cared for in accordance with National Institute of Health

guidelines and were approved by the University of Minnesota Institutional Animal

Care and Use Committee.

2.4.2 Apparatus.

16 identical triangular touchscreen operant chambers (Lafayette Instrument Co.,

Lafayette, IN) were used for training and testing. The touchscreen was housed in the

front while the food delivery magazine in the back. Information on individual touches

on touchscreens throughout sessions were recorded via ABET-II software.

Touchscreens were limited by masks with holes which allowed responding in 5 square
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holes. Liquid reinforcer (50% diluted Ensure) was pumped via a peristaltic pump

(1000 ms or 250 ms duration, corresponding to volumes of approximately 25 µl and

6.25 µl). ABET-II software (Lafayette Instrument Co., Lafayette, IN) was used to

program operant schedules and analyze all data from training and testing.

2.4.3 Behavioral procedures.

Magazine training. Mice received free 7 µl of Ensure every 30 seconds for 30

minutes in operant chambers for 5 days. Mice learned to approach the magazine to

obtain Ensure.

Center Hole Fixed-Ratio 1. Mice were initially trained to nosepoke the center

hole of a 5-hole mask on the touchscreen chamber on a Fixed-Ratio 1 schedule for 10

days, 30 minutes each day. 7 µl of Ensure was delivered immediately following a

nosepoke. Only the center hole was illuminated during these sessions. The magazine

holding the Ensure was illuminated until mice interrupted an infrared beam when their

head entered the reward port, and this allowed them to move to the next trial. All mice

were moved on to the next phase once they could reach the max number of trials

needed to complete delay discounting schedules (60 trials).

Chaining Center to Left and Right. For this phase of training, hole 3 (center)

illuminated and a nosepoke resulted in 7 µl of Ensure. After a center nosepoke and its

reward, on the next trial, holes 2 (left) and 4 (right) illuminated, and mice learned that

nosepoking either side resulted in a large amount (28 µl) of Ensure. Training lasted 29

days with 30 minute sessions. Responses on holes 1 and 5 were counted as non-

reinforced touches. Mice were moved on to the next schedule when they could

consistently complete over 60 trials.
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Responding on Sides Only. Mice learned to nosepoke only the left and right

holes for Ensure at the same volumes as above for 13 days. The left and right holes

were the only holes to light up during these sessions. Center hole nosepokes no longer

delivered the reinforcer. Sessions ended after 30 minutes had elapsed. Mice were

moved on to the next schedule when they could complete 60 trials.

Responding on Chained Sides Followed by ITI. Mice then learned to chain a

center hole nosepoke to a left or right hole nosepoke for 13 days. The action sequence

of center-to-left or center-to-right led to a large reward (25 µl) or small reward (6.25

µl). This phase of the testing was counterbalanced; half of the mice experienced the

large reward on the left and the other half on the right. An inter-trial interval (ITI) of 30

seconds followed in order to suppress the reward rate. Animals were limited to no

more than two trials in a row selecting one side before being forced to try the other

side, to ensure they experienced the small reward side as well as the large reward.

Sessions ended after 30 minutes had passed. Mice were moved on to the next schedule

when they could complete 60 trials.

Improving and Worsening Delay Discounting. To test the influence of

anchoring effects, we tested mice on a Worsening schedule that was at the start of the

session was initially favorable and became unfavorable as the session proceeded, then

reversed the order of delays for the Improving schedule, then reversed again 4

additional times. We used the criteria set by (Mar & Robbins, 2007) to judge if mice

were ready to move on from the initial discounting round. We ran mice for extended

periods of time (≥ 9 sessions) in order to ensure behavior had stabilized between

rounds. Mice underwent 10 days of Worsening Delay Discounting I followed by 9 days

of Improving Delay Discounting I, 9 days of Worsening Delay Discounting II and 11

days of Improving Delay Discounting II, and 18 days of Worsening Delay Discounting

III and 18 days of Improving Delay Discounting III. One side delivered a large but

55



delayed reward (25 µl) or a small and immediate reward (6.25 µl). Each delay block of

trials began with 2 forced trials where mice had to choose the large delayed side in

order to be reminded of the delay. Mice then had 10 free choice trials. The side with

the large reward was matched to the chained side training. If mice responded for the

small reward, an ITI occurred based on the delay for that session. If mice chose the

large reward, the center hole blinked for the duration of the delay. On the Worsening

schedule, mice experienced 12 trials of increasing delays – 0s, 4s, 12s, 20s, 28s delays

– within one session. The Improving schedule was similar but in the reverse orientation

– 28s, 20s, 12s, 4s, 0s delays – within one session. Mice could only move on to the

next delay if they responded on all 12 trials for that delay and collected the reward. In

order to track progression of delay discounting stability, we have included subplots

with fewer days according to the start and end of training (day matched with the last

round of training and probability discounting).

Worsening and Improving Probability Discounting. Animals transitioned

directly from the last delay discounting schedule to the first probability discounting

schedule because the structure of the task (location of large and small reward, response

order) did not change, only the rule governing payout of the large reward. Mice

underwent 10 days of Worsening Probability Discounting I and followed by 8 days of

Improving Probability Discounting I, 9 days of Worsening Probability Discounting II

and 9 days of Improving Probability Discounting II, and 16 days of Worsening

Probability Discounting III and 18 days of Improving Probability Discounting III. As

in delay discounting, the same side resulted in a large reward or small reward. Both

rewards were immediate, but the large reward was delivered probabilistically. All

probability blocks consisted of free choice trials. On the Worsening schedule, mice

experienced 20 trials of decreasing probability of reward delivery – 100%, 75%, 50%,

25%, 12.5% chance of reward – within one session. The Improving schedule was
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similar but in the reverse orientation – 12.5%, 25%, 50%, 75%, 100% probabilities –

within one day. If the trial was not rewarded, a feedback house light would blink

indicating a non-rewarded trial. We used the house light instead of the screen in order

to help mice distinguish between discounting tasks (i.e. delay discounting used screen

to signal delay, probability discounting used house light to signal reward loss). Mice

could only move on to the next probability if they responded to all 20 trials for that

probability and collected the reward. In order to track progression of probability

discounting stability, we have included subplots with fewer days according to the start

and end of training (day matched with the last round of training and delay

discounting).

2.4.4 Computational modeling.

To quantitatively examine how the value of rewards vary as a function of delay,

we fit an exponential discounting model (Odum, 2011a), shown as in the equation

below:

V = Ae−kD,

where V is the subjective or discounted value of the delayed reward, A is the

amount or magnitude of the delayed reward, and D is the length of delay. k is a free

parameter that reflects the discounting rate: the larger k is, the steeper the discounting

of reward value; the smaller k is, the slower the discounting of reward value. k is

determined by the fit of the model to the actual data.

Then, we fit a similar exponential model (Richards et al., 1999) to examine how

uncertainty of reward affects the value of reward.

V = Ae−h( 1
P

−1),
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In this model, p is the probability of reward and A is the magnitude of the reward.

The free parameter h dictates how steep the change in the value of reward is as a

function of the reward probability. Thus, h in the probability discounting model and k

in the above delay discounting model both describe how rapidly the value of a reward

is discounted, either by uncertainty or delay of the reward.

For both models, the action selection was performed based on a Softmax

probability distribution:

P(A) =
eVA∗β

∑ jeVj∗β

Where VA corresponds to the subjective reward value of action A, and a second

free parameter inverse temperature β determines the level of decision noise. When

inverse temperature is high, the decision noise is low, which means more exploitation

of the action with high subjective value; when inverse temperature is low, the decision

noise is large, which means more random exploration regardless of value. The

optimized parameters were obtained through minimization of the negative log

likelihood of the models.

2.4.5 Statistical analysis.

Delay discounting and probability discounting data were analyzed using R Studio

using the lme4 package. Linear mixed models were fit to preference proportion data for

both delay discounting and probability discounting with fixed effects of sex (males and

females), schedule (Improving and Worsening), delay/probability and random effect

for subjects (Figures 2.1 & 2.2). Win-stay scores were calculated by taking the number

of times animals stayed on the large risky side after receiving Ensure on the previous

trial divided by the total number of times animals received Ensure on the large side.

Lose-shift scores were calculated by taking the number of times animals did not
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receive Ensure on the large side and switched to the small certain side divided by the

total number of times animals did not receive rewards on the large side (regardless if

they shifted or not). These scores were then analyzed using linear mixed models with

fixed factors of sex and schedule and random effect for subjects (Figure 2.3).

Computational modeling results were fit to discounting and inverse temperature

parameters (Figure 2.4) and were analyzed with linear-mixed models with task and

schedule as the fixed factors and random effects for subjects.

Response time for small and large choice data were fit with the same factors

(Figure 2.5 & 2.6). Response times greater than 3 standard deviations away from the

mean were eliminated from analysis. Beam break data were fit with fixed factors of

sex, schedule, and break location (front and back) and random effect for subjects

(Figure 2.7 & 2.8). 2 mice (1 male, 1 female) were excluded from beam break analysis

because of a malfunction in infrared beams. Beam breaks greater than 3 standard

deviations aways from the mean were eliminated. In cases where sex was not

significant based on a log-likelihood ratio test, sex was removed from the linear mixed

models. Data were fit for all days in the main plots and for days 1-3 and days 6-8 in the

subplots in order to track the progression of discounting stability. For all statistics, an

alpha of 0.05 was used.

2. 5 Figures
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Figure 2.0 Schematic of delay discounting and probability discounting.

A. Mice responded for large and small rewards after initiating the trial by poking

the center hole. Mice then chose one side for a small immediate reward (6.25 µl) or a

large delayed/probabilistic reward (25 µl). Small choices on the delay schedule were

followed by an ITI to time match the delay of the large reward. B. Mice began

discounting tasks on the Worsening schedule (i.e. increasing delay) for 10 days and

then were switched to the Improving schedule (i.e. decreasing delay) for 9 days.

Schedules continued to switch two more times. Mice then experienced probability

discounting on the Worsening schedule (i.e. increasing uncertainty) for 10 days and

then were switched to the Improving schedule (i.e. decreasing uncertainty) for 8 days.

Schedules again switched two more times.
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Figure 2.1 Anchoring effects in delay discounting are eliminated with extended
experience.

Main plots represent a summary of all days of training. Subplots represent day

matched periods of training. A: Mice of both sexes responded less for the large reward

at the longest delays compared to the shortest, even with minimal experience on the

tasks. However, there was a significant anchoring effect, such that mice in the

Improving (started at 28s delay) condition had a persistent reduction in choosing the

large reward compared to the Worsening (started at 0s delay) condition. Anchoring was

persistent from the beginning to the last days of training as indicated by schedule x
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delay effects (Worsening > Improving: 0s, p < 0.001; 4s, p < 0.001; 12s, p < 0.001;

20s, p < 0.001; 28s, p = 0.0020). B: Anchoring effects lingered into the second session

of delay discounting (Worsening > Improving: 4s, p = 0.0021; 12s, p = 0.0025), but

were most pronounced in females. Anchoring became more apparent during the last

days of training in females. C&D: Data in figure C represent the first 8 days, data in

figure D represent all days of training. With continued experience, females and males

reached similar discounting rates and no longer anchored their preference according to

whether sessions started with a long or short delay. Anchoring was present early into

training but disappeared with continued experience. Figures depict mean ± SEM, black

asterisks indicate significant anchoring effects (schedule x delay interactions) while

colored asterisks indicate significant sex effects (planned post hoc comparisons of

Worsening and Improving schedules within a sex at each timepoint) of p < 0.05.
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Figure 2.2 Anchoring effects continue to influence probability discounting behavior
after extended experience.

Main plots represent a summary of all days of training. Subplots represent day

matched periods of training. A: Regardless of uncertainty orientation, males and

females choose the large reward less often with increasing risk. Interaction effects of

schedule x probability (Worsening > Improving) were specific to the 25% (p = 0.001)

and 50% (p = 0.0210) probabilities. B: For the second round of probability

discounting, mice showed significant discounting of rewards and evidence of

anchoring. Interaction effects of schedule x probability (Worsening > Improving) were

63



specific to the 12.5% (p < 0.001), 25% (p < 0.001), 50% (p < 0.001), and 75% (p <

0.001) probabilities. Females were sensitive to uncertainty throughout the session

(Worsening > Improving) whereas males were only sensitive at the 50% and 25%

probabilities (Worsening > Improving). C&D: Data in figure C represent the first 8

days, data in figure D represent all days of training. With extended training, mice were

sensitive to schedule effects at all probabilities where large choice preference was

greater on the Worsening schedule than the Improving schedule at probabilities below

50% chance (12.5%: p = 0.0230, 25%: p < 0.001), but switched to a greater large

choice preference on the Improving schedule compared to the Worsening schedule

when probabilities were at or above 50% chance (50%: p = 0.0410, 75%: p < 0.001,

and 100%: p < 0.001). Females showed decreased risky choice preference on the

Improving schedule at risky probabilities, but increased risky choice preference on the

Improving schedule at safe probabilities. Male mice made schedule specific

adjustments only at safer probabilities (50% probability and higher). Figures depict

mean ± SEM, black asterisks indicate significant anchoring effects (schedule x

probability interactions) while colored asterisks indicate significant differences within

a sex in responding to specific probabilities (planned post hoc comparisons) of p <

0.05.
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Figure 2.3 Adaptations to wins and losses with experience.

We examined whether tendencies to win-stay/lose-shift explained sex differences

in probabilistic responding. Win-stay ratios were calculated by dividing how often

mice stayed on the same risky side after being rewarded divided by all rewarded risky

responses. Lose-shift ratios were calculated by dividing how often mice switched to

the small guaranteed side after not receiving a large risky reward divided by all losses

on the risky side. A: Female mice specifically learned to increase win-stay behavior

after their first experience with risky rewards. Females continuously make adjustments

to win-stay behavior throughout their exposure to both Worsening and Improving

schedules. By the end of probability discounting, males and females learned to make

more win-stay choices on the Improving schedule. B: Male and female mice adapted to

risky rewards by increasing their lose-shift behavior on an initially risky schedule (i.e.
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Improving). By the end of probability discounting, only males showed lose-shift

specific adaptations. Figures depict mean ± SEM, colored asterisks indicate significant

within sex schedule effects (planned post hoc comparisons) of p < 0.05.

Figure 2.4 Discounting as explained by value and decision noise.

We modeled discounting rates (k and h) and decision noise (inverse temperature,

β) for each mouse across all days of testing. A: Mice alter k as they continuously adapt

to differences in delay order. Mice quickly converge on a similar h value despite

changes in probability order. B: Inverse temperature (β, reflecting decision noise)

parameters for delay and probability discounting reveal large changes in the noisiness

of choices as schedules change. Inverse temperature increased over time with extended
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experience with both tasks (especially on Improving schedules), indicating decreased

decision noise in choices with experience. Figures depict individual points for males

(blue) and females (red) and box-and-whisker plots with mean ± SEM overlaid;

asterisks indicate significance of p < 0.05.

Figure 2.5 Response times become more influenced by delay cost on a choice as
animals gain experience with delay discounting.

Main plots represent a summary of all days of training. Subplots represent day

matched periods of training. A: Mice made slightly slower choice responses for both
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large and small rewards when the delays were Worsening relative to when they were

Improving. B: Mice converged choice response times for small and large choice

response times for Delay Discounting II. The clearest delay effect was noticeable at the

20s delay. C&D: Data in figure C represent the first 8 days, data in figure D represent

all days of training. Extended experience with delay discounting induced schedule

effects in small and large choice response times. All mice were slower on the

Improving schedule 0s delay, but only female mice were slower on the Improving

schedule at the 12s delay. Females slowed down for large choices when the schedule

was Improving for the 4s, 12s, and 20s delays. Only males slowed down at the largest

delay on the Worsening schedule. Figures depict mean ± SEM. Black asterisks indicate

significant schedule effects (schedule x delay interactions), black daggers pointing up

indicate between sex effects on the Improving schedule (sex x schedule x delay

interactions) of p < 0.05. Colored asterisks indicate significant schedule effects within

a sex (sex x schedule x delay interactions) of p < 0.05.
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Figure 2.6 Response times somewhat stabilize but remain sensitive to high
uncertainty over probability discounting.

Main plots represent a summary of all days of training. Subplots represent day

matched periods of training. A: As mice first experienced probability discounting,

females were slower to respond for small rewards on the Worsening schedule at small

probabilities and males were also slower but at all probabilities. Schedule effects

appeared for large choice response times across all probabilities except for 50%

probability chance of large reward. B: Small choice response time schedule effects

carried into Probability Discounting II. Mice were consistently slower for Worsening
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small choices, but females specifically were slower when the probability for the trial

blocks were 12.5% and 25% chance for large reward. Both males and females were

slower for Worsening large choices at 12.5% probability, but only females were also

sensitive at 25% probability. C&D: Data in figure C represent the first 8 days, data in

figure D represent all days of training. Sex specific effects at delays diminished with

the last round of discounting. General schedule effects at delays were still present.

Small choice schedule effects were pervasive for all probabilities of large reward

except 75%, large choice differences arose only at 12.5% and 50% probabilities.

Figures depict mean ± SEM. Black asterisks indicate significant schedule effects

(schedule x delay interactions), black daggers pointing down indicate between sex

effects on the Worsening schedule (sex x schedule x delay interactions) of p < 0.05.

Colored asterisks indicate significant schedule effects within a sex (sex x schedule x

delay interactions) of p < 0.05.
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Figure 2.7 Mice adjust locomotor behavior near the magazine and screen according
to the delay discounting schedule.

Main plots represent a summary of all days of training. Subplots represent day

matched periods of training. Mice broke an infrared beam whenever they crossed to the

back of the chamber (near the magazine) or the front of the chamber (near the screen).

Shifts in delay discounting schedule orientation changed where mice chose to spend

most of their time. A: When mice experienced a schedule with increasing delays,

exploration of the chamber shifted toward the front of the chamber. However, when the

schedule switched orientation to decreasing delays, mice shifted screen preference to
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magazine preference. B: Mice showed a similar pattern of exploration where mice

preferred the front of the chamber when delays were Worsening, but shifted that

preference to the back of the chamber when delays were Improving. C&D: Extended

experience with delay discounting caused females to reduce front of chamber

exploration regardless of schedule type. Females maintained increased interest in the

back of the chamber on the Improving schedule. Males continued to shift their

behavior based on schedule type. Figures depict mean ± SEM. Black asterisks indicate

significant schedule x break location interactions for Figure A and Figure B, but a

significant sex effect for Figure D of p < 0.05. Colored asterisks indicate significant

differences within a sex effects (sex x schedule x break location interactions) of p <

0.05.
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Figure 2.8 Mice prefer to stay near the screen during probability discounting.

Main plots represent a summary of all days of training. Subplots represent day

matched periods of training. Movement throughout the chamber is entirely schedule

dependent throughout the first round of probability discounting (A), the second round

of probability discounting (B), and the last round of discounting (C&D). Male mice

however made more beam breaks near the screen on the Worsening schedule compared

to females on the Worsening schedule and compared to themselves on the Improving

schedule (C&D). Figures depict mean ± SEM. Black asterisks indicate significant sex
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effects of p < 0.05. Colored asterisks indicate significant differences within a sex

effects (sex x schedule x break location interactions) of p < 0.05.
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Department of Psychology, University of Minnesota, Minneapolis, MN 55455,

USA

Abstract

Neurodevelopmental disorders are associated with differences in learning and

motivation that can influence executive function, including behavioral flexibility and

decision making. 16p11.2 hemideletion is a chromosomal copy number variant that is

linked to neurodevelopmental disorders. 16p11.2 hemideletion in mice has been

previously found to produce male-biased changes in reward learning, but the link

between this and altered flexible decision making is poorly understood. We challenged

16p11.2 hemideletion mice with two reward-guided decision making tasks assessing

flexible decision making under cost, delay and probability discounting. Both tasks

elicited long-term changes in flexible decision making that separated 16p11.2

hemideletion males from wildtype males. In delay discounting,16p11.2 hemideletion

males had a stronger, less flexible preference for the large reward at long delays, and

75



this effect was reduced as wildtype males adjusted their preference to match that of the

hemideletion males. In probability discounting, 16p11.2 hemideletion males initially

had a similar preference for seeking improbable large rewards as did wildtype males,

but over time began to prefer certainty to a greater extent than did wildtype males.

Female mice discounted similarly for delayed or risky rewards regardless of the

presence of the copy number variant. We have previously seen that male 16p11.2

hemideletion mice commit fewer nonreinforced responses than male wildtype mice in

an operant setting, which we replicate here in delay discounting, while the introduction

of risky rewards eliminates genotype differences in nonreinforced responses. Overall,

these data suggest that 16p11.2 hemideletion in males leads to differential processing

of costs of delay versus inconsistency, with greater aversion to uncertainty than delays,

and greater behavioral control by cues that consistently predict an outcome.

Keywords: Mice, Mouse Model, Neurodevelopmental Disorders, Delay

Discounting, Probability Discounting

3.1 Introduction

Understanding how neurodevelopmental disorder-linked genes impact flexible

decision making may shed light on the connections between fundamental neurobiology

and diversity in cognition. One area of interest has been how neurodevelopmental

disorders influence decision-making processes. It has been repeatedly observed that

autism spectrum disorder (ASD) symptoms may be partly explained by differential

processing of environmental uncertainty (Lawson et al., 2017; Minassian et al., 2007;

Sinha et al., 2014). Neurodevelopmental disorders are known to impact fundamental

processes that support decision-making such as learning, motivation and attention

(Dichter et al., 2012). Studies that have focused on the processing of rewards in ASD

find reduced social motivation (Chevallier et al., 2012; Clements et al., 2018; Kohls et
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al., 2012), deficits in reward processing (Scott-Van Zeeland et al., 2010) and deficits in

specific reward epochs like reward anticipation (Baumeister et al., 2023; Clements et

al., 2018). In more complex situations which require probabilistic learning (e.g. Iowa

Gambling Task), those with ASD show a broad trend of choices that resembles risk

avoidance (South et al., 2014), but when closely examined could represent a difference

in strategy (Zeif et al., 2023). This raises the question of whether applying different

decision making tasks in the same individuals can reveal greater specificity in whether

reward processing, costs, or uncertainty are most central in driving differences in

flexible decision making.

Deletion of one copy of chromosomal region 16p11.2 in humans has been linked

to diagnosis of autism and attention-deficit hyperactivity disorder (ADHD), and these

individuals can exhibit language delays, social communication issues, and motor

patterns typical of neurodevelopmental disorders regardless of whether or not specific

diagnostic criteria are reached (Hanson et al., 2015; Rein & Yan, 2020; Walsh &

Bracken, 2011). In mice, the 16p11.2 region is highly conserved (Horev et al., 2011),

and mice modeling this hemideletion show impacts in basal ganglia function

(Portmann et al., 2014) and decreases NMDA receptor activity in the prefrontal cortex

(Wang et al., 2018), both of which contribute to aspects of decision-making.

Neurodevelopmental disorders such as ASD and ADHD are diagnosed at a higher rate

in males than females (Loomes et al., 2017; Posserud et al., 2021). While some

impacts of 16p11.2 hemideletion, including hyperactivity, are seen across sexes

(Angelakos et al., 2017), sex-biased increases in several neurodevelopmental-disorder

relevant domains, including sleep disturbances, anxiety-like behaviors, and reward

learning alterations have been seen (Angelakos et al., 2017; Giovanniello et al., 2021;

Grissom et al., 2018). Collectively, these data suggest that the impact of this copy
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number variant may be male-biased, but the extent to which this is true in flexible

decision making is unknown.

Recently, we demonstrated mice are able to learn both delay and probability

discounting (Rojas et al., 2022). Delay and probability discounting are valuable

because they are complementary tasks that challenge animals with temporal or risky

costs (Green & Myerson, 2004; McKerchar & Renda, 2012). In order to determine if

16p11.2 hemideletion mice are more sensitive to one type of cost, we tested mice on

delay and probability discounting tasks. We had mice first undergo “Worsening” and

then “Improving” versions of delay and probability discounting because the

acclimation to an Improving schedule (i.e. going from no delay training to large delay

testing) can obscure sensitivity to delay in models of neurodevelopmental disorders

(Sjoberg et al., 2023). Each schedule promotes a different choice pattern, which gives

us the ability to compare whether delay or risk orientation alters choice in 16p11.2

hemideletion mice. We found that each task induced differences between 16p11.2 and

wildtype males, but not females, but the differences depended on whether the task

engaged the cost of delay or uncertainty. In delay discounting,16p11.2 hemideletion

males had a stronger, less flexible preference for the large reward at long delays, and

this effect was reduced as wildtype males adjusted their preference to match that of the

hemideletion males. In contrast in probability discounting, 16p11.2 hemideletion males

initially had a similar preference for seeking improbable large rewards as did wildtype

males, but over time began to prefer certainty to a greater extent than did wildtype

males. We have previously seen that male 16p11.2 hemideletion mice commit fewer

nonreinforced responses than male wildtype mice in an operant setting, which we

replicate here in delay discounting, while the introduction of risky rewards eliminates

genotype differences in nonreinforced responses. Overall these data suggest that

16p11.2 hemideletion in males leads to differential processing of costs of delay versus
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inconsistency, with greater aversion to uncertainty than delays, and greater behavioral

control by cues that consistently predict an outcome.

3.2 Results

3.2.1 Delay Discounting

Male 16p11.2 hemideletion mice resist devaluation effects of large delay.

16p11.2 hemideletion mice in the past have been demonstrated to show

hyperactivity and a delayed rate of reward learning (Angelakos et al., 2017; Grissom et

al., 2018), both of which can correlate with a difference in reward valuation. 16p11.2

hemideletion mice have also been shown to stick to a choice rule once formed (Yang et

al., 2015). In order to examine if this difference in learning extends to decision-

making, we had 16p11.2 hemideletion mice experience both forms in order to identify

possible vulnerabilities to delayed rewards. We present data from delay discounting

progression to identify possible acquisition and mastery effects.

Across all of delay discounting, delay significantly reduced large reward

preference (Figure 3.1A & 3.1B: main effect of Delay, p<0.001). Transitions from

Worsening to Improving resulted in anchoring effect after initial training (Figure 3.1A

& 3.1B (left): main effect of Schedule, F(1, 36) = 14.894, p<0.001) and remained after

additional training (Figure 3.1A & 3.1B (right): main effect of Schedule, F(1, 36) =

11.773, p=0.002). Anchoring effects were prevalent at specific delays (Figure 2A &

2B: Schedule x Delay interaction, p<0.001).

Within the first round of Worsening and Improving delay discounting, 16p11.2

hemideletion mice showed evidence of resisting devaluation effects caused by delays

to reward (Figure 3.1A & 3.1B (left): Genotype x Delay interaction, F(4, 288) = 3.207,

p=0.0134). Upon comparing genotype differences in discounting within sexes, we

found male 16p11.2 hemideletion mice repeatedly chose large delayed rewards more
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often than male wildtype mice when the delay was largest (Figure 3.1A (left): male 20s

delay, p=0.0721 NS; male 28s delay, p=0.0237). Although evidence suggests there

might be sex differences in delay discounting (Figure 3.1A & 3.1B (left): Sex x Delay

x Schedule interaction, F(4, 288) = 2.589, p=0.0370), post-hoc comparisons do not

support within schedule differences.

In order to determine the strength of this male-specific difference in delay

discounting, we compared preference rates across multiple days. Male 16p11.2

hemideletion mice chose the large reward more often than male wildtype mice

specifically early into training, but adjusted their discounting to become as sensitive to

delays as wildtype mice (Figure 3.1C: 28s delay: day 2, t(13.604) = -2.576, p=0.022;

day 3, t(15.585) = -2.565, p=0.021; day 4, t(15.197) = -2.898, p=0.011). These data

indicate male-specific differences in discounting are minimized as mice gain more

experience on the task. This is in stark contrast to female mice who consistently chose

the large reward at a similar opportunity cost ratio (Figure 3.1C: p>0.05). In order to

determine if the difference in discounting at the 28s delay within the first round of

Worsening discounting was due to a change in the male wildtypes or male 16p11.2

hemideletion mice, we compared their training history and grouped them into a

Minimal phase (days 2-4) and an Extended phase (days > 4). We discovered that it was

male 16p11.2 hemideletion mice that significantly shifted their preference over the

course of the first round of Worsening delay discounting (Figure 3.1D: Genotype x

Training interaction, F(1, 18) = 5.027, p=0.0378). Post-hoc comparisons confirm this

was only significant within male 16p11.2 hemideletion mice (Figure 3.1D: p=0.0215)

Male 16p11.2 hemideletion mice commit fewer trial initiation errors, indicative of
action inhibition through a nonreinforcement period.

Male 16p11.2 hemideletion mice have previously been shown to use different

response strategies to attain rewards in that they tend to make significantly less
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nonreinforced responses in a simple continuous reinforcement task (Grissom et al.,

2018). As such, we measured those nonreinforced touches during different epochs of

the task in order to determine if nonreinforced touches were differently influenced

between genotypes as a function of task progression. We present nonreinforced

responses during the choice period throughout the delay discounting session as a

measure of initiation perseveration.

Consistent with previous research, 16p11.2 hemideletion mice made significantly

fewer nonreinforced nosepokes in the center (initiation) hole during the choice period

for both the first half of discounting (Figure 3.2 (left half of males and females): main

effect of Genotype, F(1, 32) = 5.711, p=0.0227) and second half of discounting (Figure

3.2 (right half of males and females): main effect of Genotype, F(1, 34.742) = 8.010,

p=0.0077). Nonreinfored nosepokes were initially increased on the Improving

Schedule compared to the Worsening Schedule (Figure 3.2 (left half of males and

females): main effect of Schedule, F(1, 33) = 4.263, p=0.0469) but that difference

diminished with additional experience. Post-hoc tests revealed this difference was

mainly due to more nonreinforced touches made by female 16p11.2 hemideletion mice

on the Improving Schedule (Figure 3.2 (left half of females), p=0.0178). Male 16p11.2

hemideletion mice made less nonreinforced nosepokes for both the first round of

discounting (Figure 3.2 (left half of males): Worsening, p=0.0514 NS; Improving,

p=0.0441) and the second round of discounting (Figure 3.2 (right half of males):

Worsening, p=0.0015; Improving, p=0.0219). Females exhibited no such genotype

differences (p>0.05).

3.2.2 Probability Discounting

Male genotype differences in risk preference arise with experience of large risk.
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Reward uncertainty is another form of cost that can modulate the value of a

reward. A prominent theory within the study of neurodevelopmental disorders

implicates the importance of stable cues in learning environments (Sinha et al., 2014).

We challenged 16p11.2 hemideletion mice with probability discounting in order to

determine if they can adjust to the uncertainty of reward delivery coming off of a

deterministic task like delay discounting. We again present discounting data to

emphasize the progression of learning.

For all probability discounting sessions, we found an expected significant main

effect of probability indicating a tendency to reduce large reward preference as risk

increased (Figure 3.3A & 3.3B: main effect of Probability, p<0.001). Anchoring effects

were clearly present within the first round of probability discounting (Figure 3.3A &

3.3B (left): main effect of Schedule, F(1, 37) = 6.663, p=0.0139), but the influence of

anchoring diminished over additional training (Figure 3.3A & 3.3B (right): p>0.05).

However, for both rounds there was clear evidence of probability specific differences

in discounting between schedules (Figure 3.3A & 3.3B: Schedule x Probability

interaction, p<0.001). Male mice generally endured risk more often for large rewards

than female mice for the first round of probability discounting (Figure 3.3A & 3.3B

(left): main effect of Sex, F(1, 37) = 4.571, p=0.0392), a trend which was present but

not significant with additional training (Figure 3.3A & 3.3B (right): main effect of Sex,

F(1, 37) = 3.942, p=0.0546). These increased male risky decisions were prominent at

multiple probabilities (Figure 3.3A & 3.3B: Sex x Probability interaction, p<0.001).

Male mice displayed differences in risk processing in the second half of

probability discounting. Male 16p11.2 hemideletion mice were more risk averse when

uncertainty of reward delivery was high on the Worsening Schedule (Figure 3.3A

(right): male 12.5% Probability, p=0.0369) and the Improving Schedule (Figure 3.3A

(right): male 25% Probability, p=0.0274).
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We compared discounting preferences across days in order to assess the

consistency of these effects. Differences do arise early and late into training of

probability discounting when risk is greatest (Figure 3.3C: 12.5%: day 6, t(8.799) =

2.649, p=0.027; day 25, t(12.359) = 2.657, p=0.020). Interestingly, differences were

more apparent when the expected value of the large risky option was in conflict with

the value of the small option (Figure 3.3C: 25%: day 8, t(8.131) = 2.407, p=0.042; day

10, t(8.814) = 2.524, p=0.033; day 25, t(9.843) = 5.435, p<0.001; day 28, t(10.751) =

2.649, p=0.023).

Uncertainty of reward delivery erases male genotype differences in nonreinforced
responding.

Delay discounting adds a delay to reinforcement but is ultimately still a

deterministic task. Animals tend to use different strategies when delivery of

reinforcement is uncertain. Therefore we measured nonreinforced nosepokes through

all epochs of probability discounting to determine if the previously measured genotype

difference is still present. We present nonreinforced responses during the choice period

throughout the probability discounting session as a measure of initiation perseveration

and to compare to delay discounting.

Male genotype differences in nonreinforced nospokes committed in the center

hole during the choice period were not significant, but were still present early into

probability discounting (Figure 3.4 (left half of males): Worsening, p=0.0997 NS;

Improving, p=0.0818 NS) and became less apparent as mice gained additional

experience. While females were still similar in their pattern of nonreinforced

nosepokes, female wildtypes adjusted to the uncertainty of the task by the end of

training by reducing their nonreinforced nospokes (Figure 3.4 (right half of females):

p=0.0284). Comparing these findings to the delay discounting nonreinforced
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nosepokes suggests task uncertainty disrupts or influences male 16p11.2 hemideletion

specific action patterns.

3.3 Discussion

At the beginning of our study, we set out to challenge decision-making in 16p11.2

hemideletion mice in order to determine the impact of a copy number variant related to

neurodevelopmental disorders. We chose delay and probability discounting tasks

because they assess different aspects of reward-guided decision-making, of which is

altered in neurodevelopmental disorders (Clements et al., 2022; Damiano et al., 2012;

Mosner et al., 2017; Nissan et al., 2023). Using our battery of decision-making tasks,

we provide evidence that 16p11.2 hemideletion impacts choices in two types of

discounting tasks. Previous research found male 16p11.2 hemideletion mice are slower

to form action-outcome relationships, resulting in delayed instrumental learning in a

simple reinforcement task (Grissom et al., 2018). Our results corroborate those findings

and expand upon them in a choice paradigm where task demands progressively shift

within a session. We found that male 16p11.2 hemideletion mice exhibited resistance

to temporal costs and delayed sensitivity to probabilistic costs compared to male

wildtype mice. Male genotype differences in response to temporal delays occur

initially with minimal experience, while the effects of reward uncertainty emerge with

extensive experience. Patterns of nonreinforced responses during the choice period

shift between tasks where male 16p11.2 hemideletion mice noticeably commit less trial

initiation errors. Our data suggests male 16p11.2 hemideletion mice engage with their

environment in different ways than do male wildtype mice and display temporarily

enduring patterns of choice.

Our results are in agreement with previous findings on 16p11.2 hemideletion mice

emphasizing slow learning and response inflexibility. Previous studies report delayed
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operant learning of which we find a parallel to here with male 16p11.2 hemideletion

mice taking longer than male wildtype mice to shift their choice in response to large

delays (Grissom et al., 2018). We found evidence of initially rigid choice similar to

previous studies emphasizing inflexibility and perseverative choice in 16p11.2

hemideletion mice (Yang et al., 2015). These papers suggest a general challenge with

adapting to reward-guided tasks, but do not elucidate why. Slower or different

adaptation to costs is a phenotype observed in these mice and in neurodevelopmental

disorders generally (Mussey et al., 2015; Yechiam et al., 2010; Zeif et al., 2023). Some

research suggests increased sensitivity to losses can lead to a difference in choice in

probabilistic tasks (Gosling & Moutier, 2018). Uncertainty avoidance can form when

predictions are violated, resulting in what appears to be increased sampling or a

tendency to shift towards certainty (Bervoets et al., 2021; Sinha et al., 2014; Zeif et al.,

2023). Similarly, when reward certainty decreases in probability discounting, male

16p11.2 hemideletion mice significantly shift their choices toward the small certain

choice. These results suggest exploratory behavior and decisions in 16p11.2

hemideletion mice could be modulated by uncertainty or risk of reward, which might

also make it difficult to acquire new responses. Taken together, our results suggest

male 16p11.2 hemideletion mice assess reward value in a manner that is different from

wildtype mice and that is experience and uncertainty dependent. Future research could

examine decision-making in 16p11.2 hemideletion mice in a dynamic setting such as in

bandit tasks (Chen et al., 2020, 2021). This will enable researchers to determine the

stability of 16p11.2 hemideletion-induced strategies and periods of possible

perseveration as reward contingencies shift.

Next, we decided to measure nonreinforced touches throughout discounting in

order to examine if exploratory behavior or approaches to learning about choice

contingencies differed between 16p11.2 hemideletion and wildtype mice. One feature

85



of operant behavior in 16p11.2 hemideletion that we observed here is a differential rate

of nonreinforced responding, where hemideletion males make fewer nonreinforced

responses than do males. Grissom et al. (2018) previously saw a similar pattern in a

different task (5-choice serial reaction time task) and different operant chamber format

(9-hole nosepokes versus touchscreen). This suggests that one source of male-biased

impacts of 16p11.2 hemideletion is a reduction of unnecessary actions that wildtype

males exhibit. Two possible explanations for nonreinforced responding in general that

may differ across genotypes are differences in motivation/hyperactivity, or differences

in attentional enhancement. To address the first hypothesis, anticipatory responses

leading up to choice can be thought to reflect a type of general “impulsivity” (Dalley et

al., 2011; Hogarth et al., 2012), while reduced motivation and vigor of actions are

elicited when rewards are less frequent or more delayed (Ko & Wanat, 2016; Mohebi

et al., 2019; Nicola, 2010). Through this lens, male 16p11.2 hemideletion mice may

exhibit less effort towards unnecessary responses when rewards are temporally distal

(in delay discounting) compared to when they are more immediate and uncertain (in

probability discounting). Prior work has shown reduced responding in 16p11.2

hemideletion male mice in a progressive ratio task, consistent with this hypothesis

(Grissom et al., 2018). The second hypothesis is that 16p11.2 hemideletion males may

have greater attentional control and/or ability to inhibit prepotent responses. Openshaw

et al. (2023) recently used a continuous performance task and found that male 16p11.2

hemideletion mice performed with greater accuracy as measured by hit rate (i.e.

responding during a correct stimulus) compared to male wildtype mice. Because the

nonreinforced responding we measured occurred after the center hole was no longer

illuminated, it may be that wildtype males have their responding under less stringent

control of the cue than do 16p11.2 hemideletion males. One strategy for rational agents

in discounting tasks is to decrease attention during nonrewarding periods and increase

attention when the reinforcer becomes available again (Mikhael et al., 2021). For male
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wildtypes, extra responses may be one way in which to combat the ambiguity of the

ITI period. Male 16p11.2 hemideletion mice rely more on the presence of response

cues that signal for trial phases. However, when the reliability of reinforcement

decreases such as in probability discounting, male 16p11.2 hemideletion mice start to

adopt the same behavioral pattern as male wildtype mice. Future task designs may

wish to explicitly test whether changes in motivation or changes in attentional or cue-

regulated control form the greater contribution of behavioral differences in 16p11.2

hemideletion males.

Our work supports growing evidence that 16p11.2 hemideletion impacts males

more than females especially in reward-related scenarios. Males show genotype

mediated differences in discounting while females are generally unaffected in their

choice behavior across both tasks similar to other types of reinforcement learning

settings (Grissom et al., 2018). Contrary to findings of increased hyperactivity in

16p11.2 hemideletion mice, we found evidence of increased behavioral control

(Angelakos et al., 2017). However as the authors point out themselves, 16p11.2

hemideletion-induced hyperactivity is context dependent. General locomotion in small

operant chambers tend to be similar regardless of genotype (Grissom et al., 2018).

Instead, 16p11.2 hemideletion mice committed fewer nonreinforced nosepokes similar

to previous findings (Grissom et al., 2018). One group found evidence of anxiety-like

behavioral and neurological responses after a fear-inducing event in female 16p11.2

hemideletion mice (Giovanniello et al., 2021). Probability discounting is one task in

which risk attitudes affect discounting rates (Shead & Hodgins, 2009), so we expected

female genotype differences to potentially be exposed there. However, contrary to

those expectations female mice discounted at similar rates indicating the need for more

overt punishments for exposing possible genotype differences. These results highlight

how this copy number variant is affected by background, genotype and sex (Grissom et
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al., 2018; Horev et al., 2011; Portmann et al., 2014). Given that 16p11.2 hemideletion

in humans has different impacts based on other genotypes and across genders

(Chawner et al., 2019; Duyzend & Eichler, 2015; Hanson et al., 2015), this highlights

the importance of understanding cognitive and neural impact of neuropsychiatric-

disorder linked copy number variants as a function of individual differences.

3.4 Methods

3.4.1 Subjects

Male 16p11.2 hemideletion mice (stock #013128) and female wildtype mice

(stock #101043) were obtained from Jackson Laboratories and bred in order to

generate mice of both genotypes for the experiments. Mice were housed in groups of

2-5 of mixed genotypes. Mice began experiments at approximately >120 days of age.

Mice had free access to water and were food restricted with their home chow at 85–

90% of their baseline weight. Mice were pre-exposed to the operant reinforcer, vanilla

flavored Ensure, in their home cage for one day prior to training. Ensure was freely

available to be licked from a bottle. Each group of mice were verified to have

consumed a full bottle (148 ml) of Ensure. Behavioral testing took place Monday to

Friday, and on Fridays, mice had free access to home chow. Animals were housed on a

reverse light-dark cycle (9 am-11 pm) and were tested during the dark period. Animals

were cared for in accordance with National Institute of Health guidelines and were

approved by the University of Minnesota Institutional Animal Care and Use

Committee.

3.4.2 Apparatus

We used 16 identical triangular touchscreen chambers, 8 per sex separated in

different rooms for training and testing (Lafayette Instrument Co., Lafayette, IN). The

touchscreen apparatus was located at the front of the chamber while liquid rewards
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were delivered at the back of the chamber. Schedules were administered and

interactions with the screen were recorded via ABET-II software. All data were

exported using ABET-II software. Touchscreens were limited by masks with five

evenly spaced square holes. Ensure was diluted to 50% and delivered via peristaltic

pump.

3.4.3 Touchscreen Training

Training was similar to our previous experiment (Rojas et al., 2022). Mice began

with magazine training for 3 days and moved on to training schedules. For all training

schedules, mice were only able to advance in trials if they performed the required

action(s) designated by illumination by a 5-choice mask and collected the reward in the

magazine at the back of the chamber. The touchscreen illuminated in the holes closest

to the center where mice were required to nosepoke in order to advance the trial. Any

responses on the outer two holes always resulted in no reinforcement at all stages.

Reward delivery was accompanied by a light cue and the sound of the pump.

Center Only Fixed-Ratio 1. Mice experienced FR1 training for 40 days until a

majority of them readily acquired a basic understanding to nosepoke for 7 μl of

Ensure. Responses to the illuminated center hole resulted in reward delivery, all other

responses were recorded but did not lead to reward delivery. Sessions ended after 30

minutes had elapsed.

Progressive Ratio. Mice intermittently experienced two sessions of progressive

ratio. Mice were still required to selectively respond in the center hole for

reinforcement. The first session occurred after 14 days of FR1 training. The second

session occurred 37 days after FR1 training. Sessions advanced in an arithmetic

sequence (1, 2, 4, 7, 11, 16, 21, …n). Each ratio had to be completed for three trials

before advancing to the next in the sequence. Sessions terminated after animals failed
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to nosepoke for 5 minutes or after 60 minutes had elapsed. The last ratio completed

became the animal’s breakpoint.

Chaining Center (Reinforced) to Left and Right. Animals began training to

chain their response in order to build up to choices in discounting tasks. Sessions

began with an illuminated center hole. Nosepoking the center hole resulted in 7 μl of

Ensure, which upon collection illuminated the holes immediately to the left and right

half of the center hole. Mice were then required to respond on either side for the same

amount of Ensure on each side (28 μl). Training lasted for 24 days and sessions were

30 minutes in length.

Chaining Center (Unreinforced) to Left and Right. The next phase aimed to

teach mice to respond in the center purely as an initiation response, resulting in no

Ensure. The mice chose between left and right options which were still reinforced at

the same volume. Mice experienced this schedule for 40 days and sessions were 40

minutes in length.

Chaining Center to Small and Large Magnitude Reward Options with ITI.

The last stage of training before discounting was conducted before delay discounting in

order to teach mice one option immediately left or right to the center hole resulted in a

greater amount of Ensure (20 μl) than the other (5 μl). Additionally, the now large

option resulted in a longer intertrial interval (ITI) of 30s. However, animals could

choose no more than 2 of the same option in a row before they were forced to sample

the other option. Mice learned these new concepts for 20 days and sessions ended after

60 minutes had elapsed or after mice cleared 60 trials.

3.4.4 Delay Discounting Phase
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MIce underwent sequences of Worsening and Improving schedules as previously

described (Rojas et al., 2022). One deviation from the previous study is that mice did

not receive forced-choice trials in order to prioritize completion of delay blocks. Mice

learned the Worsening schedule initially in which sessions began with a 0s delay for

delivery Ensure after the large option, which temporally increased in cost as trials

progressed (Figure 3.0). Sessions consisted of 40 free-choice trials divided into 5

blocks per delay (0, 4, 12, 20, and 28s delays). There was no delay to reinforcement for

the small option, but mice did need to wait additional time to initiate the next trial

(matched to the length of the delay trial). Mice proceeded to learn the Improving

schedule in which sessions began with a 28s delay cost for Ensure after the large

option, which temporally decreased in cost as trials progressed (28, 20, 12, 4, 0s

delays). Small reward choices were again balanced to large option trial length by

increasing the ITI length. Mice underwent 13 days of the Worsening schedule, 24 days

of the Improving schedule, 10 days of a return to the Worsening schedule, and 10 days

of a return to the Improving schedule.

3.4.5 Probability Discounting Phase

Following delay discounting, mice then were exposed to the probability

discounting task. Probability discounting training started with the Worsening schedule

where 100% of trials resulted in delivery of the large reward, but uncertainty increased

as trials continued (Figure 3.0). Sessions initially consisted of 40 trials for the first

round of Worsening and Improving schedules, but switched to 80 trials in order to

promote increased discounting of the reward. Sessions were divided into five

probability blocks (100, 75, 50, 25, and 12.5% probability of large reward). Mice went

on to learn the Improving schedule where odds of winning a large reward began at

12.5%, but probabilistically increased as trials progressed (12.5, 25, 50, 75, 100%

probability of large reward). Mice underwent 10 days of the Worsening schedule, 10
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days of the Improving schedule, 8 days of an initial return to the Worsening schedule,

15 days of an initial return to the Improving schedule, 10 days of a secondary return to

the Worsening schedule, and 10 days of a secondary return to the Improving schedule.

Data from the first round of probability discounting are excluded because of the

decreased trial counts compared to the other rounds (40 vs 80) and because animals

failed to show significant devaluation effects with increased risk.

3.4.6 Statistical Analysis

We constructed linear mixed models in order to analyze choice data and compare

nonreinforced nosepokes. For analysis of large reward preference in delay discounting,

we included fixed factors of Sex, Genotype, Schedule, Delay and their interactions

(Sex x Genotype, Sex x Schedule, Sex x Delay, Genotype x Schedule, Genotype x

Delay, Delay x Schedule, Sex x Genotype x Delay, Sex x Genotype x Schedule, Sex x

Delay x Schedule, Genotype x Delay x Schedule, Sex x Genotype x Delay x

Schedule). Random factors included a random slope of Schedule and random intercept

of Subject. For analysis of large reward preference in probability discounting, we

included fixed factors of Sex, Genotype, Schedule, Probability and their interactions

(Sex x Genotype, Sex x Schedule, Sex x Probability, Genotype x Schedule, Genotype x

Probability, Delay x Schedule, Sex x Genotype x Probability, Sex x Genotype x

Schedule, Sex x Probability x Schedule, Genotype x Probability x Schedule, Sex x

Genotype x Probability x Schedule). Random factors included a random slope of

Schedule and random intercept of Subject. Comparisons of delay discounting and

probability discounting preference within days were assessed using Welch’s t-tests

(uncorrected for multiple comparisons). If mice were unable to reach at least 60%

completion of trials on average across all days, those mice were excluded from

analysis. Additional analysis of Worsening delay discounting within 28s delay of male

mice was conducted with a linear mixed model consisting of main effects of Genotype
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and Training, and a Genotype x Training interaction term. There was also a random

factor of Subject. Final group sizes for delay discounting analysis were as follows: 9

male wildtype mice, 9 male hemideletion mice, 10 female wildtype mice and 8 female

hemideletion mice. Final group sizes for probability discounting analysis were as

follows: 9 male wildtype mice, 9 male hemideletion mice, 10 female wildtype mice

and 9 female hemideletion mice.

Analysis of nonreinforced touches in delay discounting and probability

discounting included fixed factors of Sex, Genotype, Schedule and their interactions

(Sex x Genotype, Sex x Schedule, Genotype x Schedule, Sex x Genotype x Schedule).

There was a random intercept for Subject. Nonreinforced touches two standard

deviations away from the mean were excluded from the analysis.

The R package lmerTest was used to fit linear mixed models. The Satterthwaite

method was used to estimate degrees of freedom for omnibus F tests (main effects and

interactions). Post-hoc comparisons were made using the emmeans R package with

Tukey adjustment and Satterthwaite method for estimation of degrees of freedom. All

graphs were produced using the ggplot2 R package.

3.5 Figures
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Figure 3.0 Sequencing of delay discounting and probability discounting.

(Left-top) Mice were required to respond in illuminated areas of the touchscreen,

limited to the 5 hole mask. The front of the chamber contained the touchscreen, the

back of the chamber contained the magazine where Ensure was delivered. (Left-

bottom) Mice experienced the Worsening schedule of delay discounting for 13 days

before experiencing the Improving schedule for 24 days. They then repeated each

schedule one more time before moving to probability discounting. Mice experienced

the Worsening schedule for 10 days before experiencing the Improving schedule for 10

days. Mice then repeated each schedule two times before completing discounting.

(Right) Sessions of discounting began with a center initiation nosepoke on a 5 hole

mask. Mice were then presented with a small choice in which Ensure delivery was

always safe and immediate (5 μl) and a large choice in which Ensure was 4x the

magnitude (20 μl) but delivered in a delayed or probabilistic manner. ITIs were
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matched for trial length in delay and probability discounting. In delay discounting, ITIs

were 30s minus the delay. In probability discounting, ITIs were 3s.

Figure 3.1 Male 16p11.2 hemideletion mice learned to shift reward preference with
large delays.

Mice transitioned from Worsening schedules (0s -> 28s delay) to Improving

schedules (28s -> 0s delay) in order to assess schedule specific learning. (A) Male

16p11.2 hemideletion mice were relatively insensitive to longer delays compared to

male wildtype mice (28s delay: p=0.0246). However, as male 16p11.2 hemideletion
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mice gained more experience with the task, they no longer exhibited delay specific

differences compared to male wildtype mice. (B) Female mice exhibited similar

discounting rates throughout all of delay discounting. (C) Discounting data is presented

throughout days where the black vertical line indicates a change in schedule

(Worsening to Improving, Improving to Worsening). When comparing learning history

of those delays throughout training, it was evident that male 16p11.2 hemideletion

mice preferred the large delayed option compared to male wildtype mice early but not

late into training. In agreement with the overall trend with extended training, male

genotype differences disappeared with additional training. D) Training data was split

into a minimal timeframe (days 2-4) and an extended time frame (days > 4) to

determine if wildtype mice became more like 16p11.2 hemideletion mice or vice versa

within the first round of Worsening delay discounting. Our data confirms male 16p11.2

hemideletion mice but not wildtypes significantly alter their preference point

(p=0.0215). Shaded areas in A and B and error bars represent standard error from the

mean. Asterisks represent statistical significance of p<0.05.
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Figure 3.2 Male 16p11.2 hemideletion mice withheld center nosepokes during the
choice epoch of delay discounting.

For all of delay discounting, male 16p11.2 hemideletion mice make less initiation

errors than male wildtype mice. Female 16p11.2 hemideletion mice make more

nonreinforced nosepokes when the schedule starts with a large delay and progressively

becomes shorter (Improving). Error bars represent standard error from the mean. An

asterisk represents a genotype effect of p<0.05, a double s represents a schedule effect

within a genotype (indicated by color) of p<0.05.
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Figure 3.3 Male 16p11.2 hemideletion mice became slightly more risk avoidant with
probability discounting training.

Mice transitioned from Worsening schedules (100% -> 12.5% probability) to

Improving schedules (12.5% probability -> 100% probability) in order to assess

schedule specific learning. (A) Mice show greater cost endurance for large uncertain

rewards compared to delayed large delayed rewards. 16p11.2 hemideletion and

wildtype mice discount similarly initially on both Worsening and Improving schedules.

(B) However, male 16p11.2 hemideletion mice become steeper than male wildtype

mice as risk increases. Specifically, male 16p11.2 hemideletion mice prefer smaller

rewards more often than male wildtype mice when risk of reward delivery is highest

(12.5%: p=0.0354). (C) Discounting data is presented throughout days where the black

vertical line indicates a change in schedule (Worsening to Improving, Improving to

Worsening). Training history analysis does hint at some transient increased risk

sensitivity that becomes more apparent with additional training. Shaded areas in A and

B and error bars represent standard error from the mean. Asterisks represent statistical

significance of p<0.05.
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Figure 3.4 Male 16p11.2 hemideletion initiation mistakes increased upon training on
probability discounting.

Upon switching from delay discounting to probability discounting, male 16p11.2

hemideletion mice committed just as many initiation errors as male wildtype mice.

Female wildtype mice adapt to the uncertainty of the task at the end of probability

discounting by reducing the amount of initiation errors they commit. Error bars

represent standard error from the mean. Double s represents a schedule effect within a

genotype (indicated by color) of p<0.05.
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4. Discussion

The current set of studies sought to: 1) develop discounting tasks suitable for mice

and provide analytical methods to study sources of discounting, and 2) explore the

effects of 16p11.2 hemideletion on the acquisition and mastery of a mouse version of

delay and probability discounting tasks. We designed delay and probability discounting

tasks in order to determine how mice learn to shift their choices in the face of different

costs, and to determine if 16p11.2 hemideletion mice are more likely to endure one

type of cost over another. 16p11.2 hemideletion has relevance to behaviors observed in

neurodevelopmental disorders, such as causing delayed language development in 71%

of individuals and significant presence of autism-related behaviors in one clinical

population (Hanson et al., 2015). Study 1 established that mice are able to learn to

discount rewards, mice adapt to changes in schedule orientation, and mice are able to

discern between delayed and probabilistic costs. We applied discounting models that

estimated the value of the large reward through a discounting parameter, and improved

on that analysis adding an inverse temperature parameter in order to observe how

choice history influences those value estimations. Implementing this model elucidated

the role of decision noise in discounting. Study 2 built upon the foundation of the

previous experiment by using that same discounting task battery and challenging

16p11.2 hemideletion mice with delay and probability. Through this training regime,

we discovered male 16p11.2 hemideletion mice engaged with the structure of the tasks

and adapted their choices to reward cost types differently than male wildtype mice.

This experiment built upon previous findings that male 16p11.2 hemideletion mice

exhibit instrumental learning delays and struggle to switch from an established correct

choice when learning reversals (Grissom et al., 2018; Yang et al., 2015). Similar to

those studies, male 16p11.2 hemideletion mice acquired a greater choice preference for
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the large reward than wildtype mice, and temporarily refused to adjust their preference

over delay discounting. Probability discounting revealed male 16p11.2 hemideletion

mice choice patterns and task structure attention is disrupted by probabilistic

uncertainty. Our studies suggest mice make separate value assessments for delay and

probability and show that 16p11.2 hemideletion mice deviate from those assessments

based on experience and uncertainty. I will now explain how these two experiments

provide important implications for how discounting behavior forms and the additional

epochs in discounting tasks that should be probed for differences in learning.

4.1 Summary of Study 1 (Modeling Discounting Choices in Mice)

In order to probe decision-making in mice, I began by producing “Worsening”

and “Improving” variants of delay and probability discounting. Mice were presented

with the choice of either a small reward with no consequences or a large reward with

programmed delays (0s, 4s, 12s, 20s, or 28s delay to reward) or probabilistic risk

(100%, 75%, 50%, 25%, or 12.5% odds of reward). Mice needed to learn periods in

which the large reward had no cost, and to shift their preference once the cost was too

hefty. Schedules either began with no cost to the large reward that progressively got

worse within a session (i.e., “Worsening”) or started with the largest cost to the large

reward that progressively improved within a session (i.e., “Improving”). Mice learned

to do this through multiple repetitions in order to solidify choice preferences.

This study had the following goals: 1) prove mice can successfully discount

rewards according to the cost of the reward, 2) test a novel computational approach to

discounting behavior, and 3) track fluctuations in discounting behavior and

computational parameters throughout iterations of the tasks. Mouse versions of

discounting tasks are valuable because discounting takes a similar form between

humans and rodents (Vanderveldt et al., 2016) and discounting tasks enables
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researchers to study different forms of decision-making as a consequence of mice

modeling genes related to neurological disorders (Navabpour et al., 2020; Silverman et

al., 2022; Tan & Zoghbi, 2019). By studying the development of different types of

value-based decisions, we can build a profile of “trait-like” or stable longitudinal

decision-making and make comparisons across cost types (Alabi et al., 2019).

We gained clear evidence of the first goal — mice were able to show within-

session sensitivity to delay and probability. Our long training history revealed mice

initially demonstrated significant “anchoring” of choice due to schedule switches (i.e.,

previous initial delay or probability experience affected current choices), but learned to

adapt to schedule changes with extended training. Additionally, mice showed changes

in choice response times according to cost, indicating choices became harder as costs

increased and further supporting that mice were actively incorporating costs into their

value assessment (Busemeyer et al., 2019). Our preliminary analysis of choices

through win-stay and lose-shift comparisons revealed mice adapted their strategies

according to schedule switches, prompting us to further analyze their behavior through

computational models.

Such tasks are amenable to different computational approaches, such as

discounting and reinforcement learning models. One analysis we had in mind to tackle

goals two and three was to incorporate a noise parameter into the standard discounting

models. Reinforcement learning often uses two parameter models to capture learning

rate and decision deviations (Nussenbaum & Hartley, 2019). Inverse temperature

captures deviations in choices, which is important to assess how animals learn about

choices in different environments (Chen et al., 2021). Standard models already have a

value parameter; thus we determined an inverse temperature would tell us more about

how animals arrive at that value parameter. Incorporating an inverse temperature

parameter (Ebitz et al., 2019) into a standard value-based model (Green & Myerson,
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2004) revealed mice systematically build a value assessment based on their exploration

of cost-reward tradeoffs. A significant insight revealed, no matter how unstable the

discount parameter was, we were able to track changes in preference over iterations of

the tasks based on the inverse temperature parameter. One interesting observation from

delay discounting was that mice defaulted to a greater large choice strategy but became

noisier and shifted when schedules initially changed from Worsening to Improving.

Decision noise allows for opportunities for learning by encouraging exploration, which

was probably needed in order to adapt to schedule changes (Ebitz et al., 2019). These

results provided critical evidence for the importance of tracking the development of

discounting and a computational approach to explaining shifts in discounting.

4.2 Summary of Study 2 (Adaptations to Costs in 16p11.2 Hemideletion Mice)

The second experiment utilized the now validated mouse discounting tasks to test

the development of discounting in a mouse model of 16p11.2 hemideletion. We used

the same Worsening and Improving schedules in order to determine if genotype

differences were present on certain variants of the tasks. In addition, we examined

other epochs of the tasks (e.g., the intertrial interval period) besides the choice period

in order to ascertain if 16p11.2 hemideletion induces changes in task engagement and

environmental exploration.

Study 2 had the following goals: 1) determine if sex-biased 16p11.2 hemideletion

reinforcement effects extend to decision-making paradigm (Grissom et al., 2018), 2)

apply our computational factor in order to determine gross differences in choice

variability in 16p11.2 hemideletion mice, and 3) look for periods of perseveration

induced by task structures (Yang et al., 2015). 16p11.2 hemideletion mice have

exhibited behavioral abnormalities in several studies pertaining to motor behavior,

motivation, and learning. Recent studies consistently find increases in hyperactivity
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induced by 16p11.2 hemideletion (Angelakos et al., 2017; Horev et al., 2011). 16p11.2

hemideletion male mice in operant settings have exhibited deficits in motivation as

measured by progressive ratio performance and simple continuous reinforcement tasks

(Grissom et al., 2018). Additionally, 16p11.2 male hemideletion mice exhibit decreased

nonreinforced responses (Grissom et al., 2018). In a discounting paradigm, this could

affect their willingness to obtain rewards in the face of costs, their understanding of

rewarding periods (e.g., contingency learning), and their exploration of the chamber.

Many discounting studies focus solely on the choice behavior, but previous studies

indicate there may be more subtle but important expressions of changes in learning and

motivation (Grissom et al., 2018). We began our analysis with choice behavior in order

to determine if previous sex-specific changes in learning extended to a decision-

making setting.

We measured choice behavior throughout experience of delay and probability

discounting and confirmed that differences in discounting behavior appeared only in

male mice. Male 16p11.2 hemideletion mice specifically temporarily showed a

stronger preference for large rewards compared to male wildtype mice, especially at

larger delays. We know male 16p11.2 hemideletion initially stuck with that choice

preference and shifted after a couple of days towards the delay-free small reward,

indicating male 16p11.2 hemideletion mice were slower to adjust to increasing costs

than wildtype mice were. However, male 16p11.2 hemideletion mice were more

receptive to probabilistic rewards, as they exhibited a decreased tendency to endure

large reward risk compared to wildtype mice. Female mice did not exhibit such

differences in discounting despite some studies indicating female 16p11.2 hemideletion

mice are more sensitive to aversive situations, which could have extended to the type

of uncertainty related to reward delivery risk (Giovanniello et al., 2021). Still, our

results confirmed previous male-specific findings. Next, we decided to look at our
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established computational model to determine how choice variability contributed to

preference. However, we had limited success with the models for a few reasons. The

models were able to capture overall decision noise, but they were unable to produce

the differences we observed in preferences over blocks. One immediate problem is that

the task is already limited on trials and proportionally the transient effect we observed

in discounting made up less of those trials. The model is less robust with fewer trials.

Additionally, the effects we observed were at specific delays which could be hidden by

the overall curve produced by the models. To further add evidence, even a simple area-

under-the-curve analysis to all delays was unable to capture the difference in

discounting we observed. So instead, we focused on the last goal to look through

different periods of the discounting tasks in order to see if we observe differences in

the way 16p11.2 hemideletion mice engaged with the tasks.

The third goal was achieved and reproduced previous findings that male 16p11.2

hemideletion mice produce less nonreinforced responses than male wildtype mice.

Specifically, male wildtype mice produced significantly more nonreinforced responses

in the center initiation hole when choices were presented compared to male 16p11.2

hemideletion mice. This pattern of responding was significant throughout delay

discounting, but less prevalent in probability discounting. We have two competing

theories for why this might be. Reduced nonreinforced responding could be due to a

motivational difference in responding, as has been previously found in male 16p11.2

hemideletion mice (Grissom et al., 2018). It could be that the nonreinforced responding

reflects response vigor, which would explain a response deficit in male 16p11.2

hemideletion mice. A second competing theory we had was that nonreinforced

responding during this period reflects an attentional difference. Male 16p11.2

hemideletion mice have previously been shown to have an increased capacity for

identifying periods in which to respond (Openshaw et al., 2023). The intertrial interval
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period is hypothesized to be a period of reduced attention in animals, which

immediately precedes the response initiation period (Blanchard et al., 2013). If male

16p11.2 hemideletion mice display increased attentional capabilities in other tasks, it

would follow that they would also show an enhanced capability to identify response

requirements as determined by the task structure. Importantly, this difference in

nonreinforced responding diminished in probability discounting, and we believe this is

due to responses being less indicative of guaranteed rewards. Taken together, these

results indicate predictability of the reward modulate how male 16p11.2 hemideletion

mice learn and adapt to costs. Male 16p11.2 hemideletion mice potentially pay more

attention to stimuli that signal for task progression and display fixed responses to them

if they are highly predictive of reward.

4.3 Significance Statement

My research has provided a within-subject approach to studying discounting in

delay and probability discounting in mice. This approach is especially important to

genetic mouse models because some choice or response patterns emerge over different

periods of delay and probability discounting. My significant contributions are: 1)

development of discounting tasks in mice, 2) leveraging a computational approach to

provide a pipeline for understanding alternative sources of value in discounting tasks,

and 3) demonstrating reinforcement related phenotypes observed in male 16p11.2

hemideletion mice appear in choice tasks and manifest based on the predictability of

reinforcement.

Rodent versions of discounting tasks enable researchers to explore genetic models

in two common types of decisions that have shown to be impacted by the presence of

individual factors like sex and neurodevelopmental disorders in humans (Demurie et

al., 2012; Story et al., 2015; Weafer & Wit, 2014). It is essential to identify cases in
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which these factors interact to evaluate the impact on decision-making processes

(Grissom & Reyes, 2019). In humans, there is still contention as to the experimental

parameters and designs best suited for describing influences on decision-making

(Madden & Johnson, 2010; Steele et al., 2019). Significant efforts however have been

made to identify sources of discounting and provide evidence for a general discounting

rate across task structures (Craig et al., 2014; Patt et al., 2021; Steele et al., 2019).

Rodent tasks have been utilized to explore the experiential version of discounting,

which is argued to reflect decision-making in real-time (Odum, 2011). Cross-species

analyses have demonstrated animal discounting in general (including rodents) reflects

human discounting (Vanderveldt et al., 2016). This translatability empowers

computational approaches to understand drivers of discounting other than reward value

(Chen et al., 2021). Such an approach may be valuable when assessing discounting

behavior (Schoemann & Scherbaum, 2019; Story et al., 2015). My research has

provided additional support for this approach by demonstrating how choice behavior

shapes the discounting function in decision-making tasks. Such an approach should

help ameliorate some cross-task implications of choice behavior and provide an

alternative explanation for how discounting rates emerge and stabilize (Green &

Myerson, 2013; Strickland & Johnson, 2021).

Rodent models have been essential to exploring neurodevelopmental influences

on behavior, such as 16p11.2 hemideletion models. 16p11.2 hemideletion is frequently

associated with developmental issues and is conserved genetically across species in

rodents (Hanson et al., 2015; Horev et al., 2011; Rein & Yan, 2020). Although there

have been comprehensive efforts to understand changes in learning and alterations in

the underlying neurobiology of 16p11.2 hemideletion mice, these studies have yet to

explore whether observed changes in learning and task engagement appear in more

complex situations such as opportunity-cost scenarios (Angelakos et al., 2017; Grissom
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et al., 2018; Portmann et al., 2014). My research adds to this growing literature by

demonstrating that male 16p11.2 hemideletion mice are more willing to endure

temporal costs than probabilistic costs compared to male wildtype mice. Surprisingly,

the nonreinforcement phenotype found by Grissom et al. (2018) in a simple

reinforcement scenario was replicated in my study where animals have to track

different phases of trial progression. These findings implicate enduring learning and

motivational processes that are replicated consistently across different rewarding

scenarios.

4.4 Future Directions

The future of behavioral and neurological analysis of 16p11.2 hemideletion mice

is exciting and retains strong implications for neurodevelopmental disorders. In this

section, I will briefly explore some alternative approaches to understanding the source

of some behaviors explained in this dissertation.

One immediate direction comes from the parallels of discounting and foraging.

Some possible explanations from foraging might aid in understanding the stickiness in

choice during delay discounting in 16p11.2 hemideletion mice. For instance, organisms

in a foraging context “overharvest” or stay too long on a depleting patch. However,

evidence suggests that as task structure is learned and experience is gained, subjects

will learn to “overharvest” less and subsequently shift their choice more (Harhen &

Bornstein, 2023). In delay discounting tasks, there can exist a deficit in task structure

comprehension that can inadvertently produce steep discounting (Blanchard et al.,

2013). Explicit cueing of an intertrial period can produce shallower discounting

(Pearson et al., 2010). One interesting implication is that, because male 16p11.2

hemideletion mice 1) persevere for large rewards associated with large delays and 2)

produce less nonreinforced responses during choice than wildtype mice, they may have
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a better understanding of the task structure than wildtype mice through their utilization

of discounting epoch cues. Increased task understanding may also aid in their choice

behavior (e.g., exploiting a non-depleting large reward). In a capped deterministic

scenario, this can result in a greater accumulation of rewards. When that sense of

environmental volatility increases, such as in a probabilistic setting, male 16p11.2

hemideletion mice instead stick to guaranteed options. Additionally, male 16p11.2

hemidetion mice potentially pay less attention to trial cues and compensate by adopting

a male wildtype pattern of trial initiation. One method to isolate the effects of intertrial

interval versus delay would be to have mice experience them separately. One group

found discounting to only occur when delays were incurred rather and that trial length

did not have devaluation effects on the large reward (Sjoberg et al., 2021). Another

thing they do is explicitly cue the intertrial interval, which could aid in attention and

perhaps reduce the need for wildtype mice to commit extra nonreinforced responding.

In order to explore the effect of reward probability on choice, future research can

explore stay-leave decisions in a bandit style task as well, in cases where reward

probability shifts throughout sessions.

The decision-making and nonreinforced responding of male 16p11.2 hemideletion

mice were shown to be modulated by increased uncertainty of reward delivery. One

intriguing avenue for future studies would be to challenge 16p11.2 hemideletion mice

with a bandit task. In a restless bandit, probabilities for rewards are constantly shifting

as animals progress through a schedule (Chen et al., 2021; Speekenbrink &

Konstantinidis, 2015). This means that there are periods in which reward certainty for

one option is high and periods where it is low. Such environmental changes to

volatility tests how male 16p11.2 hemideletion mice would adapt to phases of

uncertainty and helps determine global strategies used to make choices. Additionally,

bandit tasks have been modified to incorporate reward epochs like an initiation hold
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response used to assess attention and motivation (Faust et al., 2023). This alternative

path would allow for additional exploration into those phenotypes of male 16p11.2

hemideletion mice. Our lab has thoroughly developed this method, and this would be a

logical next step.
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