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Abstract

This dissertation studies the effects of three policy decisions on citizen outcomes.

Chapter 1 analyzes the effect of open-door immigration policies on local labor markets. Using
the sharp and unprecedented surge of Venezuelan refugees into Colombia, I study the impact on
wages and employment in a context where work permits were granted at scale. To identify which
labor markets immigrants are entering, I overcome limitations in official records and generate novel
evidence of refugee settlement patterns by tracking the geographical distribution of Internet search
terms that Venezuelans but not Colombians use. While official records suggest migrants are con-
centrated in a few cities, the Internet search index shows migrants are located across the country.
Using this index, high-frequency labor market data, and a difference-in-differences design, I find
precise null effects on employment and wages in the formal and informal sectors. A machine
learning approach that compares counterfactual cities with locations most impacted by immigra-
tion yields similar results. All in all, the results suggest that open-door policies do not harm labor

markets in the host community.

Chapter 2 examines the influence of gender inequality on poverty among Syrian refugees in
Jordan between 2013, the year many refugees fled the Syrian conflict and 2018. In 2013, Syr-
ian refugees in Jordan faced numerous constraints due to their poverty, including limited access
to labor market opportunities and loss of assets. However, since then, many policies aiming to
boost their inclusion into the host community and their access to jobs and services have been in-
troduced. Two waves of Home-Visit surveys, collected by the United Nations High Commissioner
for Refugees (UNHCR), are analyzed to track the evolution of poverty among Syrian refugees
in Jordan. To compare changes in poverty between female and male-headed households, we use
relative comparisons of deciles in the expenditure distribution, and quantile regressions. We find
that spending distribution has shifted over time, negatively affecting female-headed households.
In 2013, female-headed households below the median had lower expenditure than male-headed

households. In 2018, this pattern occurs in all deciles. Relative comparisons also shed light on

v



the changes overtime of poverty patterns. We find small differences between poverty rates of fe-
male and male-headed households using both the standard poverty measure and one that adjust
for possible economies of scale. Regardless of the poverty measure, the poverty gender gap has
increased over time with female-headed households experiencing poverty more intensely. Female
single caregivers remain at the most risk of falling into poverty when compared with other types
of households and over time. Our approach can help policymakers design more effective programs
of assistance that respond to gender-based differences in vulnerability to poverty and find durable

solutions for displaced populations.

Finally, Chapter 3 analyzes the unintended effects of policy-making in the education sector.
Choosing the best candidates for a job is not an easy task. Some employers have implemented
pre-employment testing as a filtering system to ensure that only qualified candidates are hired.
However, this mechanism can also discourage high-qualified workers from applying and harm
productivity. This paper assesses the impact of implementing a pre-employment test for teacher
candidates aspiring to be employed in Colombian public schools on students’ test scores. A na-
tional standardized test was used as a requirement to be hired and promoted. Candidates were
evaluated on verbal and numerical reasoning as well as on subject-area topics and pedagogy the-
ory. Using a difference-in-differences model that uses school-level and time variation on the share
of teachers hired through the pre-employment test process, I evaluate changes on students’ tests
scores one and eight years after the reform. I find that conditioning hires on teachers’ test scores
did not affect student outcomes one year or eight after the pre-employment test was put in place.
Some models show negative but non-significant and very close to zero effects that begin to appear
in years 6 and 7 after the first teachers are hired. I also find a small worsening in the test scores of
girls relative to boys, partially explained by the relative decrease in the hiring of female teachers.
The latter is possibly associated with a worse test performance of female candidates. The results
do not necessarily indicate that pre-employment tests do not work, but they do suggest that policy
makers should be careful when implementing these types of reforms because poor test design can

prevent the hiring of good candidates.
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Chapter 1

‘When a Stranger Shall Sojourn with
Thee’: The Impact of the Venezuelan

Exodus on Colombian Labor Markets



1.1 Introduction

In light of large waves of displacement worldwide, there is considerable speculation about the
effects of migration on host communities. Approximately one in three people around the world
believe migrants take jobs that native workers want (Gallup, 2015)". This issue, among other con-
cerns regarding migrants, has been at the center of media attention and political debate for years.
With 70.8 million forcibly displaced people worldwide (UNHCR, 2022b) and nearly 201.3 mil-
lion international migrants of working age (IOM, 2020), policymakers worry about the effects of
open-door policies on local labor markets, particularly as the numbers keep rising. The impact of
the presence of economic migrants has been widely studied, often yielding mixed results (Basso
et al., 2019; Briicker and Jahn, 2011; Venturini and Villosio, 2006). However, economic migration
is gradual and predictable, and is driven by local economic conditions (Peri and Yasenov, 2019).
For this reason, studying sudden and unexpected inflows of displaced populations in contexts of

open-door policies may provide a cleaner source of exogenous labor supply shocks.

This study examines an unexpected migration-induced supply shock to evaluate its effects on
wages and employment in the host community. In particular, this paper analyzes the recent and un-
precedented surge of migration from Venezuela and the open-door policy Colombia has put in place
to draw its conclusions. Three political events in Venezuela are associated with the unleashing of
the current migratory crisis that started in July 2016 and peaked in mid-2018. Figures reported by
the International Organization for Migration (IOM) and the United Nations High Commissioner
for Refugees (UNHCR) estimate that over four million Venezuelans have fled the country since the
crisis started, 80% of whom have chosen Latin American countries as their main destination. The
referred entities also estimate that Colombia has welcomed around 1.8 million immigrants, which

represents about 3.6% of Colombia’s population and 7.2% of the labor force?.

One of the main challenges of conducting research using unexpected migration waves is to
identify where migrants settle. Most refugees remain undocumented for long periods of time,
making it difficult to track them through official records. For example, when the Venezuelan exo-

dus started, the Colombian government put in place registration centers to provide migrants with

! Analysis using 142 countries (2012-2014)
ZCalculations by the author using data published by the Ministry of Labor
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temporary residence and work permits. However, migrant records are not a reliable source of data
to identify where migrants settle. There are several reasons for this lack of reliability. First, the
number of Venezuelans in the official registry is about half the amount estimated by IOM and UN-
HCR. This underestimation can be partially attributed to the voluntary nature of the registration
process. Second, the number of records may overestimate the number of migrants located near the
border or in the biggest cities; and, third, registering in one city does not necessarily imply that the

migrant will enter the labor market in said location.

To identify where migrants settle, I use geographical variation in the Internet search intensity
of keywords that Venezuelans are more likely to use compared to Colombians. Those keywords in-
clude ‘Venezuelans in’ given that new migrants are more likely to look for their fellow-countrymen
communities; and ‘PTP’ or ‘PEP’, which stand for the residence and work permits granted by the
government to allow Venezuelan migrants to enter Colombia. Compared to official records, this
index suggests that migrants are not as congregated at the borders or in the main cities. For exam-
ple, while official records indicate that about one third of the migrants have settled in Bogotd, the
Internet search index suggests that merely one fifth have entered that market. A similar analysis
using the US data also confirms that this type of text analysis of online interactions is promising at
identifying where migrants settle, especially considering undocumented migrants. One of the rea-
sons is that it is relatively easy and low-cost to conduct Internet searches given the easy access to
free Wi-Fi zones or internet cafes. In addition, Google searches can identify the density of internet

hits even in remote areas with a sufficiently identifiable number of searches.

Combining the time and geographical variation in the Internet search index, individual infor-
mation on wages and employment from the Colombian Labor Market Survey, and a difference-
in-differences design, the findings reveal negligible changes in wages in both formal and informal
sectors due to migration-induced supply shocks. If anything, there are mild reductions in wages
of natives working in occupational labor markets in which migrants are entering disproportionally
more, such as elementary occupations, services, and clerical jobs. The results suggests that, in the
worst-case scenario, a one-percentage point increase in the migrant labor supply will result in a
decrease of up to 5 cents per dollar. Regressions also suggest a precisely estimated zero change in

employment.



The results of the model are key to assess the average effect of migration at the country level.
However, one might be concerned about the impact that migrants may have had in cities charac-
terized by relatively stronger migratory flows. To assess the impact of migration at the city level, I
construct artificial counterfactual (ArCo) cities using an elastic net model to train the pre-treatment
data and predict the post treatment period to make inference *. Comparing each metropolitan area
that had a relatively large influx of migrants with its respective ArCo city, the results are consistent
with the country-level effects. That is, there are mild reductions in wages and null effects on em-
ployment. Altogether, the findings support the idea that opening borders and allowing immigrants

to enter a country freely do not damage the labor prospects of their native population.

This paper makes contributions to two aspects of the literature on migration. On the one hand,
although many highlight the advantages of using episodes of forced displacement as a natural ex-
periment to exploit exogenous migration flows (Borjas, 2003; Card, 1990; Del Carpio and Wagner,
2015; Friedberg, 2001; Bahar et al., 2020a), data on the geographical location of new refugees and
displaced populations is scarce (Ruiz and Vargas-Silva, 2013). Thus, my first contribution is to
introduce the use of text analysis of Internet searches to identify the location of immigrants. This
method is especially promising in contexts where surges of immigration are unexpected and where
tracking migrants is costly. Similar approaches are currently being developed, such as the use of
social media to identify and locate migrants (Martin and Singh, 2018; Palotti et al., 2020). Beyond
the purpose of developing better indexes to obtain more precise estimates, these strategies may

serve policymakers to improve targeting of aid programs for immigrants and natives.

Second, the literature on migration has largely focused on the effects of south-to-north migra-
tion. This type of migration is frequently characterized by the arrival of imperfect substitutes to
the local labor force, mainly due to differences in the native languages of immigrants and natives.
Peri and Sparber (2009) found that the downward pressure on wages due to the arrival of migrants
is partially alleviated by this imperfect substitutability. They find that immigrants specialize in

occupations intensive in physical labor, while locals will reallocate to language intensive jobs. But

3This design aggregates data at the regional level to construct a high-dimensional panel time-series dataset. Then, it
uses an elastic net to construct the artificial counterfactual following the methodology by Carvalho et al. (2018).
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what happens when both population groups share the same language and when substitutability be-
tween foreign and native workers is larger? With 85% of the displaced population worldwide being
hosted in developing countries (?) and 79% settling in neighboring countries that may share the
same language, this highly relevant question may be answered by analyzing south-to-south migra-
tion. Thus, this study provides evidence that, even when workers are more substitutable, there are

still null effects on wages and employment caused by migrants.

The remainder of this paper is as follows: in Section 2, I provide a summary of the unfolding of
the events that led to the Venezuelan exodus and briefly describe the characteristics of the migrant
population. In Section 3, I describe the data and the identification strategy. In Section 4, I provide
a summary of the results. In the last section, I provide some final insights and policy implications

of this research.

1.2 The Venezuelan Exodus

Chavez’s presidential term ended with his death in 2013, leaving Venezuela without a strong pri-
vate sector, with a weakened oil industry, with oil exports committed to repaying debts, with limited
cash flow (Hernandez et al., 2016), with crises in its diplomatic relations with the neighboring coun-
tries (Romero, 2008), and with an opposition party that was increasingly gaining popularity (Lopez
and Watts, 2013). In April 2013, Nicolds Maduro assumed power after being elected president by
a narrow margin. Once in power, Maduro displayed further abuse of power, and the economy of

Venezuela showed signs of a growing economic crisis.

In 2015, a diplomatic tension between Colombia and Venezuela grew due to an alleged pres-
ence of a Colombian armed group in Venezuelan territory. In retaliation, Maduro declared a state
of exception and announced the closure of borders. Said closure, which was initially put in effect
only in the State of Tachira, banned any transaction of goods and migratory flows. The border
re-opened a year later, on July 6, 2016, in response to massive protests in Venezuelan border cities.

Figure 1.1 associates the first peak in net migration, defined as inflows minus outflows, to this event.
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During the year when the border remained closed, inflation, poverty rates, and food insecu-
rity grew dramatically in Venezuela. In 2016, a Venezuelan household survey reported that 93.3%
of households considered their earnings as insufficient to cover food expenditures, and 72.7% of
individuals reported weight loss in the last year. Poverty rates were skyrocketing, with 81.8%
of households in poverty and 51.5% in extreme poverty. Violence was also problematic for many
households: 94% of households declared violence was on the rise. (ENCOVI, 2016). Thus, one can
associate the economic situation’s worsening, increases in violence, lack of access to services and
hyperinflation to the start of a massive migratory wave in 2016. The Venezuelan exodus reached

its peak in mid-2018. The controversial re-election of Maduro can be associated with this peak.

Figure 1.1: Net Migration of Venezuelans in Colombia

Monthly Net Migration Cumulative Net Migration
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Notes: Own calculations using data from Migracién Colombia. The graph on the left shows monthly net migration,
while the graph on the right shows cumulative net migration. As depicted in the graph, the first peak in net migration
flows take place in July 2016 after the re-opening of borders. The light blue vertical lines trace the events described in
Appendix Al.

This wave of migrants, which included Venezuelans as well as Colombian returnees, entered
Colombia by land through three entry points: the Simén Bolivar International Bridge (Villa del
Rosario/Cdcuta), the Pdez Bridge (Arauca) and the Paraguachén International Bridge (Maicao),

the former being the main entry point. Upon reaching the Colombian border, Venezuelans walked,
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hitchhiked, or took buses to their destination. Colombian authorities allowed Venezuelans to en-
ter freely®, even accepting expired passports as proof of identification (Ministerio de Relaciones
Exteriores, 2019). Nevertheless, lack of appropriate documentation forced many to enter through

irregular paths and become undocumented migrants.

The Colombian government implemented a number of policies to facilitate the integration of
migrants. For example, they created a special residence permit, called PEP (Permiso Especial de
Permanencia) for the exclusive use of Venezuelan nationals. Application to this permit was simple,
with zero application fees involved, and with only minor requirements such as not being a con-
vict and having entered through an official border-control site. This virtually allowed all legalized
Venezuelans to work and access the healthcare system (World Bank, 2018). This permit was valid
for 90 days and could be renewed every 90 days for up to 2 years. Recent initiatives from the bu-
reau of migration include the expedition of new permits through an online renewal process, since

most permits have expired or are about to expire.

Given the large numbers of undocumented migrants entering Colombia through irregular routes,
at the peak of the crisis (between April and June 2018), the Colombian government set up regis-
tration centers at the borders and in large metropolitan areas. The objective was to build an admin-
istrative dataset of immigrants (RAMV) that would eventually grant them access to a PEP. Every
Venezuelan seeking to temporarily or permanently reside in Colombia was encouraged to register

in person with any identification document certifying their country of origin.

Despite these efforts, only one-third of Venezuelans in Colombia are currently documented
and hold a residence or work permit, while two-thirds remain undocumented (Migracion Colom-
bia, 2020a). In this context, there are two reasons why official records may lack the precision to
determine where undocumented migrants settled. First, considering that registration offices put
in place for undocumented immigrants were mainly located at the borders and in large cities, the

official records may underestimate Venezuelans’ presence in other cities of the country. Second,

“Venezuelans are allowed to enter Colombia using different types of documents. For example, people living at the
border can use a border mobilization card (or Tarjeta de Movilidad Fronteriza) that can be requested online with a fee of
about 5 dollars. This card allows Venezuelans to enter the country and stay for up to 7 days. They can also enter as visa
holders if they have the sponsorship of a company (Universidad del Rosario, 2020).
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most immigrants requesting residence permits often end up in jobs in the formal sector. Given
that most formal jobs are located in metropolitan areas, data coming from official registries might

overestimate Venezuelans’ congregation in these cities.

1.3 Data and Descriptive Statistics

1.3.1 Labor Market Data

Individual information on wages and employment as well as the characteristics of the native and
immigrant population come from the Colombian Great Integrated Household Survey (or GEIH,
for its acronym in Spanish) designed by DANE (Departamento Administrativo Nacional de Es-
tadistica). This survey also provides detailed demographic information of Colombian households
including age, gender, years of education, municipality or department of residence, type of job,
hours worked, labor earnings, and firm size. The GEIH records information across 23 departments,
13 metropolitan areas and 11 intermediate cities 7. This paper uses the sample of monthly infor-
mation from January 2013 to December 2019. This repeated cross-sectional dataset reports data
on around 52,000 people per month, which, for the time frame of the analysis, sets the number of
observations at 3,674,040.

To identify the nonimmigrant population, which is the focus of this study, as well as the char-
acteristics of Venezuelan migrants, this study uses the migration module of the GEIH. Since 2012,
this additional module has been applied to all the respondents, recording information of the place of
birth, changes in the place of residence in the last year and over the last five years, and the motives
for the change of location. Given the relatively recent nature of migration in Colombia, the sample
of migrants in this module was not representative of the population before late 2017. This module
became publicly available in September 2019 after a sizeable sample of immigrants was achieved
(DANE, 2019)°.

5Colombia has 32 departments and 1023 municipalities

6 At the time of publication, the Bureau of Statistics - DANE - warned that data on employment of migrants should
be interpreted carefully and only using moving averages of the last year. For that reason, this study focuses exclusively
on the effects of the native population and does not use this data to identify the location of immigrants. Also see
https://www.facebook.com/DANEColombia/videos/3366521323562668



Table 1.1: Descriptive statistics of the nonimmigrant and immigrant sample after July 2016

M @) 3) “ (%) (6)
Venezuelan Colombian
Variables Nonimmigrant immigrant Returnee
Mean S.D. Mean S.D. Mean S.D.
) 2 3) “) (%) (6)
Female (%) 51.24 49.98 51.12 49.99 49.94 50.01
Age 36.78 14.17 29.29 10.31 38.84 13.25
Education (%)
None 3.61 18.64 1.07 10.28 4.38 20.46
Primary 21.32 40.96 8.87 28.43 32.26 46.75
Secondary 48.13 49.97 63.16 48.24 54.36 49.82
Higher education 26.94 4437 26.90 44.35 9.01 28.63
Labor market
Labor Force (%) 80.26 39.81 92.10 26.98 80.32 39.77
Employment (%) 91.47 27.93 81.57 38.77 81.12 39.14
Informal (Firm size - %) 66.50 47.20 88.68 31.69 88.53 31.87
Informal (Social security - %)  59.75 49.04 95.77 20.13 88.10 32.39
Usual hours worked 44.67 16.12 49.61 17.63 45.56 17.47
Hourly earnings (COP) 6148.94 5649.75 4000.97 2791.51 3705.66 2579.73
Observations 2,592,639 16,008 6,320
% of the sample 99.15% 0.61% 0.24%

Notes: This table presents descriptive statistics for the sample of analysis. Data come from the Colombian Labor Market Survey -
GEIH. The statistics are computing using individuals observed after July 2016, the month where the re-opening of borders took place. A
description of the labor market variables is available in Appendix A. The table presents weighted means and standard deviations of selected
variables for three groups: Nonimmigrants (columns 1-2), Venezuelan immigrants (Columns 3-4), and Colombian returnees (Columns 5-
6).

This paper distinguishes between three groups of population. First, nonimmigrants, that is,
individuals who were born in Colombia and who have not changed the municipality of residence in
the last five years. This group is the center of analysis in this paper since it is the most susceptible
to migration-induced supply shocks. Second, Venezuelan immigrants, who were born and whose
place of residence over the last year was Venezuela. Third, Colombian returnees, who were born
in Colombia and whose place of residence in the last year was Venezuela. Information on the lat-
ter two groups is used to understand the characteristics of the supply shock, while measuring the

effects of migration in these groups is beyond the scope of this paper.

Table 1.1 displays descriptive statistics of nonimmigrants, Venezuelan immigrants and Colom-

bian returnees following the migration crisis that started in July 2016. The table shows that sex
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ratios of immigrants are not different from the ones of the native population. However, the average
Venezuelan immigrant is 7.5 and 9.5 years younger than nonimmigrants and returnees, respec-
tively. The latter is consistent with Becker’s theory that younger individuals are more likely to
migrate because their lifetime-expected benefits are larger, given a greater estimated duration of

stay in the host county (Becker 1964).

About 26% of immigrants and nonimmigrants have completed a bachelor’s degree, indicating
that both groups have similar levels of education. This, along with the fact that Venezuelan im-
migrants have the same native language as Colombians, suggests that labor supplied by these two
groups might be highly substitutable. On the other hand, Colombian returnees seem to be slightly

less educated, with only 9% having accessed higher education.

In terms of access to labor markets, relatively more immigrants are in the labor force. That
is, among individuals aged 15-65, 92.1% of immigrants are either employed or searching for a
job while the equivalent figure is 80.26% for the average Colombian. On the other hand, unem-
ployment among immigrants and returnees is about 9 percentage points higher than unemployment
among Colombians. This suggests that, although relatively more immigrants are willing to work,

it is more difficult for them to find a job.

Venezuelan immigrants are mostly employed in informal jobs according to two definitions of
informality: the Bureau of Statistics classifies a worker as informal if they work for a firm with
fewer than 5 employees; the second definition, more broadly used in the literature of informality,
classifies a worker as informal if they do not have a healthcare plan through their employer or do
not have a retirement plan. Table 1.1 also suggests that immigrant workers work slightly longer
hours for a lower rate per hour. This is indicative of the fact that Venezuelans not only have diffi-

culty finding jobs, but when they do find employment, they access jobs of lower quality.

Overall, the descriptive statistics point toward a downgrade in the returns immigrants receive
for their skills. "Downgrading’ occurs when immigrants with the same measured skills as natives,

say with the same education and experience, receive significantly lower earnings. Dustmann et al.
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(2016) and Dustmann et al. (2012) use the cases of Germany and the US to illustrate that down-
grading usually takes place in the years immediately after immigrants arrive and fades away in the
long run after the assimilation. These authors point to an association between downgrading and
the lack of formal requirements or complementary skills, such as fluency in English. In the pres-
ence of downgrading, assuming that immigrants compete only with natives in the same observed

education-experience cell tends to produce more negative biased estimates.

To show the degree of downgrading of Venezuelan immigrants, Figure 1.2 depicts kernel esti-
mates of the actual and predicted densities of immigrants in the non-immigrant wage distribution.
The graph shows where immigrants are currently located and where we would assign them if they
received the same return to their education and potential experience as natives. If there were no

downgrading, the light blue line and the dashed dark blue line would overlap.

The results are striking. Venezuelan immigrants are predicted to be significantly more con-
centrated below the 50th percentile and underrepresented in the middle and upper ends of the
nonimmigrant wage distribution. Given that Colombians and Venezuelans speak Spanish, we can-
not necessarily associate this downgrading with the lack of language skills. However, anecdotal
evidence suggests that Venezuelan immigrants face high costs and long waits to validate their past
educational credentials (Universidad de Antioquia, 2020). This is perhaps the reason why they are

entering more service-related and elementary occupations (see Figure Al).
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Figure 1.2: Downgrading of Venezuelan immigrants
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Notes: This graphs shows evidence of the downgrading of Venezuelan immigrants in Colombia by presenting kernel
estimates of the actual (light blue) and predicted (dashed dark blue) density of immigrants in the nonimigrant wage
distribution. The prediction can be interpreted as the wages immigrants would receive if their returns to education and
experience were the same as that of the nationals. The horizontal line shows as a reference the nonimmigrant wage
distribution. The kernel estimates above the horizontal line are where most immigrants are concentrated.

Downgrading of Venezuelans suggests that they exert more pressure at the low end of the
nonimmigrant wage distribution. Thus, using Borjas (2003) approach also known as the national
skill-cell approach, which relies on the relative density of immigrants in education-experience cells,
is not suitable for this context. Instead, using a pure spatial approach that exploits geographical
variation of immigrants to evaluate its impact among low-income native workers would provide
better estimates. Section 5 will further explain this empirical approach, which will allow me to

evaluate the true impact of the Venezuelan migration on Colombian labor markets.

1.3.2 Geographical Density of Immigrants

New unexpected influxes of migrants are often thought of in the literature as exogenous shocks to
the labor supply, however, tracking the location of new immigrants is challenging. For Colombia,
which barely has any experience receiving large waves of immigrants, tracking Venezuelans was

the case. As mentioned in Section 2, two initiatives were implemented to this end. On the one
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hand, the registry of residence permits (Permiso Especial de Permanencia - PEP), which collects
individual information on those who voluntarily requested the permit. On the other hand, the Cen-
sus of immigrants (RAMYV), which was conducted through encouraging every Venezuelan seeking
to temporarily or permanently reside in Colombia to register in person at any registration center.
Compared to the former, registration to the RAMYV targeted mostly undocumented immigrants who
did not have a PEP.

By May 2020, these administrative registries have gathered data on about 784,234 Venezuelans
out of 1,809,782 estimated to have settled in the country (Migracién Colombia, 2020b). There
are multiple reasons why these official records may lack the precision to determine where immi-
grants settled. First, official records may overestimate immigrants’ density at the borders and in
large metropolitan areas given that registration offices were mostly located in these regions. Sec-
ond, given the registration’s voluntary nature, only those who had a higher likelihood of getting
a formal job might have registered at a higher rate. This may also point to an overestimation of
immigrants’ density in large cities, where most formal jobs are located. Third, having a record of
the place of registration does not necessarily mean the immigrant will enter that geographical labor

market. For these reasons, an alternative measure is used in this paper.

To identify where immigrants settle, this paper uses monthly geographical variation in the
Internet search intensity of keywords that Venezuelans are more likely to use. Those keywords in-
clude ‘Venezuelans in’ given that new migrants are more likely to look for communities from their
own country; or ‘PEP’, which is the residence and work permit created exclusively for Venezue-
lan immigrants. For each month after July 2016, when the first peak of positive net migration was
recorded, this index assigns 100 to the location with most keyword searches. Every other area is as-
signed a number between 0 and 100 depending on the geographical density of hits for that keyword.
Then, the index is transformed to reflect the share of searches that took place in region r. Thus, each
month, the transformed index adds up to one and reflects the percentage of immigrants entering the
labor market r at a point in time t. Using the national estimate of Venezuelan immigrants age 15-65
in Colombia, one can compute the number of immigrants entering each labor market. Finally, for

each region at each point in time, I compute the size of the immigrant population as percentage of
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the local population in the labor force’.

Figure 1.3: Comparison of Official Records and Internet Searches
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Notes: This graph compares the geographical distribution of immigrants obtained from two sources: official records
(PEP-RAMYV) and Internet searches. Official records are computed using publicly available data on PEP-RAMV. |
aggregate individual records to obtain number of people in each region. Then, I compute the contribution of that region to
the pool of immigrants. In the case of the Internet Search index, the geographical distribution of immigrants is computed
using the procedure explained in Appendix B. If both sources of data provided a similar distribution of immigrants, all
the light blue dots would be placed along the dark blue line. The kernel estimates above the horizontal line are where
most immigrants are concentrated.

Figure 1.3 compares immigrants’ geographical density drawn from the official registry with the
one based on Internet searches. If the geographical distribution of immigrants according to both
measures was the same, all dots would be located along the dark blue line. However, this is not the
case. According to official records, Bogota hosts nearly one-third of the immigrants. In contrast,
the Internet search index shows that about one-fifth are located in the capital city. Such a large
difference has substantial implications in determining the share of immigrants that other regions in
the country may host. While official records put a greater weight on large metropolitan areas and

border cities (see A5), the internet search index indicates that immigrants are located in other areas

"See Appendix A2 for more details regarding this transformation
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too (see A4).

To determine whether the geographical intensity of Internet searches is a good measure to ap-
proximate the density of immigrants, we can apply the same algorithm in another context. The
long history of immigration to the United States, along with their experience studying and collect-
ing data on immigrants, makes this country the right subject for a robustness check. Figure 1.4
compares the number of foreign-born individuals in US states as a share of the total population (in
blue) and the Internet search intensity index for the pair of words ‘Green Card’ (in green). The
geographical distribution of immigrants according to both, the official records in the US and the
search index is very similar. The correlation between these two measures is 0.87. Thus, in a country
with relatively more accurate data on the geographical density of immigrants, the Internet search

measure seems to capture most of the variation.

Figure 1.4: Application of the Internet Search Index to the US Case

Share of Foreign Born Internet Searches
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Notes: This graph compares the regional distribution of two measures. The graph on the left (in blue), uses information
from IPUMS international to compute the share of foreign-born population in each state. The graph on the right shows
the distribution of the Internet search intensity for the pair of words ‘Green Card’. The correlation of these two distribu-
tions is 0.87, which imply, a very good overlap between both distributions.

Thus, the Internet search index for keywords that immigrants are more likely use has applica-
tions beyond the case of Colombia. This measure can be particularly useful in contexts of forced
displacement or unexpected migration waves where tracking immigrants becomes a challenging

and costly task. The development of this type of measure might allow policymakers to get timely



16

updates on the movements of displaced populations and allocate humanitarian aid accordingly.

1.4 Empirical Strategy

Dustmann et al. (2016) classify studies of migration into three categories. First, the national skill-
cell approach, which exploits the relative density of immigrants in school-experience cells. Given
that this approach often includes education fixed effects, it usually estimates the impact of im-
migration on more experienced local workers relative to workers with less experience. The main
problem with the approach is the assumption that immigrants enter markets appropriate to their
school-experience classification. In other words, it assumes no downgrading of immigrants’ skills
set. The second design is a pure spatial approach that exploits geographical variation on the density
of immigrants. In the presence of downgrading, this approach estimates the total effect of immigra-
tion for local workers in certain education-experience group. For this reason, this model is more
appropriate to study new waves of migration. Finally, the third approach is a mixture approach
that exploits the relative density of immigrants in school-experience-location cells. This approach

shares the disadvantages of skill cell-approach.

This paper studies the sudden and unprecedented nature of the Venezuelan exodus to evaluate
its effect on the labor markets of the host community using a pure-spatial approach. Using indi-
vidual data on wages and employment, a difference-in-differences design exploits the geographical
variation in exposure to migration-induced supply shocks and the timing of events 8. The analysis
focuses on the host community that has secondary completed or below. The evidence of downgrad-
ing of immigrant credentials shown in Figure 1.2 along with the low share of the host and immigrant
community accessing higher education, support the idea that this segment of the population is more

likely to be affected. The model is as follows:

}/;,Tt :6M\/en,rt + nlMRet,rt + nlMlnt,Tt + ¢/X{z} +ar+71+ Kt+ Ut (11)

8There are 30 departments collected in the data plus 13 metropolitan areas. From here on, the word ‘regions’ will
refer to both, departments and metropolitan areas. Thus, 43 regions are having different levels of exposure to the supply
shock.
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where Y; ;4 is the outcome of analysis for person ¢, observed only once in location r at time

t; Ty is a dummy that takes the value of 1 after July 2016, i.e., after the reopening of borders’;
MVen,rt 18 the size of the migration shock in r at time ¢; m get -+ controls for the migration shock
caused by Colombian returnees; mp,; -+ controls for migration shocks that the entry/exit of locals
might generate in certain regions; Xy;) is a vector of individual characteristics that include po-
tential experience, potential experience squared, years of schooling, gender, a dummy for whether
the individual is a part-time worker, and the logarithm of the aggregate labor force.; 73 is a set of
monthly dummies that control for seasonal patterns, «.. are regional fixed effects, and ¢ is a time
trend. The coefficient of interest, 31, is an estimate of the average impact that Venezuelan immi-

grants generate in Colombia.

The use of a difference-in-differences model imposes the assumption of parallel trends. That
is, had not the migration shock happened, trends on wages and employment would have been sim-
ilar across regions. Using an event study'?, I evaluate whether there are differences in wages and
employment between regions with a high influx of immigrants and those that received relatively
few. In particular, I classify all regions into two groups: those that received an immigration shock
above the median and those below the median. The event study shows the differences between
those two groups every quarter. The omitted category is the second quarter of 2016, right before

the reopening of borders.

The results of the event study, depicted in Figure 1.5, show that there are no significant differ-
ences in trends between the regions that received a high influx of immigrants with those that did
not. Joint coefficient tests with clustered as well as bootstrapped standard errors confirm that dif-
ferences between regions are not significantly different from zero before the re-opening of borders

for both, wages and employment in the formal and informal sectors. Thus, the events study provide

“Recall that I referred to this event as the first wave of migration.
10To analyze the dynamic impact of migration and the parallel trends assumption, an event study is conducted using
the following specification:

20194
}/:L,rt =ar +7+ Z Yt Tt]l[MVETL,’I‘ 2 M] + Ui, rt

t=2013q1

, where 1[Mven,r|t > M ] represents a dummy that takes the value of 1 if the average migration shock in the post-
treatment period in region r is above the median M, and O otherwise. - and 7 are region and time fixed effects,
respectively.
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evidence supporting that trends in the growth of wages and employment were similar regardless of

the shock the region received.

Figure 1.5: Event Study Comparing Regions with Migration Shocks above and below the Median

Panel A. Formal Log Wages Panel B. Formal Employment
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Notes:These set of graphs present quarterly estimates coming from an event study that compares the respective outcome
in regions with high and low inflows of immigrants. Each point corresponds to one coefficient that measures this
difference at each quarter. The vertical line is a 95% confidence interval. The black horizontal dash line is set at 0.
The point of reference, Ty, is where the blue dot without a confidence interval is located: in the second quarter of
2016, right before the re-opening of borders. Equality in pre-treatment trends are tested using a joint coefficient test

of the coefficients before the second quarter of 2016. The first tests uses clustered standard errors at the region-quarter
level, while the second tests uses bootstrapped standard errors. Panels A and C display the results of the event study in
formal and informal wages, respectively. Similarly, Panels B and D depict estimated coefficients in formal and informal

employment, respectively.
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The pure-spatial approach estimates the national average of the local wage and employment
elasticities to immigration. But one might also be interested in computing the size of the effect
in region r. In particular, one would be interested in knowing whether the region with the highest
influx of immigrants had effects consistent with the national impact. The main challenge is that we
do not observe what would have happened with region r in the absence of the migration-induced

supply shock.

To compute city-level effects, I construct artificial counterfactual cities for each of the 5 metropoli-
tan areas with the highest influx of immigrants following the methodology by Carvalho et al.
(2018). Each of these cities is compared with its artificial counterfactual in the post-treatment
period to make inference. This methodology requires high dimensionality in the data. For this
reason, data is aggregated at the regional level to construct a time-series panel with monthly fre-
quency. The dataset used in this methodology has 7., + 1 regions, the donors and the treated unit,

observed T times.

The Artificial Counterfactual (ArCo) methodology follows two steps:

1. Suppose y; is the outcome we are evaluating, say wages or employment. For the unit of
analysis r, we do not observe what would have happened had it now received a high influx
of immigrants, that is, we do not observe y? for ¢ > Tg, where Tj is the time the unit started
to receive the migration-induced labor shock. However, we can predict that scenario using
the first Ty — 1 observations of the time series and the following model: 9 = M, +&;, where
M is an elastic net in this paper but could be any measurable mapping. In other words, this
step computes an artificial treated region in the pre-treatment period using the pre-treatment

observations of the donor units.

2. Once we have computed the first step, we can compute the counterfactual in the post treat-

ment period Mt for Ty, ..., T.

The ArCo estimator is then

A 1
Ar=——> (5 —9) (1.2)
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Although this methodology is similar to the Synthetic Control methodology pioneered by
Abadie and Gardeazabal (2003), the ArCo method offers two key advantages for the study of labor
outcomes. First, it does not rely on a convex combination of donor observations to construct the
counterfactual, which can lead to biased estimators (Ferman and Pinto, 2016). Second, it exploits
time variation of outcomes, which increases the number of observations from which the counter-
factual is build. On the contrary, the synthetic control usually removes the time-series dynamics
because it uses time averages of the observed donors. Thus, the number of observations used to

compute weights in a pure cross-sectional setting is very small.

Figure 1.6 illustrates how this methodology fits the data in Cicuta, the largest entry point from
Venezuela to Colombia. The figure depicts the actual data in black for both, informal wages (on the
left) and informal employment (on the right). The green lines portray the fitting of the elastic net
on the training data. Note that the training data is that of the pre-treatment period or the monthly
observations before the re-opening of borders. The vertical dashed line visually marks this point
in time. The figure shows that the elastic net model is able to fit the data almost perfectly. Using
the results of the training data, the counterfactual is constructed and depicted in light blue along
with its confidence interval at the 95%. The average difference between the light blue line and the
dark blue line in the post-treatment period is the average treatment effect (Ap). Preliminary results
from the visual inspection of this figure point towards a decrease in informal wages and an increase

in informal employment of nationals in the city of Cucuta.
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Figure 1.6: Fitting of the Artificial Counterfactual to the Data in Ctcuta, the Main Entry City.
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Notes: Both graphs display the fitting of the ArCo methodology to the data using as example the results for Cucuta,
the main border city. The graph on the left shows the results in informal wages and the one on the right in informal
employment. The black line depicts the observed data. The green line shows how the elastic net fits the observed data
in the pre-treatment period. The light blue line depicts the prediction of the model in the post-treatment period along
with a 95% confidence interval. The vertical dashed line signals the moment in time when borders re-opened. Results
for other regions are shown in Figures A2 and A3 in Appendix C.

1.5 Results

Table 1.2 shows the main results for the difference-in-differences model described in equation 1.
Panel A presents effects on wages and Panel B on employment. Each column presents results com-
ing from a linear regression that uses the sample of Colombians who have not changed their place
of residence in the last year. My .,, ,+ measures the supply shock from the influx of Venezuelan im-
migrants while Mg .+ measures the equivalent shock from Colombian returnees. Although Table
A4 presents evidence that the arrival of immigrants is not instigating Colombians to out-migrate to
other cities within the country'!, this and subsequent estimations in this paper control for M Int,rt-

The literature shows that failing to control for this effect would bias the estimates towards zero

"Table A4 shows estimates of a linear regression of the flow of Venezuelans into city r at time ¢ on the flow of
internal migrants. The regression includes region and time fixed effects. The regression shows that for an increase in 1
percentage point in the number of Venezuelan immigrants as a share of the labor force, there is a displacement of 0.01
percentage points. This effect is small and not significant.
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(Card, 2001; Borjas, 2003).

Table 1.2: Effects on Wages and Employment

() 2) (3)
Formal  Informal Both
Panel A. Wages
My en rt -0.000  -0.006%** -0.005***
(0.001) (0.002) (0.002)
Observations 276,332 689,062 965,394
R-squared 0.049 0.091 0.133

Panel B. Employment

My en rt 0.002%* 0.001 0.001*
(0.001) (0.000) (0.000)

Observations 404,347 927,731 1,223,911

R-squared 0.143 0.053 0.038

Notes: This table presents the results of the estimation of Equation 1
using a difference-in-differences design. These regressions use the sam-
ple of Colombians who have not changed their city of residence in the
past year and who have completed secondary or less. Panel A displays
the effects on wages while Panel B shows the effects on employment.
A description of the labor market outcomes is available in Appendix A.
Column (1) presents the results in the formal sector, Column (2) in the
informal sector, and Column (3) in both. Standard errors, in parentheses,
are clustered at the region-month/year level. *** p<0.01, ** p<0.05, *
p<0.1

There is a negligible reduction in wages of nationals cause by the arrival of Venezuelan Immi-
grants. If the number of immigrants as a share of the labor force were to increase one percentage
point, the reduction would be of 0.6% in the informal sector. Colombian returnees on the other
hand generate a larger impact. There is a reduction of 5.3% in wages in the informal sector of the
nonimmigrant population if the share of returnees were to increase 1% percentage point. There are
no effects of immigration on formal wages. The latter can be partially attributed to the fact that

immigrants enter at a lower rate into formal markets, in spite of the relatively easy access to work
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permit. Thus, the downward pressure on wages is larger in informal than formal markers.

These close to zero effects are not abnormal in the literature of immigration that use a pure-
spatial approach. Card (2001); Boustan et al. (2010); Dustmann et al. (2012)provide examples with
similar effects in the United States and the United Kingdom. Part of the rational for the lack of
effects on wages is related to rigidities in the short term. The presence of institutional constraints
such as minimum wages and unions makes it challenging for wages to be elastic downwards. This

is especially true in the low tail of the nonimmigrant wage distribution, which is the focus of this

paper.

Turning to the effects on employment, the results suggest null effects. If anything, for every
increase of one percentage point of the immigrant population there is an increase in formal em-
ployment of 0.2 percentage points. However, this effect is only significant at the 10% level of
confidence. There is no significant effect on informal employment. The large number of observa-
tions imply this is a very precise null effect. This effect is not uncommon in the literature either. On
the contrary, papers that find adverse effects on employment caused by migration-induced supply
shocks usually fail to define the appropriate labor market that immigrants enter (for instance, those

that use the pure national education-experience cell approach).

Two main reasons might be driving the results on employment: First, there is a relatively siz-
able segment in the literature of migration that shows immigrants are risk takers. This characteristic
makes them more prone to be entrepreneurs and innovators (Bahar et al., 2020b; Bernstein et al.,
2018). If immigrants are becoming entrepreneurs upon arrival or becoming self-employed, em-
ployment of the nationals would remain unaffected. Second, the time frame of the Venezuelan
exodus is not long enough to let the market react to the shock. This is a plausible explanation given
that the peak was achieved in May 2018, and this paper uses data until December 2019. Future

research to evaluate the medium and long-term effects of this migration wave is thus needed.

The city-level effects, which compares selected cities with their own Artificial Counterfactual
city, draw similar results. Figures A2 and A3 depict the fitting of the elastic net in 6 selected

cities/regions on the training data (in green), and the prediction on the post-treatment period (in
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blue). It shows that each artificial city fits the data perfectly in the pre-treatment period.

The comparison between the observed data and the artificial counterfactual identifies the treat-
ment effect from the migration-induced supply shock. Table ?? summarizes the results. Columns
(1) and (4) show the size of the impact on wages and employment while columns (2)-(3) and (5)-(6)
display their confidence intervals at the 5% level of confidence. Panel A displays results on wages
while panel B on employment. In terms of wages, the cities most hit by the immigration wave are
the cities of Cuicuta and Bucaramanga in the informal sector, and the department of Atlantico in the
formal sector. Although statistically significant, these effects are still small. In Cdcuta, the most
important border city, an increase in the immigrant share of 1 percentage point leads to a decrease

in hourly earnings of up to 4%. For all other cities the effect is also small or nonsignificant.

1.6 Heterogeneous Effects

Although the national and city-level effects are negligible, one might think that the arrival of mi-
grants has affected specific groups of the population. To test this hypothesis, I first assess whether
women are more affected by this shock. Using a variation to the model of Equation 1 in which
a triple interaction is included, I find that formal and informal wages are relatively less affected
in women (see Table A2). Remembering that the average effect is zero, this result reinforces the
tendency to zero. Table A3 shows that the effects on employment are not different for women and
men in the informal sector. However, the results in the formal sector indicate that women benefit

relatively more from the migration shock by increasing their holding of formal jobs.

One can also think that younger generations are the most affected by the influx of immigrants
due to their shorter experience and lack of credentials. Using a triple difference model for cate-
gories of variables, evidence is found that, compared to workers over 55 years of age, the youth are
slightly more affected in terms of wages. The size of this effect is, however, small. For an increase
in 1 percentage point on the share of immigrants, individuals aged 15-24 perceive a reduction in

informal wages of 0.7% while an increase in formal wages of 0.2%.

As can be seen in figure Al, the majority of Venezuelan immigrants enter service and sales
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occupations, administrative jobs, and elementary occupations. For this reason, tables A3 and A2
present results that focus on these sectors. Each row of panel C comes from a linear model that
distributes Venezuelans in the national territory according to the distribution shown in Figure Al.
The final result is a regression that assumes there is a migrant-induced supply shock for each
occupation-region-month cell. The results show a significant 5.3% reduction in hourly wages for
those Colombians working in elementary occupations in the informal sector. The drop in wages
is smaller for sales, service and clerical support workers. In terms of employment, the estimates
suggest that migration has no impact on these sectors. In other words, labor demand is capable of

absorbing the shock quickly.

1.7 Final Remarks

Large immigration waves cause concern among policymakers and nationals. According to Gallup
(2012-2014), 1 in 3 people think immigrants take jobs that nationals want. Colombia has not been
an exception to this rule. The recent influx of Venezuelans to Colombia has been very substantial

for a country the size of Colombia.

In this paper, I studied the effects on labor markets of a massive and unprecedented immigra-
tion flow from Venezuela to Colombia. In this context, I take advantage of the timing of events, the
size of the event, and an open-borders policy to evaluate how the surge of immigration has affected
wages and employment in the formal and informal sectors for Colombians. But evaluating if there
is an effect of immigration on wages has been difficult in the past for two main reasons: first, it is
difficult to find large and unexpected (exogenous) waves of immigration, luckily, the venezuelan
exodus enters into this category; and two, it is difficult to identify where migrants settle once they

cross the border in the presence of documented and undocumented migrants.

To address the latter, I use the Internet search intensity of keywords that Venezuelans, not
Colombians, are more likely to use. The results show that the Internet search index is more par-
simonious than official records in contexts where immigration is relatively a new phenomenon.
While the official records overestimate the presence of immigrants in large and border cities, the

Internet search index shows immigrants are spread across the national territory. This measure
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seems to work in other contexts too. For example, I show evidence of the high correlation between

the Internet searches of the words ‘Green Card’ and the percentage of foreign-born in the US States.

Combining the time and geographical variation in the Internet search index, individual infor-
mation on wages and employment from the Colombian Labor Market Survey, and a difference-
in-differences design, the findings reveal negligible changes in wages in both formal and informal
sectors due to migration-induced supply shocks. If anything, there are mild reductions in wages
of natives working in occupational labor markets in which migrants are entering disproportionally
more, such as elementary occupations, services, and clerical jobs. The results suggests that, in the
worst-case scenario, a one-percentage point increase in the migrant labor supply will result in a
decrease of up to 5 cents per dollar. Regressions also suggest a precisely estimated zero change in

employment.

Using artificial counterfactual (ArCo) cities to compute city-level effects, the results are con-
sistent with those of the difference-in-differences model for most cities. That is, there are mild
reductions in wages and null effects on employment. Altogether, the findings support the idea
that opening borders and allowing immigrants to enter a country freely do not damage the labor
prospects of their native population. For the main entry point, Cuicuta, there are slightly larger

adverse effects.

In summary, this paper finds that the open borders policy that Colombia implemented has not
generated adverse effects on the labor outcomes of Colombians. Other upcoming papers point
in the same direction (see for example Bahar et al. (2020a); Tribin-Uribe et al. (2020); Morales-
Zurita et al. (2020)). This paper adds to a growing wave of literature that is accumulating evidence
supporting open-door policies. This branch of literature has also found that, contrary to the believe
of some, immigrants do not generate increases in crime or victimize nationals (Tribin-Uribe and
Knight, 2020). On the contrary, in the long term, the literature has found evidence of the benefits
that the arrival of immigrants has in terms of entrepreneurship and innovation. Newly produced
research have also found that places where immigrants go reduce unemployment because they
cause increases in housing value and increases in consumption (Howard, 2019; Tribin-Uribe et al.,
2020).
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2.1 Introduction

Forced displacement causes abrupt changes in living conditions. Immediately after displacement,
forcibly displaced people are often in a highly vulnerable situation due to the loss of assets, the
disruption of family structures, the loss of support networks, and their limited access to labor mar-
kets and services. These changes occur within existing structures of gender inequality, and while
men, women and children are all likely to be adversely affected, these changes may have differ-
ent consequences for women and girls relative to men and boys. However, one might also expect
that the impacts of displacement may be mitigated over time as displaced people establish new
homes and networks, find work, and integrate into their new communities. Empirical research on
income poverty rates among displaced populations is growing, yet the impact of gender inequality
on poverty among displaced populations is rarely discussed, nor is much known about the dynam-
ics of poverty in situations of displacement, largely because of lack of data. This study seeks to fill

this gap.

Understanding how gender inequality affects spending capacity among displaced populations
is important as displacement changes social structures and access to opportunities in ways that dif-
fer for women and men. For example, during displacement, household composition changes due
to separation, conflict-related mortality, or widowhood. This shock often results in the formation
of new female-headed households. Evidence for sub-Saharan Africa shows that female-headed
households that have previously been highly dependent on male income — notably, widow-headed
households, — are particularly prone to poverty, although other types of female-headed households
may not be more likely to be poor than male-headed households (Brown et al., 2019). For this
reason, while it is important to analyze differences in poverty risk between households with female
and male heads, it is also important to understand how different routes to female headship, and the

changes in the household composition more broadly, impact poverty risks and expenditure levels.

This paper explores level and distributional changes in expenditure among Syrian refugee
households in Jordan between 2013 and 2018 using a gender lens. By the end of 2018, the UNHCR
had registered more than 671,000 Syrians who had fled their homes and and settled in Jordan.' At

"UNHCR’s data portal records 671,551 registered Syrian refugees residing in Jordan on 13 January 2019. See
UNHCR (2022c) available at https://data.unhcr.org/en/situations/syria/location/36.
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the end of the time period covered by this research, the UNHCR’s 2019 Vulnerability Assessment
Framework (VAF) population study? (Brown et al., 2019) revealed that 78 percent of the population
of registered refugees lived below the Jordanian poverty line, and between 2017 and 2019, there
has been only a 2-percentage point reduction of highly vulnerable cases.> The UNHCR (2018c)
also reports that close to 37% of the registered Syrian refugees in Jordan are separated from at
least one family member. Household structures have often been fluid. Many Syrian families sent
members ahead to Jordan to settle and sometimes, after the reunification of the rest of the family
in Jordan, male family members travelled on to Turkey or to Europe (UNHCR, 2018b). These
separations likely affected families emotionally and economically. However, little is known about
the changes in economic well-being over time or how gender inequality has shaped poverty and

expenditure outcomes.

We use two waves of data from a unique household survey, the United Nations High Com-
missioner for Refugees (UNHCR) Home-Visits survey for 2013-14 and 2017-18. First, we create
comparable measures of expenditure per capita over time. Then, we assess whether certain types
of households are more likely to be below the median of the per capita expenditure distribution in
each time period. The UNHCR registers households as having a male or female principal applicant
(PA), and we use this classification as equivalent to male or female headship used in the poverty
literature. We find that there is no significant difference in the share of female- versus male-PA
households below the median in either 2013-14 or 2017-18.

However, there are important differences between male and female PA households that affect
the probability of being poor. As is evidenced in other countries (see for example Brown et al.
(2019)’s study of 43 African countries), we find that Syrian refugee female-PA households are
smaller in size than male-PA households. Once economies of scale in consumption are considered
we find that female-PA households are more likely to be poor than male-PA households, and that
this gap has widened over time. Compared to other household heads, single caregivers (the vast

majority of whom are women) exhibit some of the highest risks of being poor and this risk has

“The Vulnerability Assessment Framework for 2019 is based on analysis of a data collected from a random, repre-
sentative sample of registered refugees in October and November of 2018. The sample consisted of 2,248 Syrian refugee
households, which comprised 3,712 cases, or household units, and over 10,400 individuals and was fielded in October
and November of 2018.

3A case is roughly equivalent to a household unit.
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increased over time.

We also find that the distribution of expenditure changed over time, in a way that negatively
affected female-headed households. The gap between male- and female-headed households grew
over time, causing a deeper gap to be experienced among the poorest households. The factors that
affected this trend cannot be explained by the demographic variables of the household members or
by the type of family arrangement, but are possibly explained by factors exogenous to the house-
hold.

Our contributions to the existing literature are thus twofold: first, we present results on the
evolution of poverty among refugees; and second, we show that identification of how poverty rates
differ between households and their trends over time is highly sensitive to the choice of poverty
measurement in the context of displacement. Policy design should consider these differences and

consider the size and structure of the family, as well as its income and assets.

The paper proceeds as follows: in section 2, we describe the relevant context in Jordan, and
section 3 provides information about the dataset. Section 4 presents our empirical strategy, and
section 5 documents changes in demographic characteristics, family composition, and their associ-
ation with changes in poverty for Syrian refugees living in Jordan between 2013 and 2018. Section
5 also explores the link between gender inequality and poverty by examining differences between
male- and female-PA households and households with different demographic compositions, illus-
trating the sensitivity of the results to assumptions made about economies of scale. Finally, we

consider the policy implications of our results.

2.2 Context

The war in Syria has unleashed an unprecedented humanitarian crisis. Since the civil war started
in 2011, 5.3 million Syrians out of a population of 21 million in have fled Syria (UNHCR, 2019a).
Most found asylum in neighboring countries. From the onset of the crisis Jordan has opened its

doors to refugees, accepting large numbers of people who fled across borders into the country;
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while some register with the UNHCR, many others do not. As of June 2022, the UNHCR reported
that there are 5.7million registered Syrian refugees. About two thirds of these refugees, 3.7 mil-
lion, reside in Turkey. Jordan hosts 675,000 registered Syrian refugees, which is about 12 percent
of their total number (UNHCR, 2022b). Most Syrian refugees entered Jordan in 2013 when the
total number of registered Syrian refugees increased from just over 120,000 in January 2013 to
576,000 and refugee numbers continued to increase as more people fled Syria up until 2016. Since

then, the increases in the number of registered refugees in Jordan is predominantly due to births.

At the end of 2018, Jordan hosted an estimated 1.36 million Syrian refugees (with 665,884 reg-
istered), representing 15 percent of Jordan’s total population. The majority of registered refugees
live in host communities, mainly in Amman and in the northern governorates, with around 10
percent living in camps (Hashemite Kingdom of Jordan, 2020). The Government of Jordan has
implemented a series of policy reforms and initiatives that have aided the inclusion of the Syrian
people in Jordan, and is one of the first countries globally to pilot a development-focused refugee
response program (World Bank, 2021b).* However, little is known about the evolution of poverty

over time among Syrian refugees in Jordan.

As noted by Verme et al. (2015), Syrian refugees faced three main challenges upon arrival:
(i) a limited supply of basic services in the host economy due to institutional capacity constraints;
(i1) limited access to the labor market and other economic opportunities due to skill mismatches
between the Jordanian labor demand and Syrians’ qualifications; and (iii) risk of human capital

depletion due to low access to education and lack of use of skills.

The risk of poverty was found to be high and gendered among Syrian refugees in 2013. Hanmer
et al. (2020) found that in 2013 half of the female principal applicants® for nonnuclear households
— a household comprising a family group not composed solely of parents and their children - lived
below the poverty line, compared to only one-fifth of male principal applicants for nonnuclear

households. Nonnuclear households represented about 92% of all female-headed households and

“These reforms and initiatives include granting work permits for Syrian refugees in sectors such as agriculture,
construction, retail trade and manufacturing; providing free access to schools and waiving the documentation required
for enrollment; and including refugees as part of national plans on COVID-19.

>The principal applicant is the person who receives assistance from UNHCR for the family and is self-selected or
selected by the family.
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31% of all Syrian households. For widows, poverty risk was 10 percentage points higher than
for couples with children. However, new households formed as a result of displacement, for ex-
ample households of siblings or unaccompanied children, were by far the most likely to be poor
than other types of households. For unaccompanied children poverty risk was 20 percentage points
higher than for couples with children after receiving cash assistance. At the same time, there were
differences in poverty risk among female-PA households — single women and single women care-
givers were more likely to fall into poverty and more likely to depend on cash assistance than

female-PA households who were married and/or had other male adults in the household.

To extend education to Syrian children, the government of Jordan quickly implemented a two-
shift system, hired more teachers, and built schools. Although enrollment rates among Syrian
refugees remain lower than those of Jordanians, their enrollment rates have increased over time.
In 2014, fewer than 45 percent of refugee children were in school (Barbelet et al., 2018). As of
2018, nearly 70 percent of Syrian refugee children between the ages of 6-15 were enrolled, with
rates slightly higher for boys than for girls. School enrollment rates are lower than before the war
in Syria; primary school enrollment was universal, and secondary school enrollment rates were
around 75 percent for both girls and boys. In contrast, 97 percent of Jordanian children are in
school (UNICEF, 2014). Hagen-Zanker et al. (2017) found that distance, transportation costs, and
harassment are among the reasons preventing access to schooling for refugee children of all ages.
Safety concerns, particularly risks of gender-based violence also limited access, especially for girls.
For secondary school-age children, these factors combined with the need to generate income for
their households — particularly for boys —exacerbated their likelihood of dropping out (UNHCR,
2018b).

Finding employment was particularly challenging, especially in the early years of displace-
ment. Initially, on arrival, Syrians could apply for work permits in specific sectors subject to
quotas. However, the majority of Syrians undertook informal sector jobs that often were subject
to exploitation. They usually worked long hours, had very low wages, and were subject to arrest
by the Ministry of Labour patrols (Bellamy et al., 2017). By 2015, one in two refugees wanted

to leave Jordan because they saw no future (Norwegian Refugee Council, 2016). As of 2020, the
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unemployment rate for Syrian refugees was around 17 percent (ILO, 2021), compared to 13 per-
cent in Jordan nationally, with women’s unemployment at 23 percent (World Bank, 2021c). An
assessment of individuals and enterprises that received support from the ILO and humanitarian
organizations found that COVID-19 disproportionately affected Syrian refugee workers, with one
third losing their job following the 2020 pandemic outbreak, compared to 17 percent of Jordanian
workers (ILO, 2019).

The Government of Jordan has been acutely aware of the problems facing Syria refugees and
has taken important steps to respond to the impact of the Syrian crisis. Several Response Plans
sought to integrate policies on livelihoods and education and move from a short-term humanitar-
ian approach to a development perspective (Government of Jordan, 2017). In 2014, the Jordan
Response Platform for the Syria Crisis (JRPSC) was established to coordinate and monitor the
preparation and implementation of Response Plans in various matters including social protection,
food security and livelihoods, water and sanitation, health, education, among others (Government
of Jordan, 2015). Humanitarian assistance supported by the United Nations, including the UNHCR
and the World Food Program, and by international donors such as USAID, the International Rescue
Committee, and CARE, is also a crucial element of support to refugees in Jordan. A significant
component of this assistance is cash-based programming. By 2018, Jordan was the UNHCR’s sec-
ond largest cash operation worldwide (after Lebanon) (UNHCR, 2019c¢), providing US$98 million

in assistance to over 435,000 refugees (Brown et al., 2019).

In 2016, Jordan became the first country in the Arab region to facilitate Syrian refugees’ ac-
cess to the labor market (ILO, 2019). The Jordan Compact sought to advance long-term solutions
through promoting access to education and to employment opportunities for Syrian refugees — in-
ternational donors pledged $700 million in the form of grants, $1.9 million in concessional loans
from the Multilateral Development Banks at concessionary rates, trade benefits with the European
Union, and investments in the Jordanian economy (OECD, 2016b). The payment of grants and
loans was tied to specific targets for refugees that included the provision of an additional 50,000
school places in 2017, the issue of 200,000 work permits by 2020 (UNICEF, 2016), and employ-
ment quotas in particular sectors (Barbelet et al., 2018; Kelberer, 2017). In 2021, the Jordanian
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government issued a record 62,000 work permits to Syrians, increasing opportunities for employ-
ment (UNHCR, 2022a). Work permits have increased wages and employment stability for Syrian
refugees. In 2020, 25 percent of Syrian refugees with a work permit had a written contract with

their employers and were covered by social security, compared to 9 percent of those without a per-
mit (Stave et al., 2021).

Although the number of Syrians with work permits has increased, they still mainly find jobs in
the informal sector since there is reportedly a mismatch between their skills profiles and the sectors
in which they are allowed to work (Barbelet et al., 2018). Interview and survey data of Syrian
refugees further revealed that a majority of workers, including those with higher skill levels, felt
unsafe in their jobs due to frequent harassment, low bargaining power, harsh labor conditions, and
little agency to change their situation due to fear of the authorities (IRC and Airbel Impact Lab,
2016). In this context, women are more disadvantaged than men. Given the direct and indirect
costs of acquiring work permits (such as the direct cost of the transaction, the costs of providing
all required documents at different institutions, transportation costs to complete those transactions,
time and resources forgone that would have been used to work or care for children), it is often only

male family members that are in a position to apply for work permits.

The limited availability of employment opportunities for women is strongly associated with
social norms that bind women to specific roles in society (Kelberer, 2017). Data from the World
Development Indicators (WDI) show that in 2019 only about 13 percent of women over 15 years
old participated in the Jordanian labor market. Refugee women’s options in the labor market are
limited; for most part they are limited to the informal economy, mainly carrying activities such as
tailoring, cleaning houses, and cooking for neighbors and family (UN Women, 2018). Changing
gender roles in the labor market can cause tensions and have been linked to increased rates of do-

mestic violence in refugee households in Jordan (Hagen-Zanker et al., 2017; Culcasi, 2019).

The most common reason for low levels of female labor force participation is family respon-
sibilities such as childcare and housework, reported by 44 percent of Syrian refugee women and
Jordanian women of working age (Stave et al., 2021). This is deeply tied to engrained norms sur-

rounding gender roles. A recent analysis of gender norms in Jordan found that women and girls
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hold more equitable gender role attitudes than their male counterparts and that there are no signifi-
cant differences between Syrians and Jordanians (Krafft et al., 2018). Restrictive norms perpetuated
by men continue to severely restrict women’s access to the formal labor market. Fortunately, the
Jordanian Government has worked in recent years to address this problem. For example, in the
amendment made to the Jordanian labor law in 2019, the provision of childcare services was made
mandatory in every business that has 15 or more employees, male or female, with children under
5 (World Bank, 2021a). However, implementation is not consistent and low-income households
report less access to childcare services (Weldali, 2022). Home-based businesses can also provide
important access to economic opportunities for women, albeit within a limited number of sectors,
and the government of Jordan’s 2017 amendments of the regulations governing the licensing of
home-based business is particularly important for female entrepreneurs in both host and refugee

communities (Ait Ali Slimane, 2020; Turner, 2019).

2.3 Data and Descriptive Statistics

We use two rounds of household-level data collected by the UNHCR in 2013-14 and in 2017-
18.° These data come from two sources, namely, the Profile Global Registration System (ProGres)
and Jordan Home Visits (JD-HV). ProGres records demographic information of each individual
refugee and their household at the time of registration with the UNHCR, including the relationship
of each household member with the principal applicant. In this paper, we refer to the self-identified
principal applicant as the household head — the term used in the poverty research literature. Self-
identification is commonly used as a means of identifying the household head in household surveys
of income, consumption and expenditure, which are used to estimate poverty rates (Hanmer et al.,
2020).

Home visits began at the same time as the UNHCR cash assistance program was launched.
The program aimed to assist vulnerable Syrian households to meet their basic needs. During the
home visits, the UNHCR determined whether a household met the criteria to qualify for assistance,

considering economic poverty and the presence of members in the household requiring protection.

SFor simplicity, from now on we refer to the first wave as the 2013 wave, and to the second wave as the 2018 wave.
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Since 2013, these visits have been conducted for every registered household by the UNHCR out-
side of the camps (UNHCR, 2014).

At registration, each household is assigned a unique registration number that serves to cross-
reference the initial registration data with the Home Visits data. Home Visits data are collected for
about one-third of the registered households. In both waves, the selected households to be inter-
viewed are those that the UNHCR considers to be most vulnerable in terms of education, specific
needs and the use of livelihood coping strategies (UNHCR, 2018c), thus, they are a nonrandom
sample of all registered Syrian households in Jordan. During Home Visits, data on household ex-
penditures, aid, income, schooling, and other demographics are collected. Each wave of data is
a snapshot of a different nonrandom sample of registered refugees because the pool of registered
households changed over time. However, because of data confidentiality, we could not link records

across years. For this reason, we treat each wave as an independent sample of cross-sectional data.

We compare 204,941 individuals in 54,900 cases (households) in the 2013 wave, with 195,930
individuals in 43,292 cases in 2018. We focus on comparisons between different types of house-
holds; however, we use individual characteristics to determine the household categories. A case
is formed when a Principal Applicant (PA) registers at a UNHCR office seeking asylum. Initially
the self-identified PA reports all members of the household and their demographic characteristics,
which are recorded in ProGres. Subsequently, the UNHCR carries out individual interviews with
each family member and records their data in ProGres. The PA is also the person who receives
assistance from the UNHCR although he/she may not be the only recipient of humanitarian assis-

tance.’

Although income data are available, we use expenditure data from the JD-HV. The existing
literature leans toward computing poverty estimates based on expenditure rather than income be-
cause: (i) income do not capture the possibility that there are people who can live off their savings

or have assets to meet their immediate needs; (ii) consumption is smoother and less variable than

"The monthly per capita cash assistance Syrian refugees receive is roughly 60-65% the Survival Minimum Expendi-
ture Basket (SMEB) and is intended to cover rent, water and sanitation costs. Assistance levels are mainly determined
by family size. Since 2014, PAs often make the withdraws of their allocated cash assistance using iris scan enabled ATM
machines (UNHCR, 2018c¢).
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income, especially in agricultural economies; and (iii) income reporting appears to be more mis-

leading, especially for those with more resources who tend to underreport income more (Carletto
et al., 2022; Cutler et al., 1991; Deaton and Zaidi, 2002; Meyer and Sullivan, 2003, 2011, 2012).

Aggregations of expenditure categories were used to compute total expenditure; however, the
main challenge was constructing comparable expenditure estimates across waves given a change in
the number of spending categories included in the questionnaire. In the 2013 wave, there were nine
expenditure categories, namely, rent, utilities, food, water, health treatment, education, transporta-
tion, basic households needs and others. In addition to these categories, the 2018 home visit survey
records expenditure data on infant needs, hygiene items, debt payment, and telecommunications.
This difference in expenditure categories could inflate reported expenditure in the second wave.
This is because survey respondents people tend to reveal more accurate information when asked
item by item, than when asked for an expenditure or income aggregate. In part, this may be due
to an intention to withhold information to obtain the monetary assistance, and in part, it has to do

with the recall error that this type of questionnaires elicit.

To aggregate expenditure, we restrict the number of categories to those in both waves which
represent a sizable portion of a household expenditure; that is, rent, utilities, food, water, and
transportation. These five categories average 97.5 percent and 77 percent of household expendi-
ture in the first and the second waves, respectively. While spending on healthcare, education, and
household items were also recorded in both waves, the amounts were not large and were excluded
because healthcare and education expenditures may reflect a vulnerability (for example, caused by
illness or disability in the case of health care), or a luxury for those who can access the service,
and because these data were often missing. We do not include humanitarian cash assistance in the
computation of total expenditure because survey respondents would not count cash assistance as

part of their spending but rather as part of their income.

Our data enable insights into the change in refugee household’s composition five years after
their original displacement. The share of PAs (which we classify as household heads) who are
women rose from 27 to 38 percent between 2013 and 2018. Interestingly, however, the characteris-

tics of Syrian households observed in the data seem to be similar in both waves. For example, PAs
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in 2017-18 are about four years older on average compared to PAs in 2013-14. This is partly be-
cause most Syrian refugees arrived and were registered by 2013. By December 2017, registrations
increased by only 14 percent relative to December 2013, which suggests that we are observing a
similar pool of individuals in both waves; according to the UNHCR most of the population increase

in 2017-18 is accounted for by babies born to Syrian refugee women living in Jordan.®

Table 2.1: Characteristics of Male and Female Principal Applicant (PA) Households

2013-14 Wave 2017-18 Wave
Male Female All Male Female All
Variable PA PA PA PA PA PA
All PAs, % 72.6 27.4 62.0 38.0
Age of PA 38.0 40.5  38.7 41.9 44.1 427
Elderly PA (%) 39 6.5 4.6 6.5 10.2 7.9
Able-bodied male adults (%) 38.0 8.4 29.9 314 133 245
Married PAs below 18 (#) 10.0 11.0 220 0.0 2.0 2.0
Marital Status of PA
Married with spouse in the hh 75.3 9.9 574 88.0 184  61.6
Married without spouse in the hh 8.8 543 212 6.0 40.3 19.0
Single or engaged 14.6 7.7 12.7 4.9 7.9 6.0
Divorced or separated 0.6 54 1.9 0.7 8.6 3.7
Widowed 0.8 22.7 6.8 0.5 24.8 9.7
Education of PA
Less than 6 years 16.6 28.5 19.8 18.8 33.1 24.2
6-11 years 61.8 542 597 61.8 522 58.1
More than 12 years 18.5 14.9 17.5 19.5 14.7 17.6
Family Type
Couple residing together with children 65.7 8.8 50.1 73.5 13.9 50.9
Couple residing together without children 6.0 0.8 4.6 6.3 1.7 4.6
Single caregivers 4.6 47.8 16.5 5.0 36.5 16.9
Single -person 16.6 20.3 17.6 7.3 21.3 12.6
Unaccompanied children 0.7 1.1 0.8 0.1 0.2 0.1
Non-nuclear and other hhs 6.5 21.2 10.5 7.7 26.5 14.9

Source: Own calculations based on ProGres and JD-HV database. Note: PA = principal applicant. PA is determined
at the time of registration. This table contains data on 42,505 observations in 2013 and 40,483 observations in
2018. To make both waves comparable, we excluded observations in wave one that did not receive the home visit
questionnaire or that reported having no expenditure. For this reason, this table contains figures that slightly differ
from Table 1 in Hanmer et al. (2019), which had 54,408 observations.

Hanmer et al. (2020) reported striking differences between the characteristics of male- and

8We do not have the information to be able to merge the datasets from both waves based on case identification
numbers.
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female-PA households in terms of education, marital status, and family types.” Table 2.1 confirms
the persistence of these differences in the 2018 wave. In both waves, about 80 percent of PAs
are married, however most male PAs are accompanied by their spouse (75 percent in 2013 and 88
percent in 2018). In contrast only 10 percent female PAs were married and accompanied by their
spouse in 2013, although by 2018 this share had increased to 18 percent. Part of the explanation
for this shift may be associated with the spouses being able to reunite years after the crisis. Among
female PAs the share of divorced or separated women increased by about 4 percentage points and

widows by about 2 percentage points in 2018 compared to 2013.

Most principal applicants have completed primary education — only 20 percent in 2013 and
24 percent in 2018 have less than 6 years of education. Taking a gender lens to human capital
achievements, the share of female PAs with more than 12 years of education is about the same in
both waves (15 percent), while the share of female PAs who had not completed primary school
rose by about 4 percentage points. In contrast the percentage of male PAs with more than 12 years
education increased slightly by about 1 percent and the percentage of male PAs who had not com-
pleted primary school rose by about 2 percentage points. So, on average male PAs have more years

of schooling than female PAs and this gap widened between 2013 and 2018.

Household composition of refugee households can change over time as family splitting is a
common response to conflict (Briick and Schindler, 2009; Ibafiez, 2009). However, between 2013
and 2018 on average the composition of Syrian refugee households has not changed. In 2013 and
2018, one in two households are couples with children and one in six households has a single care-
giver, the vast majority of whom are women. However, there are differences in the distribution of
different types of female households in 2018 compared with 2013. There are fewer female single
caregivers (49 percent in 2013 compared to 37 percent in 2018) and more female-PA couples with
children and female-PA non-nuclear and other household types. Thus, some households that had
female single care givers in 2013 may have been joined by their husbands and others absorbed into
the households of relatives by 2018. The other notable change over time is in the distribution of

male-PA households across family types. Most male-PA households are in couples with children

Following their methodology, family types are defined based on the reported relationship with the principal appli-
cant, age, and disability status. For example, single caregivers are individuals, married or unmarried, who did not report
a husband/wife with them at the moment of settlement, but did report elderly, children or disable household members.
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(66 and 72 percent in 2013 and 2018 respectively). However, the share of single male PAs falls

from one in six male-PA households in 2013 to one in 14 in 2018 (17 to 7 percent). In contrast,

among female principal applicants single women account for one in five principal applicants in

both 2013 and 2018.

Table 2.2: Household Composition by Household Head

2013-14 Wave

2017-18 Wave

Male Female All Male Female All
Variable PA PA PA PA PA PA
Household size 4.2 3.6 4.0 4.7 3.5 4.2
Children (%) 52.6 59.2 54.2 52.7 53.1 52.9
Boys (%) 27.3 30.5 28.1 26.9 27.1 27.0
Girls (%) 253 28.8 26.1 25.8 26.0 25.9
Adults (%) 47.4 40.8 45.8 47.3 46.9 47.1
Men (%) 26.6 7.8 22.0 25.7 12.8 21.6
Women (%) 20.8 33.0 23.8 21.6 34.0 25.6
Dependency ratios
Children 1.09 1.76 1.28 1.19 1.43 1.28
Children and elderly 1.12 1.82 1.31 1.23 1.53 1.34
Children, elderly and disabled 1.14 1.84 1.34 1.27 1.58 1.38

Source: Own calculations based on ProGress and JD-HV database. Note: PA = principal applicant. PA is deter-
mined at the time of registration. Dependency ratios are defined as the proportion of the groups in the rows to

adults.

On average, family size has remained the same over time for female PAs but has increased

slightly — by about 0.6 to 4.7 -— in male-PA households. In other words, about half of male-PA

households have an additional family member in 2017-18. Households with a female PA have

fewer male adults than households with male PAs in both waves. In the average household of four

people, in male-PA households, adult males account for one of the household members, in contrast

most female-PA households have no male adults. In 2013, only 8 percent of female-PA households

had a male adult member, increasing to 13 percent in 2018. This reflects that the path to female

headship is often separation or widowhood, which are common after displacement.

Dependency ratios — the proportion of children and people not of working age or unable to
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work to working age adults — show mixed trends over time by household type, rising among male
PA, and falling for female-PA households, the latter possibly because their children reached work-
ing age. However, the dependency ratios were larger for female-PA households throughout. These
trends suggest that, compared to male-PA households, female-PA households are under greater
pressure to provide for their families, although the pressure for male-PA households has increased

over time.

2.4 Empirical Strategy

The objectives of this paper are: (i) to understand whether, in the context of displacement, the type
of expenditure measure leads to different predictions about which types of households are vulnera-
ble (ii) to assess the role that household and PA characteristics play in the level and distribution of

expenditure over time.

To address the first objective, we compare per capita expenditure with measures that consider
an adjustment for economies of scale. Per capita expenditure measures assume that there are no
economies of scale in household consumption, that is, the per capita cost of reaching a specific
measure of welfare, does not fall as household size increases (Lanjouw et al., 2004). Research in
various settings has shown that poverty measurement is sensitive to this assumption. For exam-
ple, Brown et al. (2019) indicate that, in Sub-Saharan Africa, a small adjustment for economies
of scale can reverse conclusions about which households fall below the poverty line. Judged by
traditional poverty measures, female-headed households have on average lower poverty rates than
male-headed households. However, once consumption is adjusted for economies of scale, female-

headed households tend to fare significantly worse in most of Sub-Saharan Africa.

Building on Brown et al. (2019), we adjust for economies of scale by rescaling expenditure in

the following manner:

ye(0) =25 v e (0.1 @.1)
n;

where y; is total expenditure in household i, n; is the number of family members, and 6 represents

economies of scale in consumption. When 6 equals 1, y(6) is expenditure per capita.
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After computing per capita and economies-of-scale-adjusted expenditure, we compare spend-
ing levels across different groups and over time to identify whether these measures lead to different
conclusions. In this exercise, we compare unconditional distribution plots and run linear regres-
sions that use each expenditure measure as dependent variable. In particular, we estimate the

following linear model:

Inys(0) = W{B1 + H{fa + (W; x H;)'B3 + Ijae + €3¢ (2.2)

where y¢(6) is expenditure adjusted for economies of scale (or per capita when 6§ = 1), W}
takes the value of 1 for households observed in the second wave (2017-18) and O in households
observed in the first wave (2013-14); H; is set of demographic characteristics of the household,
including a set of family categories that disentangle the effect by household headship; and I; is a

set of characteristics of the PA.

In addition to using expenditure as the dependent variable, we do an additional test using a
model in which we evaluate how the probability of being below the 40th percentile of the expendi-
ture distribution changes according to the variables in model 1 (see Table B2). We chose to use this
relative cutoff instead of a poverty line because we compute expenditure per capita based on a sub-
set of expenditure categories, thus, using the national poverty line would overestimate headcounts.
Nevertheless, this approach allows us to determine whether, for example, female-PA households
are more likely to be below the bottom tail of the expenditure distribution in each wave and whether

this likelihood has changed over time.

We use quantile regressions to evaluate how the expenditure distribution has changed over time
and what role demographic variables play in the location of a household in that distribution (second
objective). As is well known, the linear regression approach estimates the effects on the mean.
However, in this case it is also important to know the distribution of those effects. For example, if
we found that expenditure gender gaps have widened over time, one also would like to understand
whether that effect is more prominent among households on the 10th quantile of the expenditure
distribution or among those on the 90th quantile, conditional on demographic characteristics. For

that reason, we estimate conditional quantile regressions as follows:
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QT (yS(0)|Hy, I}) = Hip™ + IIy™ + €] (2.3)

, where Q7 (y$(0)|H;, I;) denotes the value at the Tth percentile of y{ (), conditional on house-
hold (H;) and PA characteristics (/;). Notice that from this regression method we obtain different
w” and 47 for each value of 7. Thus, the effect that demographic characteristics have on expendi-

ture may vary over the conditional distribution of expenditure.

2.5 Results

2.5.1 Does the Type of Expenditure Measure Matters?

Figure 2.1 shows different expenditure distributions, which vary somewhat depending on the wave
of observation and assumptions about economies of scale (). Panel A and B show the distri-
bution of expenditure per capita with no economies of scale for the first and the second wave
of data, respectively. The per capita expenditure of the household at the median in 2013-14 is
JOD$44.2—marked by the grey vertical line, while that of 2017-18 is JOD$44.2. In panel C and
D economies of scale are assumed (using #=0.5). Expenditure levels in those cases are JOD$96.6
and JOD$89.3 for the first and second waves, respectively. If we assume no economies of scale,
there are only minor differences between the expenditure distributions of female- and male-PA
households, with the former’s expenditure cumulating slightly faster in the 2017-18 wave. For ex-
ample, in Panels A and B, the light blue cumulative distribution curve (female-PA households) is
just above the curve for male-PA households below the 50th percentile. Above the 50th percentile
in 2013-14 the cumulative distribution curve for female PAs lies below that of male PAs, indicating
female PAs are spending slightly more. This gender expenditure gap, although statistically signifi-
cant (see Table A1), is quite small. By 2017-18 the difference between curves increases, especially
below the 50th percentile. This significant difference suggests that the poverty gap between fe-
male and male-headed households slightly widened over time negatively affecting female-headed

households.
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Figure 2.1: Unconditional Distribution of Expenditure, by Type of Expenditure Measure, Wave,
and Gender of the PA.

Panel A. Per capita expenditure, 2013-14

Cumulative Probability

Male HHH
Female HHH

Panel B. Per capita expenditure, 2017-18

Cumulative Probability

Male HHH
Female HHH

Iy (6=1))

Iy (6=1))

Panel C. Expenditure adjusted for economiesPanel D. Expenditure adjusted for economies
of scale, 2013-14

Cumulative Probability

Male HHH
Female HHH

of scale, 2017-18

Cumulative Probability

Male HHH
Female HHH

Inil(y? (6=0.5))

Inii(ys (6=0.5))

Notes: Own calculations based on ProGress and JD-HV database. The graph presents the distribution of per capita
expenditure (when § = 1), and expenditure adjusted by economies of scale (when § = 0.5). The light blue line shows
the distribution of spending by female-PA households while the dark blue line shows that of male-PA households. The
vertical gray line locates the 50th percentile of the expenditure distribution, equal to JOD$48.3 in Panel A, JOD$44.2
in Panel B, JOD$96.6 in Panel C, and JOD$89.3 in panel D. Kolmogoroc-Smirnov tests of the differences between the
male and female headed household expenditure distributions are shown in Table Al.

Differences between female and male-PA households and trends over time emerge when ad-

justing for economies of scale (panels C and D). Both graphs show that female-PA households are

slightly worse off, below the 50th percentile and that by 2018, female PA households have lower per

capita expenditures across the entire expenditure distribution. The largest differences between these
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two distributions in 2017-18 is 0.156, which is significant according to a Kolmogorov-Smirnov test
(see table Al).

Building on Hanmer et al. (2020), Figure 2.2 presents a sensitivity analysis — showing how the
share of female and male PA households in the bottom 40 percent of the expenditure distribution
changes when 8 changes. Using the per capita measure (6=1), slightly more male-PA households
are at the bottom of the expenditure distribution, but as § becomes smaller (economies of scale
become larger), the share of female-PA households at the bottom rises and then surpasses the share
of male-PA households (at 8= 0.925). That only small adjustments in 6 show differences in poverty
between male and female PA households highlights the relative importance of assumed economies
of scale in this setting — in our analysis we follow Brown et al. (2019) and use the square root scale

(or 8 =0.5) for the analysis of poverty.

Figure 2.2: Percentage of Households at the Bottom 40 of the Expenditure Distribution, by Gender
of the Household Head.

—@—— Female
—@—— Male

% of households at the bottom 40
;
]
®
°®
®
<

Note: Own calculations based on ProGres and JD-HV database. The graph shows the percentage of households below
the percentile 40th by gender of the PA.
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Figure 2.3: Intensity of Poverty, by Wave and Gender of the Household Head.

Panel A. Distribution of households below the 40th percentile using the unadjusted expenditure
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Panel B. Distribution of households below the 40th percentile using expenditure adjusted by
economies of scale (6 = 0.5)
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Notes: Own calculations based on ProGres and JD-HV database. The horizontal axis indicates the percentage of house-
holds in each decile of the bottom 40, for each wave. Panel A shows the percentage of households located on each
decile of the unadjusted expenditure distribution, while Panel B displays the the same distribution using a measure of
expenditure that accounts for economies of scale. .
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Besides being more prone to poverty, households with female PAs are more likely than those
with male PAs to be in lower deciles of the expenditure distribution. In Figure 2.3, Panels A and B
show the percentage of households below the 40th percentile (deciles 1-4). Female-PA households
in both waves are slightly over-represented in the bottom decile of the expenditure distribution: 1
in 4 poor female-PA households are in the first decile, the equivalent figure is 1 in 5 for their male
counterparts. Panel B of Figure 2.3 shows that when adjustment is made for economies of scale,

the gap of how intensely female-PA households experience poverty is about the same.

Table 2.3 shows that, using the unadjusted poverty line, couples with children and non-nuclear
and other households with children are more likely to be in the bottom 40 percent of the expen-
diture distribution than other household types. However, this likelihood fell over time, especially
for couples with children — in 2013-14, 54 percent of couples with children were in the bottom 40
percent, compared to 48 percent in 2018. On the other hand, unaccompanied children (although
numbering very few — only 0.14 percent of all registered households by 2018) stand out as an in-
creasingly vulnerable group, with the share of households below the 40th percentile going from 34

to 46 percent over the two waves.

Adjusting for economies of scale, single caregivers and single person household are most likely
to be in the bottom 40 percent. The share of female single caregivers in the bottom 40 percent rose
from 38 to 48 percent between the two time periods. This is in contrast to couples with children,
where the share falls by around 5 percentage points. The share of non- nuclear households with

children at the bottom of the distribution also decreased.

Table 2.3 also compares households with and without children over time. Using the unadjusted
expenditure measure, households with children in both waves are significantly more prone to be
at the bottom of the distribution (50.6% and 47.2% vs 13.4% and 19.4% in 2013-14 and 2017-18,
respectively). However, this picture is highly sensitive to assumptions about economies of scale.
In 2013-14 households with children are more likely to be below the poverty line than households
without children (40 vs 28%). In contrast by 2017-18 the share of households without children

below the poverty line is 42 percent compared with 38 percent of households with children.
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Table 2.3: Share of Refugees Below 40th Percentile, by Demographic Characteristic

Expenditure
Unadjusted adjusted for
expenditure economies of scale
=1 0=0.5
2013-14 2017-18 2013-14 2017-18
Male HHH 41.0 39.8 35.7 32.6
Female HHH 37.8 40.3 38.0 49.0
Couples residing together with children 54.1 479 39.9 34.8
Couples residing together without children 14.7 15.9 25.6 31.8
Single caregivers 40.0 423 379 479
Single person households 10.3 19.9 29.1 51.2
Unaccompanied children 34.5 46.4 57.5 73.2
Non-nuclear and other households with children 46.7 459 36.3 353
Non-nuclear and other households without children 21.0 20.3 26.4 31.6
No children in the hh 13.4 19.4 28.1 42.1
Children in the hh 50.6 47.2 39.5 37.7
Dependency ratio j1 18.1 21.7 27.0 323
Dependency ratio ;=1 543 50.9 42.0 42.7

Source: Own calculations based on ProGress and JD-HV database. This table shows the percentage of households
below the 40th percentile of the expenditure distribution, for each wave and each demographic group.

Turning to differences between households with higher and lower dependency ratios, house-
holds with higher dependency ratios (;1) are less likely to be in the bottom 40 percent of the
distribution by 2017-18, compared with 2013-14, using the unadjusted expenditure measure (54
percent compared to 51 percent), while using the measure adjusted for economies of scale yields

no significant difference between the two waves.

Up to this point, we have analyzed whether there are differences in the distribution of uncondi-
tional spending using an unadjusted and an adjusted-for-economies-of-scale expenditure measure.
We have found that the level of spending is indeed affected by the economies of scale adjustment,
making female PA households more likely than male PA households be vulnerable to poverty when
correcting for economies of scale. We now assess whether spending levels, conditional on demo-
graphic characteristics, are also sensitive to economies of scale adjustment. With this in mind, we

first run a linear regression using the expenditure measure that adjusts for economies of scale as
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a dependent variable (assuming #=0.5). Then, we implement a sensitivity analysis of the size of
the coefficient associated with the gender of the household PA using different fs to understand the

extent to which the conditional estimates change under these adjustments.

Table 2.4: Correlates of Log Expenditure Per Capita Adjusted by Economies of Scale using OLS,
by Wave and Gender of the Household Head

(1 2 3) “)
Variables Female Male Pooled Pooled
Female PA 0.010 -0.011
(0.008) (0.023)
Wave 2017-18 (base: 2013-14) -0.212%** 0.002 -0.003 0.001
(0.008) (0.004) (0.004) (0.004)
Female x Wave 2017-18 -0.203%%*  -(0.2]13%%*

(0.009) (0.009)
Characteristics of the PA
Age 0.004%**  (0,002***  (0.002%**  (.003%***

(0.001) (0.000) (0.000) (0.000)

Marital Status (base: married)

Single -0.148%** 0. 121%%*  -0.130%** -0.130%**
(0.020) (0.014) (0.012) (0.012)

Divorced -0.017 -0.051 -0.027* -0.021
(0.016) (0.033) (0.014) (0.014)

Widowed/Widower -0.082%**  -0.120%**  -0.082%**  -0.076%**

(0.010) (0.034) (0.009) (0.010)

Education (base: less than 6 years)

6-11 years 0.136%**  0.134*** (0. 131***  0.136%**
(0.010) (0.006) (0.005) (0.006)
More than 12 years 0.213%#*  (0.234%*%  (.224***  (.235%**

(0.013) (0.007) (0.006) (0.007)



Female PA
x 6-11 years

X More than 12 years

Characteristics of the household

Family size

Able bodied male adults, %

Number of children below 5

Number of elderly in the hh

Family type (base: couples residing together with children)

Couples residing together without children
Single caregivers
Single person households
Unaccompanied children
Non-nuclear and other households
with children
Non-nuclear and other households
without children
Female PA

x family size

x able bodied male adults, %

-0.015%%*
(0.002)
01523
(0.027)
-0.076%%*
(0.005)
-0.18 1%
(0.017)

-0.173 %%
(0.049)
-0.058***
(0.012)
-0.130%**
(0.020)
-0.252%%*
(0.078)
-0.004
(0.012)
0.060%**
(0.018)

-0.043%
(0.001)
0.164%%x
(0.016)
-0.035%
(0.003)
-0.085%
(0.011)

0.000
0.011)
0.054%*
(0.012)
-0.011
(0.015)
-0.235%
(0.048)
-0.012
(0.013)
0.013
(0.012)

-0.035%%*
(0.001)
0.236%%*
(0.011)
-0.044%5%
(0.002)
-0.106%#*
(0.009)

0.011
(0.011)
0.007
(0.007)
-0.063%#*
(0.011)
L0.24 1%
(0.042)
0.059%%*
(0.008)
0.049%%*
(0.010)

50

-0.011
0.011)
-0.0347%
(0.014)

~0.044%k %
(0.001)
0.172%#*
(0.016)
-0.03 %%
(0.003)
-0.094% %
(0.011)

-0.000
(0.011)
0.050%**
(0.012)
-0.008
(0.014)
0.216%**
(0.047)
-0.011
(0.012)
0.008
(0.012)

0.0307%**
(0.003)
-0.010



x number of children below 5

x number of elderly in the hh

x couples without children

x single caregivers

x single person households

x unaccompanied children

x non-nuclear and other households
with children

x non-nuclear and other households
without children

Constant

Observations

R-squared

4.420%%*
(0.029)
26,857

0.075

4.504%*%*
(0.015)
56,745

0.095

4.460%**
(0.013)
83,602

0.094
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(0.031)
-0.050%%*
(0.005)
-0.065%%*
(0.018)
-0.172%%*
(0.050)
-0.108%%*
(0.017)
0.1 14%%*
(0.023)
0.072
(0.089)
0.010
(0.017)
0.059% %
(0.021)
448155
(0.014)
83,602
0.100

Note: Robust standard errors in parentheses. *** p;0.01, ** p;0.05, * p;0.1. The dependent variable is the log of

household expenditure per capita adjusted by economies of scale, where 6=5.

Table 2.4 shows correlates of log expenditure with individual characteristics of the PA, chil-

dren, the elderly, family type, marital status, and household composition. We discuss results of our

preferred model, which controls for household characteristics and interactions of those character-

istics with the gender of the PA (See Table 2.4, Column 4). Model (4) shows that the expenditure

of female PAs in 2017-18 is 21.3 percent lower than the expenditure of male PA households in

2013-14, suggesting that gender-related differences in poverty are large. This effect is similar to

the effect in Column (1), which suggests that the expenditure gap is changing due to the deteriorat-

ing position of female PA households over time. With respect to the characteristics of the PAs, we
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found significant effects for age, marital status, and education for all models. The results also show
that being older and more educated is associated with increased spending for both female-PA and
male-PA households in both time periods. Female headed households are particularly advantaged
when the PA is more educated, as their level of spending is significantly higher. Being single or
a widow/er reduces expenditure by 13.0 and 7.6 percent, respectively, compared to married PA
households. This result was as expected since these types of households tend to have smaller num-

bers of able-bodied male adults who are most likely to be able to get work.

With respect to household characteristics, model (4) shows that each additional household
member is associated with a decrease in per capita spending of 4.4 percent. Interacting family size
with female headship shows the decrease in expenditure associated with larger families is highest
for male PA households. This result can be possibly related to the increase in size of male-headed
households along with the proportional decrease in males able to participate in labor markets in
those households over time. As seen in Table 2.2, while the size of female-headed households
remained almost constant, that of male-headed households increased by 0.5. That is, 1 out of every
2 households acquired an additional member. In addition, these additional members may not be
labor market participants, as suggested by Table 2.1, which shows that there is no increase in able-
bodied males. Altogether, a larger increase in dependents among male-headed households might

be causing these differential effects on per capita expenditure.

The presence of able-bodied males increases spending and thus, reduces the risk of poverty.
This effect may be explained by the greater capacity of men to enter the labor market given the
social norms of Syrians and Jordanians. Although the effect is independent of the gender of the
PA, it is worth noting that female-headed households are strikingly less likely to have household
members who are able-bodied male adults (see Table 2.1), which makes them even more vulnerable
to poverty. A related finding is that the presence of children and elderly in the household increase
poverty risk, especially for female-PA households. Table A2 show similar results for a dichoto-

mous variable that takes the value of 1 for households below the 40th percentile and O otherwise.

Analyzing how family configurations affect spending, we find that unaccompanied children are
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the most vulnerable: They spend 21.6 percent less than the average household formed by a cou-
ple with children. The table also shows that female-headed households with a family arrangement
other than a couple with children have sizeable and significantly lower levels of spending, com-
pared to their male-headed counterparts. Table 2.4 also shows that a greater number of dependents,
whether children under 5 or elderly, can have more adverse effects on female-headed households,
decreasing their expenditure by 5-6.5 percent, compared with their male counterparts. In summary,
these results show that female-headed households tend to be more vulnerable to poverty than those

headed by men.

Figure 2.4: Sensitivity of the OLS regression models using different expenditure measures.

— 4 6=D.5

Female X Wave 2017-18 estimate
p

Note: Own calculatios based on ProGress and JD-HV database. This table shows, in the vertical axis, the estimated
coefficients and confidence intervals (at 95%) associated to the interaction FemalexWave 2017-18, following the model
presented in Table 4 and Equation 1. The x axis shows the values of 6 used to compute the dependent variable in each
case. The vertical gray line points at the estimate shown in Table 2.4, where 6 = 0.5.

To analyze the sensitivity of these results to different economies of scale adjustments, linear re-
gressions are run following Equation (1) using different measures of expenditure as the dependent

variable. Each measure varies according to the 8s shown in the horizontal axis of Figure 4. The
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figure shows on the vertical axis the size of the coefficient estimate associated with the interaction
between the gender of the PA and the data wave. The vertical dotted gray line shows where the

coefficient from the regression shown in Table 2.4 is located.

Contrary to the findings of the unconditional distributions, we find that the size of the estimates
does not vary in the presence of different economies of scale adjustments. If anything, a higher
f (i.e., a measure of spending closer to unadjusted per capita spending), makes the differences
between men and women over time appear smaller. However, it is worth noting that the differences
are so subtle that they are non-significant across models. This suggests that once the demographic
characteristics of the household are controlled for, the choice of expenditure measure used is of
little relevance for statistical inference on the average household. This result is consistent with the
fact that displacement situations affect all types of households, many of which are in new family
arrangements. Once we control for the different types of family arrangements, economies of scale

do not capture differences in expenditure better than the headcount measure.

2.5.2 How Does the Gender Gap in Spending Evolves Over Time and Across the

Expenditure Distribution?

To answer this question, we run quantile-conditional regressions following the model described by
Equation 2.3. We run two models per wave, independently shown in Tables B3 and B4. These re-
gressions allow us to identify how gender effects vary at different points in the conditional income
distribution. With this in mind, Figure 4 shows how the coefficient associated with the principal
applicant’s gender changes for each expenditure level. Recall that in the last section we had found
that, on average, female-headed households had lower levels of spending compared to those headed

by men, especially in the 2017-18 wave.

Figure 4 shows that the coefficients associated with the gender of the PA and the interaction
between the gender of the PA and the wave of data change depending on the quantile. In particular,
we found that the distribution of expenditure has shifted over time making female-headed house-
holds in all quantiles worse off than male-headed households, in 2017-18 compared to 2013-14.
This finding is supported by two facts shown in the graphs: (i) Panel B shows that female-headed

households in the first two quantiles have a lower level of spending compared to male-headed
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households, with a difference of up to 10 percentage points. At the same time, it shows that in
the top quantiles, female-headed households’ expenditure is higher than male-headed households’
by up to 10 percentage points difference; (ii) Panel C shows that households observed in 17-18
had similar or relatively lower expenditure levels than those observed in 13-14, for all quantiles
except for the first quantile. For the latter, expenditure levels improved in 17-18 relative to 13-14;
(iii) Panel A displays that the coefficients associated to the interaction term are negative for all
quantiles. Taking together the coefficients of Panel A and Panel B to check how the expenditure
distribution changed for female-headed households, we observe that for the lower quantiles the
expenditure gap is around 20 percentage points disadvantaging women. For the upper quantiles,
although women have positive coefficients in Panel B, these are smaller in size than the negative
coefficients shown in Panel A. Thus, we see that in the upper quantiles female-headed households
also have lower levels of spending relative to male-headed households. This result emphasizes that
the risk of poverty has increased steadily for female PA households over time across the whole

expenditure distribution.



56

Figure 2.5: Gender Gap Between PAs (Female — Male). Estimated Coefficients from Log Expen-
diture Quantile Regressions.
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Notes: This figure shows estimated coefficients from a quantile regression model that includes as explanatory variables
the gender of the PA, the wave of data, an interaction between these variables, and control variables. The y axismeasures
the coefficient estimates from the regression, i.e., log changes in expenditure or percent changes (i.e., -0.1 is a 10 percent
reduction) due to changes on the explanatory variables. Confidence intervals at 95% are displayed by the shaded area.
Complete regression results available in Table A.4.

Next, as a robustness check, we decompose the results to understand the components of the
gap between female and male principal applicants. Figure 5 shows Recentered Influence Function

(RIF) regressions for both waves by decile, following the methodology by Firpo et al. (2009, 2018).
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The RIF methodology generates unconditional quantile estimates, while quantile regressions re-
turn conditional quantile estimates. Using this methodology, we decompose the expenditure gap
between female-PA and male-PA households into the component attributable to the differences in
the observable characteristics of the households (endowment or composition effect), and the unex-

plained components due to differences in the returns to those characteristics (structural effect).

In summary, we find similar results to those found in the quantile regression models. In 2013,
female-headed households were the most disadvantaged, especially among the poorest. Demo-
graphic characteristics of these households (age, education, family size, etc) seem to be explaining
most of the gap. Above the median, the most disadvantaged households are those headed by males.
The scenario changed in 2018. In this wave, female-headed households are the vulnerable across
the entire spending distribution. The gap remains largely unexplained. In other words, we find a
gap between households with a female PA and those with a male PA even when taking into ac-
count demographic factors. The unexplained part of the gap can be associated with factors leading
female PAs to experience lower economic standing that are unobserved in the data we have, and

which point to the need of more data to further explore this component.

2.6 Final Remarks

Our analysis shows how using a gender lens that differentiates between types of households and
considers economies of scale can enrich the understanding of poverty in situations of forced dis-
placement. In the case of Syrian refugees, specific household structures, particularly those that

result from disruptions caused by displacement, are more prone to experiencing poverty.

However, while we have described how patterns of poverty have changed over time, lack of
data on critical variables, most importantly the amount of social assistance received by households
and labor force participation, employment and earnings data, limit our analysis. While some of the
changes in poverty over time experienced by male- and female-PA households are consistent with
some of the changes in the circumstances in Syrian refugees, specifically their improved access to

labor markets and better access to services, it is not possible to understand the extent to which these



and potentially other factors have made a difference to their risk of poverty.
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Figure 2.6: Gender Gap Between PAs (Female — Male). Estimated Coefficients from Log Expen-

diture Quantile Regressions.
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Notes: This figure shows estimated coefficients from a quantile regression model that includes as explanatory variables
the gender of the PA, the wave of data, an interaction between these variables, and control variables. The y axismeasures
the coefficient estimates from the regression, i.e., log changes in expenditure or percent changes (i.e., -0.1 is a 10 percent
reduction) due to changes on the explanatory variables. Confidence intervals at 95% are displayed by the shaded area.

Complete regression results available in Table A.4.
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Overall, our results show that the number of female-PA households have increased substan-
tially, from from 26 to 38 percent of all Syrian refugee households between 2013 and 2018. There
are differences between the characteristics of male- and female-PA households in terms of educa-
tion, marital status, and family types. While male PAs are likely to be married, the vast majority
of female PAs are either single, divorced or widowed, or married but separated from their spouses.
However, by 2018 the share of married female PAs living with their spouses has increased from
10 percent in 2013 to 18 percent, suggesting that some men who had stayed behind in Syria left to

rejoin their families in Jordan during this time period.

We use a relative poverty line and examine changes in the composition of the types of house-
holds that lie in the bottom 40 percent of the distribution of per capita expenditure between 2013-14
and 2017-18. We show that assessment of the evolution of poverty over time is highly sensitive to
assumptions made about economies of scale. Assuming a moderate amount of economies of scale,
we find that female-PA households have fared worse than male-PA households between 2013-14
and 2017-18, and are disproportionately represented in the bottom 40 percent of the expenditure
distribution. Furthermore, female-PA households have lower per capita expenditures than male-PA
households across the whole consumption distribution. Female-PA households have on average
22 percent lower expenditure per capita and are more likely to be in the bottom 40 percent of the
distribution. By 2017-18, a 16-percentage point gap has emerged between male and female PA
households compared with a 2-percentage point gap in 2013-14.

Particular household types emerge as being especially vulnerable to increased poverty in 2017-
18; single caregivers — mostly women — and single persons, both male and female, face increasingly
high poverty risks in 2017-18 relative to 2013-14. Unaccompanied children remain at high poverty
risk, but thankfully their numbers have decreased substantially between 2013-14 and 2017-8. Fur-
ther analysis of risk factors is consistent with women’s care burden driving some of their increased
risk of poverty over time. The number of children below 5 and the number of elderly increased
poverty risk more for female-PA households than male-PA households. In contrast for male-PA

households, larger household size is most associated with higher poverty risk.

Factors that reduce poverty risk include post-primary education and, having more adult male
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household members, the latter we take as a proxy for labor market access. While households with
these characteristics are associated with lower poverty risk for both male- and female-PA house-

holds, the effect is largest for female-PA households.

Displacement is long-term for many Syrian refugees. The challenges and opportunities faced
by the displaced in protracted situations are different from those in the phase of emergency. In prin-
cipal, results from our analysis can be used to inform the design of better targeted social assistance
programs that recognize poverty risk of smaller households and aim to design special measures
to support those who are caring for young children, the elderly, or other dependents. Our results
underline the importance of continued access to secondary education for both boys and girls. It is
also important to build capacity for both refugee women and men to access economic opportunities,
which can eventually replace social assistance. It is important to note, however, that not everyone
will be able to work. Social protections will continue to be needed by those who are elderly, people

with disabilities that limit the work they can do, people in poor health, and other vulnerable groups.

Program interventions should identify occupations and sectors where refugees could work
given their skills and they should also include components providing support services, particu-
larly for women, such as flexible working arrangement to address specific constraints related to

domestic responsibilities.

The environment for job creation is particularly challenging in Jordan. Even before the impact
of the COVID crisis, Jordan experienced only modest levels of productivity and low productivity
growth. With the impact of COVID the unemployment rate increased to nearly 25%, and women
and youth, whose unemployment rates were already the highest, were hardest hit by the crisis.
Creating meaningful economic opportunities for refugees and Jordanians alike will require tack-
ling underlying economic constraints that lead to persistently high levels of unemployment and
informality. According the World Bank’s Job Diagnostic for Jordan (Winkler, Hernan, & Alvarez,
2019) the low level and quality of job creation in the private sector is mostly explained by firm
dynamics: limited entry and growth of firms not driven by the most productive firms, while firms
exiting are not always the least productive, all resulting in a productive structure dominated by

small/micro, low-productivity firms employing half of private sector workers, including two thirds
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of informal workers. The Government of Jordan launched a National Employment Plan in Re-
sponse to the Crisis, but structural reforms are also needed to help the private sector create more
jobs. (World Bank, 2021a).

However, providing access to economic opportunities is not a guarantee that gender gaps in
access to economic opportunities for either refugees or Jordanians will be reduced if men have
full control of gains in access to economic opportunities, as determined by patriarchal norms.
Economic empowerment programs for refugee women, in particular, should build in guidelines
for their protection and should engage refugees in promoting more gender-equitable relationships
(Heilman & Barker, 2018).



Chapter 3

The Effect of Testing Teachers on

Student Performance in Colombia
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3.1 Introduction

Due to information asymmetries, employers use many strategies to identify the best workers within
a set of applicants. Although education and experience may be good predictors of productivity and
unobserved ability, these characteristics are imperfect indicators. In this context, pre-employment
tests offer a powerful tool to improve screening processes (Goldhaber and Brewer, 2000). How-
ever, testing applicants may have unintended consequences, such as deterring the most qualified
workers from applying. This may happen because skilled workers could easily find jobs elsewhere
at a lower cost. Therefore, there are two forces that pre-employment tests, as a labor market entry
barrier, induce. On the one hand, they screen out the least productive applicants who do not meet
the requirements to perform well on their job. On the other hand, pre-employment tests may also
discourage high-ability workers with better outside options in the market and for whom applying to
such jobs requires more effort, given the pre-screening process. Which of the two forces is stronger

remains a debate in the literature.

Although research on the effectiveness of pre-employment tests has not been conclusive, many
governments have implemented screening processes in an attempt to guarantee that high-quality
services are provided to their citizens. This is the case for Colombia’s educational sector, which
currently has in place a pre-employment test for job applicants who aspire to teach in primary and
secondary public schools. This hiring system was put in place through a national hiring system
reform, approved in 2002 and implemented in 2005, which conditioned teachers’ recruitment and
salary increases on a standardized national test. Candidates were evaluated on verbal and numer-
ical reasoning as well as on subject-area knowledge and pedagogy theory. These tests were first
implemented in two separate cycles in 2005. But only the results of the teacher tests in the second
cycle of 2005 were used to create the list of eligible candidates to be hired in public schools. If
schools needed to hire new teachers, the municipal Government where the school was located was
required to draw the new teacher from this list according to the teachers’ ranking, location, and area
of expertise. To be part of the list of eligible candidates and, therefore, be eligible to be employed
in public schools, candidates had to score 60 points out of 100 on the pre-employment test. The test
was only used as a pre-screening mechanism for new candidates. Thus, teachers already working
in public schools in 2005 or earlier were not affected by this reform and were not required to take

the test to be employed or promoted. In other words, starting in 2006, schools had a combination
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of teachers hired through the old and new processes.

Using student-level data on students’ test scores and variation in the share of new hires at the
school level, I evaluate whether implementing a national standardized test for candidates applying
for teaching positions in public schools jobs impacted high-school students’ achievement. One
year after implementing the reform, children in schools that hired new teachers obtained similar
scores to those in schools that did not hire teachers. This result is not surprising given that the
effects of new hires are expected to be noticeable in the medium to long run. When I evaluate the
effects eight years after the implementation of this new hiring system, no effect was found in any
of the student tests analyzed: mathematics, language, biology, philosophy, physics, and chemistry.
These results are robust to both difference-in-differences and event study estimations. When I eval-
uate the possibility of heterogeneous effects by student gender, I found modest declines in girls’
test scores in math, philosophy and physics. This result may be explained by the relatively lower

recruitment of female teachers in the new system compared to the old system.

This paper contributes to the literature on candidate selection in two ways. First, to the best
of my knowledge, this is the first paper that evaluates the individual-level medium-term effects
of a nationwide reform in teacher recruitment that introduces pre-employment tests. Second, be-
cause standardized tests in Colombia include subjects other than the traditional math and language
tests, this is also the first paper that evaluates the effects of pre-employment tests for other areas of
knowledge. Within the related literature on this topic, the work of Brutti and Sanchez (2017), who
evaluated this reform in Colombia using school-level estimates, stands out. They find modest posi-
tive effects of the new regulation on student achievement. However, individual-level estimates may
yield more precise results. Other Latin American countries have implemented similar reforms that
have also been evaluated. Araujo et al. (2019) evaluates the effects of a similar reform in Ecuador
one year after its implementation using individual-level data and information about teacher can-
didates. They find no evidence that a more competitive recruitment process is reflected in better
student performance. Their findings support the effects reported by Cruz-Aguayo et al. (2017),
who analyzed the same reform in Ecuador. Estrada (2015) studies the Mexican case, in which
teachers could be hired discretionally by the union, or competitively through a test. He finds that

the test had no power to predict teacher quality.
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The broader literature on pre-employment tests also finds contradictory results regarding the ef-
fectiveness of pre-employment tests on productivity. On one hand, Schmidt and Hunter (1998) re-
viewed the literature on the effect of different types of selection processes and found that cognitive
ability tests are excellent predictors of labor productivity in all jobs in all contexts. Additionally,
they argue that the studies that did not find such a relationship lacked of statistical power. On the
other hand, studies such as Rudner (1992), are more conservative and argue that pre-employment
tests effectively select the best applicants only under certain conditions. One of the reasons to
believe that pre-employment tests work is that administering this type of testing is costly for ap-
plicants in terms of effort. Some employers may even ask applicants to pay a fee for being tested.

This additional cost is intended to screen out workers with low skills (Guasch and Weiss, 1981).!1

The areas evaluated in any pre-employment test are key to determining whether a test is ef-
fective in selecting the best candidates. But designing these areas is a challenge, especially in the
education sector since the job requires a combination of pedagogical and subject-area knowledge
without a clear understanding of the relative importance of those skills. Traditionally, primary and
secondary school teachers have a background in pedagogy (Ballou, 1996), and as a consequence,
tests focus on the assessment of pedagogical knowledge as opposed to subject-area knowledge. As
Angrist and Guryan (2004) find, screening teachers using tests favors those who went to educa-
tional programs as opposed to other academic programs. Moreover, they demonstrate that better
teachers’ scores are not reflected in better student outcomes. This evidence may support the theo-
retical work by Guasch and Weiss (1981), who find that the more able workers may underestimate
their probability of passing the tests (perhaps because they are tested on skills for which they do not
have educational background). As a result, they are discouraged from applying, leading to firms’
lower profits. Other studies have estimated the effects of teacher licensing on students achievement
and have found diverse results (Lankford et al. (2002), Goldhaber and Brewer (2000), Darling-
Hammond (2000), Hanushek and Pace (1995), Strauss and Sawyer (1986)). These papers usually
use variations in licensing laws at the state level to understand the selection of teachers affects stu-

dent outcomes, as opposed to national uniform policies.

!There is also a concern that tests may discourage minority applicants. However, Autor and Scarborough (2008)
show that although minorities performed worse on the test, there has been no impact on minority hiring.
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The remainder of the paper proceeds as follows. First, I explain the hiring process of teachers
in Colombia before and after implementing the new policy. Then, I describe the data, present de-
scriptive statistics, and explain the identification strategy. Finally, I analyze the results and provide

some insights into the policy implications of these results.

3.2 The Teacher Hiring Reform

Investment in education has been one of the cornerstones of the Colombian National Government
to promote economic development. As a result, multiple policies have been implemented in past
decades to increase the coverage and quality of education. In the 1991 constitution, for example,
the Government determined that education should be compulsory for children aged between five
and fifteen years, should include at least one year of preschool and nine years of basic education,
and should be provided for free at public schools (Government of Colombia, 1991). New funding
arrangements between the central government, municipal governments, and public schools have
also aimed to increase the efficiency of the education system. Currently, the Ministry of Education
transfers funds to Departments> and Municipalities depending on the size of the student body and
poverty rates. These subnational governments administer these funds, and oversee the selection and
promotion processes of teachers. School principals have no power over these processes (OECD,
2016a).

2Departments are the highest level of government below the central government. There are 32 Departments in total
in Colombia. Each department is further subdivided into municipalities. There are 1119 municipalities in Colombia.
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Regarding teacher selection, in 2002 the Government introduced a reform that changed the
public school system of selection and promotion of teachers by introducing a pre-employment test

to be used as a screening device. Currently, two decrees regulate the teaching staff: Decree 2277
of 1979 (old decree) and Decree 1278 of 2002 (new decree).

Figure 3.1: Number of Primary and Secondary Teachers in Old and New Systems
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Notes: Own calculations using data from ICFES. The graph on the left shows the number of teachers hired by year
and by ladder in the old system. The old system has 14 steps, where 1 is the lowest latter and 14 is the highest one.
The highest in the ladder, the more education or experienced the teacher is. The graph on the right depicts the same
information for teachers ruled by the new system. As opposed to the old system, the new system has three well defined
lanes (1,2,3), where a teacher can be placed based on his education. Within each lane, there are four steps (A, B, C, and
D). Temporary positions are displaced as “SE” under the old system and as “0OA” and “OB” under the new system.

Teachers that were hired in a public school before 2005 are governed by the old decree. They
entered a lane based on their educational level, and could automatically increase a step in the
teacher ladder by simply accruing 3-4 years of experience. In total, the old system had 14 ladders,
as displayed in Table C1. Under this system, years of experience were the main factor driving
career advancement and salary increases.’ Due to this mechanism, Garcia et al. (2014) report that,
by 2005, a large part of teachers in the old public system were concentrated in the highest ladders.
Figure 3.1 provides support for this by showing that 67% of teachers in public schools were mainly

in ladders six and above.

3Every year, the National Government determines teachers’ wages for all ladders.
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Those candidates who became teachers in public schools on or after 2006 are regulated by the
new decree. This set of new teachers had to score 60 out of 100 on the standardized national test to
be eligible to be hired, and 80 out of 100 to qualify for a promotion.* This system is still in place,
but the score requirements and testing modules have changed over time. Figure 3.1 shows that,
under the new system, most of the new teachers hired since 2005 hold a bachelor’s degree, i.e.,
they entered lane 2A. However, qualifying for a promotion has been significantly more difficult.
Even in 2013, eight years after the implementation of the first test, most teachers are still in lane
2A. This is partly because the test has proven to be difficult for most applicants. For example,
when the test was first implemented, only 34% of preschool candidates, 37% of primary school
candidates, and 57% of secondary school candidates obtained a score of 60 or higher out of 100 on
their first attempt. This, combined with the fact that teachers are allowed to take the test once a year
(rarely twice), meant that promotions were rare. In 2015, teachers’ low possibilities of promotions

unleashed protests that stopped school activities for weeks.’

The OECD (2016a) estimated that the transition between these two decrees would be completed
by 2030. Two factors affect the length of the transition. First, only a small proportion of teachers
regulated by the old decree have chosen to join the new system. Teachers who were already teach-
ing in public schools by 2005 were not required to take the test at any point in their work-life. By
2014, only 28% of the teachers were governed under the new system, 53% were governed under the
old system, and 19% were temporary positions that were not regulated (OECD, 2016a). Second,
incumbent teachers may have incentives to continue working after retirement age because delaying
retirement increases their pensions. The fact that old and new teachers are governed under two dif-
ferent sets of rules has generated a distressing situation in the public-sector teaching staff because
the 2002 reform has tougher teacher evaluation processes that teachers consider unfair (Cifuentes,
2013).

The pre-employment test required new teachers to be evaluated on four knowledge areas, each

4 As mentioned earlier, teachers hired on or before 2005 were not held to such standards.

See  https://www.elespectador.com/educacion/se-levanta-paro-de-maestros-tras-acuerdo-entre-gobierno-y-fecode-
article-558965/
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scored from O to 100: numerical reasoning (30 questions), verbal reasoning (30 questions), subject-
area knowledge (40 questions) and pedagogical theory (40 questions) (National Civil Service Com-
mission, 2010). The first evaluation took place in January 2005. During its implementation, there
were multiple protests by the teachers’ union, which strongly opposed the new policy. Indeed,
protests often take place around the time the tests are administered. The teachers’ union argues that
the evaluations are poorly designed and do not improve their teaching skills because instead of ob-
taining feedback, they only receive a score (Cuevas, 2010). Moreover, the test requires theoretical
knowledge of pedagogy (A sample question of this section is displayed in table C2). Therefore,
every candidate needs to be proficient in subject-area knowledge and pedagogy theory. Profession-
als in education and professionals in subject-matter careers (for example, a person with a B.A. in
mathematics) have the potential to score favorably on subject-area tests. But only those who study
education degrees are competent to obtain favorable results on pedagogy tests. Thus, the pedagogy
component, which accounts for more than 28% of the questions in the test, favor teachers with a

degree in education.

The standardized test takes place whenever the National Government deems it necessary, often
once a year. Candidates voluntarily register and pay a fee to take the test. The fee was COP 34,500
in 2016 (11.3 USD or 2.7% of the monthly salary of teachers at the lowest ladder). At the time of
registration, candidates must reveal the level of education for which they are applying to become
teachers (preschool, primary or secondary) and the area of knowledge that they wish to specialize
in (math, science, physical education, etc.). The subject area portion of the test is tailored to what
the candidate reported at registration. All tests are collected and graded by ICFES (Instituto Colom-
biano para la Evaluacion de la Educacion), the institution that is also responsible for designing
standardized tests for students. Teachers with scores equal to or above 60 points out of 100 are
placed on the list of eligible candidates in the municipalities or jurisdictions of their choice. They
can remain on the list for up two years. Those public schools that need new hires must inform the
subnational governments. The latter uses the list of eligible candidates and selects the new hires
based on their ranking within the list. Selected candidates are on probation during the first year
(Ministry of Education, 2002).
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3.3 Data and Descriptive Statistics

3.3.1 Teachers’ Data

To identify which schools hired teachers in the 2005-2013 period, I use the annual Census of
Schools. This dataset, provided by the Department of Statistics, contains annual detailed infor-
mation on the number of staff and students in private and public schools. The dataset reports the
number of teachers working in each school, by gender. This paper uses the data only for the pub-
lic schools, given that the hiring reform affected only candidates in the public system. For public
schools, the database also provides information on the number of teachers by type of hiring system
(old vs. new system) and ladder. Note that the information in this database is aggregated at the

school level, thus, it is not possible to observe to which grades certain teachers are assigned.

Figure 3.1 shows the number of teachers hired under each system. In 2005 there were close to
400,000 teachers in the public system, 67% of whom were classified at scale 6 or higher. These
teachers, who were hired before 2006, were not affected by the new reform. This explains why, in
2013, teachers hired under the old system still represent about 71% of the teaching staff. Given the
automatic promotion of teachers in the old system, based on experience, the proportion of teachers
in the higher ladders (in green) is 47% much greater than the share of teachers in lower ladders

(yellow and blue).



Table 3.1: Descriptive Statistics: Teachers Test Scores

Variables 2005-1 2005-2 Difference
Preschool

Above eligibility threshold (%) 33.69 1695 —16.74%*
Above wage increase threshold (%) 0.00 0.00 0.00
Verbal reasoning score 57.69  53.79 —3.90%**
Numerical reasoning score 55.62  51.77 —3.85"**
Subject-area score 5990  55.49 —4.41%**
Pedagogy theory score 58.70  56.38 —2.32%**
Female (%) 99.10  98.18 —0.92%**
Disabled (%) 0.58 0.04 —0.54***
Age 33.15  33.28 0.13
Primary

Above eligibility threshold (%) 36.73 13.40 —23.33***
Above wage increase threshold (%)  0.01 0.00 —0.01**
Verbal reasoning score 5796  54.03 —3.93***
Numerical reasoning score 5720  53.64 —3.56™**
Subject-area score 5995 51.52 —8.43***
Pedagogy theory score 59.38  57.39 —1.99***
Female (%) 80.59  76.99 —3.60"**
Disabled (%) 0.48 0.02 —0.46***
Age 31.85  32.57 0.72%**
Secondary

Above eligibility threshold (%) 56.99  40.07 —16.92***
Above wage increase threshold (%)  0.04 0.00 —0.04***
Verbal reasoning score 61.66 58.24 —3.42%**
Numerical reasoning score 62.48  59.41 —3.07***
Subject-area score 59.92 55.49 —4.43**
Pedagogy theory score 60.13  57.83 —2.30%**
Female (%) 52.80  50.48 —2.32%**
Disabled (%) 0.56 0.03 —0.53***
Age 3342 3274 —0.68***

Source: ICFES. This table describes the data available in the first year of testing applicants. Applicants
disclosed at registration the level of education at which they aspired to become teachers (preschool, primary
or secondary education). *** p<0.01, ** p<0.05, * p<0.1
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Data on applicants’ test scores are available only for the first year of the test, and were obtained
from ICFES. However, these data are not used in the regression analyses since it was not possi-
ble to match applicants to schools because there is no public information that would allow one to
identify which schools hired the applicants who passed the test. Nevertheless, these data provide
important insights into how teachers performed on the first wave of the test. Table 3.1 presents
descriptive statistics from this dataset for two exams that took place in 2005. The first test took
place in January of 2005 (2005-1 in the table). Due to candidates’ discontent with the test and their
poor performance, a second test was administered in December of 2005. The second test (2005-2)

was used to create the list of eligible candidates from which new hires were drawn in 2006.

Table 3.1 shows that, in 2006, only 17% and 13% of the candidates who applied to positions
in preschool and primary schools, respectively, obtained a score above the eligibility threshold (60
points). Moreover, if these candidates had requested a promotion, none of them would have qual-
ified for a salary increase (none of them obtained a score of 80 points or higher). Performance on
the test is a little better for secondary school job candidates. Many more candidates passed the
eligibility threshold, but less than 1% qualified for a salary increase. Regarding the demographic
characteristics of job candidates, most of them are between 31 and 34 years old. Preschool and pri-
mary school job candidates were mostly female (98% and 77%, respectively), while job candidates

for secondary school positions were almost equally distributed by gender (50.5% were female).

3.3.2 Students’ Data

ICFES administers a standardized test to Grade 11 students every six months,® called Saber 11.
Performance on this test is usually used as a requirement for high school graduation and college
admission. Public schools, which use Calendar A, typically take the test during the second half
of the year (around October). Students take the test on the day and place assigned by ICFES. The
test requires the attendance of students for a full day at the assigned site. This site often does not
correspond to their own school. The test lasts 9 hours divided into two sections of 4 hours and 30
minutes each. The test has multiple components, including math, language, biology, philosophy,

physics and chemistry.

Colombia has two academic calendars: A and B. The school year in Calendar A starts in February and ends in
November. The school year in Calendar B begins in September and ends in May. ICFES offers the Saber 11 test twice a
year so that students from both calendar years can take the test in their respective second semesters.
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In this paper, I use student-level data from students taking the Saber 11 test between 2005-2013.
I use the subsample of students in public schools who are between 14 and 20 years old when they
took the first test for the analysis. Each component of the test was standardized by wave, given that
the test questions change in each wave of the exam. I also computed a global score, which is the

result of standardizing the sum of the scores in all tests.

Table 3.2: Descriptive Statistics of High-School Students in 2005, by School-Treatment Status in
2006

Variable Hired in 2006  Did not hire in 2006 Difference p-value
&) 2 3) “)
Female 54.6% 54.5% -0.1% 0.864
Age (years) 17.2 17.3 0.1 0.000
Household Size 5.2 5.0 0.2 0.000
Internet in the household 14.8% 14.5% 0.3% 0.669
Low income household 78.8% 80.9% -2.2% 0.039
Father with secondary or less 92.3% 91.0% 1.3% 0.000
Number of students per school 65.9 66.2 -0.3 0.425
Students in the sample 85,698 182,329
Schools in the sample 1,329 4,263

Note: Descriptive statistics using administrative student-level data from ICFES in 2005. Column 1 shows descriptive
statistics for students in schools that hired teachers in 2006, while column 2 summarizes demographics for students in
schools that did not hire teachers in 2006. The difference between these two columns is shown in column 3. P-values
of these differences, computed with standard errors clustered at the school level, are shown in column 4. Low income
households are those households in stratums 1 and 2 (out of 6 possible income stratums).

Table 3.2 shows descriptive statistics of students that took the Saber 11 test in 2005. Column
1 shows descriptive statistics for those students in schools that hired teachers in 2006 and column
2 for those in schools that did not. The table shows statistically significant differences between
both groups of children; however, those differences are minor in size. For example, children in
schools that hired teachers in the first year after the implementation of the new system are 0.1 years
younger, have on average 0.2 more family members, are 2 percentage points less likely to be in a
low-income household and are 1.3 percentage points more likely to have a father with secondary
education completed or less education. These differences, although significant, are not large. 1

do not see significant differences in terms of the gender distribution at school, the availability of
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Internet on the household or on the number of students per school. For that reason, I conclude that
there is no evidence that schools that hired teachers in 2006 were different from schools that did

not hire teachers.

3.4 Identification Strategy

The main specification exploits school-level variation in the number of teachers hired under the new
system in the first year after implementing the policy (2006). This specification compares students
in schools that hired new teachers and those in schools that did not hire new teachers using test
scores from 2005 and 2006, the last year before and the first year after the implementation of the
policy. The objective of this specification is to identify the first-year effects of the new policy, which
allows one to clearly identify a group of schools that did not hire new teachers. This group will be

the comparison group. The specification of the difference-in-differences model is as follows:

Yist = B(Fraction NSsa006 X Y2006;) + X;v 4+ 7 + s + €55, ¥Vt = 2005,2006  (3.1)

where Y;; is the standardized test score of student i in school s in the year t. Notice that each
student only takes the Saber 11 exam once, thus, each i is observed only once. F'raction NS is
the number of teachers reported to be classified in the new system in 2006 as a share of the total
number of teachers in that year in school s. Y2006, takes the value of 1 in year 2006 and O in
2005. Finally, X; is a set of student-level controls that include gender and age, 7 is a year-wave
fixed effect, and ps is a school-level fixed effect. Standard errors for individual-level regressions
are clustered at the school-level. The main effect is measured by 5. It measures how an increase
in one percentage point in the share of newly hired teachers changes students’ standardized tests
scores. In other words, /3 is estimated by comparing the change in test scores of students in schools

that hired new teachers, accounting for the intensity of hiring those new teachers.

One concern with this specification is that nothing prevented incumbent teachers from taking
the test, and therefore, being ruled by the new system. The voluntary transition of teachers from

the old system to the new system could contaminate the treatment group and underestimate the
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effect of new hires. However, it is unlikely this is the case despite the fact that entry-level salaries
in the new system were 2-8% higher. To see why, note that after passing the exam and being
hired, teachers entered a probationary period. After this probationary period, they are subject to
an annual performance evaluation that assesses teaching and behavioral competencies. The annual
performance evaluation has no implications for career advancement. In the worst case scenario, a
teacher who switches from the old system to the new system who obtained an unsatisfactory result
in the performance evaluation would have to make a personal and professional improvement plan.
While this seems to be a minor consequence, the reputational costs of the exam can be very high
and could have persuaded many incumbent teachers to remain in the old system. On the other hand,
career advancement in the old system required only the accumulation of experience regardless of
the quality of the service provided, while career advancement under the new system required taking
a standardized exam and passing it with 80 out of 100 points, which rarely happened. That this
probability is low is also supported by anectotal evidence, which confirms that incumbent teachers

were unlikely to take the test (Cuevas, 2010).

Another concern is that schools that hire teachers in 2006 would have been performing worse
or better than schools that did not hire teachers. In particular, one of the requirements of the
difference-in-differences model is that the academic performance of schools that hired teachers in
the new system could not have been progressing differently from the academic performance of
schools that did not hire teachers in 2006. However, I cannot test this hypothesis because I do
not have historical data on student performance prior to 2005. Despite not being able to test this
hypothesis, Table 3.2 showed that students from both groups did not have notable demographic

differences.

A final concern is that the hiring of teachers would have taken place only in schools located
in regions of lower educational quality. As shown in Figure C1, municipalities involved in the
hiring process vary nationally. Still, those municipalities that hired teachers and those that did not
may differ in observable and unobservable characteristics. Table C4 displays descriptive statistics
comparing these two groups. As can be seen, municipalities that did not hire teachers in 2006
are richer, larger, have fewer police stations, higher unemployment rates, and higher density. For

the specifications I estimate, I use control variables and school fixed effects to account for these
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differences. All specifications include either school-level or municipality-level fixed effects, using

the former whenever possible.

Given that on 2005 no schools had teachers hired through the new system, the first-year results
offer the the cleanest effect of the policy. However, it may take some time for teacher recruitment to
bear fruit. For that reason, this paper also presents evidence about the results of implementing the
employment test eight years after it was implemented. The specification of the 2005-2013 repeated
cross-sectional data is similar to the one explained in Equation 3.1. In particular, I estimate the

following equation:

Yier = B(Fraction NSg) + X7 + T + fis + €ist, Yt € [2005, 2013] (3.2)

where Fraction NS is the number of teachers in the new system at school s and time ¢ di-
vided by the total number of teachers in school s at time ¢. Notice that this ratio takes the value
of 0 for all schools when t = 2005. This regression also includes as explanatory variables the
age and gender of the student. Unfortunately, there are no controls varying over time and across
municipalities that can be included due to the lack of such data for the study period. Time and
school fixed effects are included in this specification to control for observable and unobservable
variables that have changed over time for all schools, and that vary between schools at all points in
time. Because there is a longer observation time, these estimators are expected to be more precise
about what happened to school performance in the medium run. In this case, 5 shows how stu-

dent performance changes as teacher hiring intensity changes. The next section presents the results.

3.5 Results

3.5.1 One-Year After the Implementation of the Policy

Table 3.3 presents the results of comparing the scores of students who took the Saber 11 test in
2005, before the implementation of the policy, and in 2006, after the implementation. The coef-
ficient displayed is the estimated /3 coefficient from a linear regression as shown in Equation 3.1.
That is, each regression uses individual-level data, controls for the individual’s age and gender, and

includes year-wave and school fixed effects.



77

Table 3.3: Individual-Level Results: One Year After Implementation

Fraction NS; Robust Romano-Wolf
Test xY 2006, p-value p-value
(1) (2) (3)
Global 0.031 [0.379] {0.765}
Math 0.006 [0.865] {1.000}
Language -0.036 [0.294] {0.765}
Biology 0.071 [0.014] {0.078}
Philosophy 0.040 [0.289] {0.765}
Physics -0.004 [0.909] {1.000}
Chemistry 0.072 [0.085] {0.353}

Notes: The results in each row of this table come from independent linear regres-
sions in which the variable of interest is students’ standardized test scores in the
related subject. The explanatory variable is computed as the number of teachers reg-
istered in the new system as a percentage of the size of the teaching staff. This ratio
takes the value of zero for those schools that did not hire teachers in 2006 and for
all schools in 2005. Estimates are shown in Column 1. Each regression uses school-
level and year-wave fixed effects. Column 2 presents p-values computed with robust
standard errors, displayed in brackets. Column 3 presents p-values computed with
the Romano-Wolf correction in curly brackets. The number of observations in all
regressions is 529,584.

The results show that one year after the change in the teacher hiring policy, there are no sig-
nificant effects on tests scores in either language or mathematics, which are usually the subjects in
which the curriculum is quite similar between schools. The results are also generally insignificant
for the student tests in other subject areas, for which curricula widely varies across schools. There
is only a modest positive result for the biology test, which implies that a 1 percentage point increase
in the number of teachers hired under the new system would generate an increase in biology tests
scores of 0.00071 standard deviations. This effect not only is quite small, but is only significant at
the 5% level. The effects pare less significant after applying the Romano-Wolf correction. In the
case of the results of biology tests, the significance with the Romano-Wolf correction drops to the
10% level. The Romano-Wolf correction (asymptotically) calculates the probability of rejecting at
least one true null hypotheses in a set of hypothesis under test, also known as the familywise error
rate (FWER).
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These results are to be expected, for several reasons. First, given that I do not observe student-
teacher matches, it is not clear from the data whether the students who took the test were exposed
to the new teachers hired under the new system. This means that, even if the school was treated,
the student within the school might not have been treated. Second, given that the teachers hired
are new to the public sector and most likely are new to the teaching profession, even if they are
qualified, it may take time for them to reach their teaching potential. The literature in education
asserts that experience plays an essential role in teachers’ quality (Elacqua et al., 2017). These
findings are also in line with Araujo et al. (2019)’s work one year after the implementation of the

Ecuadorian teacher reform.

3.5.2 Eight Years After the Policy Changed

Table 3.4: Individual-Level Results: Eight Years After Implementation

Robust Romano-Wolf
Test Fraction NS  p-value p-value
) 2 3)
Global 0.022 [0.049] {0.078}
Math -0.042 [0.283] {0.600}
Language -0.047 [0.274] {0.600}
Biology 0.057 [0.104] {0.518}
Philosophy -0.004 [0.934] {1.000}
Physics -0.025 [0.523] {0.899}
Chemistry 0.079 [0.071] {0.427}

Notes: The results shown in each row of this table come from independent linear re-
gressions in which the variable of interest is the standardized tests scores of students
in the corresponding subject. The explanatory variable shown in this table corre-
sponds to the number of teachers registered in the new system as a percentage of the
size of the teaching staff, which takes the value of zero for those schools that did not
hire teachers in 2006 and for all schools in 2005. Estimates are shown in Column 1.
Each regression uses school-level and year-wave fixed effects. p-values computed
with robust standard errors are displayed in brackets. p-values computed with the
Romano-Wolf correction are shown in column 3 in curly brackets. The number of
observations in each regression is 2,898,252.
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Focusing on longer-term results, Table 3.4 shows evidence that the progressive hiring of more
teachers under the new system during the eight years following the policy’s implementation has
not affected students’ test scores. In particular, for the global score, I find that a one percentage
point increase in the number of teachers in the new system as a percentage of the total number
of teachers generated an average increase in student scores of 0.00022 standard deviations after
the reform. The size of this effect makes it economically insignificant, although statistically it is
significant at the 95% level of confidence. After applying the Romano-Wolf correction, the signif-
icance level drops but passes the 10% level. Concerning math and language scores, I find small
average decreases in student achievement, but these effects are not significant. Similarly, I find
non-substantial changes in tests scores in biology, philosophy, physics, and chemistry, none of

which are statistically significant.

The above specification allows one to evaluate the average effect of hiring intensity on student
outcomes after implementing the reform. However, one concern with this specification is that the
treatment units were treated at different points in time. That is, schools began hiring teachers from
the new system in different years according to their needs. Given this staggered adoption of teach-
ers under the new system, a two-way fixed effects model may generate biases in the estimation,
even in the presence of parallel trends. This can happen when treatment effects are dynamic and
take some time to be realized. In the case I am studying, this can happen because new teachers,
although they may be better selected and therefore could have better potential quality, do not have
teaching experience, which is key to being a good teacher. Given that the effect shown in the table
is only the average effect over the 8-year period after the hiring of teachers, the effect is less likely
to be close to zero if these better-trained teachers turn out to be better than incumbent teachers once

they have acquired some experience.

One of the approaches to estimate dynamic effects is to implement an event study using a cen-
tered time variable. For each school, this variable is centered at O when the school began to hire
teachers. That is, the event variable 7; is O when the school s hired the first teacher of the new sys-
tem, and can take a maximum value of 7, which corresponds to the maximum number of periods to
which a school was exposed to the teachers of the new system. The period dummies resulting from

this variable, interacted with hiring intensity, can help determine the effect of new hires on school
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performance one to eight years after the first hiring.

But implementing event studies in this context also has its challenges. For example, recent
papers have identified that in a staggered specification, the treatment group in each period is com-
pared to a control group that changes from period to period. That is, the estimated average treat-
ment effect is a weighted sum of the effects of each treatment group in each period from several
difference-in-differences estimators. De Chaisemartin and d’Haultfoeuille (2020) demonstrate that
some of the weights in this computation may be negative due to these changes in the comparison
group, which in turn, may eben lead to obtaining a negative ATE even when the treatment effect in
each treatment period is positive. De Chaisemartin and d’Haultfoeuille (2020) propose a correction
to this problem, which I use to estimate dynamic treatment effects, one period before and seven

periods after treatment.

Figure 3.2: Chaisemartin and D’haultfeuille Staggered Event Study: Global Test Score
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Notes: This graph shows the results of the event study estimation using the De Chaisemartin and d’Haultfoeuille (2020)
methodology. The x-axis shows the number of periods that occurred from the time when the first hiring of teachers in
the new system occurred. Each estimate, in blue, has an associated 95% confidence interval, in gray.
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Figure 3.2 shows, for each period, the causal effects using this methodology on the global test,
together with its 95% confidence interval. The graph shows the effects one year before hiring the
first teacher (period -1), and 7 years after the year in which the first teacher was hired (periods
1-7). Period O corresponds to the year in which the first teacher from the new system was hired.
No significant effects are found in any of the treatment periods, except for a marginally significant
effect in the period before hiring. For this period, I find that the treatment group had relatively
better scores than the control group. The graph also shows that there is a slightly decreasing trend
that starts in years 6 and 7 after the implementation of the policy. However, the estimation of these
coefficients is less accurate as the number of periods from time zero increases because there are

fewer treated units with observations there.

Figure 3.3 shows the results of this methodology for each subject-area test score. In the case of
math, effects are not found until years 6 and 7 after the first teacher of the new system is hired. For
year 6, for example, I find that an increase of 1 percentage point in the number of teachers from the
new hiring system generates a decrease of 0.0005 standard deviations in the math test. While the
effect is significant, its size is quite small. No significant effects are found in any other test. These
estimates may indicate that an evaluation that includes a longer period of time may be needed to

observe the effects of this reform.
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Figure 3.3: Chaisemartin and D’haultfeuille Staggered Event Study: Subject-Area Test Scores
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methodology. The x-axis shows the number of periods that occurred from the time when the first hiring of teachers in
the new system occurred. Each estimate, in blue, has an associated 95% confidence interval, in gray.



83

One reason why there may be a lack of effects of this hiring system does not necessarily have

to do with the fact that evaluating teachers by means of a test is not appropriate. It may be that
by implementing this system, unintended side effects were generated. One of these unintended
effects has to do with the hiring of teachers in temporary positions, who do not meet the qualifying
criteria. Figure 3.4 shows that the percentage of teachers hired temporarily has remained stable
since 2006, and represent a significant portion of the total number of teachers hired. That is, there
is a possibility that the reason for not finding effects is not related to poor screening, but could

potentially be associated with a lower quality of teachers hired in temporary positions.

Figure 3.4: Evolution of Temporary Positions Over Time
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Notes: This graph shows the results of number of teachers over time, by type of contractual relationship.

3.5.3 Heterogeneous Effect by Gender of the Student

The teaching profession in Colombia has been characterized as being mainly a profession in which
women are overrepresented, that is, there are proportionally more women than men in this profes-

sion. The Figure 3.5 shows that in 2005, 71% of school teachers were women. However, when
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comparing the gender distribution in the new system, there is a marked difference. For example, in
2006, the proportion of teachers hired in the new system who are women was 64%, compared to
71% of women in the old system. In other words, there is a relatively greater entry of men into the

teaching profession after 2006.

Figure 3.5: Share of Female Teachers Over Time
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Notes: This graph shows the number of female teachers hired in each hiring system, relative to the total number of
teachers in the public sector.

Several recent studies have found that female teachers improve female student outcomes (Gong
et al., 2018; Winkelmann, 2016), especially in mathematics (Hwang and Fitzpatrick, 2021). There-
fore, the question that arises in the Colombian context is whether the reduction in the percentage
of women hired generated adverse effects on female students relative to male students. With this
in mind, I estimate the following equation to investigate whether if there are differential effects by

gender of teacher hires:

Yist = 0(Fraction N Sgx Female;s;)+u(Percent NSst)‘i‘X;St’Y‘i‘Tt“‘Ms“‘@ist’ Yt € [2005,2013]
(3.3)

The difference between equations 3.2 and 3.3 lies in the interaction term F'raction NSg X
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Gender;s. The estimate of § will give us an estimate of the differential effect of female students
compared to their male counterparts, in schools that had more teacher hires after 2006. The results

of this model are shown in Table 3.5.

Table 3.5: Heterogeneous Effects by Gender: Eight Years After Implementation

Robust Romano-Wolf

Test Female x Fraction NSg  p-value p-value
(1) (2 (3)
Global -0.032 [0.000] {0.020}
Math -0.213 [0.000] {0.020}
Language 0.071 [0.000] {0.020}
Biology 0.015 [0.094] {0.196}
Philosophy -0.041 [0.000] {0.020}
Physics -0.184 [0.000] {0.020}
Chemistry 0.007 [0.426] {0.490}

Notes: The results shown in each row of this table come from independent linear
regressions in which the variable of interest is the standardized tests scores of stu-
dents in the corresponding subject. The explanatory variable shown in this table
corresponds to an interaction between the gender of the student and the number of
teachers registered in the new system as a percentage of the size of the teaching staff.
The latter takes the value of zero for those schools that did not hire teachers in 2006
and for all schools in 2005. Estimates are shown in Column 1. Each regression uses
school-level and year-wave fixed effects. p-values computed with robust standard
errors are displayed in brackets. p-values computed with the Romano-Wolf correc-
tion are shown in column 3 in curly brackets. The number of observations in each
regression is 2,898,252.

I find small reductions in girls’ school performance for mathematics, philosophy and physics
tests caused by the increased recruitment of teachers in the new system. In math, for example,
the hiring of one percentage point more teachers in the new system generated a reduction in the
girls’ test score of 0.0021 standard deviations compared to boys. In the case of language, there is
evidence of a relative improvement of girls in the test, but the effect size is very small: 0.00071
standard deviations per each increase in one percentage point in the share of new hires. These
effects, although significant, are quite moderate and very close to zero in size. One would also
like to know if these results are due to different impacts between boys and girls when analyzed

separately. Table C6 show separate regressions for boys and girls of being exposed to more newer
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teachers. The specification controls for the same charateristics as the model used in Table 3.5. The
model shows that there is an improvement in the test score of boys, especially in math language and
biology. In contrast, girls in schools that hired more teachers are doing worse in math, philosophy,
physics and chemistry. Therefore, the differential effect observed in Table 3.5 can be attributed to
two mechanisms: boys are improving their performance in certain tests, but this improvement does
not outweigh the worsening of tests scores of girls due to the hiring of new teachers. Lower hiring
of female teachers may have to do with the fact that they tend to perform worse on tests compared
to their male counterparts. To assess whether this is the case, I use the test scores of candidates

who took the test in 2005 using a linear regression model as follows:

Yimt = BFemale + X],q + Tt + fhm + Ejme (3.4)

where Yj,,,; is the standardize test score of a component of the test or a dummy taking the
value of 1 if the candidate passed the eligibility thresholds, and zero otherwise. Since there were
two waves of testing in 2005, wave fixed effects are included (7). Each regression controls for
teacher’s age, disability status and municipality of residence. 3 is the estimate of how different the

test results were for female versus male candidates.
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Table 3.6: Correlates of Teacher Test Score Results with Gender in 2005

Robust Romano-Wolf

Test Bfemale  Pp-value p-value
(1) (2) (3)

Panel A. Standardized Test Scores

Verbal 0.020%**  [0.009] 0.059
Numeracy -0.400%***  10.000] 0.020
Subject area -0.115***  [0.000] 0.020
Pedagogy -0.084***  10.000] 0.020
Average -0.213%**  [0.000] 0.020

Panel B. Probability of passing the threshold

Score > 60 -0.085*** [0.000] 0.019
Score > 80 -0.000%**  [0.000] 0.019

Notes: The results shown in each row of this table come from
independent linear regressions using observations from 269,488
candidates. The variables of interest in Panel A are the standard-
ized test scores of teachers in the respective component of the test.
The dependent variables of the regressions in Panel B are dum-
mies that take the value of 1 if the teacher met the score criteria,
and zero otherwise. Each regression controls for the wave of the
exam, and teacher’s age, disability status and municipality of res-
idence.

Table 3.6 shows that females performed better than males only in the verbal aptitude test (0.020
standard deviations above). However, in the other three components of the test, females scored
significantly lower than males. For example, in the numeracy component, women’s scores were
0.4 standard deviations below those of men. When taking the test, each candidate declared the
area of knowledge to which he/she wanted to apply (e.g., mathematics, science, biology, etc.).
When looking at the test results in the area component, women scored 0.11 standard deviations
lower than men. Similarly, in the pedagogical theory component, females scored 0.08 standard
deviations lower than males. When I look at the probability of passing the eligibility tests, I find
that the probability of women passing the hiring threshold (60) is 8.5 percentage points lower than
that of men. While the effect on the probability of passing the career advancement threshold is

significant, the size of the effect is negligible.
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3.5.4 Results in Dropout Rates

The school census also has additional information about student attrition rates during the first year
of program implementation. Table C5 presents linear regressions at the school level, which for each
grade level regresses dropout rates on the percentage of teachers in the new system who arrived at
the school in 2006. Although significant effects are found, these effects are small. In general, we
see that there is a small drop in the school dropout rate. This drop appears to be more prevalent
among younger students (those in grades 5 and below). Unfortunately, these data are only available

for 2005 and 2006, so I am unable to make estimates for a longer period of time.

3.6 Final Remarks

In this paper, I evaluate the effect of a reform in the hiring process of teachers in public schools in
Colombia that began to be implemented in 2006. The reform required teachers to be hired through
a screening process that required them to take a test to evaluate their skills. Only new candidates
were required to take the test, while incumbent teachers would continue to be promoted in their
profession according to the old promotion system. Using difference-in-differences and event study
estimates, I compared students in schools that hired relatively more teachers since 2006 with stu-

dents in those schools that did not hire, or hired at lower rates.

I find that one year after the implementation of the reform there are no effects. Eight years
after the implementation of the reform, no effects are found either. When looking at the dynamic
effects of the reform, no effects are found in most periods. However, a negative but not signifi-
cant trend begins to be seen six and seven years after the first recruitment took place in math test
scores. These results contrast with those found by Brutti and Sanchez (2017), who run school-level
estimates over the same period of analysis to identify the effects of this reform in Colombia, and
found small positive and significant effects of the reform. It is worth mentioning that when running
regressions at the school level,” I find similar results to those found at the individual level and have
not been able to replicate the results of this paper. While the current research paper improves on
the estimates provided by them by focusing on individual-level outcomes, it should be noted that

there are data restrictions that limit the ability to make better inference in this paper. For example,

7 Available upon request
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the unavailability of data on the match between students and hired teachers does not allow me to
quantify the effect of direct exposure to new teachers. Also, it should be noted that the effects I see
are those on high school seniors. Not being able to see the results in students in other grades does

not allow me to see differential effects between younger students compared to older students.

These limitations aside, the results from this paper are insightful but do not necessarily imply
that implementing a recruitment process using screening tests does not work. Pre-employment
tests that do not accurately test proxies of productivity may be harmful. One of the complaints of
candidates at the beginning of the reform was that the tests were very complex, especially caused
by the test in pedagogical theory. This section of the test did not benefit those professionals in spe-
cific subject-areas of knowledge (for example a B.A. in Math), while it did benefit those who were
professionals in education. However, it is not clear that not knowing pedagogical theory harms

teacher quality.

In addition, the difficulty in hiring teachers who passed the exam generated secondary effects.
In particular, the high percentage of temporary teachers hired after the reform is noteworthy. About
19% of teachers in 2014 were unregulated temporary positions (OECD, 2016a). These hires did
not go through the test screening process and, therefore, it is not possible to know or guarantee the
quality of these teachers. In general, more evidence needs to be generated using more detailed data

and over a longer time range to improve the results presented in this paper.
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Appendix A

Additional Tables and Figures for
Chapter 1

A1l Definitions

Experience: 1t is potential experience. That is the age reported by the individual minus the years of

schooling.

Hourly real wages: They are defined as the labor earnings received last month, adjusted by a monthly
price index, and divided by the number of hours that an individual usually works per month. The latter is
defined as four (weeks) times the number of hours that a person usually works per week. Wages in the formal
sector were also adjusted by the contribution employers make to health insurance and retirement plants of
their employees. In Colombia, employers contribute 8.5% of their wages to their employees’ health insur-
ance plan and 12% to their retirement plans. I also dropped observations below the 1% and above the 99%

of the wage distribution.

Labor force: 1t is defined as the economically active. That is, those people who are 12+ years old and,

who are either working or looking for employment'.

Informality: This paper uses two definitions of informality. The fist measure defines an informal workers

as the individuals who do not have access to a health insurance through their employer or does not have a

! Although the official definition from the National Bureau of Statistics in Colombia takes into account people who
are 10+ years old in rural areas, and those who are 12+ years old in urban areas, I dropped those people aged 10-11 years
old from the sample.
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retirement plan. The main results of this paper use this measure. an alternative measure, used by DANE,
defines informality according to the size of the firm. If the worker is employed by a firm of 5 or less
employees, he is classified as informal. Self-employed also enter in this category. Only if specified in the

footnote, usually on appendix tables, this measure will be used.
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A2 Google Searches Index

Google Trends queries return a Google search index for the location and time range specified. In this paper,
T use a query for key terms in Colombia for the past 4 years (2015-2018). The result of this query is a dataset

with a unique index per city. The google search index for citi ¢ using this type of query would be:

hitsi

Sli=—————
max;ecn{hits;}

(A1)

, where S1; is the search intensity measure that one gets from the query, hits; is the number of hits of
searches of key words in geographical area i during the period 2015-2018. The denominator of the equation
returns the number of hits of the city where most of the hits took place. Thus, the Google search intensity
index returns, per city, a number that ranges from O to 100. The city with most of the searches will be
assigned a value of 100 and every other city in the country will be assigned a value relative to that value.
Cities with very low search are automatically assigned a value of zero. Google Search also removes multiple
searches made by the same person within a specific time period. 2

Let’s calculate a composite index that is the summation of the city indexes

N
1
L =——— its; A2
Z S maxjeN{hitsj} 722; hits; A.2)

i=1

Thus, one can calculate the share of hits in location i in the following manner:

SI;
mf =k N
Zi:] SIZ
j hits:

= mlaneN{ 1 S]JV} "

L SN e

manGN{hitsj} ZZ:l its

hits;

== "

Zizl thsz

m? is a proxy for the number of migrants in location i as a share of the total number of migrants.

ZSee https://support.google.com/trends/answer/4365533?hl=en


https://support.google.com/trends/answer/4365533?hl=en

A3 Figures and Tables
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Table Al: Timing of the events

August 19, 2015

First wave
August 13, 2016

Second wave
July 16, 2017
October 15,2017

Third wave
May 20, 2018

Maduro orders to close the border crossing in
Téachira

Venezuela-Colombia border is reopened after
almost one year

Venezuelan Referendum takes place
Maduro’s political party wins 17 out of 22
Governorships

Presidential elections take place. Maduro is
re-elected.

Notes: This table summarizes three key events that unfolded the
Venezuelan exodus. Accuracy of the data was cross-checked using mul-
tiple journals cited on the references section.
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Figure A1: Occupation of Nationals and Immigrants in Colombia
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Notes: This graph displays the distribution of nonimmigrants, Venezuelan immigrants and Colombian returnees in the
GEIH sample. The distribution is computed using all individuals observed after July 2016, i.e., after the re-opening of
borders.
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Figure A2: ArCo Results for Informal Wages
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Notes: This set of graphs depict the fitting of the ArCo methodology in 6 regions that had a relatively higher influx of
immigrants. Al the graphs depict results in informal wages. The black line presents the observed data. The green line
shows how the elastic net fits the observed data in the pre-treatment period. The light blue line depicts the prediction
of the model in the post-treatment period along with a 95% confidence interval. The vertical dashed line signals the
moment in time when borders re-opened.
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Figure A3: ArCo Results for Informal Employment
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Table A2: Heterogeneous Effects on Wages
(1) ) 3)
Formal Informal Both
Panel A. By gender
My en i X Female 0.002%* 0.005%** 0.007%***
(0.001) (0.001) (0.001)
Observations 276,332 689,062 965,394
R-squared 0.058 0.097 0.151
Panel B. By age category
Myenrt X 15 — 24 0.004** -0.007%** 0.001
(0.002) (0.002) (0.002)
Myen e X 25 — 34 -0.004** -0.003* 0.003*
(0.002) (0.002) (0.002)
My enre X 35 — 44 -0.006%** -0.006%** -0.001
(0.002) (0.002) (0.001)
My enrt X 45 — 54 -0.006%** -0.002 0.000
(0.002) (0.001) (0.001)
Observations 276,332 689,062 965,394
R-squared 0.058 0.097 0.151
Panel C. By occupation
Clerical support workers 0.005 -0.016* -0.016%*
(0.010) (0.010) (0.009)
Observations 33,676 141,766 169,272
Service workers -0.004 -0.025%*%* -0.017%%*
(0.004) (0.004) (0.004)
Observations 76,659 168,195 236,751
Elementary occupations -0.013 -0.053#** -0.045%**
(0.009) (0.010) (0.010)
Observations 67,019 140,107 200,540

Notes: This table summarizes the findings of heterogeneous effects of the migration-induced supply
shock on wages. These regressions use the sample of Colombians who have not changed their
city of residence in the past year and who have completed secondary or less. Panel A and Panel
B show the results of a model of triple differences that tests heterogeneous effects by gender and
age category, respectively. Each subpanel from Panel C comes from a different regression that
uses the subsample of workers in the corresponding occupation. In this case, each regression uses
a migration shock at the region-month-occupation level given that the household survey allows to
identify which occupations immigrants enter. Column (1) presents the results in the formal sector,
Column (2) in the informal sector, and Column (3) in both. Standard errors, in parentheses, are

clustered at the region-month/year level. *** p<0.01, ** p<0.05, * p<0.1
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Table A3: Heterogeneous Effects on Employment

(1 ) 3)
Formal Informal Both
Panel A. By gender
My en i X Female 0.009%** 0.000 0.001
(0.001) (0.001) (0.000)
Observations 404,347 927,731 1,223,911
R-squared 0.160 0.054 0.038
Panel B. By age category
Myenrt X 15 — 24 0.001 -0.005%** -0.004%**
(0.002) (0.001) (0.001)
My en e X 25 — 34 0.001 -0.004%** -0.002%**
(0.002) (0.001) (0.001)
My en e X 35 — 44 0.001 -0.002%** -0.001%**
(0.002) (0.001) (0.001)
My en i X 45 — 54 0.004%#** -0.000 0.000
(0.001) (0.001) (0.000)
Observations 380,171 820,690 1,103,035
R-squared 0.159 0.055 0.039
Panel C. By occupation
Clerical support workers 0.006 0.003 0.002
(0.008) (0.003) (0.003)
Observations 59,215 196,722 234,447
Service workers 0.007* 0.004 0.004*%*
(0.004) (0.003) (0.002)
Observations 115,555 214,779 295,385
Elementary occupations 0.007 0.006 0.004
(0.008) (0.004) (0.003)
Observations 92,674 175,457 245,705

Notes: This table summarizes the findings of heterogeneous effects of the migration-induced supply
shock on employment. These regressions use the sample of Colombians who have not changed
their city of residence in the past year and who have completed secondary or less. Panel A and
Panel B show the results of a model of triple differences that tests heterogeneous effects by gender
and age category, respectively. Each subpanel from Panel C comes from a different regression that
uses the subsample of workers in the corresponding occupation. In this case, each regression uses
a migration shock at the region-month-occupation level given that the household survey allows to
identify which occupations immigrants enter. Column (1) presents the results in the formal sector,
Column (2) in the informal sector, and Column (3) in both. Standard errors, in parentheses, are
clustered at the region-month/year level. *** p<0.01, ** p<0.05, * p<0.1
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Table A4: Effect of Venezuelans Immigrants on Internal Migration

(1)
Variable Mt mr
My en mr -0.011
(0.016)
Observations 1,418
R-squared 0.771

Notes: This table regresses net migration of Venezuelan im-
migrants on the net migration of internal migrants. The re-
sults are obtained from a dataset that contains time and re-
gional variation in the outcomes of interest. Robust standard
errors are shown in parentheses. *** p<0.01, ** p<0.05, *
p<0.1
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Figure A4: Geographical Distribution of the Raw Internet Search Index
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Note: This map depicts the geographical distribution of the number of immigrants according to the Internet search index.
Two overlapping distributions are shown. In a scale of blues, the geographical density at the Department level, while in
green the geographical density of selected cities. The maximum value of the raw index is 100.
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Figure AS: Venezuelan Migrant Counts According to Official Records
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Note: This map depicts the geographical distribution of the number of immigrants by Department using Data from ad-
ministratiive records (PEP-RAMYV). Data was collected from extractions of Tableau dashboards produced by Migracién
Colombia.
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Figure A6: Venezuelan Migrants in 2005
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Note: Produced by the author using information from IPUMS international 2005. Number of immigrants in 2005
correspond to the weighted sum of the number of people born in Venezuela surveyed in the 10% Census sample.
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Figure A7: Road Distance to the Border
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Note: This map depicts the road distance between the closest entry point and the target city. Three official entry points
are used: Cucuta, Maicao and Arauca. Notice that the road will not necessarily match linear distance between two
points.



Appendix B

Additional Tables and Figures for
Chapter 2

B1 Additional Tables

Table B1: Kolmogorov-Smirnov equality-of-expenditure-distributions test

Type of expenditure Dt = D™ = D
distribution maxy M(y) — F(y) = min, M(y) — F(y) max(| Dt |,| D™ |)
0 =1,2013-14 0.040 -0.023 0.040
[0.000] [0.000] [0.000]
f=1,2017-18 0.007 -0.030 0.030
[0.369] [0.000] [0.000]
6 = 0.5, 2013-14 0.034 -0.065 0.065
[0.000] [0.000] [0.000]
6 =0.5,2017-18 0.000 -0.156 0.156
[0.999] [0.000] [0.000]

Note: Own calculations based on ProGress and JD-HV database. The table shows the results of comparing male and
female-headed household expenditure distributions. The rows correspond to the type of expenditure measured employed,
which is a combination of the wave and the economies of scale used (#). The first column shows the largest difference
between the male and female PA expenditure distributions when the expenditure measure of male PA is below that of
female Pas. The second column shows the largest difference between the distributions when the expenditure measure
of male PA households is above that of female PA households. The third column shows the largest absolute difference
between the differences shown in columns 1 and 2. P-values are shown.
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Table B2: Correlates of Expenditure Categories (Above vs Below the 40th Percentile) using OLS,
by Wave and Gender of the Household Head

Wave 13-14 Wave 17-18
Female HHH Male HHH Female HHH Male HHH
VARIABLES (1) ) 3) )
Characteristics of the PA
Age -0.013%%* -0.006%** -0.012%%* -0.010%**
(0.002) (0.001) (0.002) (0.002)
Age squared 0.000%** 0.0007%** 0.000%** 0.0007%**
(0.000) (0.000) (0.000) (0.000)
Marital status (base: married)
Single or engaged 0.1227%%* 0.0407%** -0.008 0.041%**
0.017) (0.010) (0.016) (0.014)
Divorced or separated 0.061%** 0.012 -0.022* 0.027
0.017) (0.024) (0.013) 0.027)
Widowed/Widower 0.066%** 0.017 0.007 0.077*
0.011) (0.024) (0.010) (0.040)
Education (base: less than 6 years)
6-11 years -0.094%%* -0.078%*** -0.029%%** -0.066%%**
(0.010) (0.006) (0.009) (0.007)
More than 12 years -0.125%** -0.135%** -0.058#** -0.126%**
(0.013) (0.008) (0.012) (0.008)
Characteristics of the household
Family Size 0.11 7% 0.125%*%* 0.113%** 0.127%**
(0.003) (0.002) (0.002) (0.002)
Able bodied male adults, % -0.118%%* -0.119%** -0.091%%** -0.063%*%**
(0.031) (0.016) (0.023) (0.014)
Number of children below 5 0.028%*** 0.038%**%* 0.048%#** 0.028%***
(0.006) (0.003) (0.006) (0.004)
Number of elderly in the household 0.061%** 0.016 0.053%** -0.006
(0.021) (0.013) (0.015) (0.013)
Family type (base: couples with children)
Couples without children 0.106%** 0.075%** 0.1871%** 0.101%**
(0.048) (0.010) (0.032) (0.011)
Single caregivers -0.004 -0.010 0.081%** 0.050%*%*
(0.016) (0.012) (0.013) (0.012)
Single person households 0.045%* 0.154%#%% 0.205%** 0.209%*%**
(0.022) (0.013) (0.018) (0.014)
Unaccompanied children 0.054 0.146%%* 0.201%* 0.307%%**
(0.047) (0.030) (0.110) (0.083)
Non-nuclear and other households -0.035* 0.034%*%* 0.006 0.008
with children (0.018) (0.016) (0.014) (0.017)
Non-nuclear and other households -0.033 0.010 0.036** 0.010
without children (0.022) (0.013) (0.017) (0.014)
Constant 0.330%*:* 0.094 %% 0.219%*:* 0.043
(0.044) (0.028) (0.041) (0.032)
Observations 12,271 32,310 15,384 25,141
R-squared 0.201 0.324 0.199 0.295

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. The dependent variable is a dummy
that takes the value of 1 for households in the bottom 40th of the expenditure per capita distribution and O for those
households above the 40th percentile household.
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Table B3: Results from Quantile Regressions - Quantiles 10 to 50

Quantile
VARIABLES 10 20 30 40 50
Female PA x Wave 17-18 -0.120%*%*  -0.118***  -0.138***  -0.171%** -0.195%**
(0.015) (0.008) (0.008) (0.007) (0.007)
Wave 17-18 (base: Wave 13-14) 0.044% %% 0.001 -0.011%*%  -0.012%**  -0.013%**

(0.007) (0.007) (0.005) (0.003) (0.004)

Characteristics of the PA

Female PA -0.115%%%  -0.045%** -0.014 0.018**  0.041%**
(0.012) (0.012) (0.009) (0.008) (0.008)
Age 0.001**  0.002%**  0.002%**  0.002%**  (0.002%**

(0.000) (0.000) (0.000) (0.000) (0.000)
Marital status (base: married)

Single or engaged -0.232%%% - -0.192%**  -0.160%** -0.163*** -0.161%**
(0.020) (0.012) (0.013) (0.018) (0.019)

Divorced or separated -0.088**  -0.069%**  -0.047*** -0.045%**  -0.039%**
(0.041) (0.018) (0.017) (0.013) (0.011)

Widowed/Widower -0.100%**  -0.126***  -0.110%**  -0.103*** -0.100%**

(0.023) (0.015) (0.009) (0.007) (0.011)
Education (base: less than 6 years)

6-11 years 0.241%%%  0.186***  0.151%*%*  0.127***  (0.115%%*
(0.014) (0.010) (0.007) (0.006) (0.005)
More than 12 years 0.343%%*%  0.267***  0.228%*F*  (0.201***  0.187#%*

(0.013) (0.010) (0.007) (0.006) (0.006)
Characteristics of the household

Family Size 0.069%%*  0.056***  0.048***  (0.042%**  0.037%**
(0.003) (0.002) (0.001) (0.001) (0.001)

Able bodied male adults, % 0.221%%% - 0.228%***  (0.254%%*  (.254%**  (0.246%**
(0.025) (0.012) (0.015) (0.010) (0.012)

Number of children below 5 -0.068%**  -0.044*** -0.039***  -0.036%*F* -0.034%**

(0.006) (0.003) (0.002) (0.002) (0.002)
Number of elderly in the household ~ -0.211#***  -0.178***  -0.153*** -0.122%** -0.101%**
(0.025) (0.011) (0.008) (0.009) (0.012)
Family type (base: couples with children)

Couples without children -0.256%**  -0.174***%  -0.130*** -0.102%** -0.080%**
(0.033) (0.022) (0.015) (0.013) (0.012)
Single caregivers -0.081%**  -(0.044%%** -0.013 -0.007 -0.004
(0.013) (0.011) (0.008) (0.008) (0.009)
Single person households -0.524%*%  -0.459%**  _0.420%** -0.362%** -(0.320%**
(0.020) (0.015) (0.015) (0.013) (0.013)
Unaccompanied children -0.722%%%  -0.597***%  -0.596%**  -0.526%** -0.450%**

(0.165) (0.054) (0.069) (0.070) (0.043)
Non-nuclear and other households ~ 0.054***  (0,052%**  (0.062***  (,068%***  (.06]%***

with children 0.012) (0.012) (0.008) (0.008) (0.005)

Non-nuclear and other households  -0.052%* -0.028%* -0.014 0.001 0.015*

without children 0.021) (0.015) (0.011) (0.008) (0.008)
Constant 4.005%*%  4308%*k* 4 505%**% 4 655%%k*% 4 7]]5%%*

(0.030) (0.017) (0.018) (0.016) (0.014)

Observations 83,606 83,606 83,606 83,606 83,606

Note:Coefficients come from quantile regressions. Standard errors in parenthesis. *** p<0.01, ** p<0.05, * p<0.1.
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Table B4: Results from Quantile Regressions - Quantiles 60 to 90

Quantile
VARIABLES 60 70 80 90
Female PA x Wave 17-18 -0.203*%*  -0.212%%*  -0.220%** (. 227***
(0.006) (0.006) (0.007) (0.010)
Wave 17-18 (base: Wave 13-14) -0.010%* -0.008* -0.006 -0.008

(0.004) (0.004) (0.004) (0.005)

Characteristics of the PA

Female PA 0.051%%* — 0.065***  0.090%**  0.080%**
(0.007) (0.008) (0.007) (0.009)
Age 0.002%**  0.003***  0.003%**  0.003%**

(0.000) (0.000) (0.000) (0.000)
Marital status (base: married)

Single or engaged -0.149%**  -0.145%**  -0.118%** -0.076%***
(0.017) (0.017) (0.015) (0.012)

Divorced or separated -0.046%**  -0.045%**  -0.044%** -0.025
(0.012) (0.013) (0.012) (0.016)

Widowed/Widower -0.094***  -0.082%**  -0.059%**  -0.042%***

(0.008) (0.008) (0.008) (0.009)
Education (base: less than 6 years)

6-11 years 0.108*** — (0.098***  0.099%**  (.094%**
(0.004) (0.004) (0.004) (0.005)
More than 12 years 0.179%%*  0.177***  0.180%**  (.182%**

(0.006) (0.005) (0.004) (0.007)
Characteristics of the household

Family Size 0.032%%*  0.026%**  0.019%**  (0.011%**
(0.001) (0.001) (0.001) (0.002)
Able-bodied male adults, % 0.221%%*%  (.199***  (,162%**  (.107***
(0.010) (0.009) (0.010) (0.012)
Number of children below 5 -0.032#%*  .0.029%**  -0.027***  -0.023%**
(0.002) (0.002) (0.002) (0.003)
Number of elderly in the household -0.096%*%*  -0.078***  -0.050%**  -0.034%**

(0.010) (0.010) (0.010) (0.010)
Family type (base: couples with children)

Couples without children -0.061%**  -0.056***  -0.028*%* -0.023*
(0.011) (0.010) (0.011) (0.012)
Single caregivers -0.000 -0.004 -0.014%*%* -0.006
(0.007) (0.008) (0.006) (0.009)
Single person households -0.261%**  -0.190***  -0.127***  -0.050%**
(0.012) (0.012) (0.010) (0.011)
Unaccompanied children -0.332%*%  _0.279%**  -(0.134%* -0.068

(0.046) (0.054) (0.059) (0.063)

Non-nuclear and other households with children 0.058***  0.061***  0.045%**  (0.048***
(0.006) (0.007) (0.008) (0.007)

Non-nuclear and other households without children ~ 0.031***  (0.029%***  (,029***  (.029%*%**
(0.007) (0.008) (0.007) (0.007)

Constant 4.882%*%k 4 998F** 5 ]25%k* 5 3 8wk
(0.012) (0.014) (0.013) (0.015)

Observations 83,606 83,606 83,606 83,606

Note:Coefficients come from quantile regressions. Standard errors in parenthesis. *** p<0.01, ** p<0.05, * p<0.1.
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Appendix C

Additional Tables and Figures for
Chapter 3

C1 Additional Tables

Table C1: Teacher Ladder Requirements Before and After the Decree of 2002

Old system New system
Ladder Education Experience Education Experience
L1 High School
L2 High School 2yrsinL1
L3 High School 3yrsinL2 Technical training
on education
L4 High School 3yrsin L3 — 3yrsinL3
L5 High School 3 yrsin L4 - 3 yrsin L4
Technical training on education
L6 High School 3yrsinL5 — 3yrsinL5
Technical training on education 3 yrs in LS
Bachelor’s degree in other areas
L7 High School 3yrsin L6 Bachelor’s degree
Technical training on education 3 yrs in L6
Bachelor’s degree in other areas 3 yrs in L6
Bachelor’s degree in education
L8 High School 3yrsinL7 - 3yrsin L7
Technical training on education 3 yrs in L7
Bachelor’s degree in other areas 3 yrs in L7
Bachelor’s degree in education 3 yrsin L7
L9 Technical training on education 3 yrs in L8 - 3yrsin L8
Bachelor’s degree in other areas 4 yrs in L8
Bachelor’s degree in education 3 yrsin L8
L10 Technical training on education 4 yrs in L9 - 3 yrsin L9
Bachelor’s degree in other areas 3 yrs in L9
Bachelor’s degree in education 3 yrs in L9
L1l Technical training on education 4 yrs in L10 Master’s or PhD
Bachelor’s degree in other areas 3 yrs in L10
Bachelor’s degree in education 3 yrs in L10
L12  Bachelor’s degree in other areas 4 yrsin L11 - 3yrsinL11
Bachelor’s degree in education 4 yrsin L11
L13 Bachelor’s degree in education 3 yrsin L12 - 3yrsinL12
L14 Bachelor’s degree in education 2 yrsin L13 - 3yrsinL13
Source: Government of Colombia. Notes: This is a simplified version of how I understand the decrees. ”-”” means that the requirement of that Lis the

same as in the previous ladder. The first 2 ladders of the Decree of 2002 are empty because the norm defines the classification in 12 ladders. However,
the national government annually publishes the salary allocation for 14 ladders. The first two levels are used to classify those teachers who do not

meet the requirements and yet are hired.
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Table C2: Sample Question of the Pedagogy Section of the Test

Teachers and managers in a school are changing their teaching approach to respond to the
different learning paces of students. They see that the principles of the New School go in line
with these interests. They identify that they should define criteria for selecting their resources
and methodologies, as for example:

1. Implement experiential learning in accordance with the interests of students.
2. Define procedures for the continuous evaluation of theoretical contents.

3. Implement activities for the activation of students’ previous ideas.

4. Use exercises that involve the development of demonstrative processes

Table C3: Determinants of New Hires at the Municipality Level

(1 2) 3)
VARIABLES 9% new hirings % new hirings % new hirings
Log municipality income -0.106%** -0.083#** -0.112
(0.030) (0.029) (0.202)
Log population 1.024%** 0.793%** 1.574
(0.284) (0.277) (1.742)
Distance to the capital -0.000 -0.000 0.001
(0.000) (0.000) (0.001)
Unemployment rate 0.010%** 0.008*** -0.014%%**
(0.001) (0.001) (0.002)
Students’ score 0.008%*** 0.002 0.001
(0.002) (0.002) (0.004)
Constant -1.705%** -1.1371%%* -2.441
0.375) (0.369) (1.799)
Time FE v v
Municipality FE v
Observations 1,631 1,631 1,631
R-squared 0.052 0.105 0.777

Standard errors in parentheses
% p<0.01, #* p<0.05, * p<0.1
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Table C4: Descriptive Statistics of Municipalities by Treatment Status in 2006

Variables Hired Did not hire  Difference
Monthly income per capita  441.51 508.89 —67.38"**
Population 58323.79  22500.83 35822.96*
Police stations per capita 0.06 0.07 —0.01*
Unemployment rate 11.38 10.45 0.93***
Density 201.45 103.37 98.08"*

Source: DNP. Income per capita is measured in thousand colombian pesos. Density

is measured as number of people per Km?
w5 (.01, #* p<0.05, * p<0.1

Table C5: School Level Effects on Students’ Dropout Rates, by Grade

(D (2) 3) 4 ) (6)
VARIABLES Total Grade 1 Grade 2 Grade 3 Grade 4 Grade 5
New hirings -0.005***  -0.007***  -0.005%** -0.003 -0.005%* -0.004*
(0.001) (0.002) (0.002) (0.002) (0.002) (0.002)
Constant 9.174*** 13 420%**  Q253***x  ](278*** §2O2*** 7 Q] ***
(0.305) (0.464) 0.447) (0.522) (0.483) (0.506)
Observations 95,670 93,850 93,496 93,828 90,588 88,111
R-squared 0.036 0.033 0.018 0.014 0.012 0.009
Number of Ins_code 15,742 15,675 15,667 15,621 15,375 15,117
@) 3) ) (10) (11) (12)
VARIABLES Grade 6 Grade 7 Grade 8 Grade 9 Grade 10 Grade 11
New hirings -0.017%***%  .0.015%**  -0.010%*  -(Q.022%** -0.006 -0.004
(0.004) (0.004) (0.004) (0.004) (0.005) (0.004)
Constant 6.319*** 3 170%** 3 386*** 1.507** 1.304** 1.572%%*
(0.688) (0.586) (0.631) (0.641) (0.653) (0.557)
Observations 39,268 38,176 36,959 35,448 27,125 25,684
R-squared 0.015 0.008 0.006 0.005 0.001 0.002

Clustered standard errors at the school level in parentheses. Regressions include school FE, year
FE and a time trend. *** p<0.01, ** p<0.05, * p<0.1
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C2 Additional figures

Figure C1: New Hirings After the Policy Implementation

Hirings under

the new sy stem
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Table C6: Heterogeneous Effects by Gender: Eight Years After Implementation

Male students Female students
Fraction Robust Romano-Wolf Fraction Robust Romano-Wolf
Test NSg  p-value p-value NS p-value p-value
(1) (2) (3) 4) (5) (6)
Global 0.059 [0.000] {0.019} -0.008 [0.474] {0.490}
Math 0.024 [0.078] {0.255} -0.027  [0.025] {0.078}
Language 0.063 [0.000] {0.019} 0.025 [0.021] {0.078}
Biology 0.055 [0.000] {0.019} 0.017 [0.107] {0.216}
Philosophy  0.011 [0.367] {0.647} -0.031  [0.006] {0.019}
Physics 0.018 [0.127] {0.314} -0.050  [0.000] {0.019}
Chemistry -0.001  [0.960] {0.961} -0.043  [0.000] {0.019}

Notes: The results shown in columns (1)-(3) and columns (4)-(6) of this table come from independent linear
regressions in which the variable of interest is the standardized tests scores of students in the corresponding
subject. The explanatory variable shown in this table corresponds to the number of teachers registered in the
new system as a percentage of the size of the teaching staff. This variable latter takes the value of zero for
those schools that did not hire teachers in 2006 and for all schools in 2005. Estimates for male students are
shown in Column 1. Estimates for female students are shown in Column 4. Each regression uses school-
level and year-wave fixed effects. p-values computed with robust standard errors are displayed in brackets.
p-values computed with the Romano-Wolf correction are shown in column 3 in curly brackets. The number of
observations in in the regressions of male students is 1,302,516 and of female students is 1,595,736.
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