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Abstract

The primary goal of this dissertation is to understand how the business activities of

companies impact the macroeconomy. More specifically, it contains three essays. In

the first essay “Rise of Superstar Firms and Fall of the Price Mechanism”, I investi-

gate the misallocation implications of corporate internal financing. I introduce product

market competition and corporate risk management into a standard continuous-time

heterogeneous agent model with incomplete markets. I show that the economy’s ability

to allocate resources across different agents through the price mechanism is bounded

by corporate internal savings as there is no market to equalize the marginal value of

internal resources across firms. In other words, corporate cash can help achieve dynamic

efficiency across times at the firm level but not static efficiency across individuals at the

macro level. More importantly, misallocation – defined as the static resource allocation

efficiency across individuals – increases in the new economy where (superstar) firms rely

more on internal financing due to the increased earnings risk. Finally, this model can

quantitatively match the deteriorating capital allocation efficiency in the U.S. data.

In the second essay “The Rise of (Mega-)Firms with Negative Net Earnings”, I

document the prevalence of public companies with negative net earnings since the 1970s.

The fraction of firms with negative net income has increased sharply from 18% in 1970

to 54% in 2019. Such an increase is mainly driven by the right shifts in the mean, i.e.,

the increasing popularity of sizable firms that are not profitable. Based on the existing

literature on customer capital, I conjecture that the increasing returns-to-scale in the

new economy is the main driver behind it. I provide three pieces of supporting evidence.

First, earning losses mostly come from the growing customer capital expenses instead

of production-related costs, capital investments, or R&D expenditures. Second, cross-

sectionally, firms with higher markup tend to have lower net incomes. Third, industries

with low marginal production costs, on average, have higher percentages of unprofitable

companies.

The last essay “The Macroeconomics of TechFin” is to investigate the business cy-

cle implications of TechFin. Over the past few years, many large technology companies

have started lending in the capital markets, i.e., “TechFin”. How should we modify
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our existing macro-finance theories to accommodate the rise of this new financial inter-

mediary? In this paper, I introduce both a banking sector and a TechFin sector into

a continuous-time general equilibrium model with heterogeneous entrepreneurs and in-

complete markets. These two financial sectors are identical except for the types of

borrowing constraints faced by entrepreneurs. Entrepreneurs borrowing from banks are

subject to the standard collateral-based borrowing constraints. In contrast, technol-

ogy advantages allow the big tech companies to resolve agency costs and perform cash

flow-based lending. I use a deep learning neural network approach to obtain global

solutions, and the main conclusions are twofold. First, this new TechFin credit system

leads to a higher capital allocative efficiency in the steady state. Second, the existence of

BigTech lending acts as a propagation mechanism and makes the economy sensitive to

the second-moment uncertainty shocks: a small and transitory micro-uncertainty shock

can lead to amplified and persistent changes in aggregate outputs. This new financial

accelerator mechanism, associated with the new TechFin sector, differs from the classic

one (e.g. Bernanke and Gertler, 1989; Kiyotaki and Moore, 1997) in three aspects: micro

uncertainty instead of aggregate productivity is the primitive shock; financial friction

comes from earnings-based borrowing constraints instead of collateral-based ones; and

the feedback loops happen between net worth inequality, instead of net worth level, and

asset prices.
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Chapter 1

Introduction

Companies nowadays behave very differently from what they did several decades ago.

The main topic of my dissertation is to understand why firms are changing their behav-

iors, as well as the corresponding macroeconomic consequences.

More specifically, this dissertation has three essays. In the first essay “Rise of Su-

perstar Firms and Fall of the Price Mechanism”, I investigate the misallocation impli-

cations of corporate internal financing. I introduce product market competition and

corporate risk management into a standard continuous-time heterogeneous agent model

with incomplete markets. I show that the economy’s ability to allocate resources across

different agents through the price mechanism is bounded by corporate internal savings

as there is no market to equalize the marginal value of internal resources across firms. In

other words, corporate cash can help achieve dynamic efficiency across times at the firm

level but not static efficiency across individuals at the macro level. More importantly,

misallocation – defined as the static resource allocation efficiency across individuals –

increases in the new economy where (superstar) firms rely more on internal financing

due to the increased earnings risk. Finally, this model can quantitatively match the

deteriorating capital allocation efficiency in the U.S. data.

In the second essay “The Rise of (Mega-)Firms with Negative Net Earnings”, I

document the prevalence of public companies with negative net earnings since the 1970s.

The fraction of firms with negative net income has increased sharply from 18% in 1970

to 54% in 2019. Such an increase is mainly driven by the right shifts in the mean, i.e.,

the increasing popularity of sizable firms that are not profitable. Based on the existing
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literature on customer capital, I conjecture that the increasing returns-to-scale in the

new economy is the main driver behind it. I provide three pieces of supporting evidence.

First, earning losses mostly come from the growing customer capital expenses instead

of production-related costs, capital investments, or R&D expenditures. Second, cross-

sectionally, firms with higher markup tend to have lower net incomes. Third, industries

with low marginal production costs, on average, have higher percentages of unprofitable

companies.

In the third essay “The Macroeconomics of TechFin”, I investigate the aggregate

implications of BigTech lendings. Over the past few years, many large technology

companies have started lending in the capital markets, i.e., “TechFin”. How should we

modify our existing macro-finance theories to accommodate the rise of this new financial

intermediary? In this paper, I introduce both a banking sector and a TechFin sector

into a continuous-time general equilibrium model with heterogeneous entrepreneurs and

incomplete markets. These two financial sectors are identical except for the types of

borrowing constraints faced by entrepreneurs. Entrepreneurs borrowing from banks are

subject to the standard collateral-based borrowing constraints. In contrast, technology

advantages allow the big tech companies to resolve agency costs and perform cash

flow-based lending. I use a deep learning neural network approach to obtain global

solutions, and the main conclusions are twofold. First, this new TechFin credit system

leads to a higher capital allocative efficiency in the steady state. Second, the existence of

BigTech lending acts as a propagation mechanism and makes the economy sensitive to

the second-moment uncertainty shocks: a small and transitory micro-uncertainty shock

can lead to amplified and persistent changes in aggregate outputs. This new financial

accelerator mechanism, associated with the new TechFin sector, differs from the classic

one (e.g. Bernanke and Gertler, 1989; Kiyotaki and Moore, 1997) in three aspects: micro

uncertainty instead of aggregate productivity is the primitive shock; financial friction

comes from earnings-based borrowing constraints instead of collateral-based ones; and

the feedback loops happen between net worth inequality, instead of net worth level, and

asset prices.

The remainder of the dissertation is organized as follows. Chapter 2 contains the first

essay “Rise of Superstar Firms and Fall of the Price Mechanism”. Chapter 3 includes

the second essay “The Rise of (Mega-)Firms with Negative Net Earnings”. Chapter
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4 provides the main content for the third essay “The Macroeconomics of TechFin”.

Proofs, additional figures and tables, and other supplementary materials can be found

in the appendix.



Chapter 2

Rise of Superstar Firms and Fall

of the Price Mechanism

“The price mechanism might be superseded if the relationship which

replaced it was desired for its own sake.”

— Coase (1937), The Nature of the Firm

Over the past several decades, we have observed several puzzling macro-finance

trends in the data. First, corporate market power, measured as markup, has increased

steadily over time (De Loecker, Eeckhout and Unger, 2020). Second, companies rely

more and more on internal financing by holding excessive cash on their balance sheets

(Bates, Kahle and Stulz, 2009a). Third, capital misallocation, measured as the static

dispersion of firm-level marginal product of capital, has risen gradually (Hsieh and

Klenow, 2018; Bils, Klenow and Ruane, 2021).1 In this paper, we argue that these three

phenomena are deeply connected. Our goal is to provide a theoretical and quantitative

framework to explain them jointly.

The key model mechanism in this paper can be explained as follows. The primitive

drivers behind these trends are some economic fundamental changes from both the

demand and supply sides. We will be more specific on the corresponding model setups

1Hsieh and Klenow (2018) propose an idea of reallocation myth. They find that there has been no
improvement in capital allocative efficiency in the U.S. Even after correcting the possible mismeasure-
ment errors, there is a 15% decline in the U.S. allocation efficiency over the past 35 years (Bils, Klenow
and Ruane, 2021).

4
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in Section 2.1. The intuition is that nowadays, on the demand side, consumers care

more about product quality than quantity. In other words, they are willing to pay more

for high-quality products. On the supply side, some new technology (e.g., digitalization)

makes firms less costly to serve all the potential customers, which leads to an increased

returns-to-scale.

These two primitive shocks can directly impact the level and volatility of corporate

earnings. As shown in Figure 2.1, with these two fundamental changes, firms with the

best product quality can obtain enormous earnings and dominate the activities in which

they engage. This static income level redistribution effect has been widely recognized in

the existing literature (e.g., Sattinger, 1993; Tervio, 2008; Scheuer and Werning, 2017).

However, when firms face uncertainty in their product quality, from a dynamic perspec-

tive, superstars are inherently riskier. Compared to the low-concentration traditional

economy, in a Superstar Economy, a small variation in product quality can translate

into considerable earnings fluctuations, especially on the right-tail side. In other words,

these economic fundamental changes are also redistributive in risk. As shown in Section

2.1, this feature shows up in the model because corporate earnings become a convex

function of the underlying quality in the Superstar Economy. With convexity, both

income level and risk are redistributed towards right-tail firms.

Figure 2.1: Risky superstar economy

Quality

Ea
rn

in
gs

Traditional Economy
Superstar Economy

At the same time, these two economic fundamental changes can also generate both

micro- and macro-indirect effects. The micro-indirect impact comes from the fact that
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the risk-redistribution nature of fundamental changes will substantially and heteroge-

neously affect corporate risk management policy. With external financing costs and

precautionary savings incentives, an increased future earnings uncertainty makes firms

optimally choose to accumulate more cash and rely more on internal financing. Cross-

sectionally, such an incentive is stronger for right-tail firms with more volatile earnings

processes. At the same time, this shift in corporate risk management can also generate

macro-indirect effects by lowering the aggregate capital allocation efficiency. The intu-

ition is that corporate internal financing behavior is dynamically efficient across times

at the individual level but not statically efficient across firms at the macro level. There-

fore, misallocation, defined as the static resource allocation efficiency across different

individuals, increases when firms rely more on internal financing. In other words, the

economy’s ability to allocate resources across different firms is being limited by corpo-

rate internal financing behaviors. This situation worsens in the Superstar Economy as

firms, especially those on the right tail, become more reliant on internal cash holdings

due to the increased earnings risk.

To sum up, the punchline in this paper is that misallocation, narrowly defined as

the economy’s ability to allocate resources across different agents, increases in the new

economy with superstar firms. The underlying mechanism comes from the fact that

shifts in demand and supply curves can generate direct impacts on the level and volatility

of corporate earnings, through which they lead to both micro-indirect impacts on risk

management and macro-indirect effects on misallocation. Meanwhile, our paper can

be interpreted as one investigating the changes in competition between firms and the

market system in the 21st century. Coase (1937) argues that the nature of the firm is

a substitution of the market system.2 Suppose we follow his interpretation and observe

the increasing importance of firms in the new economy. In that case, it must be that

the relative importance of the market system has been declining. During this process,

due to the different natures in resource allocation abilities between firms and market,

we should be able to see declining capital allocation efficiency in the data (Hsieh and

Klenow, 2018; Bils, Klenow and Ruane, 2021). One crucial difference here is that we

focus on the financing side instead of the production side, and we argue that corporate

2In a free-market economy without firms, the price mechanism alone can work sufficiently well to
allocate resources to their highest-valued uses (Smith, 1759, 1776). This is the well-known concept of
the invisible hand. However, Coase (1937) and later Williamson (1975) argue that market coordination
is unlikely to be the only allocation system within capitalism. The transaction costs of using a market
system lead to the emergence of firms as an entirely different sub-economy. Different from the market
system, the goal of companies is not to eliminate inefficiency in resources allocations.
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internal financing is an imperfect substation of external market financing tools.

Roadmap This paper mainly consists of three parts. To begin with, we provide a

theoretical model to establish our story formally. Generally speaking, we introduce

product market competition and corporate risk management into a standard heteroge-

neous agent model with incomplete markets. Firms are heterogeneous in capital quality,

cash holdings, and external debt positions. Entrepreneurs can improve capital quality

through internal investment. However, capital quality must be subject to uninsurable

idiosyncratic shocks. For production market competition, on the demand side, we in-

troduce a new parameter named taste for quality, which captures how much people care

about quality. Eventually, this parameter determines the prices of goods with different

quality. On the supply side, we assume that firms need to pay additional costs when

selling products to consumers. The most crucial supply-side parameter is the curvature

of the supply curve, which measures how costly it is for firms to expand their operating

scale. As for the financing side, we follow the standard risk management framework

proposed by Bolton, Chen and Wang (2011) with some slight adjustments. The model

has three key implications. First, due to this product market competition, corporate

earnings and markup become a function of the underlying capital quality. In addi-

tion, the sensitivity of earnings concerning quality depends crucially on these economic

fundamental factors. Suppose consumers’ taste for quality is strong enough and firms’

supply curve curvature becomes flat enough in the new economy. In that case, earnings

become a convex function of underlying capital quality. With convexity, both the level

and volatility of earnings are substantially higher for firms with better product quality.

In other words, shifts in supply and demand curves make both income level and risk

redistributed towards right-tail firms.

Second, this risk redistribution makes firms in the new economy optimally choose to

hold more cash and rely more on internal financing. In addition, this incentive is more

substantial for right-tail superstar firms, as their expected future earnings are riskier.

This result shows up in the model because we assume external financing costs, which

could be micro-founded as asymmetric information between firms and external investors.

With external financing costs, firms find it optimal to target their cash holdings between

some upper and lower boundaries. These boundaries are wider for firms with higher

future earnings uncertainty. What is interesting here is the aggregate effects: as shown in

the left graph in Figure 2.2, these cash control boundaries, arising from individual firms’
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optimal decisions, segment the whole economy into several different regions and create

an endogenous firm-market boundary. Within this boundary, firms rely on internal

financing. Outside this boundary, firms use the external financial market for lending

and borrowing.

Figure 2.2: Boundary of the invisible hand
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Third, an expansion of the internal financing region increases capital misallocation.

The underlying mechanism comes from the fact that there is a fundamental difference

between internal financing and external financing. As shown in the right graph in

Figure 2.2, when firms borrow or lend externally, the uniform price of debt equalizes

the marginal cost of capital across firms. However, when firms save internally, the

marginal cost of capital becomes unequal because marginal cash value can vary between

some upper and lower boundaries. Thus, different from the conventional wisdom that

self-financing can undo misallocation (e.g., Midrigan and Xu, 2014; Moll, 2014), in

this paper, an expansion of the internal financing region lowers the aggregate capital

allocation efficiency. Misallocation increases in the new economy as firms have stronger

incentives to save internally.

To follow, we implement several reduced-form empirical investigations on whether

some testable predictions derived from our theory actually hold in the data. Our main

findings in this part are threefold. To start, superstar firms are indeed riskier as they

face more volatile fluctuations in markup. Furthermore, superstar firms on average have

the largest degree of capital misallocation. Finally, firms with higher markup are likely

to hold more cash on their balance sheets. These three pieces of empirical evidence

provide additional support for our previous model mechanism.
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Finally, we investigate the model’s quantitative implications. We estimate the struc-

tural parameters of the model through the simulated method of moments (SMM) ap-

proach. In order to evaluate the quantitative performance of the model, we select three

facts related to the deteriorating capital allocation efficiency in the U.S. First, the dis-

persion of the marginal product of capital (MPK) increases sharply among U.S. public

firms. Second, the correlation between firm-level total factor productivity (TFP) and

external financing dependence has changed from positive to negative, indicating that

productive firms become less reliant on external finance. Third, the positive gap between

the marginal product of capital and the real interest rate increases over time. These

facts are interpreted as signs of increasing market inefficiency as an efficient financial

market should lead to zero misallocation, more resources allocated to more productive

users, and the marginal return of investment being equal to its marginal cost. When

taken to data, our model is able to quantitatively match both the aggregate trends and

cross-sectional patterns in the data.

Contributions The contributions of this paper are mainly fourfold. First, we ex-

tend academic discussions on superstar firms to the misallocation literature while most

existing studies are focused on their impacts on labor share (e.g., Autor et al., 2020)

or business dynamism (e.g., De Ridder, 2019). In addition, the existing misallocation

focuses more on the markup level channel. In contrast, this paper highlights the re-

lationship among markup risk, internal financing incentives, and capital misallocation.

Second, this paper provides a different finance view on the origins of misallocation.

We argue that the dispersion of marginal product of capital could come from either

borrowing constraints (e.g., Midrigan and Xu, 2014; Buera and Shin, 2013) or an en-

dogenous changes in firms’ reliance on the external financial market. Third, we formally

establish Coase (1937)’s firm-(financial)market boundary in general equilibrium. More

specifically, we introduce corporate risk management framework (e.g., Bolton, Chen and

Wang, 2011) into the existing distributional macro framework (e.g., Moll, 2014), and

investigate the misallocation implications of corporate internal financing, which has not

yet been studied in the existing literature. Fourth, we extend the R − g framework on

inequality to allow for the existence of two types of capital returns (two Rs). One is the

capital return of entrepreneurs who are still relying on the external financial market to

finance their investment, and the other is that of entrepreneurs who are not. The di-

vergence between these two capital returns comes from the risk redistribution nature of
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economic fundamental changes. More discussions on the existing literature are provided

in Section 2.4.

Layouts The rest of this paper is organized as follows. Section 2.1 describes the model

setup and provides some preliminary discussions on the underlying mechanism. Section

2.2 presents the reduced-form evidence for the key model predictions. Section 2.3 shows

that our model is able to quantitatively match three trends related to the declining

capital allocation efficiency in the data. In Section 2.4, we review the existing literature

and also discuss the validity of two important assumptions used in this paper. Section

3.4 offers a conclusion.

2.1 Theory

2.1.1 Model Setup

Preference

Consider an infinite-horizon continuous-time economy populated by a unit-mass contin-

uum of entrepreneurs. All entrepreneurs in this economy have the same additive utility

function shown as follows:

Jt = Et

[∫ ∞

t
e−ρ(s−t)u (cs) ds

]
,∀t ≥ 0 (2.1)

where ρ is the rate of time preference, u is the utility function, and J denotes the value

function. Following Duffie and Epstein (1992) and references thereafter, we introduce

the following normalized aggregator f for consumption c and continuation value J in

each period:

f (c,J ) =
ρ

1− θ

c1−θ − [(1− γ)J ]
1−θ
1−γ

[(1− γ)J ]
1−θ
1−γ

−1
(2.2)

where γ determines the coefficient of relative risk aversion and 1
θ measures the elasticity

of intertemporal substitution (EIS) for deterministic consumption paths. With this

recursive preference, we can separate the effects of risk aversion from EIS.

Entrepreneurs are indexed by their efficient capital ζ, cash holdings ω, and external

bond positions b. At each time t, the state of the economy can be summarized as a joint
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probability density distribution Λt (ζ, ω, b). From now on, we drop the individual and

time subscript for simplicity unless otherwise needed.

Product market competition

There is one homogeneous final goods produced by a number of perfectly competitive

final-goods producers. Final goods are used as the numeraire here, so its price is nor-

malized to be 1 in each period. These final-goods producers have access to a production

technology that transforms bundles of intermediate goods produced by entrepreneurs,

i.e., {yi}i∈[0,1] with yi ∈ R+, into the final good Y, with the following production func-

tion:

Y =

∫ 1

0
M (ζi)

ϕ yi (ζi) di =

∫ 1

0
ζϕi yi (ζi) di (2.3)

where M is a strictly increasing function of capital quality ζ and ϕ ≥ 0 represents the

consumer’s preference on product quality. In the baseline model, we use the simplest

functional form M (ζ) = ζ, but our story can be extended to allow for a more general

M function. The key difference between this paper and the existing Dixit-Stiglitz

framework is that we assume consumers have a taste for quality instead of variety. The

consumer has a taste for variety if he or she prefers to consume a diversified bundle

of goods. In this paper, we do not impose such a condition. As a matter of fact, if

ϕ = 0, then from the consumer’s perspective, all the goods with different qualities are

perfectly substitutable to each other. In this extreme case, consumers only care about

quantities. However, if ϕ ̸= 0, then consumers face a quantity-quality trade-off: there is

an imperfect substitution among final goods with different qualities and this degree of

substitution is governed by ϕ.3 With a relatively higher value ϕ, they care more about

quality and need to consume a lot more low-quality products in order to get the same

utility from having one high-quality product. This quantity-quality trade-off framework

is borrowed from Rosen (1981).4

3For instance, suppose there are two intermediate goods with different qualities of x and y, and x > y.

Then it is equivalent for the consumer to consume 1 intermediate goods with quality x and
(

M(x)
M(y)

)ϕ

number of intermediate goods with quality y. In this way, ϕ denotes how much these consumers care
about the quality. With Equation (2.3), products with quality-adjustment are still perfect substitutes
for final-goods producers.

4In the existing literature, this M function has many different interpretations and applications. For
instance, Atkeson and Burstein (2019) interpret this M as the measure of intermediate goods with
frontier technology; Dou, Ji and Wu (2021) view this element as customer base; and Cavenaile and
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Another key difference between this paper and the original Dixit-Stiglitz framework

is that the price here is a competitive price that clears all the intermediate goods in

different markets.5 In other words, prices of intermediate goods are not endogenously

choices made by entrepreneurs, but instead prices come from competitive market clear-

ance condition and they reflect customers’ taste for products with different qualities:

p (ζ) = M (ζ)ϕ. At the same time, the final-goods producers always make zero profits

in equilibrium so that we do not need to consider their consumption decisions. Two

conclusions are worth noting here. First, price is increasing in capital quality. Second,

changes in customer’s taste ϕ can directly affect the (relative) prices of products with

different qualities.

Despite that product demand is mostly determined by its capital quality, entrepreneurs

still need to decide how many products they want to sell in the market because we

assume that serving the customers is costly. In other words, in this model setup, en-

trepreneurs are doing a Cournot-type competition. More specifically, the entrepreneurs

need to pay additional costs of Θ (y) when they sell y products to the consumers. Θ (y)

here can be interpreted as administrative expenses, sales costs, or production costs that

are not directly modelled in this paper. Following the existing literature (e.g., De Rid-

der, 2019), we assume that Θ (y) = f0 + ξ0y
1
η , which contains a fixed cost of f0 and a

variable cost component with marginal cost ξ0 > 0 and a scale parameter 0 < η ≤ 1.

Here 1
η denotes the curvature of the supply curve, i.e., how costly it is for firms to

expand their operating scale. In addition, it could also represent how much the current

technology admits the joint consumption or the degree of degradation of services as en-

trepreneurs increasing their scale. One typical example for changes in 1
η is digitization:

the availability of internet largely reduces the costs for companies to serve a massive

number of potential buyers.

In each period, the entrepreneur’s optimization problem is to maximize his or her

static profits π and it can be summarized as below:

π ≡ max
y

p (ζ) y −Θ(y) = p (ζ) y − f0 − ξ0y
1
η (2.4)

Roldan-Blanco (2021) use this term as a proxy for the total perceived quality of different goods.
5It means that for intermediate-goods producers (i.e., entrepreneurs), products with different qual-

ities are entirely different goods traded at different markets. However, for final-goods producers, after
quality adjustments, products with different qualities are perfectly substitutes. We use this setup to
generate non-constant markup for firms with different qualities.
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Entrepreneurs own and accumulate capital. In addition, they can improve their cap-

ital quality through internal investment. Following Brunnermeier and Sannikov (2014)

and Di Tella (2017), instead of directly modeling the productivity process, here we as-

sume that capital quality is subject to some random shocks with the following process:

dζt =
(
µ̄+ ιζt − δζt

)
dt+ σ

√
ζtdZt (2.5)

Following the existing literature, capital quality can be interpreted as the efficiency

units of capital, and capital quality shocks can be considered as persistent shocks to total

factor productivity. Compared to the conventional assumption of productivity shocks,

one crucial benefit of using capital quality shock is to save one state variable and thus

reduce the computational complexity. Equation (2.5) is a modified Cox-Ingersoll-Ross

(CIR) model (Cox, Ingersoll and Ross, 1985), which was used for describing interest

rate movements in the asset pricing literature. In this equation, µ̄ is the long-run mean

level of entrepreneur’s capital quality, ιζt is the entrepreneur’s total (dis)investment

on capital quality at time t, and δ is the capital quality depreciation rate. Zt is the

standard exogenous Brownian shock, and it is independent and identically distributed

(i.i.d.) across different firms. σ represents the sensitivity of ζ to Zt. As our purpose is to

investigate how shifts in demand and supply curves amplify the impacts of incomplete

market frictions on the value of cash, here we assume that entrepreneurs cannot fully

hedge their idiosyncratic business risk Zt.
6

Following Hayashi (1982) and references thereafter, we assume that when converting

final goods into the new capital, entrepreneurs need to pay additional adjustment costs,

and they can be specified by a standard quadratic form of κ0
2

(
ιζ

ζ

)2
, where κ0 measures

the degree of investment inflexibility and κ0 > 0.

Corporate risk management

As for the financing side, we assume that entrepreneurs can fund their investment

projects with current earnings, internal financing with cash, and external financing

6An implicit assumption here is that there is no perfect capital market for entrepreneurs to rent
or lease. We could achieve the same result by assuming that entrepreneurs need to pay substantially
higher transaction costs when they directly rent or lease their capital, compared to borrowing or lending
in the financial market. In this way, entrepreneurs will endogenously choose not to use the capital
renting/leasing market.



14

with instantaneous risk-free bonds.7 Generally speaking, the model setup here follows

the classic cash inventory model in corporate finance literature (e.g., Miller and Orr,

1966; Froot, Scharfstein and Stein, 1993). To introduce the wedge between external and

internal financing in a continuous-time setup, as well as investigate the joint behaviors

of cash accumulation and investment, we follow the basic setup proposed by Bolton,

Chen and Wang (2011) but with some modifications. For instance, transaction costs in

Bolton, Chen and Wang (2011) are from external equity financing. Meanwhile, in this

paper, we introduce the issuance costs of debt and obtain the simultaneous existence of

debt and cash.

External financing More specifically, entrepreneurs have two different ways to save

their financial wealth. To begin with, entrepreneurs can lend and borrow in the external

financial asset market:

dbt = ιbtdt (2.6)

bt denotes the amount of short-term debt issued by each entrepreneur at time t and

ιbt is the net changes in debt issuance, i.e., ιbt = bt+dt − bt. As mentioned before, for

simplicity, we assume that bi,t is issued in short-term and risk-free. In order to make the

debt risk-free despite the underlying business risk, we introduce the following two mod-

ifications. First, as we can see from the timeline below, we assume that entrepreneurs

can observe their next-period capital quality before issuing the short-term debt. This

adjustment follows the idea of Kiyotaki (1998) and many works after that. Second, we

introduce the following borrowing constraint to make sure that entrepreneurs can only

borrow a fraction of their earnings:

bt ≤ β
πt − χ0

1 + r + χ1
, η ∈ [0, 1] (2.7)

where π are the entrepreneur’s profits as we have defined before. With these two ad-

justments, all the borrowing and lending in this economy become credit risk-free. In

some aspects, Equation (2.7) can be interpreted as the earnings-based borrowing con-

straint (e.g., Lian and Ma, 2021) with external financing costs. β ∈ [0, 1] denotes the

tightness of this modified earnings-based borrowing constraint. When β = 1, we say

7Long-term debt financing, long-term employment of managers, and corporate defaults do impact
the final results. However, discussions on their quantitative impacts are beyond this paper’s scope and
hence left for future research.
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that the capital market is perfect within its boundary, and entrepreneurs can borrow

as much as they are able to pay back next period. When β = 0, the external financing

market is completely shut down, and entrepreneurs can borrow nothing. In this paper,

we assume that all the entrepreneurs will face the same β.8

Importantly, external financing is costly: every time entrepreneurs borrow or lend

externally, they need to pay additional financing costs of χ0 + χ1 |bt|, where χ0 and

χ1 are the fixed and variable costs, respectively. These transaction costs could be

interpreted in many different ways. First, external financing costs could come from the

actual debt issuance costs, such as fees and commissions paid to investment banks, law

firms, auditors, and anyone else involved. These costs could be substantial, especially

for large syndicated loans. Second, χ0 and χ1 could be entrepreneurs’ opportunity

costs, including the time spent waiting and going through all the external financing

process. In some circumstances, these costs could be quite considerable, especially

when the economy is in a bad situation. Third, whenever entrepreneurs seek external

financing, issues such as asymmetric information and agency problems might arise. In

other words, these external financing costs reflect the degree of information asymmetry

between companies and outside investors. Finally, those costs should not be interpreted

as financial frictions. In this paper, by financial frictions, we specifically mean distortions

within the financial market system. In contrast, these external financing costs should be

broadly considered as the transaction costs of using the market system (Coase, 1937).

Internal financing In addition to the external financial market, entrepreneurs can

save in corporate cash to insure themselves. We use ωi,t to denote entrepreneur i’s cash

inventory at time t and the cash accumulation evolves as follows:

dωt = (ιωt − λωt) dt, and ωt ≥ 0 ∀t (2.8)

where ιωt represents the adjustments on corporate cash balance, thus it can be either

positive or negative. As companies cannot have negative cash stock, we impose the

non-negativity condition on the level of ωt, i.e., ωt ≥ 0.

8One model extension is to use alternative borrowing constraints, including the natural borrowing
constraint and collateral-based borrowing constraint (e.g., Kiyotaki and Moore, 1997). Different types
of borrowing constraints will generate quantitatively different results, but the key story, i.e., the shrink-
ing boundary of the external financing market, still holds if we choose a different type of borrowing
constraint. Additional quantitative results with different types of borrowing constraints are available
upon request.
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In Equation (2.8), λ represents the (net) cash carry costs. Although holding cash is

beneficial in potentially preventing the firm from current and future underinvestment

and external financing costs, corporate cash hoarding is also costly. According to the

existing literature, a positive cash carry cost λ could come from many different aspects.

First, it could come from the agency costs associated with the free cash problem. For

instance, Jensen (1986) argues that managers are more likely to be “empire-building”

and willing to take on negative net present value (NPV) investment with free cashflow.

Second, λ could come from tax constraints. Cash retention is tax disadvantaged be-

cause all the interests earned from cash holdings will be taxed at the corporate tax rate

(Graham, 2000). In contrast, debt expenses are tax-deductible. Despite these poten-

tial explanations, here we use the reduced-form approach to introduce the cash carry

costs, and the carry costs can be summarized as a positive parameter λ.9 The key

mechanism at work is that cash carry costs are linear in its quantity while benefits are

increasing (nonlinearly) in future cash flow uncertainty. This trade-off determines the

entrepreneur’s optimal cash policy and lies at the heart of our story.

Another important feature about Equation (2.8) is this time-invariant λ. The im-

plicit assumption here is that the cost of holding cash is immune to changes in its

demand. In other words, cash is completely risk free. In the model, the reason why

cash is different from bond is because there is no such a price for corporate cash so

that its demand should be equal to its supply. As a result, the price mechanism will

not work when companies hold cash. In reality, corporate cash mostly consists of safe

assets. One important feature about safe assets is that their costs and benefits are

pre-determined (at least in the eyes of investors) and do not fluctuate according to the

changes in the demand. As we will show later, this difference is crucial when we explore

the macroeconomic consequences of internal financing. We put more discussions on this

assumption in Section 2.4.2.

To sum up, the entrepreneur’s budget constraint at each period can be stated as in

the following equation:

c+ ιk + ιω − ιb = π − rb− 1b̸=0 (χ0 + χ1 |b|)−
κ0
2

(
ιk
)2
k

(2.9)

9In the baseline model, we assume that carry corporate cash is costly, i.e., λ > 0. However, according
to Gao, Whited and Zhang (Forthcoming), companies might be able to earn some interests with business
sweep programs.
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Timeline

The timeline from t to t+ dt in this economy can be shown as below:

• consume ct

• choose ιζt

• choose ιωt

• issue bt+dt 1. produce yt+dt

2. set price pt+dt to
sell

3. pay expenses

• consume ct+dt

• choose ιζt+dt

• choose ιωt+dt

t

{ζi,t+dt}i∈[0,1] realize

t+ dt

Right after period t, all entrepreneurs’ next-period capital quality {ζi,t+dt}i∈[0,1] re-
alizes and it becomes a piece of the public information to the whole economy. After

that, each entrepreneur needs to determine how much to borrow or lend in the external

financial market. Then the firm produces. After production, the entrepreneur needs

to pay all the expenses related to debt repayment and issuance costs. Finally, the en-

trepreneur decides how much to consume, invest in capital quality, and save in corporate

cash.

Equilibrium definition

The equilibrium definition can be summarized in Definition 4.1.

Definition 2.1 A stationary recursive competitive equilibrium consists of prices
{
(pi,t)i∈[0,1] , rt

}∞

t=0

and allocations

{(
yi,t, ι

ζ
i,t, ι

ω
i,t, ι

b
i,t, ci,t

)
i∈[0,1]

}∞

t=0

that satisfy the following conditions:

1. Optimization: given market prices
{
(pi,t)i∈[0,1] , rt

}∞

t=0
, resource allocations

{(
yi,t, ι

ζ
i,t, ι

ω
i,t, ι

b
i,t, ci,t

)
i∈[0,1]

}∞

t=0
maximize each entrepreneur’s life-time utility (4.1) subject to constraints (2.2)-

(2.9), and his initial endowment (ζi,0, ωi,0, bi,0).

2. Market Clearance: market prices
{
(pi,t)i∈[0,1] , rt

}∞

t=0
clear all the markets in

this economy

• intermediate goods market:

p (ζ) = ζϕ (2.10)



18

• bond market: ∫
bi,tdi = 0 (2.11)

• final goods market:

Ct + It + Gt + Xt = Yt (2.12)

where Yt, Ct, It, Gt, and Xt are the aggregated output, aggregated consump-

tion, aggregated “investment”, aggregated adjustment costs, and aggregated

external financing costs, respectively. Mathematically, they are calculated as

follows

Yt =

∫ 1

0
ζϕi,tyi,tdi

Ct =

∫ 1

0
ci,tdi

It =

∫ 1

0
ιζi,tdi+

∫ 1

0
ιωi,tdi

Gt =

∫ 1

0

κ0
2

(
ιζi,t
ζi,t

)2

ζi,tdi

Xt =

∫ 1

0
1bi,t ̸=0 (χ0 + χ1 |bi,t|) di

3. Stationary distribution: the state of the economy Λt (ζ, ω, b) is stationary.

At each time t, the transition of Λt (ζ, ω, b) should be consistent with each en-

trepreneur’s optimal policy function
{
p∗, l∗, ιk,∗, ιω,∗, ιb,∗, c∗

}
and satisfies the fol-

lowing Kolmogorov forward equation10:

∂Λt(ζ,ω,b)
∂t = − ∂

∂ζ

[
µζ,∗ (ζ) Λt (ζ, ω, b)

]
− ∂

∂ω [µω,∗ (ω) Λt (ζ, ω, b)]− ∂
∂b

[
µb,∗ (b) Λt (ζ, ω, b)

]
+ ∂2

∂ζ2

[
σζ,∗ (ζ)2 Λt (ζ, ω, b)

]
(2.13)

10The derivation of Kolmogorov forward equation follows Stokey (2008).



19

where ∫∫∫
Λt (ζ, ω, b) dζdωdb = 1, where Λt (ζ, ω, b) ≥ 0,∀t

dζ = µζ,∗ (ζ) dt+ σζ,∗ (ζ) dZ =
(
µ̄+ ιζ,∗ − δζ

)
dt+ σ

√
ζdZ

dω = µω,∗ (ω) dt = (ιω,∗ − λω) dt

db = µb,∗ (b) dt = ιb,∗dt

By definition, stationary equilibrium means that ∂Λt(ζ,ω,b)
∂t = 0, i.e., Equation

(2.13) becomes

0 = − ∂
∂ζ

[
µζ,∗ (ζ) Λt (ζ, ω, b)

]
− ∂

∂ω [µω,∗ (ω) Λt (ζ, ω, b)]− ∂
∂b

[
µb,∗ (b) Λt (ζ, ω, b)

]
+ ∂2

∂ζ2

[
σζ,∗ (ζ)2 Λt (ζ, ω, b)

]
(2.14)

2.1.2 Risky Superstar Economy

After describing the basic setup, now we turn to discuss two key model implications. The

first key implication is that the endogenous monopolistic competition, combined with the

exogenous and homogeneous stochastic capital quality shocks, generates an endogenous

and quality-based non-homogeneous earnings process for all the entrepreneurs in this

economy. More importantly, the difference between these two processes are governed

by demand and supply factors. In this way, shifts in the demand and supply curves are

redistributive in not only income and wealth but also risks.

Origins of markup We begin with discussing how a firm’s markup µ and earnings

π are linked to its underlying capital quality ζ. In this paper, the definition of a firm’s

markup µ is the ratio of profits to total costs, i.e., µ = py

f0+ξ0y
1
η
. Meanwhile, the

definition of a firm’s earnings π is simply the difference between profits and total costs,

i.e., π = py− f0 − ξ0y
1
η . We summarize the key results related to the origins of markup

in Lemma 2.1. All the proofs are provided in Appendix A.1.

Lemma 2.1 With the optimization problem shown in Equation (2.4), the markup and

earnings for the firm with capital quality ζ are shown as follows
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µ =
py

f0 + ξ0y
1
η

=
1

η + f0

[
ζ

ϕ
1−η

(
η
ξ0

) η
1−η

]−1 (2.15)

π = (1− η)

(
η

ξ0

) η
1−η

ζ
ϕ

1−η − f0 (2.16)

Three important conclusions can be drawn from Lemma 2.1. First, both markup

and earnings are increasing in capital quality ζ. This outcome is quite intuitive given

the model setup used in this paper. To begin with, we assume that consumers in this

economy have a taste for quality. As a result, entrepreneurs with better product quality

face a higher demand, which makes them able to charge higher prices and sell more

products. At the same time, due to the existence of a fixed cost f0, the total cost per

goods is lower if the number of products sold is higher, even if entrepreneurs charge

the same price. Hence, demand and supply sides both contribute to markup being

increasing in capital quality. Since markup is positively related to earnings, we can

obtain the same conclusion for the earnings-quality relationship.

Second, in this paper, the origins of superstar firms come from shifts in demand and

supply curves. As Lemma 2.1 shows, the earnings-markup relationship is eventually

pinned down by the preference parameter ϕ and some production technology parameters

such as η. Changes in supply and demand curves lead to substantial impacts on the

distribution of markup. For example, if we live in an economy with low preference

over product quality and very costly supply, i.e., ϕ + η ≤ 1, then we should expect

the markup and earnings to be a concave or linear function of capital quality ζ. In

this economy, although markup and earnings are still increasing in capital quality, no

single entrepreneur strictly dominates the rest in the market. However, if there are some

permanent shifts in demand and supply that makes ϕ + η > 1, then the markup and

earnings become a convex function of capital quality ζ. In this new economy, consumers

have very strong preference over these high-quality products, and at the same time, it

does not cost much for these entrepreneurs to serve all the potential customers. In this

situation, superstars can make the best use of their market power and become dominate

in the whole industry.

Third, our story here relies crucially on the existence of fixed costs f0, but we argue

that this assumption is quite realistic, especially for the new intangible economy. For
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example, Hsieh and Rossi-Hansberg (2019) argue that only after paying a fixed cost such

as R&D, intangibles like software can be deployed across different markets. In addition,

De Ridder (2019) directly model intangibles as inputs that cause a shift from marginal

to fixed costs. He finds that this way of interpreting the intangible economy can help us

jointly explain the slowdown of productivity growth, the decline in business dynamism,

and the rise of market power. More importantly, our model setup is consistent with

his empirical finding that there is a significant increase in fixed costs for the U.S. firms.

More specifically, among the U.S. public firms, the share of fixed costs in total costs has

increased from 13.9% in 1980 to 24.5% in 2015.11

Quality-based non-homogeneous earnings process With the previous result, we

can easily show that with the endogenous monopolistic competition, the actual earn-

ings process are completely different from the underlying capital quality process. We

summarize the key results in the following lemma.

Lemma 2.2 Given the homogeneous underlying process shown as in Equation (2.5),

the actual earnings process is a quality-based non-homogeneous one:

dπt =

[
π′ (ζt)

(
µ̄+ ιζt − δζt

)
+

σ2ζt
2

π′′ (ζt)

]
︸ ︷︷ ︸

drift

dt+ π′ (ζt)σ
√

ζt︸ ︷︷ ︸
volatility

dZt (2.17)

where

π′ (ζ) = ϕ

(
η

ξ0

) η
1−η

ζ
ϕ

1−η
−1

(2.18)

π′′ (ζ) = ϕ

(
ϕ

1− η
− 1

)(
η

ξ0

) η
1−η

ζ
ϕ

1−η
−2

(2.19)

As we can see from the lemma above, as long as ϕ+η ̸= 1, the earnings dynamics dπ

are different from the underlying capital quality dynamics dζ: dπ depends on the current

level of capital quality as entrepreneurs with different capital qualities face different π′.

Therefore, the expected future earnings and expected volatility of future earnings will

be various across firms with different capital qualities. In this way, the curvature of

11However, we do not limit our story to intangible capital only because this pattern shows up for
manufacturing firms as well. For example, the recent robotic automation creates efficiencies to the
operation scale but requires manufacturing firms to pay more on fixed production costs.
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earnings-quality relationship ϕ
1−η not only determines the income distribution but also

the risk distribution.12

Impacts of shifts in demand and supply curves Now we turn to investigate

how shifts in demand and supply can generate a risky Superstar Economy, where both

income and risk are redistributed towards entrepreneurs with better capital quality. The

key conclusions here can be summarized in the following proposition.

Proposition 2.1 Given that there is a fundamental change that increases both the taste

for quality ϕ and the operation scale η such that ϕ + η > 1, then the economy transits

from a traditional economy into a Superstar Economy. This fundamental change brings

the following two consequences:

1. earnings π (ζ) are convex in capital quality ζ; entrepreneur’s output y (ζ) is also

a convex function of capital quality ζ if ϕ > 1−η
η

2. in steady state, drift and volatility components of the entrepreneur’s earnings pro-

cess dπ are both increasing in capital quality ζ

The formal proof is provided in Appendix A.1 and here we focus on the main intu-

ition. As can be seen from Proposition 2.1, increases in consumers’ taste for quality and

companies’ scale of operation will move the whole economy towards a winner-take-most

extreme. In this new economy, people have stronger preference over the best-quality

products. At the same time, it is not costly for these firms with the best products to

serve all the buyers. Therefore, with these changes in demand and supply, output and

earnings are more distributed towards the right-tail firms and they will dominate in the

economy.

12Our conclusion here does not depend on the specific choice of the underlying capital quality process.
The generalization can be best illustrated with Ito’s lemma. Assume that each entrepreneur’s ability
ζ follows any stochastic differential equation dζ = f (ζ) dt+ g (ζ) dW, and earnings π are a function of
ζ, i.e., π = π (ζ). By Ito’s Lemma, we can derive the entrepreneur’s earning as the following stochastic
process:

dπ = π′ (ζ) dζ +
1

2
π′′ (ζ) g (ζ)2 dt =

[
π′ (ζ) f (ζ) +

1

2
π′′ (ζ) g (ζ)2

]
dt+ π′ (ζ) g (ζ) dW (2.20)

Based on the equation above, as long as π is not a linear function of ζ, i.e., π′ is not independent of
ζ, regardless of the underlying capital quality process, the actual earnings process that eventually affect
entrepreneur’s investment and cash holding decisions will be a quality-based and non-homogeneous one.
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Mathematically, the rise of this risky superstars comes from the fact that shifts in

demand and supply curves make earnings become a convex function of capital quality.

More specifically, due to the convexity of π with respect to ζ, two implications arise

directly from the earnings process (2.17). On the one hand, π′ (ζ) on the drift coeffi-

cient shows that star firms can become superstars, which is also the common focus of

superstar effects in the existing literature. On the other hand, π′ (ζ) on the diffusion

coefficient means that superstar firms are inherently riskier.13 Therefore, changes in

economic fundamentals affect both the drift and diffusion parts simultaneously, which

means that superstar firms can take most but at the cost of bearing more earnings

uncertainty in the future. In this way, these fundamental changes are redistributive

in both income and risks. In other words, superstar firms are not merely large ver-

sions of small firms as they face the highest expected future earnings but also the most

volatile income fluctuations. This unique characteristic of a Superstar Economy will

substantially change the entrepreneur’s cash holdings and investment decisions.

2.1.3 Endogenous Firm-Market Boundary

The second key model implication is that entrepreneur’s optimal choice between inter-

nal and external financing leads to an endogenous firm-market boundary. The main

results related to entrepreneur’s optimal risk management policy can be summarized in

Proposition 2.2.

Proposition 2.2 Given the model setup, the optimal policy of an entrepreneur with

capital quality ζ involves a quality-based downward control boundary Ω
ζ
and upward

control boundary Ωζ . The existence of these control boundaries splits the whole economy

into three different regions:

1. External lending region: within this region, the entrepreneur has accumulated

enough cash and decides to lend in the external financial market, i.e., ω = Ω
ζ
and

b < 0. The Hamilton-Jacobi-Bellman (HJB) equation for this external lending

13The main focus is to argue that superstar firms today are riskier than their counterparts in the
1980s. Whether superstar firms are riskier than small firms today depends on the functional form of
the underlying capital quality process.
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region is

0 = max
ιζ ,c

 f (c,J ) +
(
µ̄+ ιζ − δζ

)
Jζ +

ζσ2

2 Jζζ − ζσ2π′ (ζ)Jζb +
ζσ2

2 (π′ (ζ))2Jbb

−
[
π′ (ζ)

(
µ̄+ ιζ − δζ

)
+ 1

2π
′′ (ζ) ζσ2 − c− ιζ − rb− χ0 + χ1b− λΩ

ζ − κ0(ιζ)
2

2ζ

]
Jb


(2.21)

where c and ιζ satisfy the following first-order conditions

fc (c,J ) = −Jb (2.22)

−
Jζ

Jb
+ π′ (ζ) = 1 + κ0

ιζ

ζ
(2.23)

2. External borrowing region: in this region, entrepreneur holds a constant amount

of cash and chooses to borrow externally, i.e., ω = Ωζ and b > 0. The correspond-

ing HJB equation for this external borrowing region is

0 = max
ιζ ,c

 f (c,J ) +
(
µ̄+ ιζ − δζ

)
Jζ +

ζσ2

2 Jζζ − ζσ2π′ (ζ)Jζb +
ζσ2

2 (π′ (ζ))2Jbb

−
[
π′ (ζ)

(
µ̄+ ιζ − δζ

)
+ 1

2π
′′ (ζ) ζσ2 − c− ιζ − rb− χ0 − χ1b− λΩζ − κ0(ιζ)

2

2ζ

]
Jb


(2.24)

where c and ιζ satisfies the following first-order conditions:

fc (c,J ) = max

{
−Jb,−Jb|b=β

π−χ0
1+r+χ1

}
(2.25)

1 + κ0
ιζ

ζ
=

Jζ

max

{
−Jb,−Jb|b=β

π−χ0
1+r+χ1

} + π′ (ζ) (2.26)

3. Internal financing region: within this region, firms finances their investment

using internal funds only, i.e., b = 0 and Ωζ < ω < Ω
ζ
. The HJB equation for

this internal financing region is

0 = max
ιζ ,c

 f (c,J ) +
(
µ̄+ ιζ − δζ

)
Jζ +

ζσ2

2 Jζζ + ζσ2π′ (ζ)Jζω + ζσ2

2 (π′ (ζ))2Jωω

+

[
π′ (ζ)

(
µ̄+ ιζ − δζ

)
+ 1

2π
′′ (ζ) ζσ2 − c− ιζ − λω − κ0(ιζ)

2

2ζ

]
Jω


(2.27)
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where c and ιζ satisfy the following first-order conditions

fc (c,J ) = Jω (2.28)

Jζ =

[
1 + κ0

ιζ

ζ
− π′ (ζ)

]
Jω (2.29)

In addition, the accompanying boundary conditions consist of the Neumann boundary

conditions in the ζ-dimension

Jζ (ζmin, ω, 0) = 0, ∀ω (2.30)

Jζ (ζmax, ω, 0) = 0, ∀ω (2.31)

the Neumann boundary conditions in the ω-dimension

Jω

(
ζ,Ωζ , 0

)
= 1 + r + χ1, ∀ζ (2.32)

Jω

(
ζ,Ω

ζ
, 0
)

= 1 + r − χ1, ∀ζ (2.33)

Jωω

(
ζ,Ω

ζ
, 0
)

= 0, ∀ζ (2.34)

and the Neumann boundary conditions in the b-dimension

Jω

(
ζ,Ωζ , 0

)
= −Jb

(
ζ,Ωζ , 0

)
, ∀ζ

Jω

(
ζ,Ω

ζ
, 0
)

= Jb

(
ζ,Ω

ζ
, 0
)
, ∀ζ

Boundary of the invisible hand Results in Proposition 2.2 can be understood from

the perspective of economic inaction. Generally speaking, whenever behaviors entail a

fixed cost, inaction is the norm (Stokey, 2008). In this paper, due to the (fixed) transac-

tion costs of external financing, entrepreneurs find it optimal not to participate in any

market-based lending or borrowing activities within some regions. As the entrepreneur’s

optimization problem is a standard cash inventory model, the optimal policy consists

of multiple control barriers (Miller and Orr, 1966; Bolton, Chen and Wang, 2011). The

proof for these boundary conditions is shown in the appendix. What is interesting here

is the “unintended” consequence: these control boundaries, arising from individual en-

trepreneur’s optimal decision, segment the whole economy into several different regions

and create an endogenous firm-market boundary. To formally establish this firm-market
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boundary from the aggregate perspective, we introduce the following definition on the

boundary of the invisible hand.

Definition 2.2 The boundary of the invisible hand is made of a set of upward and

downward control boundaries
{
Ω
i
,Ωi
}
i∈[0,1]

. For each entrepreneur i ∈ [0, 1], Ω
i
and

Ωi are the solutions to the Neumann boundary conditions (2.32)-(2.34) of a nonlinear

partial differential equation (2.27). At time t, the area controlled by the price mech-

anism, i.e., the fraction of entrepreneurs outside the internal financing region, can be

calculated as follows:

Ψt ≡
∫ (

1− I
Ω

i
<ωi<Ωi

)
di =

∫∫∫ (
1− I

Ω
ζ
<ω<Ωζ

)
Λt (ζ, ω, b) dζdωdb (2.35)

where I is an indicator function.

The idea behind Definition 2.2 is from Coase (1937)’s work: the transaction cost of

using the price mechanism leads to the existence of firms as a different sub-economy.

Although Coase (1937)’s idea is quite refreshing, it did not get enough attention until

Williamson (1979, 1981) formally establishes a formal theoretical framework with the

incomplete contracts approach. In contrast, in this paper, we introduce the transaction

cost in a reduced-form but add it to a heterogeneous agent general equilibrium frame-

work so that we can investigate the aggregate implications of firm-market boundary.

The other major difference between this paper and the existing literature is that most

studies are focused on the firm’s production boundary. However, what companies do is

not only produce goods, but also perform actively in the financial market. Therefore, in

this paper, we formally introduce the boundary between firms and the financial market.

We argue that corporate internal financing tool is an imperfect substitution of exter-

nal financing tools. Although corporate cash can help achieve dynamic efficiency across

times at the firm-level, it cannot obtain static efficiency across agents at the macro-level.

As a result, we have unequalized marginal cost of capital within this internal financing

region, which is directly linked to capital misallocation.

With Definition 2.2, we can use Equation (2.35) to keep track of the area disciplined

by the price mechanism within the model. There are indeed two different sets of alloca-

tion systems in this economy: firms and the price mechanism. Intuitively, Ψ measures

the fraction of firms outside the internal financing region. One of the main interests in
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this paper is to investigate how these changes in demand and supply curves affect the

relative size of Ψ through their impacts on the earnings process. More importantly, we

should expect Ψ to shrink in the Superstar Economy. The intuition is the following.

The value of internal financing comes from the entrepreneur’s ability to access and re-

structure its financing at a low cost. As a result, cash value increases in future cash

flow uncertainty. In a risky Superstar Economy with the income and risk redistribution,

financial flexibility becomes more valuable, especially for superstar firms. Therefore, we

should expect that these firms will rely more on internal financing, and the boundary

of the invisible hand will shrink. As it is challenging to get the closed-form solutions,

we perform a quantitative exercise to estimate the magnitudes of these impacts.

HJB equation In this part, we briefly explain the determinants of an entrepreneur’s

HJB equation. Please refer to the appendix for details on explaining boundary condi-

tions. Although this economy has three assets, i.e., productive capital, corporate cash,

and risk-free debt, due to these endogenous control boundaries, firms are performing

an optimal portfolio selection with at most two assets within each region. This setup

simplifies the model and the numerical solution to a large extend. Here we use results

in the internal financing region as an example. Analyses on the other two regions are

similar.

Within the internal financing region, entrepreneurs finance their investment out of

the cash inventory. The HJB equation is shown in Equation (2.27). In this equation, the

Jζ term on the right-hand side is the marginal effect of net capital investment on firm

value and the Jζζ term represents the effect of investment risk on firm value. Similarly,

Jω denotes the cash value, and Jωω is the effect of the volatility of cash holdings on firm

value. At the same time, the cross-partial derivative term Jζω represents the effects of

additional investment on the business marginal cash value. Jζω is expected to be positive

as additional investment increases the capital quality and thus the underlying risk faced

by the entrepreneur.

Compared to the standard work in this branch of literature (e.g., Bolton, Chen and

Wang, 2011; Wang, Wang and Yang, 2012), what is new in Equation (2.27) is threefold.

First, there are capital quality shocks in this economy, and this setup adds two addi-

tional terms (Jζζ and Jζb) to the HJB equation as any capital investment also contains

additional risk. In contrast, other works in this literature assume the i.i.d productivity

shocks within (t, t+ dt) period. In this way, there is only one Jζ term in their HJB
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equations. Second, as pointed out before, the endogenous monopolistic competition

generates a quality-based non-homogeneous earnings process for entrepreneurs. There-

fore, we can not rescale the state variable and change a PDE into an ODE problem

as we lose the homogeneity in this economy. In other words, we can no longer treat

superstar firms merely as a large version of small firms. Third, capital investment ιζ

also shows up in the Jω term here, which means that the entrepreneur’s investment

behavior will directly affect the value of cash. The intuition here is that any capital

investment behavior is likely to change an entrepreneur’s capital quality in the economy,

thus affecting both the expected level and volatility of future earnings.

First-order conditions Now we turn to explaining the first-order conditions derived

from the entrepreneur’s optimal decision. Again, we use the internal financing region

as an example. The optimal consumption choice is shown in Equation (2.28), where the

marginal utility of consumption should be equal to the marginal value of cash. This

outcome is intuitive as entrepreneurs can freely choose to save their earnings as cash for

the future or consume at this moment. Therefore, the marginal benefits of these two

choices should be equal at the optimum.

At the same time, the first-order condition concerning investment is shown in Equa-

tion (2.29). The convexity of the physical adjustment cost implies that the model’s

investment decision admits an interior solution. On the left-hand side is the marginal

benefits of investment, i.e., Jζ . Jζ is also called marginal q, which represents the

marginal benefit of adding one unit of capital. On the right-hand side is the marginal

cost of investment. Generally speaking, the marginal cost of investment has mainly

two components. To begin with, in order to increase the capital quality by one ad-

ditional unit, the entrepreneurs need to pay 1 + κ0
ιζ

ζ out of their pocket. As in this

region, entrepreneurs finance their investment fully out of cash. Therefore, the actual

marginal costs are the product of 1 + κ0
ιζ

ζ and marginal cash value Jω. Meanwhile,

different from the existing literature, in Equation (2.29), investment will also increase

the capital quality of firms, which directly affects the degree of earnings uncertainty.

Therefore, the entrepreneur’s investment decision will increase the marginal value of

cash by a number of π′ (ζ), and the net marginal cost of investment can be calculated

as
[
1 + κ0

ιζ

ζ − π′ (ζ)
]
Jω.

In the complete market benchmark, the optimal marginal product of capital Jζ

should be equal to the marginal cost of adjusting the capital stock 1+κ0
ιζ

ζ . In contrast,
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Equation (2.29) shows that two different kinds of distortions prevent these two indica-

tors from being equalized in equilibrium. First, in incomplete markets with external

financing transaction costs, the marginal value of cash is no longer equal to one, and

this corporate cash value will affect entrepreneurs’ optimal investment. Second, due

to the monopolistic competition, entrepreneurs face a quality-based non-homogeneous

earnings process. In this way, additional investment will also affect the capital quality,

which will increase the amount of risk faced by entrepreneurs. Increased riskiness leads

to changes in the marginal value of cash. In addition, the positive cross-sectional cor-

relation between the marginal value of capital Jζ and the marginal value of cash Jω

is also a new characteristic of the model. With these elements, corporate investment

becomes less sensitive to marginal q, especially for these superstar firms.

2.2 Reduced-form Evidence

Here we provide some empirical evidence that is consistent with the model implications

derived in the previous section. Of course, all these reduced-form empirical results only

suggest correlation instead of causality.

The data used in this section and also in the following quantitative analysis section

come primarily from the Compustat North America Fundamentals dataset. Explana-

tions on variable constructions in detail are presented in Appendix A.2.

2.2.1 Risky Superstars

The first testable implication from our model is that superstar firms are riskier than the

other firms. Here we provide some empirical evidence to support this claim. In Figure

2.3, we plot the time series of markup volatility for five groups of firms with different

levels of markup. Consistent with the model, we define superstar firms to be those with

the highest markup. We obtain the results in Figure 2.3 using the following steps. First,

for each individual company in each period, we compute its markup volatility by using

a five-year rolling window. Second, in each year, we classify all the firms with available

markup measures into five different quantiles according to their markup level. Finally,

we calculate the annual average markup volatility for each quantile of firms. As shown

in Figure 2.3, on average, the group of firms with the highest markup level also has

the largest degree of markup volatility. Over the sample period, the average markup

volatility for the lowest quantile group is 0.129. In contrast, superstar firms have an
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average markup volatility as high as 1.097, which is a substantially higher number. In

addition, there is a clear upward trend until 2004 in the measured degree of riskiness for

the superstar firms. It indicates that compared to the rest of the firms, superstars are

over time becoming much riskier, which is also consistent with the model implications.14

Figure 2.3: Risky superstars

Notes: This figure presents the time-series plots of the markup volatility for five
groups of firms with different levels of markups. Main data source for this figure is
the Compustat North American Annual data file. Firm-level markup is estimated
with Loecker, Eeckhout and Unger (2020)’s production cost function approach, and
markup volatility is estimated as a five-year rolling window.

Two caveats are worth noting for interpreting the results here. First, our finding

seems to contradict with Herskovic et al. (2016), which found that large firms have small

total return or sale growth volatility. This difference comes from the fact that we have

different definitions of superstar firms and riskiness. In Herskovic et al. (2016), large

firms are defined as firms with more total assets. In contrast, we define superstar firms

as those with higher markup. Moreover, Herskovic et al. (2016) measure the riskiness

of firms by using the total return volatility or sales growth volatility. In contrast, we

adopt markup volatility as the measure for riskiness.

Second, there is a crucial difference between what the model actually implies and

what we are able to observe from the data. In the model, we argue that superstar firms

14In addition, our empirical finding here on the positive association between market power and cash
flows riskiness is consistent with some recent papers such as Dou, Ji and Wu (2021) and Dou, Ji and
Wu (Forthcoming).
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should carry out more risk management because they are inherently riskier ex ante.

However, the model does not imply that after adopting these risk management policies,

superstar firms are still riskier ex post. In addition, in practice firms could develop

different abilities to hedge their idiosyncratic risks with various financial instruments,

which could lead to diametrically opposite conclusions if we focus on different aspects

of an equilibrium outcome. For example, the low turnover rate of dominant firms could

come from their successful risk management instead of the fact that they are not risky.

2.2.2 Markup and Misallocation

The second testable implication is that dynamics of misallocation are different if we look

at firms with different markup levels. In Figure 2.4, we again classify all the firms into

five different quintiles as what we did in Figure 2.3. This time, however, we investigate

the dispersion of mpk within each group of firms. As shown in Figure 2.4, superstar

firms not only have on average the largest degree of misallocation, but they have also

experienced the rapidest decline in capital allocation efficiency since the 1970s. This

result is counter-intuitive if we attempt to understand this phenomenon from the tra-

ditional financial friction perspective, which seems to suggest that superstar firms face

more financial frictions over time. Still, it is unlikely to happen in reality because we

have since the 1980s gone through decades of financial deregulation; however, if we un-

derstand this empirical pattern from the previous model, misallocation is increasing for

superstar firms because they rely less on external financing. Since the price mechanism

will not work for firms within the internal financing region, capital allocation efficiency

is declining among these firms.

According to Figure 2.4, another group that also has a relatively higher capital mis-

allocation is the one with smallest markup. One possible explanation for this outcome

is exactly the classical financial friction and misallocation story (e.g., Midrigan and Xu,

2014), where finance frictions generate dispersion in the returns to capital because firms

cannot borrow as much as they want. The coexistence of these two types of firms indi-

cates that self-financing could have different implications for misallocation. If firms save

internally due to financial frictions, then this behavior reduces misallocation as it allows

firms to invest out of the financial constraints. However, if companies self-finance due to

the transaction costs of external financing, then self-financing increases misallocation.

Therefore, we need to demystify origins of corporate savings when investigating their

impacts on misallocation. In addition, it also indicates why it could be misleading if we
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Figure 2.4: Markup and misallocation

Notes: This figure presents the time-series plots of misallocation for five groups
of firms with different levels of markups. Main data source for this figure is the
Compustat North American Annual data file. Firm-level markup is estimated with
Loecker, Eeckhout and Unger (2020)’s production cost function approach. Misallo-
cation is defined as the dispersion of firm-level log marginal product of capital mpk
and mpk is calculated as the log difference between firm’s reported sales (Com-
pustat series SALE) and the total net value of property, plant, and equipment
(Compustat series PPENT ).

simply use corporate cash holding as a proxy for measuring the firm-market boundary.

Increasing corporate cash-hoarding behaviors could come either from changes in the

distortions within the market system, or from movements of the boundary.

One supporting piece of evidence for this claim is that if we investigate the dynamics

of misallocation among firms with different cash-to-asset ratios, it turns out that there

is not any significant difference among them. As shown in Figure A11 in the appendix,

when we classify firms into different groups according to their cash holdings, misal-

location patterns are similar among them. This result further confirms the previous

hypothesis that the origin of self-financing matters for its impact on misallocation.

2.2.3 Markup and Cash Holding

The third testable implication is that cross-sectionally, there should be a positive rela-

tionship between firm-level markup and cash holdings. In the previous model, we show

that the endogenous quality-based earnings process leads to both the rise of superstar
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firms and their inherent riskiness, which generates a positive correlation between the

firm’s markup (or marginal q) and cash value. This cash-markup story distinguishes this

paper from all the existing works on explaining why companies hold cash. Therefore,

here we provide some related reduced-form evidence for this prediction. Following the

existing literature, we measure firm-level cash holdings by using the cash-to-asset ratio

and obtain the firm-level markup estimate by using De Loecker, Eeckhout and Unger

(2020)’s approach. In addition, we use both the classic Tobin’s q and Peters and Taylor

(2017)’s Total q measures as proxies for firm-level marginal q. In the main context, we

only discuss the empirical results related to markup-cash relationship. q-cash results

are provided in the appendix.

Initial evidence with Binscatter plots

Before turning to the formal regression analysis, we can exploit the advantage of Binscat-

ter plots to help clarify the (possibly nonlinear) relationship between cash and markup.

Figure 2.5 presents the main result. We provide two graphs: one is plotted with the raw

data and the other with a preferred model specification used in the later regression anal-

ysis. Our goal with these plots is twofold. First, one can easily eyeball whether there is

a positive relationship in the data and, more importantly, whether such a relationship

has some degree of nonlinearity. Second, we can use the Binscatter plot to show how

fitted the values of a regression equation for better interpretations and evaluations on

the model specifications.

As shown in the top panel of Figure 2.5, in the raw data, on average, a firm’s

cash-to-asset ratio is increasing in its markup, provided that its markup is not too

low. Therefore, the data does suggest that on average firms with higher markups hold

more liquid cash reserves, which is consistent with the theoretical implication derived

previously. At the same time, it shows that this relationship is not always monotone

cross-sectionally. Among the firms with the lowest markup, their cash holdings are

decreasing in markup. This pattern for the left-tail firms is consistent with the financial

frictions story, which argues that firms accumulate cash because they have a higher

probability of default or are more likely to face market frictions such as borrowing

constraints. As a result, there exists a negative relationship between a firm’s cash

holding and its financial wealth. Figure 2.5 suggests that this financial frictions story

can help make sense of the cash-markup relationship for the left-tail firms, while our

story can better explain cash holding behaviors for firms in the right-tail distribution.
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Figure 2.5: Tobin’s q, total q, markup, and corporate cash holdings: Binscatter plots

Notes: This figure presents the Binscatter plots between corporate cash holdings
and markup. Main data source for this figure is the Compustat North American
Annual data file. Firm-level cash-to-asset ratio is measured as the ratio of cash
and short-term investments (Compustat series CHE) to firm’s lagged total assets
(Compustat series AT ). Firm-level markup is estimated with Loecker, Eeckhout
and Unger (2020)’s production cost function approach.

The Binscatter plots for cash-Tobin-q and cash-Total-q relationships are provided in

Figure A9 and Figure A10, respectively. Based on these two graphs, on average, firms

with relatively higher q hold more cash on their balance sheets.
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Regression analysis

Table 2.1 shows the regression results for investigating the relationship between markup

and cash holdings. We adopt two-way fixed-effects regressions to estimate the impacts

of markup on corporate cash holding behaviors. The general model specification in

Table 2.1 is shown as follows:

cashi,t = α+ β × µi,t + (γ × µ2
i,t) + ΓXi,t + δi + ηt + εit

Throughout this section, i and t refer to firm and year, respectively. cash is the firm’s

cash-to-asset ratio, while µ represents the empirical measure for firm-level markup. We

are primarily interested in the sign and statistical significance of the estimated coefficient

β. However, as observed in the previous Binscatter plots, there might be some nonlin-

earity in the relationship between markup and cash holdings. Hence, in some model

specifications, we also add the square markup term µ2 as an additional independent

variable. X represents a group of firm-level control variables that could affect corporate

cash holdings. Following the standard practice in the existing literature, we include

some other firm-level indicators such as return of assets, tangibility, investment, size,

profitability, R&D, book leverage, and dividend payout. In addition, we introduce both

firm and year-fixed effects to account for the unobserved firm and year characteristics.

All standard errors are clustered at the firm level.

Columns (1) - (9) in Panel A of Table 2.1 present the baseline results using fixed-

effect regression model, with slight differences in the use of control variables in each

column. In the last three columns, we have included all the firm-level controls. The

difference between the last three columns comes from the choice of fixed effects. In

Column (10), we control for firm and year fixed effects. In Column (11), we include 3-

digit NAICS industry and year-fixed effects. In the last column, we introduce industry,

year, and industry-year fixed effects. The preferred model specification is the one used

in Column (10).

Based on the results shown in Table 2.1, we find that in all model specifications, the

estimated coefficients of markup enter with a positive sign at the 1% significance level.

This result suggests that firms with higher markup are associated with higher cash-to-

asset ratios, which provide additional support for our model. In addition, we can use

Binscatter plots to help evaluate how fitted the values of a regression equation are. A

good rule of thumb is that if the binned scatter points are close to the regression line,
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Table 2.1: Reduced-form evidence: markup and cash holdings

Cash/Asset

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

markup 0.0092*** 0.0080*** 0.0269*** 0.0086*** 0.0054*** 0.0080*** 0.0113*** 0.0080*** 0.0083*** 0.1177*** 0.1783*** 0.1763***
(3.012) (9.910) (34.457) (10.583) (6.626) (9.961) (9.377) (9.922) (9.585) (24.798) (39.656) (38.899)

markup square -0.0002 -0.0160*** -0.0251*** -0.0251***
(-0.422) (-18.619) (-29.197) (-29.032)

return of assets -0.0000 0.0002 0.0031*** 0.0030***
(-0.071) (0.863) (10.100) (9.852)

tangibility -0.3761*** -0.5582*** -0.5386*** -0.5385***
(-132.893) (-108.150) (-118.906) (-117.821)

investment -0.0767*** 0.0741*** 0.2033*** 0.2064***
(-18.388) (9.165) (20.450) (20.854)

size -0.0106*** -0.0003 -0.0050*** -0.0049***
(-24.885) (-0.537) (-17.237) (-16.717)

profitability -0.0003*** -0.0010*** -0.0022*** -0.0022***
(-3.289) (-3.683) (-5.790) (-5.813)

R&D -0.0165*** -0.0122*** 0.0369*** 0.0344***
(-15.186) (-8.715) (21.741) (20.426)

book leverage 0.0001*** 0.0001* -0.0002*** -0.0002***
(4.901) (1.800) (-3.772) (-3.376)

payout 0.0020 0.0040 0.0046 0.0047
(1.180) (1.623) (1.394) (1.406)

Fixed effects

Year Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Industry (naics3) Yes Yes
Industry × Year Yes

N 198,539 198,537 198,532 195,365 198,539 197,840 101,013 198,539 175,219 90,479 92,091 92,091
Adjusted R2 0.635 0.635 0.667 0.637 0.636 0.634 0.692 0.635 0.618 0.725 0.336 0.347

the standard error is small, and the estimation is accurate. As is shown in the bottom

panel in Figure 2.5, the binned scatter points are largely fitted around the regression

line, and they are not very dispersed except for two extreme data points. This graph

indicates that the model specifications are reasonably good, and the estimated results

are indeed reliable.

In Table A1 in the appendix, we provide the corresponding regression results for the

q-cash relationship. Similarly, Table A1 shows that across different model specifications,

we can always find a positive and significant association between a firm’s cash-to-asset

ratio and its q, regardless of the choice on Tobin’s q or Total q.

Generally speaking, these three pieces of reduced-form evidence provides additional

support for the underlying mechanism in the model section. Now we turn to quantitative

analysis.

2.3 Quantitative Analysis

This section outlines how the model is parameterized and then investigates the model’s

quantitative implications. To start, we discuss the external calibration and structural

estimation strategy used in this paper. Next, we show the extent to which our model
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is able to match both the aggregate trends and cross-sectional patterns in the data.

In order to evaluate the quantitative performance of the model, we choose three facts

related to the declining capital allocation efficiency in the U.S. It turns out that the

model is able to quantitatively match these trends. Finally, we investigate the rela-

tive importance of supply factors, demand factors, and financial friction parameters in

matching the data.

2.3.1 Parametrization

The model is calibrated at an annual frequency. To reduce the computational burden,

we externally calibrate a subset of parameters, then consider the rest estimated within

the model. For estimating those structural parameters, we adopt the SMM approach

(e.g., McFadden, 1989; Nikolov and Whited, 2014), as there are no closed-form solutions.

In addition, following some recent studies, we choose 2000 as the midpoint and split the

historical dataset into two different subsamples: the 1980-1999 subsample is interpreted

as the traditional economy, and the 2000-2015 subsample is labeled as the superstar

economy.

External calibration

Those externally calibrated parameters are shown in the top panel in Table 2.2. The

rate of time preference ρ is set to be 0.046. The risk aversion γ is calibrated to 4.0, and

the elasticity of intertemporal substitution 1
θ is chosen with a value of 0.5. In addition,

the cash carry cost is set to be 1%. All these numbers are standard in the existing

literature (e.g., Wang, Wang and Yang, 2012; Bolton, Chen and Wang, 2011).

Some other parameters have their natural data counterparts, so we will use the data

to calibrate them. The capital depreciation rate δ can be computed with the fixed asset

tables (FAT) obtained from the U.S. Bureau of Economic Analysis (BEA). Consistent

with the previous model, we do not limit our analysis here to intangible capital only.

Instead, we will calculate the average depreciation rate for all assets. Of course, this

paper focuses on firms, so we will only use the capital stock and depreciation data for

private sectors. The construction details are as follows. To begin with, by calculating

the ratio of depreciation expenses to capital stock, we compute the depreciation rate

for intangible and tangible assets, respectively. Then we calculate the annual weighted

average depreciation rate by using the relative importance of each asset as the weight.

Lastly, we compute the average annual depreciation rate for these two subsamples. The
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Table 2.2: Model calibration and estimation

Part A. External Calibration

Parameter Description Traditional Economy Superstar Economy Source/Reference
1980-1999 2000-2015

ρ rate of time preference 0.046
Wang, Wang and Yang (2012)γ risk aversion 4.0

θ EIS reciprocal 2.0
λ cash carry cost 0.01 Bolton, Chen and Wang (2011)
δ capital depreciation rate 0.053 0.056 BEA-FAT
η operating scale 0.48 0.64

Compustat
f0 fixed production cost 0.11 0.32
µ capital quality: long-run mean 1.48
σ capital quality: volatility 0.76

Part B. Internal Estimation

Parameter Description Traditional Economy Superstar Economy Difference
1980-1999 2000-2015

ϕ taste for quality 0.43 0.56 + 0.13
ξ0 variable production cost 0.94 0.26 -0.68
κ0 investment adjustment cost 1.20 1.30 +0.10
χ0 fixed external financing cost 0.37 0.55 +0.18
χ1 variable external financing cost 0.053 0.088 +0.035
β tightness of borrowing constraint 0.22 0.29 +0.07

depreciation rate in the traditional economy is 0.053, and the number in the superstar

economy is 0.056. Although the depreciation rate is substantially higher for intangible

capital and its total stock is increasing over time, there is negligible difference in ag-

gregate depreciation rate between these two subsamples because physical capital still

accounts for the majority of total assets.

We use the Compustat dataset to calibrate those parameters on production tech-

nology and capital quality. The long-run mean and volatility of the underlying capital

quality process are calibrated to match the mean and standard deviation of sales ob-

tained from Compustat. For better interpretation, we rescale the average output to be

one here. In order to estimate operating scale η and fixed production cost f0, we follow

De Ridder (2019)’s approach by using firm-level information on markup, revenue, and

profit. More specifically, based on the entrepreneur’s optimization problem, fixed costs

and operating scale can be estimated with the following equations:
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f0 =

(
1− 1

µ

)
py − π =

(
1− 1

markup

)
SALE− IB (2.36)

η =
ξ0y

1
η

py
=

COGS− f0
SALE

(2.37)

Following the standard literature, we measure firm-level revenue by using total sales

(Compustat data variable SALE ). In addition, we obtain the total production cost data

by using Compustat variable COGS, which contains all the direct costs involved with

production. The operating profits π are measured with income before extraordinary

items (Compustat data variable IB). As the firm-level price information is not available

in Compustat, we cannot directly estimate variable production cost ξ0. Therefore, we

will estimate it with the structural approach. The estimated fixed costs (after output

rescaling) are 0.11 and 0.32 for the traditional economy and new economy, respectively.

Moreover, the estimated operating scale has also increased from 0.48 to 0.64 in the

sample period. This upward trend in fixed costs and operating scale is consistent with

other related work (e.g., De Ridder, 2019; Hoberg and Phillips, 2021).

One implicit assumption behind our calibration strategy is that the primitive stochas-

tic capital quality process does not change when the society transitions from the tradi-

tional to the superstar economy, i.e., µ̄ and σ are the same for these two subsamples.

This condition implicitly assumes that firms become superstars not because they be-

come super-productive but because they benefit from the permanent changes in supply

and demand curves. This assumption is consistent with some empirical results from

the existing literature. For example, Gutiérrez and Philippon (2019) find that super-

star firms have not become more productive despite the increasing market valuation.

Gabaix and Landier (2008) find that the recent rise in CEO compensation is an efficient

equilibrium response to the increase in firms’ market value, rather than resulting from

increasing agency issues and managerial skills.

Internal estimation: SMM-MCMC approach

The rest of the parameters are jointly calibrated with the SMM approach by targeting

some moments in the data. We choose the Markov Chain Monte Carlo (MCMC) method

because it can generate faster convergence by bouncing between parameter and state

vector draws. However, the cost of using this MCMC algorithm is a more restricted
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assumption on the distributions of observation errors.

Six parameters are calibrated through this SMM-MCMC approach: quality taste ϕ,

marginal production cost ξ0, investment adjustment cost κ0, fixed external financing

cost χ0, variable external financing cost χ1, and tightness of borrowing constraint β.

The data moments we choose are mean and dispersion of markup, investment-to-output

ratio, and cash-to-output ratio. In addition, we include the relative markup ratio of the

90th percentile to the median value in these two subsamples. It turns out that quality

taste parameter ϕ is sensitive to this data moment, so including it can help identify it

more accurately.

Table 2.3: Target moments and parameters uncertainty

Part A. Goodness of Fit

Moments
Traditional Economy: 1980-1999 Superstar Economy: 2000-2015
Data Model Data Model

Average markup 1.42 1.31 1.54 1.48
Dispersion of markup 0.55 0.58 0.65 0.62
Markup distribution: P90/P50 1.60 1.42 1.70 1.72
Aggregate investment/output ratio 0.083 0.077 0.060 0.064
Dispersion of investment/output ratio 0.21 0.30 0.11 0.10
Aggregate cash/output ratio 0.06 0.08 0.13 0.14
Dispersion of cash/output ratio 0.44 0.57 0.55 0.61

Part B. Parameters Uncertainty

Parameter
Traditional Economy: 1980-1999 Superstar Economy: 2000-2015

p10 p90 S.D. Median p10 p90 S.D. Median

ϕ (taste for quality) 0.186 0.672 0.187 0.432 0.346 0.759 0.161 0.556
κ0 (investment adjustment cost) 0.466 1.433 0.376 0.941 0.183 0.338 0.0597 0.260
ξ0 (variable production cost) 0.565 1.844 0.492 1.204 0.789 1.829 0.411 1.296
χ0 (fixed external financing cost) 0.161 0.591 0.167 0.372 0.249 0.833 0.227 0.555
χ1 (variable external financing cost) 0.0320 0.0744 0.0167 0.0528 0.0559 0.122 0.0258 0.0880
β (tightness of borrowing constraint) 0.149 0.286 0.0535 0.218 0.188 0.390 0.0796 0.288

In the top panel in Table 2.3, we provide the calibration targets and the model

response. As shown in this panel, the model fits the data moments reasonably well. The

bottom panel in Table 2.2 presents the median values of these structurally estimated

parameters. We choose median instead of mean so that the result suffers less from some

extreme outcomes. In addition, we can take full advantage of this MCMC approach to

build the corresponding confidence intervals and posterior distributions for each of these

estimates. In Figure A14 and A15 in the appendix, we plot the posterior distributions,

which provide the histograms of the 5000 parameter draws of the estimated model. The

corresponding summary statistics for each parameter are provided in the bottom panel

in Table 2.3. For instance, in the traditional economy, the median estimated value of
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ϕ is 0.432, and its 10-90 percentile range is from 0.186 to 0.672. In contrast, with the

subsample dataset on the superstar economy, ϕ is estimated to have a median value of

0.556, and its 10-90 percentile range is from 0.346 to 0.759. Therefore, when taking the

previous model to the data, it shows that people indeed have stronger preferences for

product quality in today’s economy. At the same time, the estimated marginal product

cost has declined from 0.941 to 0.260. One possible reason behind is certain scale-related

technical changes such as digitization, which allows individual firms to easily serve a

large group of buyers with nearly zero marginal cost. The estimated 10-90 percentile

range for this marginal cost parameter ξ0 is from 0.466–1.433 and 0.183–0.338 for two

subsamples, respectively.

2.3.2 Cross-Sectional Validation

In this section, we provide some cross-sectional evidence to validate the model and

the choice of parameters. We focus on the cross-sectional results on cash-to-output

ratios and investment-to-output ratios. It is worth noting that when parameterizing

the model, we do not directly target these moments. Therefore, the goodness of fit on

these moments can be informative for evaluating the model’s validity.

We first look at how the model fits the cross-sectional cash-to-output ratios. The

results are presented in panel A in Figure 2.6, where we include both the data and model

for better comparison. The data part is created as follows. To begin with, for each year

between 1980 and 1999, we split all the firms into five different groups according to

their markup level. Throughout this section, Q1 represents firms with the smallest

markup, and Q5 means the group of firms with the highest values of markup. After

that, we compute the firm-level cash-to-output ratios, then take averages for each group

in each year. Finally, we compute the subsample average for each group throughout the

subsample period. At the same time, the model part is generated by simulating a panel

of 5,000 firms. The firms will behave optimally according to the first-order conditions

derived in the previous section. Then we classify all the firms into five different groups

according to their markup level, and compute the model-implied average cash-to-output

ratios for each group. Finally, the bottom picture in Figure 2.6 is obtained by computing

the difference in these numbers between the traditional and the new economy.

Figure 2.6 shows that our model is able to quantitatively match the cross-sectional

patterns of cash-to-output ratios in both subsamples. Our model implies that all the

firms in different groups tend to save more in the Superstar Economy, especially for
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Figure 2.6: Cross-sectional validation: data v.s. model

A. cash/output ratio

B. investment/output ratio

the firms with the highest markups. This cross-sectional pattern is consistent with

what we find in the data. As previously explained, the underlying mechanism for this
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outcome is that the shifts in demand and supply curves raise both the expected profits

and uncertainty in the future; therefore, this risk redistribution channel makes all firms

save more internally, especially for the superstar firms. In terms of magnitudes, what is

less satisfying here is that the model tends to over-estimate cash-to-output ratio for the

firms with the smallest markup, and under-estimate it for the firms with the highest

markup. One possible reason is that we assume all firms face the same borrowing

constraint. In reality, although, this assumption may not hold. In addition, the reason

why the superstar firms in our model do not accumulate more cash is because they have

the option of lending. However, in reality, most firms need to overcome considerable

information costs for lending in the financial market, which gives them more incentives

to hold safe assets instead.

We can also investigate whether the model can quantitatively match the investment-

to-output ratio cross-sectionally. The results of comparing the model to the data are

presented in panel B of Figure 2.6, which is generated in the same way as we did in

panel A. The model can quantitatively fit the cross-sectional patterns of investment-to-

output ratios in both subsamples, especially for firms with medium and large markup

levels. When transitioning from the traditional economy to the Superstar Economy,

the investment-to-output ratio decreases for the firms with highest markups in both the

data and the model. In the data, the change in investment-to-output ratio is -0.026, and

the corresponding result generated from the model is -0.025. As discussed before in the

model section, superstar firms do not have incentives to invest due to their increased

risk.

This pattern of the relationship between investment and output is similar to the

empirical findings in Kilic, Yang and Zhang (2019), which document a negative cross-

sectional correlation between the firm’s investment and profitability. However, their

explanation is different from this paper: they argue that firms with higher cash flow

duration have lower discount rates, leading them to invest more despite having lower

current profitability. In addition, our result here also speaks to the secular stagna-

tion literature. Summers (2013) and many other works point out that one puzzling

phenomenon in today’s economy is that firms have strong incentives to save but no

incentives to invest. The income and risk redistribution story in this paper can help

understand this puzzle from a new perspective.
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2.3.3 Policy Functions

Now we turn to discussing the entrepreneur’s optimal investment and cash holding

decisions.

Figure 2.7: Policy functions

A. cash holding

B. investment

Figure 2.7 presents the numerical solutions with estimated parameters from the

Superstar Economy subsample. In panel A, we plot the marginal value of cash with



45

respect to its level for firms with different capital qualities. Three conclusions are worth

noting from this graph. First, the marginal value of cash is always decreasing as cash

becomes more abundant, and this conclusion applies regardless of the capital quality

level. The underlying reason is that firms with less cash are more likely to borrow from

the financial market and hence need to pay more external financing costs. As a result,

the marginal value of cash is higher for cash-scarce firms. In addition, this decreasing

characteristic is important here as it ensures the concavity of firm value within this

internal financing region, which guarantees the uniqueness of optimal policy. Second,

although the marginal values of cash on the lower and upper boundaries are the same

for entrepreneurs with different capital quality, the corresponding internal financing re-

gions are heterogeneous. The same marginal value on boundaries come from the price

mechanism at work. For entrepreneurs on the boundary, they are indifferent between

internal and external financing. Given the fact that all the entrepreneurs need to have

the same marginal value of cash when they seek external financing, this rule also applies

to those on the boundary. Hence, heterogeneous entrepreneurs share the same marginal

value of cash on the boundaries. Still, the resulting internal financing regions are dif-

ferent because the relationship between marginal cash value and cash level is different

for firms with different capital quality. This result shows up in our model because the

level and curvature of this relationship depend on the expected level and uncertainty of

future earnings. In a Superstar Economy, the earnings process is quality-based and non-

homogeneous. Therefore, firms with different quality levels will have different internal

financing regions. Third, the range of internal financing region is increasing in capi-

tal quality. As we showed previously, compared to firms with low quality, a Superstar

Economy faces more earnings uncertainty and hence places more value on cash. As a

consequence, they will have a wider internal financing region. In this way, the dispersion

of marginal value of financial wealth will be higher among these superstar firms, which

is the origin of misallocation in this paper. This mechanism is quite different from the

existing literature: in most studies, in fact, the importance of cash comes from financing

frictions as cash keeps the firm away from costly liquidation and external financing. In

this paper, by contrast, the superstar firms want to accumulate more cash not because

they are more likely to be financially constrained, but because they face a more volatile

earnings process in the future.

Panel B of Figure 2.7 plots the optimal investment-to-capital ratios for firms with

different levels of capital quality. Two conclusions can be drawn from this graph. First,
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optimal investment is lower for firms with less cash on hand. Second, the sensitivity of

investment to cash level is stronger for firms with relatively higher markup. The first

conclusion is quite intuitive because when cash level is sufficiently low, firms need to

cut more investment so that they can prevent costly bankruptcy and external financing

costs. At the same time, this disinvestment behavior incurs some capital adjustment

costs. Therefore, the optimal investment rate is pinned down by the trade-off between

cash carry cost and disinvestment cost. The second conclusion is closely related to

the higher cash flows uncertainty faced by high-quality entrepreneurs. The incentives

of underinvestment are stronger for these firms because they have more desire to hold

cash.

2.3.4 Quantitative Performance

Here we inspect the aggregate implications with M.I.T. shocks. By definition, an “M.I.T.

shock” is an unexpected shock that hits an economy at its steady state, leading to a

transition towards a new one. To better evaluate the quantitative performance, we

choose three facts related to the declining capital allocation efficiency in the data. Then

we use the general equilibrium model developed in Section 2.1 and the previous param-

eterization strategy to quantify its underlying mechanism and investigate whether the

model is able to jointly explain these aggregate trends.

The three facts documented in this section are: increasing dispersion of firm-level

marginal revenue return to capital; negative correlation between firm-level TFP and

net finance dependence; and increasing gap between aggregate marginal product of

capital and real interest rate. We interpret them as signs of declining capital allocation

efficiency, because an efficient financial market should generate zero dispersion of firm-

level investment return, more resources allocated towards productive users, and marginal

return of additional investment being equal to its marginal cost.

Self-financing and “misallocation”

Fact The first fact is that the measured static dispersion of firm-level marginal prod-

uct of capital, defined as misallocation, has been increasing steadily since the 1980s.

Following David, Schmid and Zeke (2019), we measure it by calculating the standard

deviation of log marginal return to capital (mpk), and mpk is computed as the log

difference between the firm’s revenue and capital stock. For the baseline result, we use

the firm’s reported sales (Compustat series SALE ) as the proxy for firm-level revenue
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and the total net value of property, plant, and equipment (Compustat series PPENT )

as the proxy for the firm’s (physical) capital stock. As shown in Figures A1 and A2

in the appendix, using alternative measures (e.g., including intangible capital) yields

similar patterns.15

The solid orange line in panel A of Figure 2.8 presents the time-series plot of the

baseline measure on misallocation. For this full sample, each year, we include all the

firms available in the U.S. Compustat dataset except for those in the financial and utility

sectors. As the graph shows, there is a significant increase in the degree of capital

misallocation among all the public firms. In the full-sample dataset, the degree of

misallocation has increased by 30.7% over the last forty years. This result is surprising

as these public firms should have improved access to the financial market over time;

therefore, if the measured misallocation is indeed increasing in an advanced economy

like the U.S., it is necessary to seek for explanations beyond financial frictions.

One possible concern for our baseline result is that we measure misallocation with

an unbalanced panel. The frequent entry and exit of different firms could contribute to

measurement errors. One way to alleviate such concern is to fix the number of firms over

the sample period. The blue dotted line is obtained with a similar approach but only

for a subset of large firms. For each year, we only include the top 2000 firms according

to their market capitalization. Then for this subset of firms, we calculate the degree of

capital misallocation using the same approach as before. Again, Figure 2.8 tells us that

the U.S. economy has experienced a secular increase of 26.6% in the measured degree

of misallocation, even after fixing the number of firms in the sample.

In addition, in panel B of Figure 2.8, we create seven small but balanced panels

for each of the seven decades between 1950 and 2020. Specifically, for each ten-year

time window, e.g., 1950-1959 or 1960-1969, we create a balanced panel where we only

include the firms that are continuously present within this decade. For each year, we

again calculate the mpk dispersion. As this graph reveals, before the 1980s, the degree

of misallocation for a balanced panel of firms declines over time, possibly resulting from

an improving financial market or from maturing business operations. For instance, in

15One important caveat is that marginal product is proportional to average product only under the
assumption of a Cobb-Douglas production function. Bils, Klenow and Ruane (2021) provide a way to
correct mismeasurement by imposing two assumptions. The first assumption is that firm-level markup
does not change with productivity shocks. The second assumption is that measurement errors with
respect to revenues and inputs are orthogonal to the true marginal product. However, the reason why
we do not follow Bils, Klenow and Ruane (2021) to measure misallocation is because the first assumption
in their paper does not hold in this paper’s story.
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Figure 2.8: Increasing “misallocation”

A. unbalanced panels

B. seven small balanced panels

Notes: This figure presents different measures on the time-series of capital misal-
location degree among U.S. public firms. Misallocation is defined as the dispersion
of firm-level log marginal product of capital mpk. The orange solid line in the top
graph represents the full-sample result, where we include all the firms available in
that year except for those in the financial and utility sectors. The blue dotted line
in the same graph shows the measured misallocation among top 2000 firms in that
year according to their market capitalization. In the bottom graph, we present
measured misallocation degrees for seven small and balanced panels for each of
the seven decades between 1950 - 2020. For each balanced panel, we include firms
continuously present within this decade. Firm-level mpk is measured with David,
Schmid and Zeke (2019)’s method using Compustat North American data file. mpk
is calculated as the log difference between firm’s reported sales (Compustat series
SALE) and the total net value of property, plant, and equipment (Compustat series
PPENT ).
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the 1970-1980 balanced subsample, the degree of misallocation in the U.S. economy

shows a decline of 10.5%; however, this pattern changes substantially after the 1980s.

For the 1980-1989 and 1990-1999 panels, the measured misallocation is relatively stable

over time and increases only slightly. In contrast, after 2000, even for a balanced

panel of firms, mpk dispersion has increased substantially: the misallocation degree has

increased by 6.5% within a short ten-year window. In summary, if we interpret the

dispersion of firm-level mpk as a sign of misallocation, the capital has, since the 1980s,

been increasingly misallocated.

Quantitative performance Table 2.4 summarizes the results of comparing these

macro-finance trends in the data and those obtained from the model. In the data,

misallocation is measured the same way we did for Figure 2.8, which is the dispersion of

mpk. In the model, misallocation is obtained by calculating the steady-state dispersion

of log Jζ . According to Table 2.4, our model is able to quantitatively fit the data in

a reasonably good way. In the data, the degree of misallocation has increased by 0.22,

from 1.41 to 1.63. In contrast, the degree of misallocation implied by the model has

increased by 0.31, from 1.18 to 1.49. As explained previously, misallocation goes up

in the model is due to the expansion of the internal financing region. From a macro

perspective, when the internal financing region expands, it means that an individual-

entrepreneur-led allocation system is replacing a price-mechanism-governed one, which

deteriorates the capital allocation efficiency on the aggregate level.

Table 2.4: Quantitative results

Macro-finance trends
Traditional Economy: 1980-1999 Superstar Economy: 2000-2015 Trends
Data Model Data Model Data Model

degree of “misallocation” 1.41 1.18 1.63 1.49 +0.22 +0.31
correlation between TFP and net finance 0.036 0.018 -0.128 -0.113 -0.164 -0.131
MPK - r 5.27% 3.93% 10.27% 9.08% +5.00% +5.15%
area disciplined by the price mechanism - 83.40% - 72.52% - -10.88%

The underlying mechanism in this paper still belongs to a finance perspective on mis-

allocation. However, the story here is different from the standard explanations in the

existing literature. For instance, Midrigan and Xu (2014) investigate the role of finan-

cial frictions on misallocation from both an extensive and intensive margin perspective.

In their paper, the reason why finance frictions generate misallocation is twofold. First,

it distorts entry and technology adoption decisions. Second, the existence of borrowing
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constraints may generate differences in the returns to capital across individual produc-

ers. In addition, Buera, Kaboski and Shin (2011) show that financial frictions account

for a substantial part of the observed cross-country differences in aggregate TFP. Simi-

larly, Gopinath et al. (2017) study the role of the size-dependent borrowing constraints,

combined with the decline in the real interest rate, might generate the increasing dis-

persion of MPK. Generally speaking, these papers are focused on the inefficiency within

the market system. In contrast, this paper focuses on the role of a moving firm-market

boundary on misallocation. Our story here is also different from David, Schmid and

Zeke (2019), which attempt to explain misallocation from an asset pricing perspective.

David, Schmid and Zeke (2019) argue that as firms differ in their exposures to system-

atic risks, the dispersion in MPK could come from the heterogeneity in firm-level risk

premia. In contrast, this paper attempts to explain the dynamics of misallocation from

a corporate finance perspective. Changes in corporate risk management policies could

lead to the changing dynamics of misallocation.

Our explanation here is similar to the risk and inaction story in Bloom (2009) and

Ackerberg, Caves and Frazer (2015). A standard result from this type of model is the

existence of an inaction region. However, Bloom (2009) and Ackerberg, Caves and

Frazer (2015) focus on the fixed costs in labor hiring and capital investment. Therefore,

in their works, we will see inaction regions in employment and investment while here we

have fixed costs in external financing. Hence the inaction in this paper means not using

the external financial market. The shifts in supply and demand curves will affect the

size of this inaction region through their impacts on the earnings process. As a result,

they generate some aggregate impacts on misallocation.

The key implication from our exercise here is that zero misallocation should not

be the optimal policy target if we allow for the existence of firm-market boundary.

Since Hsieh and Klenow (2009), any dispersion of factor return across firms is usually

considered as a barrier to the efficient allocation of resources. Therefore, one should

expect zero misallocation if we manage to eliminate all the distortions within the market

system. The existence of corporate internal financing, however, creates a firm-market

boundary on the financing side so that increasing misallocation defined from Hsieh and

Klenow (2009)’s perspective could come from either the increasing inefficiency within the

market system or the shrinking boundary of the market system. Unless the government

could take all the internal resources from firms, zero misallocation should not be the

policy target.
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Eclipse of the public markets

Fact Since the insightful observation by Jensen (1989), there has been a growing body

of literature discussing whether the role of capital markets has changed over time. The

second fact is closely related to a simple question: does the market always allocate

capital to the most productive users, and has this role changed over time?

The answer to this question can be found in Figure 2.9, where we calculate the

annual cross-sectional correlation between the firm’s net finance dependence and its

productivity. In the baseline result in panel A, we follow Imrohoroglu and Tuzel (2014)

to measure the firm-level total factor productivity (TFP) and Frank and Yang (2019)

to obtain three different measures on the firm’s net finance dependence. In market

economies, a critical role of the financial market is to allocate resources to their most

efficient uses. While this correlation should be positive, it does not prove true according

to the data. As shown in Figure 2.9, this correlation has changed from positive to

negative over the past several decades. For instance, at the beginning of the 1980s, the

estimated correlation between firm-level TFP and net finance issuance is 0.1, and it is

significant at the 99% confidence level. However, after the late 1990s, such a correlation

has become negatively significant for most of the time, which suggests that in today’s

economy, on average, the total debt and equity do not flow to the most productive firms.

As a matter of fact, less productive firms actually rely more on external financing. This

conclusion does not depend on how we measure firm-level productivity. In panel B,

we estimate the firm-level TFP with alternative approaches, including the Olley-Pakes

(Olley and Pakes, 1996), Levinsohn-Petrin (Levinsohn and Petrin, 2003), Wooldridge

(Wooldridge, 2009), and Ackerberg-Caves-Frazer (Ackerberg, Caves and Frazer, 2015)

methods. This graph shows that using different measures of net finance dependence

and firm-level TFP will generate slightly different patterns, but the key message, i.e.,

productive firms becoming less reliant on external financial markets, still holds in the

data.16

The pattern documented in Figure 2.9 is consistent with the hypothesis that there

seems to be an eclipse of the public markets in the U.S. (Jensen, 1989; Doidge et al.,

2018). Our findings here also complement some previous studies in the literature. For

instance, using an industry-level U.S. dataset, Lee, Shin and Stulz (2020) find that after

16In the baseline analysis, we use Spearman rank correlation, but using Pearson correlation generates
similar results. One advantage of using the rank correlation is that it is much less sensitive to potential
outliers.
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Figure 2.9: Eclipse of the public markets

A. different measures of net finance

B. different measures of firm-level TFP

Notes: This figure presents the cross-sectional correlation between firm-level TFP
and firm-level net finance dependence. We use five different approaches to measure
firm-level TFP, including Imrohoroglu-Tuzel (Imrohoroglu and Tuzel, 2014), Olley-
Pakes (Olley and Pakes, 1996), Levinsohn-Petrin (Levinsohn and Petrin, 2003),
Wooldridge (Wooldridge, 2009), and Ackerberg-Caves-Frazer (Ackerberg, Caves
and Frazer, 2015) methods. In addition, we follow Frank and Yang (2019) to obtain
three different measures on the firm’s net finance dependence: total net finance;
net finance with dividend adjustments; and net finance issuance. Main data source
for this figure is from Compustat North American Annual data file.
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2000, industries with low Tobin’s q receive more funding from capital markets than

those with high Tobin’s q. Using a machine learning method for estimating firm-level

productivity, Frank and Yang (2019) find that finance typically flows away from high

productivity firms as more productive firms tend to lend rather than borrow from capital

markets. Doidge, Karolyi and Stulz (2017) find that the number of public firms in the

U.S. has fallen substantially in the last several decades, and many firms have started

to repurchase their equity. In addition, Bils, Klenow and Ruane (2021) find that there

is a modest downward trend in the U.S. allocative efficiency, even after correcting for

measurement error.

Quantitative performance The second row in Table 2.4 presents the data-model

comparison in the estimated correlation between firm-level external finance dependence

and TFP. The correlation in the data is measured the same way we did for Figure 2.9

with the net finance issuance and Imrohoroglu and Tuzel (2014)’s TFP measurement.

In the model, such correlation is obtained by calculating the cross-sectional correlation

between external finance dependence b
y and firm-level capital quality ζ. According to

Table 2.4, our model can quantitatively match the data fairly well. In the data, the

estimated correlation has decreased by 0.164, from 0.036 to -0.128. In the model, such

correlation has decreased by 0.131, from 0.018 to -0.113.17 The reason why productive

firms rely less on external financing in a Superstar Economy is that these superstar

firms need to face more volatile earnings in the future. The increased future cash-flow

uncertainty prompts these productive firms to save more internally.

The underlying mechanism here is similar to Jensen (1989)’s hypothesis and more

recently Doidge et al. (2018)’s work. Jensen (1989) observes the decline in the number of

public firms in the U.S., and he argues that agency problems between shareholders and

managers can make public corporations a less inefficient form of organization. Doidge

et al. (2018) extend Jensen (1989)’s hypothesis by distinguishing traditional firms with

tangible capital and young firms with intangible capital. They argue that intangible

capital has more financing issues in the public market as intangible capital has limited

collateral value and more information asymmetry issues, so its value depends more on

the market environment. Therefore, they argue that the recent decline in the number

of listing firms is not a short-term phenomenon. Instead, it indicates that intangible-

capital-intensive firms might be better suited for financing through private sources than

17The data on net finance issuance in Compustat is not available until 1984. Therefore, the initial
year for comparing the model to the data is chosen to be 1984.
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through public capital markets. Our story in this paper echoes their hypothesis, and

provides some quantitative evidence for their claim.

More importantly, the result here points out that the economic environment in Hsieh

and Klenow (2009) relies on one crucial assumption: all firms are exogenously assumed

to borrow from the market. Only in this way, a frictionless capital market can improve

allocation efficiency by moving resources from firms with low marginal product to firms

with high marginal product. The effectivenss of the market system will be weakened if

firms endogenously choose internal financing.

Finally, the result here provides a novel perspective to the recent discussion on the

disappearing public firms. Although the focus here is on the optimal reliance on ex-

ternal financing instead of firms’ decisions on being public or private, the underlying

mechanism in this paper could help us understand why there is a significant decline in

the number of publicly-listed companies in the U.S.. In the existing literature, possi-

ble explanations include regulatory burdens (e.g., Dambra, Field and Gustafson, 2015;

Ewens, Xiao and Xu, 2021), intangible capital (e.g., Kahle and Stulz, 2017), private eq-

uity (e.g., Ewens and Farre-Mensa, 2020), economies of scale (e.g., Gao, Ritter and Zhu,

2013), and mergers and acquisitions (e.g., Eckbo and Lithell, 2021). In contrast, here we

argue that it could come from some economic fundamental changes that permanently

change the risk of corporate earnings.

Two rates of return

Fact The third fact is a well-known fact in the macroeconomics literature. Many

recent studies (e.g., Farhi and Gourio, 2018) find that there is a puzzling phenomenon

about the U.S. economy: aggregate returns to business capital (MPK) have been either

stable or growing, but the real interest rate (r) has been declining. As a result, the gap

between MPK and r has been stably increasing over time. Figure 2.10 summarizes this

well-known fact with three different measures on aggregate MPK. The macro approach

measures the aggregate MPK by following Gomme, Ravikumar and Rupert (2011) and

using data from the National Income and Product Accounts (NIPA).18 The development

approach adopts Feenstra, Inklaar and Timmer (2015)’s method and the Penn World

18Caballero, Farhi and Gourinchas (2017) have adjusted Gomme, Ravikumar and Rupert (2011)’s
estimates of the capital stock for intangible intellectual property products (IPP). The main conclusion
still holds with this capital stock adjustment.
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Table dataset.19 The micro approach follows Grullon, Larkin and Michaely (2019) and

measures the aggregated return of assets with the Compustat dataset. Despite the

difference in the absolute magnitudes, a secular upward trend in the difference between

MPK and r in the U.S. is obvious, across all of these approaches.

Figure 2.10: MPK minus r

Notes: This figure presents the time-series difference between aggregate marginal
product of capital (MPK) and real interest rate in the U.S.. MPK is measured with
three different methods. The macro approach measures the aggregate MPK by fol-
lowing Gomme, Ravikumar and Rupert (2011) and using data from the National
Income and Product Accounts (NIPA). The development approach is to measure
the aggregate MPK with Feenstra, Inklaar and Timmer (2015)’s approach and Penn
World Table dataset. The micro approach follows Grullon, Larkin and Michaely
(2019) and measures the aggregated return of assets with the Compustat dataset.
One-year real interest rate is measured by subtracting inflation expectations from
nominal Treasury yields, and inflation expectations are measured as median con-
sumer price inflation expectations from the Philadelphia Fed survey of professional
forecasters.

The reason we interpret this gap as a piece of evidence for capital allocation inef-

ficiency is the following. In a standard macroeconomics model, MPK is seen as the

return of additional investment, and the real interest rate is interpreted as the cost of

additional investment. Any wedges between marginal return and marginal cost should

be considered as a sign of market inefficiency because the amount of capital should be

19Feenstra, Inklaar and Timmer (2015) (and Penn World Table 9.1) provide a new cross-country
comparable measure on the real internal rate of capital return. However, the result does not change
if we follow Caselli and Feyrer (2007)’s original approach of measuring aggregate marginal product of
capital.
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allocated such that the marginal cost equals the marginal benefit. In other words, this

increasing wedge suggests an imperfectly competitive financial market.

Of course, the actual cost of investment should also include capital’s depreciation

rate (δ) and risk premium (RP). Therefore, the total cost of capital in this case should

be r + δ + RP. we plot the time series of this adjusted return-cost gap in Figure A8

in the appendix, and it is clear that the upward trends are still there for all the three

different measures. In addition, we can still observe that the gap is positive or changes

from negative to positive for two out of these three measures.

Quantitative performance The third row in Table 2.4 presents the estimated trend

in the MPK & r gap both in the data and in the model. The data part is obtained

the same way as in Figure 2.10. In the model, MPK is obtained by calculating the

average value of Jζ , while r is simply the equilibrium interest rate. Table 2.4 shows

that in the data, the measured MPK & r gap has increased by 5.00%, from 5.27% to

10.27%. Meanwhile, our model suggests that this gap has increased by 5.15%, from

3.93% to 9.08% over the past forty years. The model result is consistent with what

can be observed in the data. The underlying mechanism for this upward trend in

the model is related to the distinction between internal cash value and external debt

value. For firms who finance themselves externally, their marginal product of capital is

closely related to the external interest rate. However, for firms financing internally, their

marginal product of capital is more connected to the internal cash value rather than

to the external interest rate. The expansion of the internal financing region indicates

that cash becomes more valuable to firms, which generates the increment in the MPK

& r gap. Although there is a growing body of literature on the divergence between

return on productive capital and the interest rates, the explanation here is distinct. For

instance, Farhi and Gourio (2018) point out that the rising market power, risk premia,

and intangible capital are all important for our understanding of some recent macro

trends, including this MPK & r gap. Karabarbounis and Neiman (2018) argue that the

gap between measured capital income and estimates of the required compensation of

capital is most likely explained by measurement error in the cost of capital. Crouzet

and Eberly (2020) provide a Q+ framework to link together the rents and intangible

capital. In this way, three elements can contribute to the difference between average

q and marginal q for physical capital: rents to physical capital, the value of installed

intangible capital, and the rents to intangible capital. Therefore, Crouzet and Eberly
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(2020) argue that increasing rents and intangible capital contribute to the rising gap

between MPK and r.

The result in Table 2.4 also speaks to the growing inequality literature, and in par-

ticular to Piketty (2013)’s r− g framework. Piketty (2013) argues that the relationship

between the return to capital r and the economic growth rate g is particularly impor-

tant for understanding the economic dynamics. What is new in our paper is that there

are actually two types of Rs: one represents the marginal return of entrepreneurs who

still rely on external financing, and the other is the marginal return of those who do

not. If all the firms are financed externally, we should expect these two Rs to be equal.

However, if there are some transaction costs of using the external market, then the gap

between these two Rs will emerge. The conclusion in this paper can potentially solve

two issues in the literature. First, Piketty (2013) argues that the rate of return does

not fall sufficiently fast with capital deepening. However, many empirical papers have

documented the secular decline in the real interest rate. In contrast, this paper here

points out that the return rate should be measured with MPK as many productive firms

do not finance their investment through the external financial market, which makes the

real interest rate less informative on the rate of return. Second, Mankiw (2015) and

many other scholars argue that the condition r > g is not surprising under the neoclas-

sical framework. Therefore, there is no apparent reason why we should be concerned

about the rising inequality in wealth. However, our paper contends that some economic

fundamental changes such as technical innovation can generate both income and risk

redistribution. This risk redistribution is likely to shrink the boundary of the price

mechanism and decrease capital allocation efficiency. Therefore, we should pay serious

attention to the increasing inequality and its related consequences.

Moving firm-market boundary

Another interesting result from our quantitative exercise is that it enables us to ob-

serve the secular changes in the area disciplined by the price mechanism. Empirically,

the boundary of the invisible hand is difficult to measure as it is invisible by nature.

However, after building up a general equilibrium model, we can directly observe how

the firm-market boundary moves over time. We present the result in the last part of

Table 2.4, which is obtained by calculating the difference in the steady-state values of

Ψ between these two subsamples. Ψ is measured as the wealth-weighted share of firms
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using external financial market, and also represents the effectiveness of the market sys-

tem. As is shown in Table 2.4, the model implies that the area controlled by the price

mechanism has declined by about 10.88% over the past forty years. The value of Ψ in

the traditional economy subsample was 0.834. In contrast, in today’s economy, that

number has decreased to a value of 0.725. Therefore, with the help of the model intro-

duced in the previous section, we can directly observe how the area controlled by the

price mechanism shrinks over time.

In addition, the number estimated in this paper is also quantitatively consistent with

Bils, Klenow and Ruane (2021)’s finding that there is a modest downward trend in the

aggregate allocation efficiency. After correcting the possible measurement errors, they

find that capital allocation efficiency has declined by 15% over the past 35 years in the

U.S.. They argue that the increasing misallocation could come from specific government

policies or capital/labor market frictions. In contrast, this paper rationalizes this trend

from a new endogenous firm-market boundary perspective.

2.3.5 Decomposition Exercises

In order to show the relative contributions of different parameters, we conduct some

counterfactual exercises. The corresponding quantitative results are provided in Table

2.5. Three conclusions are worth noting. First, the most important driver behind these

trends is the change in production technology. In the counterfactual exercises, if the

production technology were unchanged across the past several decades, then the disper-

sion of mpk would have only increased by 0.08, the correlation between firm-level TFP

and net finance would have actually increased by 0.023, and the MPK & r gap would

have only increased by 1.04%. At the same time, within these production technology

parameters, the most important factor is the marginal supply cost ξ0. When we fix ξ0

to be constant, the model can only explain approximately 50% of these trends. The

quantitative exercise here suggests that the emergence of digitization and other techni-

cal changes really bring us a society of nearly zero marginal cost, which fundamentally

changes the relationship between earnings and product quality and eventually affects

the long-run trends in some important macro-finance indicators.

Second, the change in taste for quality parameter ϕ is the second-most important

driver behind these aggregate trends in the data. The changes in consumers’ preference

contributes to roughly one third of these macro-finance trends. This result suggests

that the increasing preference of consumers over high-quality products also contributes
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Table 2.5: Decomposition exercises

Macro-finance trends Data
Model

Fix ϕ Fix η Fix f0 Fix ξ0 Fix η, f0, & ξ0 Fix ϕ, η, f0, & ξ0 Fix β

degree of “misallocation” +0.22 +0.18 +0.25 +0.26 +0.14 +0.10 +0.08 +0.28
(% of the full model) - (58.06%) (80.65%) (83.87%) (45.16%) (32.26%) (25.81%) (90.32%)

correlation between TFP and net finance -0.164 -0.0713 -0.116 -0.113 -0.0868 -0.0404 +0.023 -0.129
(% of the full model) - (54.43%) (88.55%) (86.26%) (66.26%) (30.84%) (-17.56%) (98.47%)

MPK - r +5.00% +3.33% +3.91% +3.85% +2.80% +1.60% +1.04% +4.72%
(% of the full model) - (64.66%) (75.92%) (74.76%) (54.37%) (31.07%) (20.19%) (91.65%)

area disciplined by the price mechanism N/A -7.28% -9.34% -9.26% -5.50% -3.25% -3.17% -10.68%
(% of the full model) - (66.91%) (85.85%) (85.11%) (50.55%) (29.87%) (29.14%) (98.17%)

significantly to the rise of superstar firms and their cash holding behaviors. When fixing

this demand parameter, our model can only explain 60% of these trends. Therefore,

we argue that changes in both the demand and supply sides are important for the

understanding of these medium-run trends.

Third, based on the quantitative exercise in Table 2.5, changes in the degree of

financial frictions are not an important factor behind these macro-finance trends. When

we fix the value of β to be constant, the model still can explain more than 90% of the

trends. This result is not surprising as this paper focuses on investigating the impacts of

superstar firms. It is unlikely that these superstar firms have become more financially

constrained over the past several decades. One caveat is that we could potentially

underestimate the relative importance of financial friction in the whole economy because

we use a dataset containing public firms only.

2.4 Related Literature and Additional Discussions

2.4.1 A Brief Review of Literature

This paper relates to several strands of literature. First, it is closely related to the

growing literature on superstar firms. Rosen (1981) is the first to bring our attention to

the economics of superstars. He points out that technical change would allow the most

talented entrepreneur to serve a larger group of people and dominate this economy.

Many following works attempt to use this idea to explain why earnings distribution

is more right-skewed compared to the underlying talent distribution (e.g., Gabaix and

Landier, 2008; Tervio, 2008). Recent studies can be classified into three categories.

In the first category, people are interested in investigating the origins of superstars.

Possible explanations include asset prices (Gomez, 2019), low risk-free rate (Liu, Mian
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and Sufi, 2019; Kroen et al., 2021), random growth (Luttmer, 2012), and so on. The

second group of works focuses on the macro-finance implications of superstar firms. For

instance, Autor et al. (2020) and Kehrig and Vincent (2020) discuss how these superstar

firms contribute to the decline of labor share; De Ridder (2019) shows that the increasing

market power of large firms discourages innovation and leads to the decline in business

dynamism. The third category focuses on how different are today’s firms compared to

their counterparts several decades ago. For example, Hoberg and Phillips (2021) find

that U.S. firms have expanded their scope and scale of operations in the past several

decades, and this scope expansion significantly increases corporate valuation.

Second, this paper also connects to finance and misallocation literature.20 One

common perspective in this literature is that misallocation could arise from financial

frictions such as borrowing constraints (Buera, Kaboski and Shin, 2011; Buera and

Shin, 2013; Midrigan and Xu, 2014; Moll, 2014; Gopinath et al., 2017). In other words,

these works argue that inefficiency within the market system leads to misallocation. In

contrast, this paper shows that the movement in the firm-market boundary is another

important origin of capital misallocation. In this way, although this paper still belongs

to the finance view of misallocation literature, the underlying mechanism here is more

close to the risk and adjustment cost story as in Bloom (2009) and Asker, Collard-Wexler

and De Loecker (2014), where the authors argue that uncertainty and adjustment costs

in capital accumulation or labor hiring generate an inaction region. Similarly, any

dispersion of the marginal product of factors within this region will not be equalized

and thus create misallocation.

Third, our paper also relates to the capital structure and product market competi-

tion literature. The theoretical works on this topic can date back to Brander and Lewis

(1986) and Maksimovic (1988), which point out the role of capital structure in com-

mitting to certain product market strategy. In terms of empirical studies, MacKay and

Phillips (2005) show that leverage is higher for industries with higher degrees of con-

centration. Gao (2021) finds that input-output production network also affects firm’s

optimal choice of internal financing. Recently, Jung, Kadyrzhanova and Subramanian

(2021) provide both a theory and some empirical evidence to show that different types

of competition can have contrasting implications on optimal leverage. In addition, Dou

and Ji (Forthcoming) use a monopolistic competition framework with customer capital

20There is an extensive literature related to the topic of misallocation since Restuccia and Rogerson
(2008) and Hsieh and Klenow (2009). Please refer to Syverson (2011), Hopenhayn (2014), and Restuccia
and Rogerson (2017) for detailed surveys.



61

to provide an interesting interpretation on the financial origin of markup.

Forth, this paper is also connected to the large literature on dynamic risk man-

agement. Examples include Gomes (2001); Hennessy, Levy and Whited (2007); Riddick

and Whited (2009); Bolton, Chen and Wang (2011) and many others, where the authors

use different dynamic models to jointly investigate the optimal investment, financing,

and risk management decisions of firms with financial constraints. Most works in this

branch of literature adopt a framework of one representative firm and partial equilib-

rium analysis. In this paper, in order to investigate the macroeconomic implications

of corporate risk management, we use the heterogeneous agents and general equilib-

rium framework. In this way, we can obtain the endogenous firm-market boundary and

investigate how changes in economic fundamentals will affect this boundary. What is

interesting is that the endogenous boundary of the invisible hand is exactly the Neu-

mann boundary conditions of certain HJB equations arising from the optimal decisions

made by heterogeneous entrepreneurs. Therefore, from the individual perspective, cor-

porate cash hoarding behavior is simply an optimal decision for firms to switch from

external to internal financing. However, from the macro perspective, the expansion of

the internal financing region means that the individual-firm-led credit allocation system

is substituting the market mechanism, which will affect the allocation efficiency at the

aggregate level.

Fifth, this paper is closely related to a voluminous literature on heterogeneous agent

incomplete market model that goes back to Imrohoroglu (1989) and Aiyagari (1994).

The focus of this branch of literature is to investigate the consumption and/or in-

vestment dynamics of heterogeneous agents when faced with uninsurable idiosyncratic

shocks. For surveys on papers using discrete-time approach, please refer to Heathcote,

Storesletten and Violante (2009), Guvenen (2020) and many others. Recently, there is an

increasing number of papers using the continuous-time approach (e.g., Benhabib, Perla

and Tonetti, 2019; Luttmer, 2007, 2011; Moll, 2014; Kaplan, Moll and Violante, 2018a).

This paper also adopts the continuous-time approach mainly due to its computational

advantage in solving both stationary equilibria and transition dynamics (Achdou et al.,

Forthcoming).

Lastly, this paper also speaks to a vast literature on transaction cost economics. Most

studies after the pioneering work of Coase (1937) are focused on corporate governance

and organizational structure. For a complete review of the recent development, please

refer to Williamson (2010). Generally speaking, this paper differs significantly from
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this branch of literature in two ways. First, the firm-market boundary in the existing

literature is on the production side. In contrast, this paper is focused on the financing

side: firms can actively choose their risk management policies and determine how much

they should rely on external finance, which eventually pins down the endogenous firm-

financial market boundary. Second, this transaction cost literature is mainly focused

on how institutional quality affects firm-market boundaries. In contrast, here we want

to investigate how shifts in some demand and supply factors affect the effectiveness

of the market system. One interesting conclusion from this paper is that although

the technical change might be beneficial on the production side as it allows the most

productive producers to serve more customers, it harms the price mechanism on the

financing side as it makes companies save more internally and less disciplined by the

market system.

2.4.2 Discussion on the Key Assumptions

Through verbal reasoning, Coase (1937) made two conjectures with the assumption of

transaction costs: one is the existence of the firm-market boundary, and the other one is

that firm is an allocation system different from the market. Similarly, when investigating

the firm-market boundary on the financing side, in order to get these two outcomes, we

explicitly assume that using external financial market incurs transaction costs. However,

it turns out that this transaction cost assumption alone is not sufficient to get either

of these two conclusions. In order to get the existence of firm-market boundary, one

additional implicit assumption is incomplete market. In that sense, the agents in this

economy cannot fully hedge their idiosyncratic risk or perfectly share their risks with

other agents in this economy, thus giving them incentives to save internally. In other

words, there is limited risk-sharing among heterogeneous agents through the financial

market (either exogenously or endogenously). This assumption follows the long tradi-

tion of an extensive incomplete market literature (e.g., Aiyagari, 1994; Achdou et al.,

Forthcoming), where agents are subject to uninsurable idiosyncratic shocks by default.

If market is complete, there will be no such boundary between the firm and financial

market. The incomplete market assumption here is similar to the incomplete contract

assumption used by the property right literature (e.g., Grossman and Hart, 1986; Hart

and Moore, 1990, 1994) to derive the firm-market boundary on the production side.

One crucial assumption used in these papers is that contracts cannot specify all the

possible contingencies.
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In order to obtain Coase (1937)’s second conjecture, we need to make a second

implicit assumption: these internal resources are saved through some safe assets. Al-

though there are different definitions of safe assets in the existing literature, one common

view is that a safe asset is an instrument that is expected to preserve its value under any

circumstances. In other words, a safe asset is fundamentally different from a financial

asset. The value of a financial asset fluctuates according to shocks to economic funda-

mentals, investors demand, and so on. In contrast, the benefits and costs of carrying

safe assets are certain and not linked to any shocks to aggregate or individual demand.

As a result, when heterogeneous agents accumulate safe assets, the marginal value of

holding safe assets will not be equalized. In the model, we assume corporate cash are all

saved through safe assets with an inventory-like saving technology. In reality, companies

hold their cash through dollars, the U.S. Treasury bills, and other highly liquid assets.

Given the importance of these two assumptions, in the following part of this section,

we will provide some additional discussions on their validity.

Incomplete market

As mentioned before, to obtain firm-market boundaries, one crucial assumption is that

the market is not (dynamically) complete. Here we want to argue that due to the

following three reasons, this incomplete-market assumption remains a valid one even for

the mature financial markets in advanced economies.

First, idiosyncratic risks in the systematically important firms might be the origins

of aggregate risk, making these firm-level risks neither insurable nor diversifiable. The

production network literature has already shown that with the input-output linkages,

micro-level shocks might be the origins of aggregate fluctuations in the whole economy

(e.g., Acemoglu et al., 2012). Therefore, these firms have to bear idiosyncratic shocks

as their idiosyncratic risk is precisely the uninsurable aggregate risk in the economy. In

a recent work done by Gao (2021), the author investigates the cash holding behaviors

of firms that lie at the center of the U.S. input-output production network. In theory,

these firms face undiversifiable shocks and should hold liquidity assets as precautionary

savings. Consistent with the theory, Gao (2021) finds that compared to non-central

firms, central firms have higher exposures to aggregate shocks and hold more cash

reserves.

Second, according to the pecking order theory of capital structure, equity is the most

expensive financing tool for companies. One of the leading explanations is that compared
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to debt financing, equity financing generates substantially higher value dilutions to the

existing shareholders (Myers and Majluf, 1984). The intuition is that equity is more

sensitive to private information and hence generates higher mispricing arising from

asymmetric information. In this perspective, even firms are allowed to finance their

investment with 100% equity to perfectly diversify away their idiosyncratic risk, they

optimally choose not to as it will be considerably expensive.

Besides, equity finance is likely to become more and more expensive in this new

Superstar Economy. Here we want to use the results in Fulghieri, Garcia and Hackbarth

(2020) to help explain the underlying mechanism. According to Fulghieri, Garcia and

Hackbarth (2020) (Proposition 3), whether equity is more diluting than debt depends

on whether the information costs are concentrated on the right tail of the outcome

distribution. As shown in Figure A13 in the appendix, due to the difference in their

payoff structure, debt creates more dilution to firm value on the left-hand side while

equity generates more on the right-hand side. Therefore, whether the optimal security

should be more debt-like or equity-like depends on the distribution of the asymmetric

information. As shown before, in a Superstar Economy, earnings become a convex

function of capital quality. Therefore, information costs are severer in the right tail. In

this way, the optimal security is more likely to be debt or have a more prominent debt

component. In fact, Doidge, Karolyi and Stulz (2017) find that many companies start

to buy back their shares. For example, in the first quarter of 2020, 58 of the 70 S&P 500

companies providing information about buybacks have reported that they repurchased

shares from the market.

Third, in reality, some non-economic considerations or real frictions might prevent

firms from achieving perfect risk-sharing, even in a mature financial market like the

U.S.. To begin with, entrepreneurs have to hold a substantial amount of equity at hand

to keep control of their companies. Furthermore, tax benefits and dead-weight costs

from bankruptcy give entrepreneurs more incentives to use debt instead of equity to

finance their investment.

Given the three reasons above, this uninsurable idiosyncratic risk assumption should

be a valid one. It could come exogenously from the input-output production structure

or endogenously from the entrepreneur’s optimal choices.
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Safe assets

At the same time, in order to obtain Coase (1937)’s second conjecture that a firm is a

substitution of the market, we need an additional assumption: firms accumulate their

internal savings through some safe assets. In order to validate this assumption, first, we

want to explain what is the fundamental difference between cash and any other type of

financial asset. In the model, we explicitly assume that cash is saved with an inventory

technology while debt is modeled as a publicly-traded financial asset with zero net

supply. As cash is not publicly traded, its marginal value will not be equalized across

different firms. However, this setup is used purely for the simplicity and tractability.

The key characteristic of a safe asset lies in the fact that the costs and benefits of holding

it are pre-determined and do not fluctuate with the varying demand for that asset.

Here we want to use a simple example with the classic quantity theory of money

to illustrate the essential difference between a safe asset and a normal financial asset.

Assume that firms accumulate cash through holding money, and money only works as a

medium of exchange in this economy. The benefits of holding money are set to be zero,

and for simplicity, we assume that the costs of cash holdings come from inflation costs

only. According to the quantity theory of money, price level P is affected by monetary

policy through this well-known equation vM = PY , where v is the velocity of money

for all transactions, Y is the aggregate real value of transactions, and M represents the

total nominal amount of money in circulation. If the central bank does follow a pre-

determined inflation target (as we do observe from historical inflation data in Figure

A12 in the appendix), then the government will change money supply endogenously

according to changes in demand for money, such that the price level will grow at a

roughly constant rate. In this simple example, price stability makes money a safe

asset, and the critical difference between a safe asset and a normal financial asset lies in

whether the net supply of that asset endogenously reacts to the changes in asset demand.

Therefore, here the origin of a safe asset comes from the unintended consequence of

inflation targeting strategy of the central bank.21 In addition, many recent studies have

21A similar conclusion can be drawn with the fiscal theory of price level. At the heart of this theory
is that given the present value of all the future primary fiscal surpluses, the price level is the inverse
of the value of government debt and fiat money. Again, the inflation targeting strategy leads to the
fact that the value of government liabilities also stays stable over time, making these money and short-
term T-bills safe assets. Besides, we can also assume that the cash market clearance condition obeys∫
ωi,tdi = Bt. It means that different from the bond market, the aggregate net cash supply Bt is not

zero. More importantly, the government chooses a path of aggregate cash supply Bt such that the price
of cash remains stable over time.
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shown that governments have strong incentives to make their debt safe assets, possibly

due to the substantial convenience yields and the reduction in debt interest rates (e.g.,

Krishnamurthy and Vissing-Jorgensen, 2012; Jiang et al., 2021).

Of course, the precise reason why the government wants to create safe assets is way

beyond the scope of this paper. Instead, our main purpose here is to argue that these

safe assets are valuable to firms as internal resources because their value can be preserved

under any circumstances. More importantly, these safe assets make it possible for firms

to become a substitution of the market system for resource allocation. In addition,

this safe asset characteristic is also one of the key differences between this paper and

the so-called HANK (Heterogeneous Agent New Keynesian) model à la Kaplan, Moll

and Violante (2018a). In HANK models, there are also two types of assets: liquid and

illiquid. However, one crucial difference is that the liquid asset is also a safe asset in this

paper, as the costs and benefits of holding it are immune to fluctuations in the economy

and financial markets.

2.5 Conclusion

Over the past several decades, we have observed three puzzling macro-finance trends

in the data: increasing corporate market power, increasing corporate internal financ-

ing, and deteriorating capital allocation efficiency. In this paper, we argue that these

three phenomena are deeply connected, and we provide a theoretical and quantitative

framework to explain them jointly. The underlying mechanism comes from that two eco-

nomic fundamental changes from both demand and supply sides can directly impact the

level and volatility of corporate earnings. In addition, they lead to both micro-indirect

impacts on risk management and macro-indirect impact misallocation. To formally

establish this idea, we introduce product market competition and corporate risk man-

agement into a standard continuous-time heterogeneous agent model with incomplete

markets. In this way, Coase (1937)’s firm-market boundary exists in general equilibrium,

and it is endogenously determined by a set of Neumann boundary conditions of certain

partial differential equations originating from the entrepreneur’s optimal choice. The

changes in consumers’ taste for quality and producers’ marginal supply cost increase

the earnings-quality gradient sharply in the right tail, which generates a “winners-take-

most” phenomenon and makes current winners inherently riskier. This income and risk
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redistribution generates a positive correlation between markup and cash value, prompt-

ing superstar firms to rely more on internal financing. At the same time, an expansion

of the internal financing region weakens the role of the price mechanism in allocating

resources, thus leading to an increase in misallocation. After that, we implement several

reduced-form empirical investigations to show that our model predictions actually hold

in the data. Finally, the model can quantitatively match some important macro-finance

trends when taken to the data. It shows that the area disciplined by the market system

has declined by about 11% during the past forty years.

The punchline in this paper is that misallocation, narrowly defined as the economy’s

inability to allocate resources across different agents, increases in the new economy with

superstar firms. In terms of the policy implications, this paper points out two types of

market failures in the upcoming Superstar Economy. First, the effectiveness of the price

mechanism is shrinking as massive corporate internal financing behaviors are limiting

its role. Second, as both risk and profits are redistributed to productive firms, these

superstar firms have less incentive to invest, leading to a secular decline in business

dynamism. The government’s role as the visible hand in the new economy and other

normative works exploring the optimal policies are left for future research.



Chapter 3

The Rise of (Mega-)Firms with

Negative Net Earnings

3.1 Introduction

Conventional wisdom has it that negative or abnormally low net earnings are bad signals

for companies. It indicates that these firms could suffer from at least some cyclical issues

or even deeper and long-term problems. However, this argument seems no longer true

for the new economy. In the past several decades, we have seen many billion-dollar

companies with negative net earnings. We provide some examples in Table 3.1. Far

from being in trouble, these mega-companies are the most popular and highly-owned

public companies in the U.S. It seems that they will thrive for years to come.

Table 3.1: Examples of billion-dollar companies with negative net earnings in 2019

Company name Market capitalization Net earnings

Zillow 9.59 -0.31
Pinterest 10.62 -1.36

Lyft 13.02 -2.60
Snap 23.12 -1.03
Spotify 27.57 -0.19
Uber 51.05 -8.51
Tesla 75.72 -0.86

Data source: Yahoo Finance. All numbers are in billion U.S. dollars. We choose 2019 to avoid the
impacts of the pandemic outbreak.

68
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This paper argues that those mega-companies listed in Table 3.1 are by no means

outliers. As we will see in Section 3.2, the fraction of unprofitable firms has increased

substantially in the past several decades. Based on the public-firm-level data for the

U.S. economy, we show that the share of firms with negative net earnings has risen from

18.3% in 1970 to 54.4% in 2019. However, most of them are still profitable in terms

of gross income. In addition, when investigating the underlying distributional changes,

we find that the mean has considerably shifted to the right over time, which indicates a

growing number of mega-firms with huge losses. We document a similar upward trend

based on the Initial Public Offerings (IPO) dataset. In 1980, only 24% companies were

not making money when they went public. However, this number increased to 77% in

2019. Finally, in terms of international evidence, we show that this growing fraction

of unprofitable firms is not a unique phenomenon in the U.S. only. Additionally, on

average, the percentages of firms with negative net earnings are higher in rich countries.

After that, we examine the possible explanation behind this long-run trend. We

hypothesize that the increasing returns-to-scale on the production side is why compa-

nies today have substantially stronger incentives to spend resources on building up their

customer bases. Our argument is based on the existing customer capital literature(e.g.,

Gourio and Rudanko, 2014; Dinlersoz and Yorukoglu, 2012). The key friction in this

branch of literature lies in the search cost: firms need to conduct some market activities

to sell their products to potential buyers. In this way, the existing customer base lim-

its how much each firm can serve the whole market. With modern technology such as

ICT-based technologies, the marginal value of an additional customer has increased sub-

stantially due to the considerable reduction in the marginal production cost. Therefore,

firms have stronger incentives to spend resources on acquiring new customers. In other

words, we interpret those mega-firms arising from natural monopolists. Their natural

monopoly power comes from increased scale economies instead of falling competition

or regulation. Nevertheless, firms need to pay substantial costs upfront to build their

customer base first to exploit the natural monopoly power. Hence, the reported net

earnings are extremely low or even negative before their customer base has reached a

certain level.

We provide three sets of empirical evidence to support our previous hypothesis.

First, we discover that companies have changed their business model substantially in

the past several decades. The ratios to sales of capital investment and production-

related costs have declined sharply over time. Meanwhile, those of customer capital and
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R&D expenses have grown substantially. Besides, there is a crucial difference between

the latter two. Left-tail firms with the lowest gross profitability mainly drive the upward

trend in R&D expenditures. Meanwhile, increasing customer capital expenses mostly

comes from right-tail firms with the highest levels of gross profitability. Second, we

empirically show that earning losses are closely related to measured corporate market

power. We follow De Loecker, Eeckhout and Unger (2020)’s methodology to provide

firm-level markup measures. We find that cross-sectionally, firms with higher markups

tend to have higher customer capital expenses and lower net earnings. This negative

association implies that the origin of corporate market power may be closely related to

their customer base. Third, we document that an industry’s marginal cost of production

is significantly and negatively correlated with the fraction of firms with negative earnings

in that industry. We obtain industry-level measures on the marginal cost of production

by following De Ridder (2019). We document a significant and negative association

between these two indicators in the data. These three sets of findings provide empirical

support to our customer capital story. In this way, we rationalize the rising popularity

of mega-firms with negative net earnings instead of treating it as the same speculative

behavior as in the late 1990s.

Related literature and contributions Our paper is closely related to three branches

of literature. First, our work builds on the literature highlighting the importance of cus-

tomer capital for industry dynamics.1 This discussion can date back to the classic Price

& Advertising model developed by Phelps and Winter (1970), Luptacik (1982), and

Feichtinger (1982). After that, many researchers have started to investigate different

aggregate implications related to this customer capital. For example, Rotemberg and

Woodford (1992) argue that a dynamic general equilibrium model with oligopolistic

competition can generate substantial aggregate demand shocks, which turns out to be

important for matching the empirical responses estimated with postwar U.S. data. In

addition, Ravn, Schmitt-Grohe and Uribe (2006) investigate how endogenous customer

capital choice leads to countercyclical markups. Meanwhile, Dinlersoz and Yorukoglu

(2012) show that allowing firms to build up their customer base can substantially shape

the equilibrium firm size distribution. In recent years, there has been a growing macro-

finance literature on this topic. For instance, Dou and Ji (Forthcoming) use a monopo-

listic competition with customer capital framework to provide an interesting result that

1Bagwell (2007) provides an excellent review of the existing literature.
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the optimal markup is pinned down by the trade-off between profiting from current

customers and developing potential buyers. Besides, Morlacco and Zeke (2021) investi-

gate the interaction between corporate customer capital expenses and monetary policy.

They find that advertisement expenses of large firms are more sensitive to monetary

policy shocks than those of small firms. Our contribution is to show that customer

capital might be the origin of corporate market power in the new economy. A larger

customer base allows firms to benefit more from the economies of scale. In this perspec-

tive, we claim that corporate market power comes from a larger customer base instead

of reduced regulation or other political forces. Our conclusion has completely different

policy implications. For instance, we argue that regulators should pay serious attention

to industries with higher user-switching costs. In these industries, corporate market

power could be sticky once built up. It deters small and innovative firms from entering

the market unless the innovation is substantially large.

Second, this paper also connects to the changing business dynamism literature.

Jones and Philippon (2016) and Gutierrez and Philippon (2017) document this secular

stagnation of corporate investment in the U.S.. The major finding in these papers is

that from the early 2000s, corporate investment incentives become weaker, despite the

increasing profitability and valuation. Specifically, Gutierrez and Philippon (2017) argue

that this pattern could come from three different reasons: intangible capital, market

concentration, and corporate governance. Some other related studies have documented

a similar pattern with data from some European or developing countries (e.g., Lewisi

et al., 2014; Bussiere, Ferrara and Milovich, 2015; Kose et al., 2017). Besides, Kilic,

Yang and Zhang (2019) discover that the cross-sectional relation between investment

and profitability among U.S. public firms has changed from positive to negative in the

past several decades. Olmstead-Rumsey (2021) and De Ridder (2019) are the two papers

arguing that declining innovation incentives could be the reason behind the declining

business dynamism. Specifically, Olmstead-Rumsey (2021) suggests that the declining

innovativeness of market laggards can account for about 40 percent of the rise in market

concentration and the 100% productivity slowdown in the past several decades. In

contrast, De Ridder (2019) argues that declining marginal costs and rising fixed costs

associated with intangible capital contribute to the rise in market concentration. Our

contribution is to provide a different explanation for all these trends. We contend that

these changes mainly come from companies switching their business model from capital-

investment-driven growth to money-burning expansion.
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Third, this work contributes to the growing literature on superstar firms. The

existing works can be classified into two categories, one focusing on the consequences

while the other on the origins of this new superstar economy. For the first category,

Autor et al. (2020) and Kehrig and Vincent (2020) argue that the rise of superstar firms

is the primary driver of the declining labor share. Similarly, De Loecker, Eeckhout

and Unger (2020) claim that the rising markup of large firms could contribute to the

declining labor and capital shares and the decrease in labor market dynamism. Besides,

Su (2021) investigate how the rise of a risky superstar economy could lead to more

internal financing and thus declining capital allocation efficiency. In terms of the second

category of the literature, De Loecker, Eeckhout and Mongey (2021) demonstrate that

technological innovation and market structure changes contribute to the rise in market

power. Compared to the existing literature, this paper focuses on the earnings dynamics

in a winner-take-all economy. More importantly, we establish a new fact in addition

to the growing literature on changing firms’ behaviors. Most of the existing studies

are focused on changes in corporate internal financing (e.g., Bates, Kahle and Stulz,

2009b), investment (e.g., Gutierrez and Philippon, 2017), or profitability (e.g., Davis,

Sollaci and Traina, 2021). In contrast, we investigate the trends in the fraction of firms

with negative net earnings.

Layout The rest of the paper is organized as follows. Section 3.2 provides the empir-

ical evidence on secular trends in the fraction of firms with negative net earnings. In

Section 3.3, we first conjecture that the increasing economies of scale might be the ex-

planation behind this trend. Then we provide three sets of empirical findings to support

our hypothesis. Finally, Section 3.4 concludes.

3.2 Long-term Trends in the Fraction of Unprofitable Pub-

lic Firms

3.2.1 Data and Variable Construction

Data for the empirical analysis in this section is obtained from Compustat, which con-

tains balance-sheet information for publicly listed U.S. companies. We keep all the
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entries with a foreign incorporation code of “USA”, exclude financial firms (SIC 6000-

6999) and regulated utilities (SIC 4900-4999), and drop firms with missing/negative val-

ues on assets or sales.2 For global firms, we obtain the dataset from Global Compustat

dataset, and we conduct similar data cleansing processes. Likewise, Global Compustat

dataset also provides firm-level balance-sheet information, and it covers publicly traded

companies in more than 80 countries. In addition, it represents over 90% of the world’s

market capitalization.

All variables are constructed by following some recent research studies or the stan-

dard practice in the empirical corporate finance literature. We obtain a firm’s net

earnings from Compustat data item NI. This item reports the income or loss of a cer-

tain company after subtracting all expenses and losses from all revenues and gains. In

contrast, a company’s gross profit (Compustat data item GP) only subtracts cost of

goods sold (Compustat data item COGS ) from total revenue (Compustat data item

REVT ). Following the work of Morlacco and Zeke (2021) and Peters and Taylor (2017),

we measure firms’ expenses on customer capital by computing the net selling, general,

and administrative expenses (net XSGA), which is the difference between Compus-

tat data item XSGA and data item XRD. We adopt this approach because expenses

on salespeople, marketing, and advertising are usually reported directly in the “Sell-

ing, General and Administrative Expenses” (Compustat data item XSGA). However, in

Compustat dataset, this item also contains R&D expenditures (Compustat data item

XRD). Therefore, following the existing studies, we use the difference between these two

as a proxy for customer capital expenses. To measure firm-level markup, we use the

methodology proposed by De Loecker, Eeckhout and Unger (2020). Generally speaking,

a firm’s markup is estimated as the product between the elasticity of output concerning

variable inputs and the revenue share of each variable input.

In addition, we also include some other firm-level characteristics when conducting

our empirical analysis. A firm’s output is defined as the net sale or turnover (Compustat

data item SALE ) and firm size as the natural logarithm of total assets (Compustat

data item AT ). Firm age is computed as the year difference from its first appearance

in Compustat. The book leverage is computed as the ratio of total debts to the sum of

total debts and common equity. We measure a firm’s return of asset as income before

extraordinary items (Compustat data item IB) scaled by total assets. Asset tangibility

2One exception is that we do not exclude financial firms when we explore the industry heterogeneity
in these trends.
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is the fraction of physical assets in total assets. Investment is obtained as the capital

expenditures (Compustat data item CAPX ) scaled by total assets. R&D activities

are measured as research and development expenses divided by total assets. Dividend

payouts of different firms are captured by dividends (Compustat data item DVC ) scaled

by total assets. For all nominal variables, we deflate them by using the annual national

consumer price index (CPI) obtained from the U.S. Bureau of Labor Statistics (BLS).

3.2.2 Evidence from the U.S. Public Firms

Aggregate trends

Figure 3.1 presents our baseline result on the time series of the fraction of firms with

negative net income. More specifically, in each year, we count the number of firms

with negative net incomes and divide it by the total number of firms. We provide two

different indicators: one is weighted by the relative output share of the industry that a

firm belongs to, and the other unweighted. As we can see from Figure 3.1, there is a

steady increase in the share of firms with negative earnings in both measures. For the

unweighted indicator, only a fraction of 18.3% firms had negative net income in 1970.

However, this number increased to 54.4% in 2019. As for the weighted indicator, this

number has changed from 14.8% in 1970 to 37.4% in 2019. Although there is a significant

drop around 2000, this upward trend has picked up in recent years. Therefore, based

on this simple exercise, we document a secular upward in the fraction of unprofitable

public firms in the U.S.

Robustness checks In addition, we have conducted several different robustness checks.

To begin with, we show that this upward trend is not limited to one specific industry.

In Figure B1 in the appendix, we plot the share of unprofitable firms for each of the

following ten industries: Agriculture, Forestry, & Fishing (SIC 01-09); Mining (SIC

10-14); Construction (SIC 15-17); Manufacturing (SIC 20-39); Transportation & Public

Utilities (SIC 40-49); Wholesale Trade (SIC 50-51); Retail Trade (SIC 52-59); Finance,

Insurance, & Real Estate (SIC 60-67); Services (SIC 70-89); and Public Administration

(SIC 90-99). As we can see from Figure B1, the share of unprofitable firms has been

increasing steadily in most of these ten industries. In addition, the most pronounced

pattern happens in the manufacturing sector, services sector, and public administration

sector. In contrast, this pattern is less apparent in industries like finance and insur-

ance. However, our exercise still implies that this upward trend is important to the
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Figure 3.1: The rise of firms with negative earnings

Notes: This figure presents the time-series plot of the fraction of unprofitable public
firms. In each year, we count the number of firms with negative profits and divide
it by the total number of firms. We use two different profitability measures (gross
profits and net earnings) and two different aggregating approaches (weighted and
unweighted). The weight is computed as the economy’s output share of the industry
that a firm belongs to. Data is obtained from Compustat.

whole economy because the manufacturing and services industries are essential in any

developed country.

Then we test whether this phenomenon is driven by the increasing fraction of young

firms in Compustat dataset. Nowadays, we may have more young public firms with low

net earnings. As a result, the increasing fraction of unprofitable firms could purely come

from the age effect. To alleviate such concern, in Figure B2 in the appendix, we provide

the time series of two age-related indicators. The first one is average firm age, which is

presented as the yellow line in Figure B2. As we can see, the average firm age increases

over time, which implies that nowadays, on average, we have more mature public firms.

The second proxy is the fraction of young firms. Our definition of young firms is these

companies with five years or less. This choice of criterion is ad hoc, but our conclusion

does not depend on this specific criterion. Based on the green line in Figure B2, we can

observe that the fraction of young firms fluctuate around some value over time. There

is no clear upward trend associated with this proxy.

Finally, we investigate whether this pattern only shows up in particular stock ex-

changes. As we all know, different stock exchanges have various listing requirements,
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especially on the financial criteria. Therefore, in Figure B3 in the appendix, we redo

our previous exercise but for companies in different stock exchanges. Specifically, the

red line in Figure B3 represents the fraction of firms with negative net earnings in New

York Stock Exchange (NYSE), the green line is for companies in National Association

of Securities Dealers Automated Quotations (NASDAQ), and the yellow line stands

for the rest of stock exchanges in the U.S. As we can see from Figure B3, our previous

conclusion on the secular rise of unprofitable firms is not limited to one specific stock ex-

change. Indeed, there exists some heterogeneity across different exchanges. For NYSE,

this fraction increased from 10.5% in 1970 to 31.4% in 2019. Meanwhile, for NASDAQ,

this number has changed from 15.5% in 1970 to 63.7% in 2019.

Gross v.s. Net

More interestingly, this upward trend is not striking when it comes to the share of firms

with negative gross profits. As we can see from the two dotted lines in Figure 3.1,

the percentage of firms with negative profits has also increased in the past fifty years.

However, the overall importance of those companies to the whole economy is limited.

Specifically, with the unweighted measure, the share of firms with negative gross profits

has increased from 1.7% in 1970 to 10.2% in 2019. As for the weighted measure, this

number changed from 1.3% in 1970 to 3.3% in 2019. Therefore, most public firms are

still profitable in terms of gross profits. However, many of these companies may seem

in trouble as they report negative or abnormally low earnings.

This difference turns out to be crucial for understanding the underlying mechanism.

As explained in the following section, the difference between these two profitability

measures mainly comes from the substantial increase in customer capital expenses, es-

pecially for the right-tail firms with the highest gross profitability. Intuitively speaking,

if a company reports positive gross profits but earnings losses, it indicates that its core

business is still profitable. This firm has a negative earning simply because it has spent

many resources in expanding the scale of its core business. As we will see in the theo-

retical explanation, this behavior is rational as firms can benefit more from increasing

operating scale in the new economy. In this perspective, current earnings losses imply

that firms are in the middle of building up their future advantages.

In addition, the increasing gap between gross profit and net earnings can also help

us reconcile the open debate on measuring firm-level markup in the existing literature.

De Loecker, Eeckhout and Unger (2020) document that corporate markup has increased
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substantially in the past several decades. However, some other studies (e.g., Traina,

2021) provide different conclusions. One of the main reasons they obtain different

results is that they use different measures of input costs. Traina (2021) use operating

expenses but De Loecker, Eeckhout and Unger (2020) use costs of goods sold. In

practice, operating expenses include marketing and management expenses, in addition

to production-related costs. In this paper, we argue that companies use those sales and

marketing expenses to build up their customer base today, in order to obtain market

power in the future. Following this interpretation, we should not include those expenses

when measuring the current markup.

Trends in distribution

Now we investigate the underlying distributional changes in companies with negative

earnings. We prepare our empirical results in Figure 3.2 by using the following steps.

To begin with, we identify all the firms with negative net earnings each year. Then we

plot the size distribution of these unprofitable companies. To show the robustness of

our conclusion, we choose three different size-related indicators: market capitalization,

total sales, and total assets.

Specifically, to capture the evolution of the entire distributions, we plot the kernel

density of each size-related proxy for all the firms with negative earnings in 1980, 2000,

and 2019. Likewise, we choose 2019 instead of 2020 to avoid the possible unintended

effects of pandemics. The results are presented in Figure 3.2. Based on this figure, we

can see that the size distribution of unprofitable firms has changed substantially over

time. From unreported results on long-term changes in different data moments, we

discover a substantial increase in the mean and standard deviation over time but a con-

siderable decrease in skewness and kurtosis. In addition, the changes in distribution are

mainly driven by the right shifts in the mean, which indicates the increasing popularity

of large firms with negative net earnings. Compared to the 1980s, nowadays, we have

substantially more mega-firms with negative net earnings. In other words, the examples

provided in Table 3.1 are by no means some outliers. Instead, compared to forty years

ago, there is clearly a growing number of billion-dollar companies with earnings losses

in the new economy.

In addition, we can also check how the average size at different percentiles evolves.

We calculate the corresponding values at the 90th and 10th percentiles for each year.

Then we present the time series plot in Figure B4 in the appendix. As we can see from
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Figure 3.2: The rise of firms with negative net earnings: distributional changes

Notes: This figure presents the distributional changes for companies with negative
net earnings. In each year, we select all the firms with negative net income and then
plot the size distribution. We use three different size-related indicators including
market capitalization, total sales, and total assets. We choose 2019 instead of
2020 to avoid the possible unintended effects of pandemics. Data is obtained from
Compustat.

this figure, the most striking increase comes from firms at the right-tail distribution.

The net-income-to-asset ratio at the 90th percentile has increased substantially, while

the left-tail has remained roughly unchanged. Again, this conclusion does not depend

on which size indicator we choose for our analysis.

Evidence from Initial Public Offerings

Now we supplement our previous analysis with the IPO dataset provided by Jay Ritter.3

Figure 3.3 presents the fraction of companies with negative net earnings when they

initially went public in the U.S. Following the common practice, the information related

to corporate earnings is measured at the most recent twelve months before going public.

3We obtain the IPO-related information from Jay Ritter’s personal website:
https://site.warrington.ufl.edu/ritter/ipo-data/.

https://site.warrington.ufl.edu/ritter/ipo-data/


79

Similarly, we estimate the fraction by calculating the ratio of IPO firms with earnings

losses to the total number of firms going public in that year. The solid blue line in

Figure 3.3 represents the time series plot of this indicator. It clearly shows that the

share of IPO firms with negative net earnings has increased steadily in the past several

decades. More specifically, in 1980, only 24% of firms did not make money when going

public. In contrast, this number rose to 77% in 2019.

Figure 3.3: The rise of IPOs with negative net earnings

Notes: This figure presents the time-series plot of the fraction of unprofitable IPOs.
In each year, we count the number of IPOs with negative net earnings and divide
it by the total number of IPOs. The information related to corporate earnings is
measured at the most recent twelve months before going public. The share of IT
stocks is computed as the relative ratio of IT-related IPOs to total IPOs in each
year. Data is obtained from Jay Ritter’s personal website.

More importantly, this upward trend is not entirely driven by the increasing IPOs

for IT firms. The gray dotted line in Figure 3.3 represents how the fraction of IT-related

IPOs changes over time. Before 2000, we can observe that the trends in the share of

unprofitable IPOs were likely to be driven by the changes in the relative importance of

IT firms. However, after 2000, it is no longer the case. Although the share of IPOs with

negative income has increased substantially during this period, the relative fraction of

IT stocks remain relatively stable. One possible explanation is the emergence of non-

traditional IT companies with earnings losses, such as Tesla and Peloton. This finding

is also consistent with our previous evidence documented in Figure B1 that this secular

upward trend shows up in many different industries.

https://site.warrington.ufl.edu/ritter/ipo-data/


80

3.2.3 Global Evidence

The data on the U.S. publicly-traded firms could suffer from some selection bias. In other

words, the facts documented before may be simply some unique phenomena that show

up in the U.S. only. In order to alleviate such concern, we repeat our former analysis but

this time with a global firm-level dataset. Our main results are provided in Figure 3.4.

Again, we present the time-series plots on the fraction of firms with negative net earnings

or with negative gross profits. Similarly, we provide two different time series for each

variable: one is weighted by the relative importance of the industry that a firm belongs

to and the other unweighted. As we can see from the two solid lines in Figure 3.4, there

exists a global rise in the share of firms with negative earnings. This conclusion does

not depend on which measure we use. More specifically, for the unweighted measure,

2.7% firms in 1987 had negative net incomes. However, this number increased to 29.6%

in 2019. As for the weighted measure, this fraction has changed from 1.1% in 1987 to

26.4% in 2019. Same as before, this upward trend is less pronounced when we focus

on the share of firms with negative gross profits. According to the two dashed lines

in Figure 3.4, the percentage of firms with negative profits has increased a bit in the

past thirty years. Nevertheless, the numbers are relatively small. For the unweighted

measure, the share of unprofitable firms has increased from 0.8% in 1987 to 5.5% in

2019. In contrast, for the weighted measure, it has grown from 0.2% in 1987 to 4.3%

in 2019. To sum up, from our exercise here with the global firm-level dataset, we show

that our previous findings with the U.S. firms are global phenomena.

Another interesting finding here is that cross-sectionally, countries with higher real

GDP per capita are associated with a higher fraction of firms with negative net earn-

ings. Figure 3.5 presents the binned scatter plot between log real GDP per capita and

percentage of unprofitable firms in different countries. The blue dash line represents

the fitted linear relationship between these two variables. There exists a positive and

significant relationship between them in the data: we are more likely to observe firms

with earnings losses in rich countries. This positive cross-country relationship is crucial.

It indicates that the rise of unprofitable firms may not come from bad institutional

quality or poor corporate management. The underlying reason could come from either

demand- or supply-side stories. In terms of the supply-side story, there may be more

high-tech firms in rich countries. These companies usually employ more intangible cap-

ital and deliver some characteristics of increasing returns to scale. However, as we will

explain later in the next section, these firms need to spend substantial expenses upfront
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Figure 3.4: The global rise of firms with negative net earnings

Notes: This figure presents the time-series plot of the fraction of unprofitable public
firms. In each year, we count the number of firms with negative profits and divide
it by the total number of firms. We use two different profitability measures (gross
profits and net earnings) and two different aggregating approaches (weighted and
unweighted). The weight is computed as the country’s output share of the industry
that a firm belongs to. Data is obtained from Global Compustat.

on building up their user networks. Therefore, they are more likely to report negative

net earnings before becoming superstar firms with dominant market shares. In terms of

the demand-side story, developing countries tend to have less mature financial markets.

In addition, the IPO regulation requirements are more strict and thus require higher

listing standards. Therefore, firms with negative net earnings are less likely to get IPO

approval in emerging countries. Generally speaking, we argue that both sides could play

an essential role in explaining this positive and significant relationship across different

countries.

3.3 Inspecting the Underlying Mechanism

This section explains this long-run upward trend in the fraction of firms with negative

net earnings. To begin with, we conjecture that the increasing returns-to-scale, aris-

ing from new technology such as digitization, is the underlying reason behind. This

argument is based on the existing customer capital literature. After that, we present

three sets of empirical findings to support this hypothesis. First, companies, especially
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Figure 3.5: The fraction of firms with negative net earnings and real GDP per capita

Notes: This figure presents the binscatter plot between the fraction of firms with
negative net earnings and log real GDP per capita across different countries. The
fraction of firms with negative net earnings is measured as follows: in each year,
we count the number of firms with negative net earnings and divide it by the total
number of firms. All the data is obtained from Global Compustat. Real GDP per
worker is obtained from Penn World Table (PWT) and computed as output-side
constant-price real GDP divided by employment.

the highly profitable ones, have changed their business model substantially in the past

several decades. Nowadays, profitable firms neither invest much in physical capital nor

innovate greatly. Instead, they spend considerable expenses on building their customer

base. Second, firms with higher markups tend to have higher customer capital expenses

and lower net earnings. In other words, powerful companies tend to spend more on

their customer capital and lower net incomes. Third, the fraction of firms with negative

net earnings is higher in industries with lower marginal production costs.

3.3.1 Hypothesis and Theoretical Explanation

Here we provide one possible explanation on the rising share of (mega-)firms with nega-

tive earnings. We conjecture that this trend is closely related to the increasing returns-

to-scale in the new economy. Some recent studies have shown that since the 1980s,

companies in advanced economies have seen substaintial reductions in marginal cost of

production and hence a major in operating scale (e.g., De Ridder, 2019; Hoberg and

Phillips, 2021). Here we argue that the increasing scalability could affect firms’ optimal
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decisions on customer capital and their net earnings dynamics.

The theoretical framework in our mind is mainly based on Gourio and Rudanko

(2014). The key assumption in the existing customer capital literature (e.g., Phelps and

Winter, 1970; Ravn, Schmitt-Grohe and Uribe, 2006; Dou, Ji and Wu, 2021) is that the

product market has search frictions and companies need to conduct advertisement or

other marketing activities to sell their products to potential buyers. With a frictional

product market with search and matching costs, the total sales units cannot exceed the

minimum of customer base and production capacity. In this way, we can easily see that

the customer capital becomes more valuable when firms can benefit from increasing

their operating scale.

More specifically, based on Gourio and Rudanko (2014)’s framework, the benefits of

having one additional customer today come from not only an increase in today’s sales

revenue by the unit price of products but also the expected increase in the continuation

value. The second effect arises because we assume that the new customer will stay

with the firm in the next period with some positive probability. In contrast, the cost

of one additional customer is from the marginal production cost. Together, these three

components determine the marginal value of an additional customer to firms.

With this theoretical framework, we can easily see that the marginal value of an

additional customer increases when there is a reduction in the marginal production

cost. Meanwhile, companies have stronger incentives to spend many customer capital

expenses upfront to build up their customer base due to their continuation value. How-

ever, earnings will be relatively low when the existing customer base is still small. The

net earnings will eventually turn positive when the firm’s customer base has reached

a certain level. Before that turning point, these companies continue to report high

operating expenses and large losses.4

4This argument is also consistent with what we observe in reality. A typical example is Amazon and
Walmart. These two companies are the two most prominent retailers in the U.S. One crucial difference
between them is that e-commerce sales only consist of a small fraction of Walmart’s sales. In contrast,
it consists of the primary income source of Amazon. In other words, Amazon’s business model should
have a higher degree of returns-to-scale compared to that of Walmart. We present the time series of
their historical net income and revenue information in Figure B7 in the appendix. Both companies have
witnessed substantial increases in their total revenues. As we can see from this figure, Walmart’s net-
income-to-revenue ratio is relatively stable over time. In contrast, Amazon’s net income was extremely
low and negative when its total revenue was low. However, when it has successfully acquired more
customers and increased its total sales, the net-income-to-revenue ratio becomes positive and steadily
increases over time. In 2018, it became more profitable than Walmart, and its net-income-to-revenue
percentage is still growing. As shown in Figure B8, another similar example is Tesla.
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Additionally, the increasing scalability generates asymmetric impacts on the cus-

tomer and physical capital expenditure. The underlying mechanism is that changes in

returns-to-scale will broadly impact the marginal cost of production but not so much

on the optimal composition of different productive factors. As a result, the optimal

investment-to-capital ratio does not increase in scalability, which generates a declin-

ing investment-to-profitability ratio in the new economy. This theoretical prediction

is consistent with recent empirical findings that there is a secular stagnation of corpo-

rate investment in the U.S., despite the rising profitability and valuation (Jones and

Philippon, 2016; Gutierrez and Philippon, 2017).

There are two caveats for our theoretical explanation here. First, we interpret those

mega-firms arising from natural monopolists. To exploit this natural monopoly power,

companies need to pay substantial costs upfront to build their customer base first.

Therefore, negative earnings may not result from companies running into problems.

Instead, it indicates that these firms are on their way to becoming superstars. In this

perspective, corporate monopoly power comes from increasing economies of scale instead

of falling competition or regulation. In addition, our interpretation here is also different

from one standard view that increasing market valuation of money-losing enterprises is

a classic bubble sign.

Second, we argue that exogenous changes in scalability lead to endogenous trans-

formations in the corporate business model. However, there could be other potential

explanations as well. For instance, as shown in Morlacco and Zeke (2021), different

interest rate environments could also affect firms’ strategic interactions. They use a

theoretical model to show that large firms spend disproportionately more on customer

capital investment under the low-interest-rate environment. Our technology story is

very different from their interest rate story. Besides, in the last part of this section,

we provide additional empirical support by exploiting cross-industry differences in the

production function.

3.3.2 Fundamental Changes in Corporate Business Model

Many existing studies have documented the secular stagnation of corporate investment

in the U.S. (e.g., Hall, 2014; Jones and Philippon, 2016; Gutierrez and Philippon, 2017;

Alexander and Eberly, 2018). This weak investment incentive is quite puzzling as prof-

itability or valuation has been relatively stable or even increased. In this section, we

demonstrate that the declining investment occurs during the same time when firms
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vastly increase their expenses on customer capital, especially for firms with the highest

gross profitability.

We begin with the average values of all firms and then turn to cross-sectional differ-

ences for firms with different profitability. The key message for changes in the average

numbers is shown in Figure 3.6. We present the time-series plot of average R&D and

customer capital expenses in the top graph. Meanwhile, we plot the time series of av-

erage production costs and investment in the bottom chart. All these four indicators

are scaled by sales for better comparison. As we can see from Graph (A), the aggregate

ratio of customer capital expenses to sales has increased steadily from 5.6% in 1970 to

10.5% in 2019. Simultaneously, the R&D-to-sale ratio has changed from 1.0% to 3.3%.

In contrast, Graph (B) shows that the average ratio of production costs to sales has

declined from 71.9% in 1970 to 66.0% in 2019. Meanwhile, the investment ratio has

decreased from 9.0% to 5.8%. Suppose we simply focus on long-run trends in corpo-

rate investment. In that case, the overall business dynamism would appear to decrease

as firms nowadays have less incentive to conduct capital investment. However, if we

investigate these four trends jointly, one possible explanation for the seemingly declin-

ing dynamism could be that companies nowadays have changed their business model

from investment-led growth to expenses-driven expansion. Our interpretation here is

quite different from the existing literature, which argues that the falling competition

mainly contributes to the weak corporate investment (e.g., Jones and Philippon, 2016;

Gutierrez and Philippon, 2017).

In addition, our conclusion here is robust to alternative ways of aggregating firm-

level information. In Figure 3.6, we calculate the aggregate ratios of each indicator. In

addition, we do not weigh each firm according to its relative importance in the economy.

However, in Figure B5 and B6 in the appendix, we present the results of using median

value and weight each firm according to their relative economic importance, respectively.

As we can see from these two figures, our main conclusion does not change with these

modifications.

More importantly, right-tail firms, i.e., firms with the highest gross profitability,

behave considerably different from the rest. Figure 3.7 presents the same dynamics

but for firms with different levels of profitability. More specifically, in each year, we

classify firms into five different groups according to their gross profitability. After that,

we compute the average values of investment-to-sale, R&D-to-sale, customer-capital-

expense-to-sale, and production-cost-to-sale ratios. In Graph (A) of Figure 3.7, we show
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Figure 3.6: Changing business model: aggregate levels

(A) increasing expenses on R&D and customer capital

(B) decreasing expenses on production costs and investment

Notes: Graph (A) presents the time series plot of average R&D and customer
capital expenses. Graph (B) plots the time series of average production costs
and investment. All these four indicators are scaled by firm-level sales for better
comparison. Data is obtained from Compustat.

the time series of investment-to-sale ratios for firms at different profitability quintiles.

As we can see, before 2000, profitable firms, on average, invest substantially more than

other groups of firms. For instance, at the peak year of 1981, the investment-to-sale ratio

for the top 20% profitable firms has reached 12.8%. In contrast, the investment-to-sale
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ratio for the bottom 20% profitable firms in the same year was only 3.6%. However,

this pattern has changed considerably in the past decades. In 2019, the investment-to-

sale ratio for the top 20% profitable firms was 3.5%, and that for the bottom 20% was

3.0%. The difference becomes quite negligible. This broken-link between investment and

profitability is similar to Kilic, Yang and Zhang (2019)’s work, but here we represent

their key conclusion in a different format.

Meanwhile, those highly profitable firms spend vastly on their customer capital.

As shown in Graph (B) in Figure 3.7, there is a significant divergence in customer

capital expenses among firms with different gross profitability. Such a gap has been

increasing steadily in the past fifty years. More specifically, the average customer-

capital-expenditures-to-sale ratios for the top 20% and the bottom 20% profitable firms

in the 1970s were 30.3% and 7.9%, respectively. However, in the 2010s, these numbers

have changed to 54.4% and 15.1%. In other words, the gap in customer capital expense

has risen from 7.2% to 24.1% in the past fifty years. What is surprising is that profitable

firms tend not to innovate much more than others. In the bottom left graph in Figure

3.7, we present the time series of R&D-to-sale ratios for firms at different profitability

quintiles. As we can see from this graph, R&D expenses among the least profitable

firms have increased substantially in the past fifty years. Meanwhile, the innovation

incentive of the rest groups has been stable or increasing modestly.

To sum up, compared to their counterparts fifty years ago, firms in the new economy

have changed their business model to a large extent. We find that highly profitable firms

do not invest or innovate more than others. Nevertheless, they do spend substantially

more on customer capital. These findings suggest that the business dynamism may not

have declined, as argued in the existing literature. Instead, the stagnation of corporate

investment might come from the fact that companies have changed their focus from

physical capital to customer capital. As we will see from the following section, such

changes is closely related to the rising corporate market power.

3.3.3 Origins of Markup

A growing number of studies have documented a substantial increase of average markups

in both the U.S. and many other advanced economies (e.g., Nekarda and Ramey, 2013;

De Loecker, Eeckhout and Unger, 2020; Eggertsson, Robbins and Wold, 2018; Calli-

garis, Criscuolo and Marcolin, 2018). These patterns in the data indicate that firms’
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Figure 3.7: Changing business model: different percentiles

(A) investment

(B) customer capital expenses

(C) R&D expenses

Notes: This figure presents the average investment, customer capital expenses, and
R&D expenditures for firms with different gross profitability. In each year, we
first classify firms into five different groups according to their gross profitability.
After that, we compute the average ratios to sales of investment, customer capital
expenses, and R&D expenditures, for each group of companies. Data is obtained
from Compustat.
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market power has been steadily increasing in today’s economy. Meanwhile, many stud-

ies attempt to uncover the origins of corporate markup. For instance, Gutierrez and

Philippon (2017) focus on the weak competition story, meanwhile Liu, Mian and Sufi

(2019) highlight the role of low interest rates in contributing to the rise of market power.

Besides, Crouzet and Eberly (2018) and Bessen (2016) focus on the intangible-capital or

IT-capital origin of corporate market power, respectively. Finally, Dopper et al. (2021)

propose that changing consumer preference could also lead to rising markups because

they find that customers have become less sensitive to price over time.

Here we argue that the origins of corporate markup may come from their customer

base. Our main idea can be best illustrated in Figure 3.8. Specifically, we compute the

firm-level markup and customer capital expenses for all the firms in our sample. Then in

each year, we compute the cross-section correlation between these two indicators across

different firms. The solid lines are our estimated values, and the shaded areas represent

the 95% confidence intervals. The orange line in Figure 3.8 clearly shows that a firm’s

markup is positively and significantly correlated with its customer capital expenses.

In other words, this positive relationship implies that companies with more customer

capital expenses have higher markups on average. More importantly, this cross-sectional

correlation has been steadily increasing over time, indicating the increasing importance

of the customer base in explaining corporate markup.

Similarly, we can also obtain the time-varying correlation between a firm’s markup

and its net earnings. The blue line in Figure 3.8 shows that the cross-sectional correla-

tion between a firm’s net income and its markup has changed from positive to negative.

This change in the sign of correlation implies that different from our conventional wis-

dom, nowadays, firms with more negative net earnings are associated with higher market

power. In other words, firms with higher markup are still highly profitable in terms of

gross profitability. However, as they have stronger incentives to spend substantial re-

sources on customer capital, their net earnings become negative.

Here we want to give a simple example to explain why we should expect these

relationships in the data. Consider a firm that has a new product to sell. Its innovation

cost is a fixed cost of f , and the marginal cost of selling it to an additional customer

is c. Therefore, if the total number of buyers is q, then given the product price p, the

firm’s net income is computed as π = pq − f − cq. Following the standard literature,

a firm’s markup is defined as its total profits over total costs, which is by definition

µ ≡ pq
f+cq = p

f/q+c . Suppose we live in a new economy with a higher fixed cost f and



90

Figure 3.8: Time-varying correlation between markup and net earnings

Notes: This orange line presents the annual cross-section correlation between
markup and customer capital expenses, while the blue line shows the correlation
between markup and net earnings. Both customer capital expenses and net earn-
ings are scaled by sales. Firm-level markup is measured by following De Loecker,
Eeckhout and Unger (2020)’s approach. Data is obtained from Compustat.

nearly zero marginal cost c (De Ridder, 2019). Given the market price p, a firm’s markup

should be positively related to its customer base q, i.e., µ is increasing in q. In other

words, if a firm can increase its customer base by spending more on customer capital,

its markup will increase even the price remains unchanged. Meanwhile, its net income

will decline due to increased customer capital expenses. As a result, we should observe

a positive relationship between a firm’s customer capital expenses and its markup in

the data, but a negative association between its net income and markup.

Generally speaking, we find that firms with higher markups are more likely to be

those with higher customer capital expenses and lower net incomes. One caveat for this

conclusion is that the correlation between net income and markup might not be negative

forever. This negative sign simply implies that, at this point, many companies are still

on their way to becoming superstar firms. Once the industrial concentration has reached

certain levels, most firms with large customer bases will have started making positive

earnings. In that case, this cross-sectional correlation will likely become positive again.

Finally, we implement some reduced-form fixed-effect regressions to show that our

previous conclusion is robust to introducing some additional control variables. The
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regression results for investigating the association between firm-level markup and cus-

tomer capital expenses are presented in Table 3.2. The general model specification used

in Table 3.2 can be shown as follows:

markupi,t = α+ β × net XSGAi,t

salei,t
+ ΓXi,t + δi + µt + εit

Throughout this part, i and t refer to firm and year, respectively. The variable

markup is the firm’s estimated markup, and
net XSGAi,t

SALEi,t
here represents our empirical

proxy for firm’s customer capital expenses. We are primarily interested in the sign and

statistical significance of the estimated coefficient β. In addition, X represents a set

of firm-level control variables that could affect companies’ customer capital expenses.

Following the empirical corporate finance literature, we include the return of assets,

tangibility, investment, size, profitability, book leverage, dividend payout, cash-to-asset

ratio, and Tobin’s q. For most columns, we control both firm- and year-fixed effects

to account for the unobserved firm and year characteristics, except for the last two

columns. All standard errors are clustered at the firm level (or industry level for the

last two).

Columns (1) - (9) in Panel A of Table 3.2 present our baseline results using the

fixed-effect regression model, with a slight difference in the choices of control variables

in each column. In the last three columns, I include all the firm-level control variables.

The difference between the last three columns comes from the choices of fixed effects:

In column (10), I control for firm and year fixed effects; In column (11), I include 3-

digit SIC industry and year fixed effects; Meanwhile, in the last column, I introduce

the industry, year, and industry-year fixed effects. Based on the results shown in Ta-

ble 3.2, we can find that in all specifications, the estimated coefficients of the firm’s

customer capital expenses are positively significant. In addition, for most of them, the

estimated coefficient enters with a positive sign at the 1% significance level. It suggests

that companies’ markups are significantly and positively associated with their customer

capital expenditures. In terms of economic significance, our empirical results in Table

3.2 show that one standard deviation (0.45) increase in customer capital expenditure

is associated with a 1.0-2.72 percentage points increase in corporate markup, which

is equivalent to an increase by 0.04-0.11 standard deviations. This result implies an

economically significant relationship between these two indicators.
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Table 3.2: Reduced-form evidence: markup and customer capital expenditure

markup

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

customer capital expenditure/sale (scaled by 100) 0.047*** 0.046*** 0.048*** 0.048*** 0.037*** 0.042*** 0.047*** 0.057*** 0.043*** 0.037*** 0.021** 0.021**
(5.165) (5.053) (5.415) (5.318) (4.126) (4.677) (5.184) (5.586) (4.747) (3.786) (2.277) (2.315)

return of assets -0.003*** -0.001 -0.000 -0.001
(-5.104) (-1.409) (-0.416) (-0.700)

tangibility 0.555*** 0.712*** 0.871*** 0.920***
(59.534) (61.671) (77.100) (81.964)

investment 0.301*** -0.059*** 0.047* 0.027
(20.242) (-3.272) (1.957) (1.122)

size -0.071*** -0.073*** -0.070*** -0.070***
(-63.251) (-54.909) (-107.122) (-108.396)

profitability -0.005*** 0.002* 0.002 0.002
(-6.893) (1.821) (1.314) (1.345)

book leverage 0.000 -0.002*** -0.002*** -0.002***
(1.374) (-5.751) (-3.317) (-3.758)

payout 0.028*** 0.013 0.022* 0.013
(3.301) (1.484) (1.907) (1.151)

cash/asset 0.126*** 0.297*** 0.537*** 0.526***
(19.151) (39.245) (66.217) (65.260)

log Tobin’s q -0.012*** 0.037*** 0.041***
(-5.994) (16.535) (18.489)

Fixed effects

Year Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Industry (sic3) Yes Yes
Industry × Year Yes

N 126,837 126,832 126,832 125,315 126,832 126,628 125,318 115,334 126,824 97,526 98,823 98,823
Adjusted R2 0.795 0.796 0.802 0.797 0.802 0.796 0.795 0.798 0.796 0.827 0.508 0.530

Notes: This table presents the association between markup and customer capital expenditure with dif-
ferent fixed-effect model specifications. The dependent variables are corporate markup, and we measure
it by following De Loecker, Eeckhout and Unger (2020)’s method. Definitions of customer capital ex-
penditure and all the other control variables are explained in Section 3.2.1. Data used in this table is at
firm-year level, and obtained from Compustat. In columns (1)-(10), we introduce firm- and year-fixed
effects. In column (11), we include industry- and year-fixed effect. In column (12), we use industry-,
year-, and industry-year-fixed effects. T-statistics are in parentheses. *, **, and *** represent results
significant at the 10%, 5%, and 1% levels, respectively. Standard errors are clustered at the firm level.

3.3.4 Cross-Industry Evidence

Last but not least, we test whether the fraction of firms is higher in industries with

higher returns-to-scale. In order to conduct this empirical investigation, first, we need

to obtain measures on the industry-level production function. We follow De Ridder

(2019)’s methodology to obtain the estimates on fixed cost fc and marginal production

cost mc. More specifically, for each year and each industry at the 3-digit SIC level, we

use the following two equations for our estimations:

fc =

(
1− 1

markup

)
SALE− IB (3.1)

mc =
COGS− fc

SALE
(3.2)

Data source and variable constructions of SALE, IB, COGS, and markup are the
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same as those described in Section 3.2.1. Consistent with other related studies (e.g.,

De Ridder, 2019; Hoberg and Phillips, 2021; Su, 2021), we also document a secular

increase in fixed production cost fc and a substantial reduction in the marginal cost of

production mc. In addition, we obtain the industry-year level estimates on the share of

firms with negative net earnings as we did in the previous sections.

Figure 3.9 presents the binscatter plot between our industry-level measure of marginal

cost mc and share of firms with negative net earnings. The gray dash line represents the

linear-fit regression. This figure clearly shows a negative and significant relationship be-

tween these two variables: industries with lower marginal production costs indeed have

a higher fraction of firms with negative net earnings. This significant and negative as-

sociation in the data supports our previous hypothesis. Companies in industries with

relatively low marginal production costs face more economies of scale. As a result, they

need to go through a rat race in customer base competition before a small number of

them become superstar firms.

Figure 3.9: Binscatter plot between marginal production cost and share of firms with
negative net earnings

Notes: This figure presents the binscatter plot between industry-level marginal
cost of production and share of firms with negative earnings. The gray dash line
represents the linear-fit regression. Specifically, for each year and each industry at
the 3-digit SIC level, we obtain the empirical measures on fixed production cost
and operating scale by following De Ridder (2019)’s methodology. In addition, for
each industry in each year, we count the number of firms with negative profits and
divide it by the total number of firms to obtain the industry-level share of firms
with negative net earnings. Data is obtained from Compustat.
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We also report the regression results with different controls and fixed effects in Table

3.3. Based on this table, we can see that this negative and significant association remains

robust across various model specifications. In terms of economic significance, our result

shows that one standard deviation (0.15) decrease in marginal cost is associated with

a 1.47-8.63 percentage points increase in the share of unprofitable firms. The latter is

equivalent to an increase by 0.06-0.38 standard deviations. Our empirical finding implies

that the close relationship between marginal product cost and the share of unprofitable

firms is also economically significant. In other words, the changing economies of scale

arising from new technologies such as digitization also transform the corporate business

model and the nature of competition between firms.

Table 3.3: Reduced-form evidence: marginal cost and share of firms with negative
earnings

share of firms with negative earnings

(1) (2) (3) (4)

marginal cost -0.304*** -0.098*** -0.575*** -0.115***
(-23.413) (-8.619) (-31.726) (-6.993)

intercept 0.384*** 0.0598*** 0.767*** 0.357***
(59.112) (3.150) (28.680) (12.813)

Fixed effects

Year No Yes No Yes
Industry No No Yes Yes

N 13,769 13,769 13,769 13,769
Adjusted R2 0.038 0.309 0.215 0.447

Notes: This table presents the association between industry-level marginal cost of production and share
of firms with negative earnings with different fixed-effect model specifications. Specifically, for each
year and each industry at the 3-digit SIC level, we obtain the empirical measures on fixed production
cost and operating scale by following De Ridder (2019)’s methodology. In addition, for each industry
in each year, we count the number of firms with negative profits and divide it by the total number of
firms to obtain the industry-level share of firms with negative net earnings. Original data used in this
table is at firm-year level, and obtained from Compustat. T-statistics are in parentheses. *, **, and ***
represent results significant at the 10%, 5%, and 1% levels, respectively. Standard errors are clustered
at the industry level.
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3.4 Conclusion

We document the prevalence of public companies with negative net earnings since the

1970s. We find that the fraction of listed firms with negative net income has increased

sharply from 18% in 1970 to 54% in 2019. In addition, such an increase is mainly driven

by the right shifts in the mean, i.e., the increasing popularity of sizable firms that are

not profitable. We conjecture that the increasing returns-to-scale in the new economy is

the main driver behind. We provide three different sets of empirical findings to support

our hypothesis. First, earning losses mostly come from the growing customer capital

expenses instead of production-related costs, capital investments, or R&D expenditures.

Second, cross-sectionally, the net earning to sale ratio is significantly and negatively as-

sociated with markup: powerful firms tend to have lower net incomes. Third, industries

with low marginal production costs have higher percentages of unprofitable companies.

Our paper indicates that the origin of increasing corporate market power docu-

mented in De Loecker, Eeckhout and Unger (2020) may come from companies’ cus-

tomer base. In this perspective, regulators should pay serious attention to industries

with higher user-switching costs. Once the existing leading firms have successfully built

a large customer base, their market power can only be impaired by a sufficiently large

innovation.

One caveat is that our main conclusion – the increasing fraction of firms with negative

earnings – cannot be generalized to the entire economy with both public and private

firms. Based on an unreported exercise, we conducted a similar empirical investigation

using the Orbis dataset. As widely known, Orbis dataset mainly consists of private

companies. However, we do not find any apparent trends when investigating the share

of firms with negative net earnings. We leave explaining the underlying reason behind

this divergence between private and public firms for future research.



Chapter 4

The Macroeconomics of TechFin

Over the past decade, the financial market has seen the arrival of massive new tech-

nologies, raising many debates about their consequences. Two most important ones

are FinTech and TechFin.1 Using the cross-country dataset provided by Cornelli et al.

(2020), in the top graph of Figure 4.1, I present the world’s total lending volume in bil-

lion us dollars for both Fintech and TechFin credits. As we can see, both FinTech and

TechFin lendings are becoming increasingly important in the modern financial system.

The bottom graph shows the relative importance between them in different countries in

2019. Some countries, such as the United States, the United Kingdom, and Singapore,

have more development in FinTech lendings; meanwhile, Asian countries, including

China, Korea, and Japan, have better TechFin credit access. Generally speaking, these

two new types of financial intermediaries have emerged in a fast pace across different

credit markets around the world, which leads to a fast-growing empirical literature on

them (e.g., Hau et al., 2018; Tang, 2019).

In this paper, I attempt to investigate, in theory, the role of BigTech lending in

macroeconomy. More specifically, how should we modify the existing theories of finan-

cial intermediation and business cycles so as to accommodate the rise of TechFin? In

the existing literature, theories of credit are useful for understanding the mechanism

1Throughout this paper, FinTech refers to the situation where financial firms adopt new types of
technology, while TechFin means that technology companies provide financial services. Typical examples
of FinTech are these digital platforms facilitating peer-to-peer (P2P) lending and borrowing, while
examples of TechFin include Ant Group, WeBank, and so on. The broad definition of FinTech provided
by the Financial Stability Board is “technologically enabled financial innovation that could result in
new business models, applications, processes, or products with an associated material effect on financial
markets and institutions, and the provision of financial services.”

96
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Figure 4.1: The rise of FinTech and BigTech lending
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of business cycles because the credit system acts as a propagation mechanism of first-

moment productivity shocks. However, these theories are centered on banks and the

key characteristic on bank lending is this collateral-based borrowing constraint. With

this financial friction, people find that the aggregate economy has productivity losses

in the steady state because the efficient producers cannot borrow enough money (e.g.

Moll, 2014). In addition, a financial accelerator mechanism drives the economic fluc-

tuations: small fundamental shocks can be amplified by financial frictions so that they

can generate large and persistent fluctuations in aggregate economic activity (Kiyotaki

and Moore, 1997; Bernanke and Gertler, 1989).

In this paper, the fundamental difference between a banking sector and a TechFin

sector lies in the specific type of borrowing constraints. When BigTech firms lend to the
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market, they have less demand for collateral and corporate borrowing is subject to an

earnings-based borrowing constraint. The reason why I model is related to how BigTech

firms reduce asymmetric information or agency problems in the real world. In the

traditional banking sector, banks use covenants to mitigate agency frictions. However,

for BigTech companies, their technology advantages such as data, algorithms, platform

can help reduce these agency frictions. In Section 4.1.4, I will present a simple model

to show if the costs of state verification can be significantly reduced with technology,

then these BigTech companies will prefer incomplete-collateralized contracts to fully-

collateralized ones. In addition, there is indeed empirical support for the assumption

of earnings-based borrowing constraint on BigTech lending. For instance, Gambacorta

et al. (2020) find that big-tech credit does not correlate with local business conditions

and house prices when controlling for demand factors, but that it does react strongly

to changes in firm-specific characteristics, such as the transaction volumes and network

scores used to calculate firm credit ratings. They argue that the use of technology can

allow firms to borrow without any collateral and this new type of borrowing constraint

can generate important impacts on macro-finance researches.

After that, I introduce both a banking sector and a TechFin sector into a continuous-

time general equilibrium model with heterogeneous entrepreneurs and incomplete mar-

kets. These two financial sectors are identical except for the types of borrowing con-

straints faced by entrepreneurs. Entrepreneurs borrowing from banks are subject to

the standard collateral-based borrowing constraints. In contrast, technology advan-

tages allow the big tech companies to resolve agency costs and perform cash flow-based

lending. In equilibrium, aggregate productivity is endogenously determined by the net

worth share of highly productive firms. Compared to the standard collateral-based

borrowing constraint, earnings-based borrowing constraint will amplify the impacts of

micro-level uncertainty on net worth inequality by allowing more productive firms to

use more leverage and grow faster. As a result, a transitory micro uncertainty shock

can lead to persistent changes in finance allocation efficiency and aggregate productiv-

ity. This new financial accelerator mechanism, associated with the new TechFin sector,

differs from the classic one in three aspects: micro uncertainty instead of aggregate pro-

ductivity is the primitive shock; financial friction comes from earnings-based borrowing

constraints instead of collateral-based ones; and the feedback loops happen between net

worth inequality, instead of net worth level, and asset prices. Therefore, the arrival

of this new TechFin credit system leads to a higher capital allocative efficiency in the
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steady state. Moreover, the existence of BigTech lending acts as a propagation mecha-

nism and makes the economy sensitive to both first-moment productivity level shocks

and second-moment uncertainty shocks.

Related literature This paper is related to four different branches of literature.

First, this paper builds on an extensive literature on financial frictions and business

cycles. Two seminal works in this field are Kiyotaki and Moore (1997) and Bernanke

and Gertler (1989). Examples of quantitative explorations include Carlstrom and Fuerst

(1997), Bernanke, Gertler and Gilchrist (1999), and so on. Recent studies, especially

those done after the 2008-2009 global financial crisis, are mainly focused on analyz-

ing the global dynamics and nonlinear effects of shocks with continuoust-time models.

Examples include but are not limited to Brunnermeier and Sannikov (2014), Di Tella

(2017), He and Krishnamurthy (2013), and Fernandez-Villaverde, Hurtado and Nuno

(2019). Besides, Brunnermeier, Eisenbach and Sannikov (2013) provide an excellent and

detailed survey on the discrete-time models of macroeconomics and financial frictions,

and Brunnermeier and Sannikov (2017) introduce the fundamental tools used in this

field.

Second, this paper is closely related to the literature on the macroeconomics of

earnings-based borrowing constraint. In terms of empirical evidence, the key finding

in Lian and Ma (2021)’s seminal paper is that 80% of the corporate debt value in

the US is closely linked to firm’s cash flows from their operations instead of the asset

liquidation value. Their work intrigues an increasing number of studies that investigate

the role of earnings-based borrowing constraint in aggregate fluctuations. For instance,

Drechsel (2019) studies the macroeconomic fluctuations through the interaction between

earnings-based borrowing constraint and investment shocks. In contrast, Greenwald

(2019) mainly focuses on investigating how the transmission of monetary policy shocks

differs across firms with different types of covenants.

Third, the basic model framework used in this paper is from the distributional

macroeconomics literature, which refers to macroeconomic theories where the relevant

state variable is a distribution and the Kolmogorov Forward equation instead of the

Euler equation lies at the heart of the analysis. For instance, Moll (2014) studies the

impacts of wealth-based borrowing constraints on misallocation and aggregate produc-

tivity. Kaplan, Moll and Violante (2018b) investigate monetary policy transmission

mechanism in a Heterogeneous Agent New Keynesian (HANK) framework. In addition,
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Fernandez-Villaverde, Hurtado and Nuno (2019) extend the Krusell and Smith (1998)

method and explore the relationship between financial frictions and wealth distributions

with aggregate shocks. For a concrete introduction to the tools used in this literature,

please refer to Achdou et al. (Forthcoming) for details.

Finally, this paper closely relates to the growing literature on the fundamental dif-

ference between FinTech and traditional banking sector. Some of the key assumptions

used in this paper relies on the empirical findings in the growing FinTech literature. For

instance, Gambacorta et al. (2020) empirically show that the lending behaviors of big

tech and bank credit are different in terms of their link to collateral value, local eco-

nomic conditions and firm-specific characteristics. By using the US Peer-to-Peer (P2P)

lending data, Tang (2019) finds that FinTech lending works as an complements to bank

lending for small-scale loans. Similarly, Cornelli et al. (2020) find that BigTech lendings

are complements rather than substitutes to other forms of lending with a cross-country

panel dataset for 79 countries during 2013-2019. In addition, Hau et al. (2018) show

that the existence of FinTech credit in China improves the credit access condition for

firms with lower credit scores.

4.1 Model

4.1.1 Preference

The model is built upon a standard distributional macro model (e.g., Moll, 2014) but

with two different types of financial sectors. Consider a continuous-time infinite horizon

economy shown in Figure 4.2 with three different agents: a continuum of entrepreneurs

who borrow from the banking sector B, a continuum of entrepreneurs borrowing from

the TechFin sector F , and a fixed number L̄ of homogeneous workers. Each worker

supplies one efficiency unit of labor inelastically. For simplicity, all workers are hand-

to-mouth consumers so that we only need keep track of the wealth distributions of

entrepreneurs.

Entrepreneurs in these sectors are identical expect that they face different types

of borrowing constraints. Each entrepreneur within sector j ∈ {B,F} is indexed by

their productivity z and wealth a. All the entrepreneurs in this economy have the same

additive utility function shown as follows:

E0

∫ ∞

0
e−ρt log ctdt (4.1)
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Figure 4.2: Summary of economic environment

Entrepreneurs Entrepreneurs

Labor 
market

Risk-free 
bondBank TechFin

The choice of this logarithmic utility is purely due to simplification. In this way,

the state of the economy can be summarized by the joint distributions of wealth and

productivity in two sectors
{
ωF
t (a, z) , ωB

t (a, z)
}
.

4.1.2 Technology

At time t, each entrepreneur i ∈ [0, 1] in sector j ∈ {B,F} owns a private firm that

uses both capital k and labor l to produce the final consumption goods with the same

production function shown as follows:

yi,j,t = (zi,j,tki,j,t)
α l1−α

i,j,t (4.2)

The equation above shows that the production technology is in the standard Cobb-

Douglas form with parameter α, where α ∈ (0, 1). Entrepreneurs accumulate capital k,

and hire homogeneous workers in a competitive labor market at a flat wage rate wt. At

the same time, they can trade in a risk-free bond b subject to a certain type of borrowing

constraint. More details on borrowing constraints will be discussed in Section 4.1.4.

Capital depreciation rate δ is also the same for both sectors. The reason why I assume

that entrepreneurs in both sectors have exactly the same production technology and

preference is because the goal of this paper is to investigate the heterogeneous impacts
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of different types of borrowing constraints. In reality, firms relying on bank financing

could have different production technologies from firms using TechFin financing. I

denote by Kt the aggregate units of capital in the economy at time t, and by Kj
t the

total capital holdings of entrepreneurs in sector j ∈ {B,F}.
Following the existing literature (e.g. Moll, 2014; Di Tella, 2017), I assume that the

idiosyncratic productivity follows a standard Ornstein–Uhlenbeck process

dzi,j,t =
1

θ
(µ− zi,j,t) dt+ σ

√
1

θ
dWi,j,t (4.3)

In Equation (4.3), µ is the long-run mean level of entrepreneur’s productivity. Wi,j,t

is the standard exogenous Brownian shock, and it is independent and identically dis-

tributed (i.i.d.) across different firms. With the incomplete market assumption, en-

trepreneurs cannot fully hedge their productivity risk, and σ measures the sensitivity of

z to the underlying Brownian shock. Throughout this paper, when investigating how the

economy reacts to different types of aggregate shocks, I assume that these economy-wide

shocks are “M.I.T. shocks”. Following the conventional definition, an “M.I.T. shock” is

an unexpected shock that hits an economy at its steady-state, which lead the economy

transiting into towards a new one. More specifically, I interpret shocks to µ as shocks

to the aggregate productivity, while shocks to σ as shocks to the degree of micro-level

uncertainty.

4.1.3 Timeline

This economy’s timeline is shown below.

Timeline

budget constraint

wealth changes

ct−dt

−(1 + rt−dt)bt−dt

zt bt kt

t

yt

−wtlt & −δtkt

ct

−(1 + rt)bt

zt+dt bt+dt kt+dt

t+ dt

This timeline is a little bit different from the conventional one where the borrowing

and investment happen before the realization of productivity. In contrast, here I assume

that all the people can observe its productivity before they decide their investment and
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borrowing next period. More specifically, at period t, entrepreneurs can first observe

their productivity zt, then they issue debt bt to finance their capital investment xt =

kt − (1− δ) kt−dt to obtain a new capital stock of kt. After that, the entrepreneurs

hire lt workers and produce yt. After paying wages to the workers, the entrepreneurs

decide how much to consume ct and how much wealth at+dt to save to the next period

t + dt. This way of modelling follows the work of Kiyotaki (1998) and make earnings-

based borrowing risk-free so that we can fully investigate the impacts of uncertainty

on allocation efficiency and business cycles without taking into consideration corporate

default decisions.

According to the timeline of this economy, the budget constraint from time t to time

t+ dt of any individual entrepreneur can be shown as follows:

ct + kt+dt − (1− δ) kt + (1 + rt) bt + wtlt = yt + bt+dt (4.4)

Entrepreneurs’ wealth is defined as the difference between his capital holdings and

debt borrowings, i.e., ai,j,t ≡ ki,j,t − bi,j,t. Therefore, the changes in wealth can be

computed as follows

dat = at+dt − at = [yt − wtlt − δkt − rtbt − ct] dt (4.5)

According to Equation (4.5), changes in wealth from t to t+dt are from the following

items: current output, wage payments, depreciated capital, interest payments of debt,

and consumption. More importantly, at time t+ dt, zt+dt and at+dt are state variables.

Meanwhile bt+dt and kt+dt are endogenously determined by entrepreneurs. In other

words, after observing his productivity zt+dt, the entrepreneur will optimally allocate

their wealth at+dt into capital kt+dt and bond bt+dt to maximize the profits at the next

period.

From now on, for the simplification of notations, I will suppress the agent and time

subscripts unless it is necessary.

4.1.4 Borrowing Constraints

In this section, I explain the difference in borrowing constraint faced by entrepreneurs

when they borrow from different financial institutions. Generally speaking, the type

of borrowing constraint in the banking sector is simply the standard collateral-based

one, while that in the TechFin sector is modeled as the new earnings-based borrowing
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constraint as documented in some recent empirical works (e.g. Lian and Ma, 2021; Gam-

bacorta et al., 2020). After describing the model setup, I provide its micro-foundation

in Section 4.1.4 and discuss the similarity and difference between them in Section 4.1.4.

Banking sector

To begin with, I assume that all the entrepreneurs face the same collateral-based bor-

rowing constraint when they borrowing from the traditional banking sector:

(1 + r)b ≤ λBk (4.6)

where 0 ≤ λB ≤ 1. Equation (4.6) shows that due to issues such as limited enforcement

or asymmetric information, only a fraction λB of entrepreneur’s capital stock can be

externally financed. The level of λB represents the severeness of these frictions. More

specifically, if λB = 0, Equation (4.6) means the entrepreneurs can only self-financing

their capital investment. At the same time, if λB = 1, it means that all the capital stock

can be externally financed. Both situations are extreme cases and we will investigate

how the magnitudes of λB affects the role of banking sector in driving the macroeconomic

fluctuations.

Rewriting this equation with the definition of wealth a can give us the standard

wealth-based borrowing constraint shown as follows:

b ≤ λB

1 + r − λB
a (4.7)

Similarly, Equation (4.7) captures the common intuition that the amount of capital

available to an entrepreneur is limited by his personal wealth a and again the magnitude

of λB captures the degree of financial development in the banking system. As Equation

(4.7) is more comparable to the borrowing constraint in the TechFin sector, therefore I

will use this equation throughout the rest of the paper.

TechFin sector

Of course, the precise modelling of TechFin depends on the interpretation on the funda-

mental difference between a traditional banking sector and this new financial sector. In

this paper, I assume that entrepreneurs can borrow against their future earnings instead

of the current collateral values. Therefore, in this paper’s perspective, the fundamental
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difference between banking and the new TechFin sector is that TechFin sector allows

the entrepreneurs to borrow against their future earnings.

More specifically, I assume that all the entrepreneurs in the TechFin sector face the

same future earnings-based borrowing constraint shown as follows:

(1 + r)b ≤ λFπ (4.8)

where π is entrepreneur’s earnings and λF ≤ 1. Whether the earnings are current or in

next period depends on how to interpret the model. On one hand, it could be interpreted

as future earnings as firms first borrow and then produce to make money. On the other

hand, earnings could also be interpreted as current as financing and production decisions

happen after firms can observe their productivity. In this paper, I follow Lian and Ma

(2021)’s work and assume that only a fraction λF of current earnings can be externally

financed. Again, the existence of λF also comes from the limited enforcement that

entrepreneurs might steal a fraction of their companies’ earnings. λF = 0 refers to

the situation where entrepreneurs can only self-financing, and λF = 1 means that all

earnings can be externally financed. Rewriting this equation can give us the wealth-

based borrowing constraint in TechFin sector as follows:

b ≤ λF ξz

1 + r − λF ξz
a (4.9)

where ξ = α
(
1−α
w

) 1−α
α . One technical issue with this earnings-based borrowing con-

straint is that even for a reasonable level of λF , if the firm’s productivity is too large,

then the maximum amount of borrowing could be infinite. To solve this technical issue,

when numerically solving the model, I will impose an ad-hoc up boundary ϕ̄ for this

earnings-based borrowing constraint, i.e.,

k ≤

{
a

1−λFξz z <
(
1− 1

ϕ̄

)
1

λFξ

ϕ̄a z ≥ z
(4.10)

For simplicity, from now on, I will still use equation (4.9) for characterizing the

equilibrium and the optimal decisions. At the same time, when numerically solving the

model, I will impose (4.10) and an ad hoc choice of ϕ̄.

One caveat is that in the model the only difference between banking sector and Fin-

Tech sector lies in the type of borrowing constraints. However, it does not mean that

in reality this is the only difference between these two sectors. As pointed out in some
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recent review papers (e.g. Boot et al., Forthcoming; Thakor, 2020; Huang et al., 2020),

what’s new about FinTech could be technological innovations in both information pro-

cessing and communication channels, or some new entrants providing non-intermediated

financial services, or some big technology firms provide lending services to small and

medium entrepreneurs with no collaterals. For example, with the US loan-level data on

mortgage applications and origination, Fuster et al. (2019) show that FinTech lenders

originate mortgages faster and screen borrowers more effectively compared to other

lenders. Philippon (2016) suggest that FinTech can lower the costs of financial services

provided by financial intermediations. Thakor and Merton (2019) have developed a the-

ory of bank and non-bank lending in which banks have an endogenous advantage over

non-bank lenders when it comes to being trusted to make good loans because banks

possess an advantage in developing investor trust due to their unique access to low-cost

deposit funding. However, the reason why I focus on this specific characteristic is be-

cause in the existing macro-finance literature, firm’s borrowing constraint is essential to

the macroeconomic analysis of financial frictions. In addition, there is indeed empirical

support for the assumption of earnings-based borrowing constraint on BigTech lending.

For instance, Gambacorta et al. (2020) find that big-tech credit does not correlate with

local business conditions and house prices when controlling for demand factors, but that

it does react strongly to changes in firm-specific characteristics, such as the transaction

volumes and network scores used to calculate firm credit ratings. The use of technology

can allow firms to borrow without any collateral. The type of borrowing constraints

can have important impacts on macro-finance mechanisms.

Microfoundation

There is an extensive number of theoretical papers discussing what determines corporate

borrowings. For instance, Stiglitz and Weiss (1981) and Holmstrom and Tirole (1997)

point out that corporate debt capacity should be determined by corporate earnings. In

contrast, Hart and Moore (1994), Kiyotaki and Moore (1997), and Bernanke and Gertler

(1989) argue that corporate borrowing should be tightly linked to the asset liquidation

value. Given the fact that there has been a lot of possible explanations in the literature,

here I lay out a simple model to explain why we should expect the coexistence of two

types of borrowing constraints in reality. Generally speaking, the coexistence could

either come from the heterogeneous information technology advantages on the lender’s

side or the different uses of intangible capital on the borrower’s side.
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Basic framework Let us consider a revised example in Bernanke and Gertler (1989)

or originally from Townsend (1979) to show that some lenders will strictly prefer cash

flow-based over asset-based lending while others do the exact opposite.

I assume that entrepreneurs with a capital stock of k need to borrow money from

lenders for some investment projects. I denote the amount of money that entrepreneurs

can borrow as b. For simplicity, both entrepreneurs and lenders are risk-neutral and

entrepreneurs have linear preference in their consumption. The lender’s opportunity cost

is fixed to be r and the capital’s unit liquidation value is assumed to be l. As we will see

later, one crucial assumption on intangible capital is that it has a relatively low value

of l. For simplicity, here I do not distinguish between the asset’s actual resalability and

the value damage from agency frictions such as managers’ business stealing behaviors.

In theory, it is highly possible that firms with more intangibles have lower liquidation

values simple because they face severer agency problems. But here I do not distinguish

between these two different origins.

There are two possible project outcomes. Entrepreneur’s earnings could be zGk with

a probability of p, or they could be zBk with a probability of 1 − p. Without loss of

generality, we assume that zG > zB > l > 0.

Investors can choose between two types of lending. The first one is what Bernanke

and Gertler (1989) call full-collateralization contract, which means that the entrepreneur’s

net worth is sufficiently large that he is able to pay lenders their require return even in

the worst state, where the lenders seize his capital and resell it in the market:

(1 + r) b ≤ lk (4.11)

One advantage of using this type of lending is that lenders do not need to do any

earnings verification. Instead, lenders use a contract linked to the liquidation value of

capital, which gives us the standard collateral-based borrowing constraint.

The second way of lending is to secure the ownership instead of the collateral. This is

the incomplete collateralization case. The focus here is to investigate the characteristics

of an optimal contract, which can be stated mathematically as follows:

max
{q,cG,cB ,c̃B}

pcG + (1− p) [qcB + (1− q) c̃B] (4.12)
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subject to the following constraints

(1 + r) b ≤ p (zGk − cG) + (1− p) [zBk − q (cB + f)− (1− q) c̃B] (4.13)

cG ≥ (1− q) [(zG − zB) k + cB] (4.14)

cG, cB, c̃B ≥ 0 (4.15)

0 ≤ q ≤ 1 (4.16)

In the equations above, cG means entrepreneur’s consumption when he announces

the good state. c̃B represents entrepreneur’s consumption when he announces the bad

state and lenders choose not to verify while cB represents entrepreneur’s consumption

when he announces the bad state and lenders choose to verify with a cost of f . As we

will discuss later, some lenders such as these big tech companies have a relatively low

cost of verification, which is crucial for their preferred choice on cash flow-based lend-

ing. Equation (4.13) represents the participation constraint and (4.14) is the incentive

constraint. The last two equations are feasibility constraints. The optimal contract

{p, cG, cB, c̃B} maximizes the entrepreneur’s expected consumption in Equation (4.12)

subject to constraints (4.13) to (4.16).

Now I provide two different stories on why some lenders prefer cash-flow-based over

asset-based lending while others do not. The intuition is the following. From profit-

maximization perspective, lenders always prefer earnings-based lending. However, due

to the cost of state verification or cash flow pledgeability problems, collateral is useful

for resolving these agency costs. At the same time, if lenders can find ways to reduce

the cost of state verification or increase cash flow pledgeability, then they will strictly

prefer cash flow-based lending.

Information asymmetry story The first result I want to show is that for lenders

with low cost of state verification, they strictly prefer using cash flow-based lending. I

introduce the following assumption.

Assumption 4.1 Informational technology advantages allow some lenders such as BigTech

firms to reduce the cost of state verification.

The key assumption in this information asymmetry story is that some lenders has

Technology advantages in monitoring and predicting firms future earnings while others

do not. One great example are BigTech firms and traditional banks. For instance,
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Thakor (2020) also point out that the use of the Blockchain technology and many other

technological advancement in the TechFin sector can lead to the significant reduction in

the cost of verification.2 In reality, Ant Group uses Alipay system to help their lending

because Alipay allows it to easily verify the cash flows of companies with a very low

cost.

For these lenders with information technology advantage, they will strictly prefer

cash flow-based lending. I summarize the main result in the following lemma.

Lemma 4.1 If the cost of state verification f is lower than some threshold f∗, then it is

more attractive for lenders to implement cash flows-based lending instead of asset-based

lending.

Detailed proof can be found in the appendix. The basic idea here is that, if lenders

manage to overcome such problems with big data or platform advantages, they will

use cash flow-based lending. As pointed out in some recent review papers (e.g. Boot

et al., Forthcoming; Thakor, 2020; Huang et al., 2020), one of the most important new

characteristics about FinTech is that some big technology firms provide lending services

to small and medium entrepreneurs with no collateral.

The theoretical result in Lemma 4.1 is also consistent with some empirical findings in

the existing literature. For instance, Gambacorta et al. (2020) find that big-tech credit

does not correlate with local business conditions and house prices when controlling for

demand factors, but that it does react strongly to changes in firm-specific characteristics,

such as the transaction volumes and network scores used to calculate firm credit ratings.

The use of technology can allow firms to borrow without any collateral. They also argue

this new type of borrowing constraints can have important impacts on macro-finance

mechanisms.

Intangible capital story An alternative way of understanding the different uses of

lending is based on the difference between intangible capital and tangible capital. I

assume that intangible capital has a low liquidation value.

Assumption 4.2 Intangible capital has low liquidation value l.

2The other possible changes mentioned in Thakor (2020) are the reduced search costs of matching
transacting parties, increasing economics of scale in gathering and using large data, and cheaper and
more secure information transmission.
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A business is typically liquidated as part of a bankruptcy process. During this

process, tangible assets such as machines and plants are sold quickly and their value

can be easily evaluated. In practice, when investors evaluate the liquidation value of

companies, they often exclude the intangible assets as the value of intangible investments

is difficult to assess by outsiders. Our assumption here is consistent with the existing

literature that assumes liquidation cost is decreasing in investment tangibility (e.g.,

Beck et al., 2020).

With Assumption 4.2, we can easily show that if the asset tangibility is lower than

some threshold, it is optimal for lenders to impose a cash flow-based lending.

Lemma 4.2 If the liquidation value l is lower than some threshold l∗, then it is more

attractive for lenders to implement cash flow-based lending instead of asset-based lending.

The detailed proof can be shown in the appendix. The intuition behind Lemma

4.2 is that if the nature of assets is not collaterizable, then it is better for lenders

to use cash flow-based lending as it is more profitable to do that. Our result on the

relationship between intangible capital and cash flow-based lending is also consistent

with the existing literature. For example, Haskel and Westlake (2018) find that the

financing of intangibles is less related to traditional forms of credit constraints. Our

result in Lemma 4.2 rationalizes this empirical finding in the data.

Similarity and difference between two types of borrowing constraints

debt capacity and net worth In the existing literature, some papers argue that

these two types of borrowing constraints are fundamentally different because earning

is a concept of flows while collateral is a stock variable. However, here I argue that

if we investigate the relationship between debt capacity and net worth, then there is

some similarity between these two borrowing constraints. More specifically, based on

the previous model setup, by the time entrepreneurs need to repay their debt at t+ dt,

earnings at t have already become part of the net worth at t + dt. Therefore, both

borrowing constraints link debt capacity to verifiable net worth as follows:

debt capacity = ϕ× verifiable net worth

Therefore, if entrepreneurs’ net worth can be observed, then these two types of

borrowing constraints are similar in the sense that they impose a requirement that the

maximum amount of debt entrepreneurs can borrow is a fraction of their net worth.
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cross-sectional difference Comparing equations (4.7) and (4.9), we can clearly see

that the fundamental difference between these two types of borrowing constraints lies in

their cross-sectional difference. For the entrepreneurs faced with collateral-based bor-

rowing constraint, given their wealth, productive firms do not face any additional advan-

tages because the tightness of borrowing constraint is the same for all entrepreneurs.

However, as for entrepreneurs with earnings-based borrowing constraint, given their

wealth, productive firms have additional advantages because the tightness of constraints

is decreasing in productivity. As we will see in the following sections, such a difference

is crucial for our understanding in the different macroeconomic implications of these

two borrowing constraints.

4.1.5 Equilibrium Definition

The equilibrium definition here can be summarized as in Definition 4.1.

Definition 4.1 A stationary recursive competitive equilibrium consists of prices {rt, wt}∞t=0

and allocations
{
(lt,i,j , kt,i,j , bt,i,j , ct,i,j)i∈[0,1],j∈{B,F}

}∞

t=0
that satisfy the following con-

ditions:

1. Optimization: given market prices {rt, wt}∞t=0, resource allocations{
(lt,i,j , kt,i,j , bt,i,j , ct,i,j)i∈[0,1],j∈{B,F}

}∞

t=0

maximize each entrepreneur’s life-time utility (4.1) subject to constraints (4.2),

(4.4), (4.7), (4.9), and initial endowment (k0,i,j , a0,i,j).

2. Market clearance: market prices {rt, wt}∞t=0 satisfy the following conditions

• labor market at any time t∫∫
lBt (a, z)ωB

t (a, z)dadz +

∫∫
lFt (a, z)ωF

t (a, z)dadz = L̄ (4.17)

• bond market at any time t∫∫
bBt (a, z)ωB

t (a, z)dadz +

∫∫
bFt (a, z)ωF

t (a, z)dadz = 0 (4.18)
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• final goods market at any time t

CF
t + CB

t + CL
t + XF

t + XB
t = YF

t + YF
t (4.19)

where

Cj
t =

∫∫
cjt (a, z)ω

j
t (a, z)dadz, j ∈ {B,F}

CL
t = wtL̄

X j
t =

∫∫
xjt (a, z)ω

j
t (a, z) dadz, x = k′ − (1− δ) k and j ∈ {B,F}

Yj
t =

∫∫
yjt (a, z)ω

j
t (a, z) dadz, j ∈ {B,F}

3. Stationary distribution: the wealth distributions in two sectors
{
ωF
t (a, z) , ωB

t (a, z)
}

obey entrepreneur’s optimal decision and the exogenous productivity process (4.3),

and they are stationary, i.e.,
∂ωB

t (a,z)
∂t = 0 and

∂ωF
t (a,z)
∂t = 0.

4.1.6 Preliminary Analysis

Individual optimal decisions

To begin with, I first characterize the optimal policy functions for each individual en-

trepreneur. The optimal decisions of bond holdings and capital investment can be

summarized as in Lemma 4.3.

Lemma 4.3 Given the market prices r and w, there is a same productivity cutoff for

being active z for entrepreneurs in both sectors. The optimal capital and debt holdings

for entrepreneurs in the banking sector are

bB (a, z) =

{
λBa

1+r−λB
z ≥ z

−a z < z

kB (a, z) =

{
(1+r)a
1+r−λB

z ≥ z

0 z < z

Meanwhile, the optimal capital and debt holdings for entrepreneurs in the TechFin

sector are
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bF (a, z) =

{
λFξza

1+r−λFξz z ≥ z

−a z < z

kF (a, z) =

{
(1+r)a

1+r−λFξz z ≥ z

0 z < z

where z = r+δ
ξ and ξ = α

(
1−α
w

) 1−α
α .

Given our assumption on the constant return-to-scale technology and frictionless

labor market, the marginal product of capital for any individual entrepreneur with

productivity z is always proportional to z− δ. If the current interest rate on the market

is r, then the optimal capital choice is a corner solution: it is zero for entrepreneurs

with productivity lower than some threshold z, and the maximal amount of borrowing

for entrepreneurs with productivity higher than z. At the same time, these inactive

entrepreneurs will lend all their wealth to the market so that they can get a constant

return r. The cutoff z is the same for two sectors simply because we assume the

production technology in these two sectors is the same.

Again, one important observation from Lemma 4.3 is that compared to entrepreneurs

in the traditional banking sector, productive firms borrowing from BigTech companies

have additional advantages in lending and capital accumulation. As shown in the fol-

lowing lemma, these advantages eventually reflect on the wealth evolution dynamics.

Lemma 4.4 With preference assumption (4.1), entrepreneur’s wealth a in both sectors

evolves according to the following equations:

daB =

{
1z≥z ×

[
(1 + r) (ξz − r − δ)

1 + r − λB
+ r − ρ

]
+ 1z<z × (r − ρ)

}
aBdt ≡ ΓB (z) aBdt

daF =

{
1z≥z ×

[
(1 + r) (ξz − r − δ)

1 + r − λFξz
+ r − ρ

]
+ 1z<z × (r − ρ)

}
aFdt ≡ ΓF (z) aFdt

For simplicity, we will write them as

daj = Γj
t (z) ajdt (4.20)

where Γ is the wealth growth rate function, and it depends on entrepreneur’s idiosyn-

cratic productivity z and the sector j ∈ {B,F} he belongs to.
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As we can see from the proof in the appendix, with the assumption of log-utility,

the optimal consumption choice will always be a constant ρ fraction of wealth, where ρ

is the time value. Therefore, wealth growth rate of firms with lower productivity in two

sectors is always r − ρ because these firms are not producing anything on the market.

Instead they will lend all their wealth to these productive entrepreneurs, as a result,

they will get a constant rate of return r before determining their consumption.

What is interesting here is that the wealth growth rate is different for productive

firms in different sectors. For any active producer borrowing from the banking sector,

his wealth growth rate is (ξz − r − δ)λB + r − ρ, which is a linear function in z. In

contrast, wealth growth rate of any active firm with productivity z borrowing from the

TechFin sector is λF (ξz−r−δ)
λF−(λF−1)ξz + r − ρ, which is a convex function of z. Such difference

can be better illustrated in Figure 4.3. As we will see it later, the convexity of wealth

growth rate in the TechFin sector is the underlying reason why uncertainty, i.e., the

second-moment shocks, matters for the aggregate quantities over the business cycles.

The degree of λF determines the convexity of this relationship, which as a result affects

the impacts of uncertainty.

Figure 4.3: Wealth growth rate in Banking and TechFin sector: an example
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Besides, the different types of borrowing constraints will also lead to difference in

distributions of capital holdings and outputs in these two sectors. In the top two graphs

in Figure 4.4, I present the capital holdings for firms with different productivity and

wealth. If the entrepreneur’s productivity is lower than the threshold, then firms will
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not produce anything therefore the capital holdings are zeros for these low-productivity

firms. Once firms become productive, then the equilibrium capital holdings are different

in these two sectors. In the banking sector, entrepreneurs face wealth-based borrowing

constraint, therefore the capital holdings only depend on wealth and do not depend on

productivity at all. In contrast, in the TechFin sector, capital holdings are increasing in

both wealth and productivity, which makes the sectoral capital is concentrated on firms

with highest wealth and productivity. Since optimal output is linear in capital, as we

can see from the bottom two graphs in Figure 4.4, we can achieve the same conclusion

for firms output.

Figure 4.4: Capital and output in Banking and TechFin sector: an example

Dynamics of wealth distributions

After discussing the optimal policy function for any individual entrepreneur, now I turn

to characterize how the wealth distributions in both sectors evolve over time. With

the exogenous productivity process (4.3) and the endogenous wealth process (4.20), the
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wealth distribution evolves according to the following equations:

∂ωj
t (a, z)

∂t
= −

∂
[
Γj
t (z) aω

j
t (a, z)

]
∂a

−
∂
[
1
θ (µ− z)ωj

t (a, z)
]

∂z
+
1

2

∂2
[
1
θσ

2ωj
t (a, z)

]
∂z2

where j ∈ {B,F}
(4.21)

Generally speaking, what determines the evolution of wealth distribution in this

economy is a system of high-dimensional partial differential equations (PDEs). Previous

works, including Kiyotaki (1998), Caselli and Gennaioli (2013), and Moll (2014), use

wealth shares to characterize aggregates so that we can save one state variable. However,

this method is not applicable here as we have two different sectors in this economy.

Scaling the wealth by using aggregate capital and getting wealth share cannot reduce

the number of state variables. Therefore, I follow Raissi, Perdikaris and Karniadakis

(2019) and use Physics-informed neural network (PINN) approach to numerically solve

the dynamics of ωj . This deep learning method utilizes the advantages of deep neural

networks to solve high-dimensional PDEs and it has a significantly reduced time and

memory costs compared to those classical methods such as finite difference and finite

element. The advantage of deep learning approach lies in the fact that the algorithm

does not require interpolation and coordinate transformation because it is universal

nonlinear approximators (Bach, 2017) and thus avoids the curse of dimensionality. In

addition, it can overcome the local optimization problem by introducing some penalty

factors or stochasticity into the loss function. Other possible solving methods include

adaptive sparse grids approach by Brumm and Scheidegger (2017) and some different

neural network approaches proposed by Fernandez-Villaverde et al. (2020) and Chen,

Didisheim and Scheidegger (2021).

4.2 Two Types of Financial Accelerators

In this section, I turn to investigating model implications with numerical exercises. The

focus is to investigate the impacts of different types of borrowing constraints on both

steady-state allocative efficiency and business cycles.

4.2.1 Parameterization

The choice on values of different parameters is shown in Table 4.1. Following the existing

literature, I set the rate of time preference to be 0.05, capital share to be 0.33, and the
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labor market size normalized to be 1.0. Using the U.S. Bureau of Economic Analysis

(BEA) Fixed Assets Tables dataset, I compute the average capital depreciation rate to

be 6%. Based on Moll (2012), the random death rate of entrepreneurs is picked to be

0.05. Following Asker, Collard-Wexler and De Loecker (2014), in the baseline model,

I set µ to be zero, the persistence of productivity to be 0.85, and the idiosyncratic

productivity to be 0.56. The choices of these parameters related to the underlying

productivity are consistent with the actual firm-level TFP measure in the data. In

addition, the ad hoc choice on the upper boundary for corporate leverage is assigned to

be 10. However, the precise choice on this parameter does not matter significantly for

the model outcomes.

Table 4.1: Parameterization

Parameter Description Value Source/Reference

ρ rate of time preference 0.05
α capital share 0.33

L labor market size 1.0
Moll (2014)

δ capital depreciation rate 0.06 BEA-FAT
χ death rate 0.05 Moll (2012)
µ log idiosyncratic productivity mean 0.0
θ autocorrelation e−θ 0.16 (corr = 0.85)
σ log idiosyncratic productivity s.d. 0.56

Asker, Collard-Wexler and De Loecker (2014)

ϕ̄ upper boundary for corporate leverage 10.0

Throughout this section, I will discuss how various choices on the tightness of con-

straints in banking λB, the tightness of constraints in TechFin λF , degrees of first-

moment shocks ∆µ̄, and degrees of second-moment shocks ∆σ, affect our final conclu-

sions.

4.2.2 Earnings-based Borrowing Constraint as the Financial Acceler-

ator of Micro-uncertainty

Before investigating the macroeconomic implications of the co-existence of two types of

financial sectors, I start with discussing the interesting amplification mechanism between

micro-uncertainty and earnings-based borrowing constraint. As mentioned before, one

important characteristic of this earnings-based borrowing constraint is that it will gen-

erate an asymmetric net worth growth rate: for unproductive firms, their wealth growth

rate is always the market interest rate; meanwhile, for productive firms, their wealth

rate is increasing in their productivity. As a result, compared to the standard collateral-

based borrowing constraint, earnings-based borrowing constraint can help productive
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firms quickly build up their net worth, and this interesting feature will make the TechFin

sector sensitive to the underlying second-moment shocks.

There are three key implications from our numerical exercises in this part. First,

within the TechFin sector, aggregate allocative efficiency is increasing in the dispersion of

underlying firm-level productivity. As shown in Graph (A) in Figure 4.5, the aggregate

allocative efficiency is higher when the micro-level uncertainty is larger. This conclusion

seems counter-intuitive at first, but the underlying mechanism can be easily summarized

as “good-firms principle” shown as in the following figure:

In an economy with a higher degree of micro-level uncertainty, it means that there

exists more firms that are highly unproductive and productive, i.e., the productivity

dispersion is significantly wider. However, unproductive entrepreneurs do not matter

for the aggregate economy because they choose to not operate and lend their wealth to

the productive entrepreneurs. With the help of earnings-based borrowing constraint,

the highly productive entrepreneurs can increase their wealth faster because they get

to use more leverage. As a result, there will be more active and highly productive

entrepreneurs in this economy when dispersion is higher. Therefore, an increase in

micro uncertainty leads to higher total outputs and allocative efficiency because the

good firms become more important. I name this mechanism “good firms principle”

to echo “good news principle” proposed by Bernanke (1983). Good news principle in

Bernanke (1983) means that only good news matters in growth options because bad

news will not be proceeded further. With earnings-based borrowing constraint, what is

essential for an economy is the number of superstar firms and their relative importance.

Therefore, an increased uncertainty will generate positive outcomes on the aggregate

productivity.

Second, there is a feedback loop between micro-uncertainty and earnings-based bor-

rowing constraint. As shown in Graph (B) in Figure 4.5, when there is a positive or

negative shock to micro-level uncertainty, it generates amplified and persistent fluctu-

ations to the aggregate productivity. This outcome is similar to the classical financial

accelerator mechanism as shown in Bernanke and Gertler (1989) and Kiyotaki and

Moore (1997). The underlying mechanism for this new financial accelerator mechanism

comes from the fact that the shocks to micro-level uncertainty also changes the wealth

share of firms with different productivity in this economy. For example, a positive shock

to micro-level uncertainty, combined with the asymmetric wealth growth rate charac-

teristic of earnings-based borrowing constraint, leads to the increasing importance of



119

Figure 4.5: Micro-uncertainty and earnings-based borrowing constraint: a new type of
financial accelerator
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large firms in this economy. In this way, earnings-based borrowing constraint ampli-

fies the impacts of uncertainty on net worth inequality by allowing more productive

firms to use more leverage and grow faster. This effect is persistent as these changes

on net worth inequality are persistent over time. As a result, a transitory micro-level

uncertainty shock can lead to persistent changes in finance allocation efficiency and ag-

gregate productivity. This new financial accelerator mechanism differs from the classic

one in three aspects: micro uncertainty instead of aggregate productivity is the prim-

itive shock; financial friction comes from earnings-based borrowing constraint instead

of collateral-based borrowing constraints; and the feedback loops happen between net

worth inequality, instead of net worth level, and asset prices.

Third, the strength of this new financial accelerator mechanism crucially depends

on the tightness of the borrowing constraint and also the persistence of underlying

productivity process. As shown in Figure 4.6 and 4.7, the importance of this new type

of financial accelerator mechanism in driving the economic fluctuations is larger when

the borrowing constraint is more slack and the underlying productivity process is more

persistent. This result shows up again because their impacts on the wealth share of the

highly productive firms in this economy.

4.2.3 A Macroeconomic Model with Two Financial Sectors

Now I turn to investigate the model implications with two types of financial sectors. For

better comparison and discussion, I include one benchmark economy with a banking
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Figure 4.6: Determinants of aggregate allocation efficiency

sector only, i.e., λF = 0. In all the following exercises, I report the behavior of all

variables relative to their steady-state values.

Impacts on aggregate allocative efficiency

The impacts of the development of TechFin sector on aggregate allocative efficiency can

be summarized in Figure 4.8. As the TechFin sector develops, the aggregate allocative

efficiency is increasing in the economy. More importantly, compared to the development

of traditional banking sector, the availability of this new type of financial intermediaries

is more essential to reducing the wedges between marginal products of capital. The un-

derlying mechanism is the following. In an idea world with a perfectly well-functioning

credit market, only the entrepreneur with the highest productivity should be operating

in equilibrium. With financial frictions, we can no longer achieve this first-best out-

come as some productive firms are financially constrained so their marginal products of

capital are higher than the market average. However, there is a fundamental difference
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Figure 4.7: Determinants of business cycle fluctuations

between the collateral-based borrowing constraint in banking sector and the earnings-

based borrowing constraint in TechFin sector. In banking sector, the maximum amount

of debt can be borrowed is linked to capital stock. Meanwhile, in TechFin sector, the

upper limit of debt financing is directly related to productivity. Therefore, compared to

the traditional banking sector, the de facto tightness of borrowing constraints for highly

productive firms are looser for BigTech lendings. Thus, the equilibrium wealth is more

concentrated towards productive firms, and the degree of capital misallocation is lower

in TechFin sector.

The result here has some important policy implications. It is widely common that

underdeveloped countries have underdeveloped financial markets. The existence of fi-

nancial frictions will affect the accumulation of capital and wealth, which eventually

slows the economic growth rate in these emerging countries. However, if the superstar

firms in these countries, especially those Tech Giants, can provide financial services to

other firms, then it has the potential to narrow down the differences in per capita income.

Based on our numerical exercises here, the technology advantage of these superstar firms
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Figure 4.8: A macroeconomic model with two financial sectors: aggregate allocative
efficiency

can work better to improve the aggregate capital allocative efficiency, compared to the

traditional banking sector.

Impacts on economic fluctuations

For investigating the implications on business cycles, I conduct two different experi-

ments. For both experiments, I compute the impulse responses from three different

models: a standard real business cycle model with no financial frictions, a model with

banking sector only, and a model with both banking and TechFin sectors. As the steady-

state values are also different across these models, I report the behaviors of all variables

relative to their steady-state values.
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Figure 4.9: A macroeconomic model with two financial sectors: business cycles

The first experiment I consider is a one-time shock to the level of (aggregate) pro-

ductivity. This shock is the standard one in the traditional real business cycle models.

Although this is one-time shock, because technology is autocorrelated, productivity

will stay above/below trend for several periods. Graph (A) in Figure 4.9 presents the

economy’s response to a one-time 1% increase in the productivity level. As we can

see from this graph, in the frictionless real business cycle model, capital structure is

indeterminate and irrelevant to real economic outcomes. Therefore, the decline in the

need for external finance has no negligible amplified impacts on the aggregate econ-

omy. In contrast, in a model with collateral-based borrowing constraint, increases in

aggregate productivity level. It is consistent with the classical financial accelerator lit-

erature: when credit markets have asymmetric information and agency problems, the

role of credit-market frictions are important drivers of cyclical economic fluctuations.

What’s interesting here is that the magnitude of these effects is about the same for an

economy with two different types of financial sectors. A different type of borrowing

constraint will not weaken this mechanism as the link between external financing cost

and the net worth of borrowers still exists for earnings-based borrowing constraint. A
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higher borrower net worth reduces the agency costs of financing, and this mechanism

holds for both types of borrowing constraints. Therefore, if the underlying fundamental

shock is from the productivity level, then the earnings-based borrowing constraint mag-

nifies and propagates the technology shocks in a similar way as the collateral-based one.

Compared to the frictionless benchmark economy, Graph (A) in Figure 4.9 shows that

the dynamics in the early periods are quite different because of the role of net worth

(inequality). In addition, the hump shape in investment and the reverse hump shape

in consumption indicate the unique role of borrowing constraints in driving business

cycles.

The real difference between these two types of borrowing constraints shows up when

the fundamental shock is from the second-moment uncertainty. The second experiment

I consider is a one-time shock to micro-level uncertainty. This experiment is useful for

considering the impacts of various shocks to the economy that only affect the degree of

uncertainty. As we can see from Graph (B) in Figure 4.9, a positive shock to micro-

level uncertainty has essentially no effect in the frictionless benchmark and the economy

with a banking sector only, but has both significant impact and propagation effects when

there exists a TechFin sector with earnings-based borrowing constraint. The transfer

of wealth inequality drives up the demand for investment, initiating a positive feed-

back loop. The substantial persistence comes from the slow decay of entrepreneurial

net worth inequality. The introduction of a TechFin sector raises the possibility that

relatively small changes in micro-level uncertainty could generate significant economic

fluctuations. In contrast, such characteristic is negligible in the frictionless benchmark

economy, as well as the economy with only a banking sector, as this feature of asym-

metric wealth growth rate is a special characteristic of TechFin.

The results here are closely related to several papers documenting the real effects of

second-moment shocks (e.g. Bloom, 2009; Bloom et al., 2018; Alfaro, Bloom and Lin,

2019). However, there exists a fundamental difference. Indeed, as the TechFin sector

develops, the whole economy is becoming more sensitive to uncertainty shocks, but in

a positive relationship. In contrast, the standard uncertainty literature documents the

negative impacts of uncertainty on the real economy. The reason why such a difference

exists comes from the different underlying mechanisms. In this paper, the mechanism is

feedback loop between earnings-based borrowing constraint and micro-level uncertainty.

In contrast, in their works, the mechanism comes from the fact that is higher uncertainty

causes firms to temporarily pause their investment and hiring, which leads to a decline
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in productivity growth.

4.3 Conclusion

This paper investigates the role of a TechFin sector in driving macroeconomic fluc-

tuations. I introduce both a traditional financial sector and a TechFin sector into a

general equilibrium model with heterogeneous entrepreneurs and incomplete markets.

These two financial sectors are identical expect for the types of borrowing constraints

faced by entrepreneurs: entrepreneurs borrowing from the banking sector are subject

to the standard collateral-based borrowing constraints, while those borrowing from the

TechFin sector are subject to the earnings-based borrowing constraints. I use a deep

learning neural network approach to obtain global solutions, and the main conclusions

are twofold. First, this new TechFin credit system leads to a higher capital allocative

efficiency in the steady state. Second, the existence of BigTech lending acts as a propa-

gation mechanism and makes the economy sensitive to both first-moment productivity

level shocks and second-moment uncertainty shocks.
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Appendix A

Appendix for Chapter 2

A.1 Proof

Proof of Lemma 2.1

The optimization problem for the entrepreneur can be rewritten as follows:

π ≡ max
y

ζϕy − f0 − ξ0y
1
η (A1)

Therefore, first order condition gives us the optimal choice of product quantity y as

follows:

y =

(
ηζϕ

ξ0

) η
1−η

(A2)

Therefore, the markup for the entrepreneur with capital quality ζ can be computed

as follows:

µ =
py

f0 + ξ0y
1
η

=
1

η + f0

[
ζ

ϕ
1−η

(
η
ξ0

) η
1−η

]−1

The entrepreneur’s earnings can be calculated as follows:

π = py − f0 − ξ0y
1
η = (1− η)

(
η

ξ0

) η
1−η

ζ
ϕ

1−η − f0
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Proof of Lemma 2.2

The capital quality follows the following process

dζt =
(
µ̄+ ιζt − δζt

)
dt+ σ

√
ζtdZt

From Lemma 2.1, we know that π is a function of ζ, i.e., π = (1− η)
(

η
ξ0

) η
1−η

ζ
ϕ

1−η −
f0. With Ito’s lemma, we can obtain the earnings process as follows:

dπt =

[
π′ (ζt)

(
µ̄+ ιζt − δζt

)
+

σ2ζt
2

π′′ (ζt)

]
dt+ π′ (ζt)σ

√
ζtdZt

where we have

π′ = ϕ

(
η

ξ0

) η
1−η

ζ
ϕ

1−η
−1

π′′ = ϕ

(
ϕ

1− η
− 1

)(
η

ξ0

) η
1−η

ζ
ϕ

1−η
−2

Proof of Proposition 2.1

If ϕ+η > 1, then we have π′ (ζ) > 0 and π′′ (ζ) > 0 for all possible values of ζ. Therefore,

π is a convex function of ζ.

At the same time, output y is not necessarily a convex function of ζ if ϕ + η > 1.

As y =
(
ηζϕ

ξ0

) η
1−η

, therefore we have

y′ (ζ) =
ϕη

1− η

(
η

ξ0

) η
1−η

ζ
ϕη−1+η

1−η

y′′ (ζ) =
ϕη

1− η

ϕη − 1 + η

1− η

(
η

ξ0

) η
1−η

ζ
ϕη−2+2η

1−η

Output y is not necessarily a convex function of ζ if and only > 1−η
η , which is a stricter

condition than ϕ > 1− η.

The drift part of dπ is π′ (ζt)
(
µ̄+ ιζt − δζt

)
+ σ2ζt

2 π′′ (ζt) and its volatility part is

π′ (ζt)σ
√
ζt. In steady state, we have ιζ = δζ. With π′ (ζ) > 0 and π′′ (ζ) > 0, we can

easily check that these two components are increasing in ζ in the steady state.
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Proof of Proposition 2.2

Proof of Proposition 2.2 has mainly three parts. First, we will show the existence

of this double-barrier cash accumulation policy. Second, we will derive the Hamil-

ton–Jacobi–Bellman (HJB) equation that characterizing firm’s optimal choice between

internal and external financing. Third, we will list the corresponding boundary condi-

tions for the HJB equation.

Existence First, we need to prove the existence of downward control boundary Ω and

upward control boundary Ω.

Suppose there is no such downward control boundary Ω, which means that

limω→+∞
[
J (ζ, ω, b)− J 0 (ζ, ω, b)

]
= 0 (A3)

where J 0 (ζ, ω, b) represents the value with no boundary controls.

Now let’s consider an downward cash adjustment from z to z − a, where a > 0 and

z is any finite number. As we assume that there is no such downward control boundary

Ω, thus we have

J (ζ, z, b) + χ0 + χ1a ≥ J (ζ, z − a, b) (A4)

In addition, entrepreneur’s utility function u is concave function, so there exists

δ > 0, ε > 0 such that

∣∣J (ζ, x, b)− J 0 (ζ, x, b)
∣∣ < δ (A5)

−λu′ (c (x)) + ρχ1 < −ε (A6)

for all z − a ≤ x ≤ z.

Therefore, Equation (A4) can be rewritten as

0 ≤ χ0 +

∫ z

z−a

[
−λu′(c (ω)) + ρχ1

]
dω + 2δ < χ0 − aε+ 2δ (A7)

For any ε and δ, there exists a sufficiently large a such that the equation above fails.

Therefore, the original assumption does not hold, which means there is a downward

control boundary Ω.

A similar argument holds for the existence of an upward control boundary Ω.
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After showing the existence, now we need to characterize the corresponding HJB

equations and the corresponding boundary conditions in each region.

HJB equation Internal financing region. Within this region, we know that b = 0

and ιb = 0 because entrepreneurs only use internal cash to finance their investment.

The budget constraint here can be simplified to

c+ ιζ + ιω = π −
κ0
(
ιζ
)2

2ζ
(A8)

Therefore, the value function J (ζ, ω) satisfies the following HJB equation:

0 = max
ιζ ,c

 f (c,J ) +
(
µ̄+ ιζ − δζ

)
Jζ +

ζσ2

2 Jζζ + ζσ2π′ (ζ)Jζω + ζσ2

2 (π′ (ζ))2Jωω

+

[
π′ (ζ)

(
µ̄+ ιζ − δζ

)
+ 1

2π
′′ (ζ) ζσ2 − c− ιζ − λω − κ0(ιζ)

2

2ζ

]
Jω


(A9)

First order conditions give us

fc (c,J ) = Jω (A10)

Jζ

Jω
+ π′ (k) = 1 +

κ0
(
ιζ
)2

2ζ
(A11)

External lending region. Within this region, we know that b < 0 and ιω = λΩ

because entrepreneurs have accumulated enough cash so any additional “savings” will

be lent in the financial market. As lending doesn’t incur any transaction costs, the

budget constraint here can be simplified to

c+ ιζ − ιb = π − rb−
κ0
(
ιζ
)2

2ζ
− λΩ (A12)

Therefore, the value function J (ζ, b) satisfies the following HJB equation:

0 = max
ιζ ,c

 f (c,J ) +
(
µ̄+ ιζ − δζ

)
Jζ +

ζσ2

2 Jζζ − ζσ2π′ (ζ)Jζb +
ζσ2

2 (π′ (ζ))2Jbb

−
[
π′ (ζ)

(
µ̄+ ιζ − δζ

)
+ 1

2π
′′ (ζ) ζσ2 − c− ιζ − rb− χ0 + χ1b− λΩ− κ0(ιζ)

2

2ζ

]
Jb


(A13)
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First order conditions give us

fc (c,J ) = −Jb (A14)

−
Jζ

Jb
+ π′ (ζ) = 1 + κ0

ιζ

ζ
(A15)

External borrowing region. Within this region, we know that b > 0 and ιω = λΩ

because entrepreneurs have run short of cash so he will borrow from the financial market

despite the transaction costs. The budget constraint here can be written as

c+ ιk − ιb = π − rb− 1bi,t>0 (χ0 + χ1bi,t)−
κ0
(
ιζ
)2

2ζ
− λΩ (A16)

Therefore, the value function J (ζ, b) satisfies the following HJB equation:

0 = max
ιζ ,c

 f (c,J ) +
(
µ̄+ ιζ − δζ

)
Jζ +

ζσ2

2 Jζζ − ζσ2π′ (ζ)Jζb +
ζσ2

2 (π′ (ζ))2Jbb

−
[
π′ (ζ)

(
µ̄+ ιζ − δζ

)
+ 1

2π
′′ (ζ) ζσ2 − c− ιζ − rb− χ0 − χ1b− λΩ− κ0(ιζ)

2

2ζ

]
Jb


(A17)

First order conditions give us

fc (c,J ) = −Jb (A18)

−
Jζ

Jb
+ π′ (ζ) = 1 + κ0

ιζ

ζ
(A19)

In addition, we have the following borrowing constraint:

b ≤ η
π − χ0

1 + r + χ1
(A20)

Boundary conditions To completely characterize the economy, we also need to de-

termine the boundary Ω at which the entrepreneurs raise new external funds, and the

boundary Ω at which the entrepreneurs start to lend in the capital market.

External borrowing region. Since external financing is costly, therefore entrepreneurs

will only issue debt when their cash holdings have been below some level Ω. As en-

trepreneur’s continuation value is continuous before and after debt issuance, we have

the following requirement for marginal value of cash Jω (ζ, ω) at the upward control

boundary Ω:
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Jω (ζ,Ω) = 1 + r + χ1

The intuition is that entrepreneurs will not borrow from the financial market unless

the marginal value of internal financing has already reached the level of marginal cost

of external financing. As marginal borrowing cost contains both the interest rate r and

marginal issuance cost χ1, we have the equation above for Ω.

External lending region. Similarly, entrepreneur’s continuation value must be con-

tinuous before and after lending in the financial market. Therefore, for ω > Ω, we have

the following equation for J :

J (ζ, ω) = J
(
ζ,Ω

)
+ (1 + r)

(
ω − Ω

)
Since the above equation also holds for ω close to Ω, we may take the limit and

obtain the following condition for the endogenous upper boundary Ω:

Jω

(
ζ,Ω

)
= 1 + r − χ1

The intuition behind the equation above is that entrepreneurs have accumulated

enough cash such that cash becomes equivalent to the negative debt. This condition

is different from Bolton, Chen and Wang (2011) as in their paper, entrepreneurs pay

out cash as dividends at the downward control boundary. Therefore, in Bolton, Chen

and Wang (2011), we have Jω

(
ζ,Ω

)
= 1. However, in this paper, entrepreneurs have

options to lend their cash to others in the financial market, so the marginal value of

cash cannot go below marginal value of debt. Here Since the external lending boundary

Ω is optimally chosen, we also have the following “super contract” condition (Dumas,

1991):

Jωω

(
ζ,Ω

)
= 0

Reflecting barriers. We also need the boundary conditions in ζ-dimension, which

correspond to “reflecting barriers” at lower and upper bounds for capital quality, ζmin

and ζmax (Dixit, 1993).
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Jζ (ζmin, ω) = 0, ∀ω

Jζ (ζmax, ω) = 0, ∀ω

A.2 Data and Variable Construction

The data used in this paper mainly comes from two sources. First, firm-level balanced

sheet data is obtained from the WRDS Compustat North America Fundamentals data

file from 1980 to 2019 with consolidation level “C”, industry format “INDL”, data

format “STD”, and population source “D”. The dataset contains both surviving and

non-surviving firms. We keep all the entries with a foreign incorporation code of “USA”,

exclude financial firms (SIC 6000-6999) and regulated utilities (SIC 4900-4999), and drop

firms with missing or negative values on assets or sales. As for the international evidence

section, we have adopted similar data cleaning process but with WRDS Compustat

Global Fundamentals data file. Second, historical gross output price and capital price

at the sectoral level are obtained from Integrated Industry-Level Production Account

(KLEMS). We use the gross output price indices to deflate firms’ sales and cost of goods

sold, and use capital price indices to deflate firms’ capital investment and physical asset

stocks.

• asset tangibility: ratio of physical assets (Compustat series PPENT ) to total

assets (Compustat series AT )

• book leverage: the ratio of the amount of debts to the sum of total debts

and common equity, i.e., book leverage = DLTT+DLC
DLTT+DLC+CEQ , where DLTT, DLC,

and CEQ represent the long-term debt, current liabilities, and common equity,

respectively.

• dividend payout: dividends (Compustat series DVC ) scaled by total assets

• investment: capital expenditures (Compustat series CAPX ) scaled by total as-

sets (Compustat series AT )

• markup: In the existing literature, there are three different approaches to mea-

suring the corporate markup: the accounting profits approach, the user cost ap-

proach, and the production function estimation approach. As discussed in Loecker,
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Eeckhout and Unger (2020), the first two approaches have some serious issues, so

we prefer using the production cost function approach as they do in their pa-

per. Generally speaking, we compute the firm-level markup in three steps. First,

we estimate the elasticity of output with respect to variable inputs. Second, we

compute the revenue share of each variable input. Finally, we obtain an esti-

mate of markup by calculating the product of these two key ingredients. This

approach is advantageous as it does not require specifying a particular demand

system. More specifically, we use Olley and Pakes (1996) methodology but with

Ackerberg, Caves and Frazer (2015)’s correction to estimate the output elastici-

ties. In addition, 3-digit industry-level sales shares are included to control for the

estimation of markups.

• net finance measures:

– ratio of financing activities net cash flow (Compustat series FINCF ) to total

assets (Compustat series AT )

– ratio of financing activities net cash flow with dividend adjustments (Com-

pustat series DLTIS - DLTR + DLCCH + SSTK - PRSTKC - DV ) to total

assets

– ratio of financing activities net issuance (Compustat series DLTIS - DLTR

+ DLCCH + SSTK - PRSTKC ) to total assets

• operating profits: Compustat series IB

• operating expenses: Compustat series XOPR

• Peters and Taylor (2017)’s Total q: One issue with the standard q measure

is that we do not consider the role of intangible capital. Peters and Taylor (2017)

provide a new dataset on Total q and consider the intangible capital’s replacement

costs. Here we simply follow their approach and estimate the replacement cost

of firms’ intangible capital by accumulating past investments in Research and

Development(Compustat series XRD) and Selling, General, and Administrative

Expenses (Compustat series XSGA). Then we can estimate the Peters and Taylor

(2017) ’s Total q as an improved proxy for Tobin’s q.

• research and development expenditures: Compustat series XRD
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• return of asset: income before extraordinary items (Compustat series IB) scaled

by total assets (Compustat series AT )

• revenue: Compustat series SALE

• size: natural logarithm of total assets (Compustat series AT )

• selling, general and administrative expense: Compustat series XSGA

• Tobin’s q: Tobin’s q is the ratio between a firm’s market value over the replace-

ment cost of its assets. Following the existing empirical works (e.g., Kaplan and

Zingales, 1997), we measure firm-level Tobin’s q as the market value of the firm’s

total assets divided by the book value of its assets. In terms of the market value of

assets, we compute it as book value of assets (Compustat series AT ) plus the mar-

ket value of common stock (Compustat series PRCC C times Compustat series

CSHO) minus the book value of equity, where the equity book value is estimated

as the sum of shareholder equity (Compustat series SEQ), deferred taxes (Com-

pustat series TXDB), and investment tax credit (Compustat series ITCB), minus

the value of preferred stocks (coalesce outcomes of Compustat series PSTKRV,

PSTKL, and PSTK ).

A.3 Computational Details

The Hamilton–Jacobi–Bellman (HJB) equation in this paper is highly non-linear while

the Kolmogorov forward equation (KFE) is still a linear partial differential equation

(PDE). Therefore, we use implicit finite difference scheme for solving the HJB equation.

After finding the solutions to HJB, KFE can be easily solved with linear operator. A

sketch of computational alogorithm is listed as follows:

1. guess the market prices and distribution

2. global search on boundary conditions

3. solve non-linear PDEs given boundary conditions

4. obtain stationary distribution

5. check whether market clears and distribution is the guessed one
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A.3.1 Boundary Condition

One of the crucial steps is to find Nζ × 1 vector BCωmin , Nζ × 1 vector BCωmax , Nω × 1

vector BCζmin
, and Nω × 1 vector BCζmax for the following boundary conditions

J̃ω (ωmin) =

Jω (ζmin, ωmin)

......

Jω (ζmax, ωmin)

 = BCωmin (A21)

J̃ω (ωmax) =

Jω (ζmin, ωmax)

......

Jω (ζmax, ωmax)

 = BCωmax (A22)

J̃ζ (ζmin) =

Jζ (ζmin, ωmin)

......

Jζ (ζmin, ωmax)

 = BCζmin
(A23)

J̃ζ (ζmax) =

Jζ (ζmax, ωmin)

......

Jζ (ζmax, ωmax)

 = BCζmax (A24)

for the HJB equation for the internal financing region, such that

1. solution to the HJB equation (2.27) converges

2. Neumann boundary conditions in the ζ-dimension (2.30) and (2.31) hold

3. there exist a downward control boundary W
ζ
, an upward control boundary W ζ ,

and an exit boundary W ζ that satisfy the Neumann boundary conditions (2.32)-

(2.34)

We search the solutions of BCωmin , BCωmax , BCζmin
, and BCζmax with a global solution

algorithm Simulated Annealing.

A.3.2 HJB Equation

Once we have the information on the boundary conditions, we can solve the HJB equa-

tion. Due to the non-linearity of Equation (2.27), we cannot use the linear operator

approach in Achdou et al. (Forthcoming) or the usual Newton-Armijo method. Here
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we use the pseudo-transient continuation method with switched evolution relaxation

method (Ψtc-SER), which is one of the widely used strategy for finding the steady-state

global solution to a nonlinear PDE. The basic idea of Ψtc is the following (Keyes and

Smooke, 1987; Kelley et al., 2008). As we gradually include the boundary condition

information across different stages of calculations, and the amount of information in-

corporated has strong propagation effects on transients, therefore we need to be careful

about choosing the time steps. Otherwise, the results could easily become non-robust

and/or not converging to the global solution. The idea of switched evolution relation

is set the time step based on a measure of convergence inferred from reduction in a

residual norm between consecutive iterations.

More specifically, the original problem can be stated as follows:

∇J = F (J ) ;J (0) = J0 (A25)

Assuming that a stable steady-state solution exists, global convergence and local

superlinear convergence to that are proved in Kelley and Keyes (1998) for a class of

methods that integrate

∇J = −H−1F (J ) ;J (0) = J0 (A26)

by a variable time step method that attempts to increase the time step as the integration

progresses and steady state is approached. One method is

Jn+1 = Jn −
(
δ−1
n H+∇F (Jn)

)−1F (Jn) (A27)

where δn is the time step. With the switched evolution relaxation method (Mulder and

Leer, 1985), we have

δn = δn−1
F (Jn−1)

F (Jn)
(A28)

A.3.3 KFE and Stationary Distribution

After solving the HJB equation, essentially we get the transition matrix of all the state

variables in this economy. The Kolmogorov forward equation in the baseline model of
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paper is the following:

0 = − ∂

∂ζ

[
µζ,∗ (ζ)Υt (ζ, ω, b)

]
− ∂

∂ω
[µω,∗ (ω)Υt (ζ, ω, b)]−

∂

∂b

[
µb,∗ (b)Υt (ζ, ω, b)

]
+
1

2

∂2

∂ζ2

[
σζ,∗ (ζ)2Υt (ζ, ω, b)

]
(A29)

Here we will use this equation as an example. As for all the model extensions, we

have solved the corresponding KFE in a similar way. We will start with the steady-state

equilibrium and then turn to the time-varying case.

In order to solve this equation, we need to specify a linear differential operator L,
a boundary condition operator T , and the affine terms C (·) and d. In this way, the

problem can be written as follows:

LΥ(ζ, ω, b) = C (ζ, ω, b) (A30)

T Υ(ζ, ω, b) = d (A31)

Comparing to Equation (A29), in stationary equilibrium, we have

L = −µζ,∗
ζ − µω,∗

ω − µb,∗
b +

1

2

(
σζ,∗

)2
ζζ

− µζ,∗∂ζ − µω,∗∂ω − µb,∗∂b +

(
σζ,∗)2
2

∂ζζ(A32)

C (ζ, ω, b) = 0 (A33)

T =

[
∂ζ |ζ=ζmin,∀ω,∀b

∂ζ |ζ=ζmax,∀ω,∀b

]
(A34)

d =

[
0ω×b

0ω×b

]
(A35)

The choice of the boundary condition is the reflecting barrier, i.e., homogenous

Neumann boundary conditions.

A.3.4 SMM

Generally speaking, the idea of SMM is to simulate the model S times and use the

average values of the moments from the simulated data as the estimator for the model

moments. More specifically, let m be a vector of moments estimated from the data,

and m̂s (Θ) be the corresponding vector of moments estimated from the s-th sample

simulated using parameters where s = 1, · · · , S. Θ consists of the set of parameters
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we are interested in. The SMM estimator Θ̂ is to choose Θ to minimize the distance

between the data moments and the simulated model moments

Θ̂ = argmin
Θ

(
m− 1

S

∑S
s=1 m̂

s (Θ)

m

)′

W

(
m− 1

S

∑S
s=1 m̂

s (Θ)

m

)
(A36)

Here the moment error function e is chosen to be the percent difference instead of

level difference. In this way, we can put all the moments in the same units.

W is a weighting matrix. Following the literature, here we use the two-step variance-

covariance estimator of W . The first step is to estimate Θ using the simple identity

matrix, i.e., W = I, and we can easily get the first-step estimator Θ̂1:

Θ̂1 = argmin
Θ

(
m− 1

S

∑S
s=1 m̂

s (Θ)

m

)′(
m− 1

S

∑S
s=1 m̂

s (Θ)

m

)
(A37)

Secondly, we can re-estimate Θ using the optimal two-step weighting matrix

Θ̂2 = argmin
Θ

(
m− 1

S

∑S
s=1 m̂

s (Θ)

m

)′

Ψ̂−1

(
m− 1

S

∑S
s=1 m̂

s (Θ)

m

)
(A38)
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A.4 Additional Figures and Tables

Figure A1: Increasing misallocation: scaled and unscaled

Figure A2: Increasing misallocation: robustness checks
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Figure A3: Declining reallocation efficiency: MPK v.s. TFP

Figure A4: Changing correlation between industry q and funding rate (Lee, Shin and
Stulz, 2020)
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Figure A5: Employment share of large firms

Figure A6: HHI in employment
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Figure A7: Markup distribution (De Loecker, Eeckhout and Unger, 2020)

Figure A8: MPK minus r with depreciation and risk premium adjustments
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Figure A9: Tobin’s q and corporate cash holdings: Binscatter plots

Notes: This figure presents the Binscatter plots between corporate cash holdings and different
measures of q or markup. Main data source for this figure is the Compustat North American
Annual data file. Firm-level cash-to-asset ratio is measured as the ratio of cash and short-term
investments (Compustat series CHE) to firm’s lagged total assets (Compustat series AT ).
Tobin’s q is measured as the market value of firm’s total assets divided by the book value of
its assets. The market value of assets is computed as book value of assets (Compustat series
AT ) plus the market value of common stock (Compustat series PRCC C times Compustat
series CSHO) minus the book value of equity, where the equity book value is estimated as the
sum of shareholder equity (Compustat series SEQ), deferred taxes (Compustat series TXDB),
and investment tax credit (Compustat series ITCB), minus the value of preferred stocks
(coalesce outcomes of Compustat series PSTKRV, PSTKL, and PSTK ). Total q is obtained
from Peters and Taylor (2017). Firm-level markup is estimated with Loecker, Eeckhout and
Unger (2020)’s production cost function approach.
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Figure A10: Total q and corporate cash holdings: Binscatter plots

Notes: This figure presents the Binscatter plots between corporate cash holdings and different
measures of q or markup. Main data source for this figure is the Compustat North American
Annual data file. Firm-level cash-to-asset ratio is measured as the ratio of cash and short-term
investments (Compustat series CHE) to firm’s lagged total assets (Compustat series AT ).
Tobin’s q is measured as the market value of firm’s total assets divided by the book value of
its assets. The market value of assets is computed as book value of assets (Compustat series
AT ) plus the market value of common stock (Compustat series PRCC C times Compustat
series CSHO) minus the book value of equity, where the equity book value is estimated as the
sum of shareholder equity (Compustat series SEQ), deferred taxes (Compustat series TXDB),
and investment tax credit (Compustat series ITCB), minus the value of preferred stocks
(coalesce outcomes of Compustat series PSTKRV, PSTKL, and PSTK ). Total q is obtained
from Peters and Taylor (2017). Firm-level markup is estimated with Loecker, Eeckhout and
Unger (2020)’s production cost function approach.
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Figure A11: Cash and misallocation

Figure A12: Historical inflation

Notes: This figure presents the time-varying inflation rate in the U.S.. Inflation rate is
measured by changes in the consumer price index. The data is from World Bank and retrieved
from FRED, Federal Reserve Bank of St. Louis.



163

Figure A13: Financing superstars
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Table A1: Reduced-form evidence: Tobin’s q, total q, and cash holdings

Panel A
Cash/Asset

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

log Tobin’s q 0.032*** 0.040*** 0.035*** 0.040*** 0.030*** 0.040*** 0.034*** 0.040*** 0.039*** 0.025*** 0.058*** 0.059***
(43.631) (81.418) (75.085) (77.681) (56.976) (80.571) (45.755) (79.956) (71.954) (21.982) (49.698) (50.905)

log Tobin’s q square 0.002*** 0.001*** -0.006*** -0.006***
(14.186) (3.397) (-20.130) (-20.658)

return of assets -0.000* 0.000*** 0.000*** 0.000***
(-1.739) (4.767) (3.009) (3.446)

tangibility -0.389*** -0.513*** -0.430*** -0.424***
(-164.980) (-119.984) (-118.080) (-116.121)

investment -0.001*** 0.001 0.010*** 0.011***
(-3.411) (0.379) (3.341) (3.882)

size -0.016*** -0.001 -0.009*** -0.009***
(-46.307) (-1.056) (-36.048) (-33.811)

profitability -0.000 -0.000*** -0.000** -0.000***
(-1.447) (-6.514) (-2.367) (-2.768)

R&D -0.001*** -0.000*** -0.000 -0.000
(-7.908) (-5.766) (-0.658) (-1.330)

book leverage 0.000*** 0.000 0.000 0.000
(3.683) (1.506) (1.072) (1.413)

payout 0.000*** 0.000* 0.001*** 0.001***
(4.241) (1.742) (4.325) (4.225)

Fixed effects

Year Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Industry (naics3) Yes Yes
Industry × Year Yes

N 288,949 288,189 283,855 268,911 288,949 282,698 134,581 288,949 243,667 117,935 119,293 119,293
Adjusted R2 0.629 0.631 0.664 0.630 0.632 0.631 0.690 0.629 0.615 0.717 0.338 0.351

Panel B
Cash/Asset

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

log total q 0.0282*** 0.0226*** 0.0183*** 0.0233*** 0.0230*** 0.0227*** 0.0261*** 0.0226*** 0.0221*** 0.0251*** 0.0372*** 0.0380***
(93.252) (79.124) (66.282) (80.539) (80.829) (79.198) (67.004) (79.124) (71.265) (58.662) (79.109) (81.575)

log total q square 0.0033*** 0.0022*** 0.0036*** 0.0035***
(52.885) (31.480) (36.758) (36.955)

return of assets 0.0000 0.0004 0.0032*** 0.0030***
(0.440) (1.596) (10.341) (10.067)

tangibility -0.3349*** -0.4662*** -0.4045*** -0.3998***
(-120.411) (-91.428) (-91.109) (-89.794)

investment -0.1048*** -0.0030 0.0773*** 0.0779***
(-25.495) (-0.373) (7.778) (7.901)

size -0.0128*** -0.0058*** -0.0097*** -0.0094***
(-30.633) (-9.335) (-36.307) (-35.356)

profitability -0.0002*** -0.0007*** -0.0014*** -0.0013***
(-2.942) (-2.710) (-3.671) (-3.671)

R&D -0.0142*** -0.0093*** 0.0412*** 0.0385***
(-13.377) (-6.692) (24.713) (23.301)

book leverage 0.0001*** 0.0001* -0.0002*** -0.0002***
(4.899) (1.748) (-4.082) (-3.474)

payout 0.0003 0.0015 -0.0007 -0.0013
(0.161) (0.599) (-0.204) (-0.388)

Fixed effects

Year Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Industry (naics3) Yes Yes
Industry × Year Yes

N 198,539 198,537 198,532 195,365 198,539 197,840 101,013 198,539 175,219 90,479 92,091 92,091
Adjusted R2 0.652 0.647 0.673 0.649 0.649 0.647 0.706 0.647 0.629 0.733 0.359 0.374
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Figure A14: SMM-MCMC parameters posterior distribution: traditional economy sub-
sample (1980-1999)
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Figure A15: SMM-MCMC parameters posterior distribution: superstar economy sub-
sample (2000-2015)
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Figure B1: The rise of firms with negative net earnings: ten different industries
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Figure B2: Average firm age

Figure B3: The rise of firms with negative net earnings: different stock exchanges
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Figure B4: The rise of firms with negative net earnings: different percentiles
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Figure B5: Changing business model: weighted by 3-digit industry sale share

(A) R&D and customer capital expenses

(B) production costs and investment
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Figure B6: Changing business model: median average

(A) R&D and customer capital expenses

(B) production costs and investment



173

Figure B7: Examples: Amazon v.s. Walmart

Figure B8: Example: Tesla



Appendix C

Appendix for Chapter 4

C.1 Proof

Proof of Lemma 4.1 and 4.2

To begin with, it can be easily shown that lenders will not verify if entrepreneur an-

nounces the good state as entrepreneurs have no incentives to announce the good state

when the actual is a bad one.

There are several conditions on this optimal contract. First, the lenders must be

break-even. As shown in Equation (4.13), the funding cost for investors is (1 + r) b, and

the expected return should be a weighted average of his payoff in the good state and his

payoff in the bad state. Since there is no verification in the good state, investor’s payoff

is zGk − cG. However, in the bad state, there is a probability of q that investors will

verify entrepreneurs’ earnings and the cost of verification is assumed to be f . Therefore,

his expected payoff in the bad state is zBk − q (cvB + f)− (1− q) cnvB .

The second condition that an optimal contract needs to satisfy is that the en-

trepreneurs have no incentives to lie about the realized outcomes. Of course, en-

trepreneurs do not have any incentives to lie when it is a bad state. Entrepreneurs

consumption in good state is always cG. If he lies about the state and say it is a bad

state. Then his expected consumption should be (1− q) [(zG − zB) k + cB].

The third condition that an optimal contract needs to meet is that the executions

of contracts are feasible, which means all of cG, c
v
B, and cnvB should be at least higher

than or equal to zero. More importantly, p is a probability so it must lie between 0 and

1.

174
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In this incomplete-collateralization case, the optimal verification probability is

q =
(1 + r) b− zBk

p (zG − zB) k − (1− p) f
(C1)

when f is too large, q will be higher than 1 or even negative, which makes this earnings-

based borrowing constraint infeasible. Therefore, in this paper, the micro-foundation

for these two types of borrowing constraints is from the different earnings verification

costs for banks and TechFin firms. As a result, they choose different ways of lending

contracts, TechFin leads to the specialization-induced fragmentation in the financial

services industry. In the following part of the paper, we will take these two types of

borrowings as given, and investigate their macroeconomic implications.

Therefore, the expected profits of using these two types of lending can be shown as

follows:

π =

{
(1 + r) [pzGk + (1− p) zBk − (1− p) f ] if cash flow-based lending

(1 + r) lk if asset-based lending
(C2)

Therefore, if f < f∗ = pzG+(1−p)zB−l
1−p k or l < l∗ = pzG + (1− p) zB − (1− p) f

k , then

the lenders will strictly prefer cash flow-based lending over asset-based lending.

Proof of Lemma 4.3

The entrepreneur’s wealth in banking sector evolves according to

da = (y − wl − δk − rb− c− χ) dt =
[
(zk)αl1−α − wl − (r + δ) k + ra− c− χ

]
dt

(C3)

subject to the collateral-based borrowing constraint

k ≤ a

1− λB

The first order conditions show that the optimal capital to labor ratio for firm with

productivity z satisfies the following condition

l

k
=

(
1− α

w

) 1
α

z (C4)
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Therefore, the firm’s equilibrium profits can be written as

π = α

(
1− α

w

) 1−α
α

zk (C5)

As the profit is a linear function of z, the firm’s optimal choice on capital stock is a

corner solution and meets the following condition

kB (a, z) =

{
a

1−λB
z ≥ z

0 z < z
(C6)

where z = r+δ
ξ and ξ = α

(
1−α
w

) 1−α
α .

Meanwhile, the firm’s optimal debt holdings are

bB (a, z) =

{
λBa
1−λB

z ≥ z

−a z < z
(C7)

Equations (C6) and (C7) lead to the wealth growth for entrepreneurs in the banking

sector as

daB (a, z) =

{ [
(ξz−r−δ)a

1−λB
+ ra− c− χ

]
dt z ≥ z

(ra− c− χ) dt z < z
(C8)

Similarly, for TechFin entrepreneurs, we can derive the entrepreneur’s optimal choice

on capital stock, debt holdings, and the wealth growth rate.

Proof of Lemma 4.4

As shown in the previous lemma, the wealth follows a process of daj = [Γj (z) aj − cj ] dt

for the entrepreneurs in sector j. Therefore, the Bellman equation Vj should satisfy the

following equation

ρVj (t, a, z) = max
cj

{
log cj +

1

dt
E [dVj (t, a, z)]

}
(C9)

subject to the condition that daj = [Γj (t, z) aj − cj ] dt.

With the guess and verify approach, we can show that the optimal consumption

choice is cj = ρaj for all entrepreneurs in the economy. Assume that the value function
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takes the form of Vj (t, a, z) = Bjvj (t, z) + Bj log aj . Then we have

E [dVj (t, a, z)] =
Bj

aj
da+ BjE [dvj (t, z)] (C10)

Combining Equations (C9) and (C10) gives us the following equation:

ρBjvj (t, z) + ρBj log aj = max
cj

{
log cj +

Bj

aj
[Γj (t, z) aj − cj ] + Bj

1

dt
E [dv (t, z)]

}
(C11)

The first-order condition gives us cj =
aj
Bj
. Substituting back in, we have

ρBjvj (t, z) + ρBjlogaj = log aj − logBj + BjΓj (t, z)− 1 + Bj
1

dt
E [dvj (t, z)]

which is

(ρBj − 1) log aj = −ρBjvj (t, z)− logBj + BjΓj (t, z)− 1 + Bj
1

dt
E [dvj (t, z)] (C12)

Therefore, we can conclude that Bj =
1
ρ for both sectors, and we have

cj = ρaj (C13)

daj = [Γj (z) aj − ρ] dt (C14)

Finally, the value function is

Vj (t, a, z) =
1

ρ
[vj (t, z) + log aj ] (C15)

and vj (t, z) satisfies the following condition:

ρvj (t, z) = ρ log ρ+ Γj (t, z)− ρ+ Bj
1

dt
E [dvj (t, z)] (C16)

In addition, we also need to prove that ΓF (z) is a convex function of z. This step

is relatively easy as we only need to check the signs of first and second derivatives:
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∂ΓF (z)

∂z
=

ξ [1− (r + δ)λF ]

[1− λFξz]
2 > 0 (C17)

∂2ΓF (z)

∂z2
=

2λFξ
2 [1− (r + δ)λF ]

(1− λFξz)
3 > 0 (C18)

The above two equations are both positive because 1− λFζz > 0 and z > z = r+δ
ξ .

Therefore, the wealth growth rate in the TechFin sector ΓF (z) is a strictly convex

function of productivity z.

C.2 A Note on Lian and Ma (2021)

Lian and Ma (2021) document the prevalence of cash flow-based lending. They argue

that 20% of debt by value is based on tangible assets, whereas 80% is based predomi-

nantly on cash flows from corporate operations. Here I want to argue that their main

conclusion, especially the dominating use of cash flow-based lending, is not robust. A

better and less controversial way of interpreting the empirical result is the co-existence

of earnings-based and collateral-based borrowing constraints.

Graph (A) in Figure C1 replicates one of their main results in the paper. To be clear,

all the raw data used in this section are directly obtained from Quarterly Journal of

Economics Dataverse.1 In their paper, Lian and Ma (2021) argue that “Figure I, Panel

A, shows that the median share of asset-based and cash flow–based lending among large

nonfinancial firms is generally less than 20% and slightly over 80%, respectively, in

recent years.” The key words in their original statement are large and median. More

specifically, when they prepare the data for this graph, first they classify all the firms in

Compustat dataset into five different groups according to their total asset levels. Then

they drop the bottom 20% firms out of the sample. Finally, they compute the median

share of asset-based and cash flow–based lending. As we can see from the replicated

result in Graph (A), the median share of asset-based lending on average is 17.8%, while

that of cash flow–based lending is 77.2%.

To begin with, I want to point out that these numbers are sensitive to the choice of

sub-samples and the use of median. In Graph (B) of Figure C1, I plot the same results

but without dropping the smallest firms out of the sample. In Graph (C) of Figure C1,

1Replication data and codes for Lian and Ma (2021) can be downloaded from here.

https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/T9KXMF
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I drop all the firms in the lowest quintile but use mean instead of median. In Graph

(D), I include all the firms and use mean to calculate the average value. As we can see

from these graphs, whether cash flow-based lending is really prevalent depends on the

specific choice of our empirical measure. For example, in Graph (D), the average use of

cash flow-based lending is 51.7% while the average use of asset-based lending is 41.6%.

In this way, both types of lending are important financial frictions in the real economy.

The subsample selection is not the most problematic issue in their work. In fact,

Lian and Ma (2021) do mention this point. They find that for small firms, asset-based

lending is more common and the median value of asset-based lending among these small

firms is roughly 54%.

The real problem comes from the use of median because the actual distribution of

the borrowing constraints is a bimodal one. It is true that both median and mean can

be interpreted as the “representative” value for the data sample, and sometimes the

median is used as an alternative to the mean. However, if the underlying distribution is

a bimodal one, both indicators can be misleading, as there is no such a representative

borrower in the data. Graph (A) and (B) in Figure C2 present the distribution of

individual firm’s use of asset-based and cash flow-based lending, respectively. As we

can see from these two graphs, when we attempt to describe the use of borrowing

constraint by individual firm, there is no such a representative firm in this economy

because some firms rely heavily on cash-flow based lending while the other firms use

more collateral-based lending. The detailed breakdown for each year throughout the

data sample period can be shown in Figure C3 and C4. Generally speaking, the less

controversial way of describing the reality is the co-existence of two types of borrowing

constraints.
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Figure C1: Anatomy of corporate borrowing constraints

Notes: This figure presents anatomy of corporate borrowing constraints with different choices
of summarizing the data. Left above represents the original plot with large firms only and
median measure. Right above is the plot with all firms and median measure. Left below
represents the plot with large firms and mean measure. Right below is the plot with all firms
and mean meausre. Main data source for this figure is obtained directly from the replication
package for Lian and Ma (2021).
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Figure C2: Distributions on the types of borrowing constraints

(A) distribution of the share of asset-based lending
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(B) distribution of the share of cash-flow-based lending

0.0 0.5 1.0

p
ro

b
a
b

ili
ty

 d
e
n
si

ty
 f

u
n
ct

io
n

0.0

0.5

1.0

1.5

2.0

Notes: This figure presents the distributions of inividual firm’s use of two types of lending.

Main data source for this figure is obtained directly from the replication package for Lian and

Ma (2021). Orange and blue rectangles represent histogram distributions with normalized

probability density. Red lines are the Kernel smoothing function fits.
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Figure C3: Asset-based lending distribution in each year
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Figure C4: Cash flow-based lending distribution in each year
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C.3 Physics-Informed Neural Networks Algorithm

Physics-Informed Neural Networks (PINN) algorithm is proposed by Raissi, Perdikaris

and Karniadakis (2019) and represents a new deep learning framework for solving for-

ward and inverse problems involving nonlinear partial differential equations. The basic

idea of this algorithm can be summarized as in the following graph:

 Minimize:

What is a PINN? Physics-Informed Neural Network
We employ two (or more) NNs that share the same parameters

Generally speaking, the idea of PINN is to employ two or more neural networks

that share the same parameters. In addition, the objection function is to minimize the

sum of mean squared errors of original neural network and those of partial derivatives.

In this way, we can make full use of the synergy between machine learning and classi-

cal computational physics to solve some high dimensional partial differential equations

without encountering the curse of dimensionality. More importantly, this approach is

feasible because the PINN approximation theorem guarantees that feed-forward neural

nets with a sufficiently large enough number of neural nodes can simultaneously and

uniquely approximate any partial differential equations and their partial derivatives.
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