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Abstract 

 

Particle and ion separations in the gas phase are typically based upon ion mobility 

(K), also often called the electrical mobility, or simply, the mobility. The mobility is the 

proportionality coefficient between the steady velocity a particle (charged) moves with and 

the magnitude of an applied external electric field driving motion.  At low electric field 

strengths, particles are in thermal equilibrium with ambient gas molecules, and the mobility 

is a constant value independent of field strength.  Under these conditions, the mobility is 

largely a function of particle size, and can be linked to particle diameter.  Meanwhile, at 

high electric field, the translational kinetic energy of charged particles and ions exceeds 

the thermal energy of gas molecules, and this leads to deviations from thermal equilibrium. 

Under these conditions the mobility is a function of the field strength, specifically the ratio 

of the field strength to the gas number density (E/N).  

The goal of the studies described here was to exploit ion mobility measurement 

principles in numerous new ways, at both low and high field strengths, to develop particle 

analysis techniques amenable not only to aerosol particles, but also to particles from liquid 

suspensions introduced into the gas phase via sprays. The first portion of my dissertation 

research focuses on an air-jet nebulizer-IMS system consisting of a nanoparticle nebulizer 

(NPN), a differential mobility analyzer (DMA), and a condensation particle counter (CPC) 

for the size analysis of chemical mechanical planarization (CMP) slurries. For silica 

slurries, an air-jet nebulizer-IMS system showed better repeatability and capability for 

multimodal size distributions. For non-silica slurries, the air-jet nebulizer-IMS system, 

DLS, and EM differed from each other with peak size shifts of 10 nm or less.  
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The second portion of my dissertation focuses on an IMS-IMS system consisting 

of two nano DMAs to examine vapor binding to protein molecules in the gas phase.  These 

experiments were performed to determine if vapor binding, leading to mobility shifts, was 

vapor and protein specific, which would lead to expanded separation capabilities with IMS.  

In the experiments, the first DMA determined the mobility of protein ions at atmospheric 

pressure conditions and the second DMA examined shifts in their mobility after the 

introduction of condensable vapor molecules.  It is found that low charge state protein ions 

adsorb water, nonane, and 1-butanol vapor molecules and the affinity of protein ions to 

nonane is shown to be higher than to butanol or water when - Köhler theory is applied to 

experimental results. 

The third portion of my dissertation research focuses on an IMS-DMS system 

consisting of a DMA and a field asymmetric ion mobility spectrometer (FAIMS). This 

system allows a tandem mobility analysis by separating ions both at low field limit and at 

high field limit.  Importantly DMA-FAIMS analysis also enables determination of the 

actual mobility versus E/N function in a single system.  This study also results in the 

realization of a DMA-FAIMS system and demonstrates the capability of separating ions 

with the same mobility; benefitting analysis methods in atmospheric new particle formation 

events and detection of pesticide volatility.  

The last portion of my dissertation focuses on a Langevin dynamics simulation of 

particulate film deposition with polydisperse and agglomerated particles. While distinct 

from the other studies in that it is numerical, the simulations depend upon modeling particle 

equations of motion, which are also the fundamental equations governing IMS separation.  

Simulation-deposited films are characterized based their porosities and pore size 
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distributions which are incorporated into calculation of thermal conductivities. The results 

suggest that the pore size distribution is highly dependent on porosity regardless of other 

parameters and particle deposited films can achieve comparable thermal conductivities to 

conventional aerogels.  
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Chapter 1. Introduction  

Characterization of charged particles or ions in the gas phase based on their 

mobility is a measurement approach of central importance in aerosol science and in 

chemical physics (Mason and McDaniel, 1988a, Cohen and Karasek, 1970).  The mobility 

is the proportionality coefficient for an ion or charged particle between its velocity and an 

external electric strength in a bath gas. The prevalence of ion mobility spectrometry (IMS) 

can be explained in part by its fast measurement time, instrumental simplicity, and 

portability which make it highly advantageous in real time detection of drugs, chemical 

warfare agents, explosives, and pollutants (Makinen et al., 2010, O’Donnell et al., 2008, 

Kafle et al., 2016, Ewing et al., 2001, Eiceman and Stone, 2004, Covington et al., 2015, 

Roehl, 1991).  

IMS, and charged particle measurements in the gas phase, also generally provide 

easy-to-interpret information, and for this reason, many seminal discoveries of the past 

century utilized such measurement principles.  IMS hinges upon a balance between 

electrostatic forces and drag forces acting on a moving object.  In the early 1900s, 

implementation of IMS led to discoveries including but not limited to Millikan’s oil droplet 

measurements (Millikan, 1911, Millikan, 1923) which determined the charge of a single 

electron, verified Stokes’s law within the continuum limit, and determined the slip 

correction factor for Stokes law.  Cloud chamber experiments (Wilson, 1933, Wilson, 1912, 

Wilson, 1911), also leveraging the properties of charged particles and ions in the gas phase, 

served as the very first sub-atomic particle detectors.  IMS still plays an important role in 

fundamental measurements in chemical physics (Cumeras et al., 2015a), and there 

continues to be numerous efforts to improve IMS performance and expand its applications, 
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including development of new system designs (planar to cylindrical, higher sheath flow 

rate, high frequency wave forms, higher field strength, smaller channel size, different 

carrier gas, etc.; Krylov, 2003, Rosser and De La Mora, 2005, Miller et al., 2001, Barnett 

et al., 2000), and advances in theorical and analytical models (charging kinetics, diffusion 

broadening, and collision coefficient; Stolzenburg and McMurry, 2008, Li et al., 2020b, 

Thajudeen et al., 2012, Gopalakrishnan and Hogan Jr, 2011).  

The use of IMS as a hyphenated system with other techniques such as electrospray 

ionization, air-jet nebulizer,  liquid chromatography, and mass spectrometry has also been 

shown to be an effective method to extend the applications of IMS (Jeon et al., 2016c, Fenn 

et al., 1989, Baker et al., 2010, Thomas et al., 2016, Cumeras et al., 2015b). One of most 

widely used hyphenated systems is an ion mobility-mass spectrometry (IM-MS).  In IM-

MS system, analytes are classified based on their mobility by an IMS and a mass 

spectrometer then measures the mass-to-charge ratio (m/z) of mobility selected ions.  This 

yields two-dimensional analysis in both mobility and mass. IM-MS techniques are used in 

the detection of biomolecules, viruses, and volatile organic compounds (VOCs; Valentine 

et al., 2006, Armenta et al., 2011, Hogan and de la Mora, 2011).  However, mass 

spectrometers remain expensive and are difficult to make portable.  There are several IMS 

based hyphenated systems which have not been fully explored including combinations of 

mobility analyzers themselves such as differential mobility analyzers (DMAs) and field 

asymmetric ion mobility spectrometers (FAIMSs). Furthermore, IMS can function as a 

powerful analysis tool for hydrosol samples when it is connected to improved 

aerosolization sources (Jeon et al., 2016c, Jeon et al., 2016b). Motivated by the unexplored 

potential of IMS in hyphenated methods and in optimizing aerosol technology for chemical 
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analysis, the purpose of the studies carried out in this dissertation are to implement newly 

hyphenated systems and to optimize already existing systems to expand the usage of gas 

phase ion mobility spectrometry technologies. 

  

1.1 Ion mobility spectrometry  

When an electric field (𝐸) is applied in a gas laden with ions or charged particles, 

the drift velocity (𝑣𝑑) of the ions or particles is determined by a balance between the 

electrostatic force and drag force on the ion/particle. In low Reynolds number and low 

Mach number limit, the drift velocity can be determined by first examining the force 

balance equation on a particle: 

m
𝑑𝑣𝑑

𝑑𝑡
= −𝑓(𝑣𝑑 − 𝑢) + 𝑞𝐸        (1.1) 

where m is an ion/particle mass, 𝑓 is the friction factor of an ion/particle, u is the velocity 

of the fluid, and q is charge of an ion/particle. For ions/particles with nanometer scale, the 

inertia term on the left side can be neglected, simplifying equation (1.1) into equation (1.2): 

𝑓(𝑣𝑑 − 𝑢) = 𝑞𝐸 .         (1.2) 

In equation (1.2), the proportionality factor between 𝑣𝑑 and E, which is called ion/particle 

mobility (K), is given by  
𝑞

𝑓
.  The friction factor for particles/ions depends on the 

collisionality of gas molecules as they approach the particle.  Collisionality is determined 

by the Knudsen number (𝐾𝑛), which is the ratio of particle radius (𝑎𝑝) to mean free path 

of gas molecules (λ). For particles significantly larger than the mean free path of gas 

molecules (𝐾𝑛 → ∞), 𝑓 is determined via Stokes’s law (Fuchs and Stechkina, 1962): 

𝑓𝑐 = 3𝜋𝜇𝑑𝑝          (1.3) 
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where ‘c’ indicates the continuum (fully collisional) limit, 𝜇 is the gas dynamic viscosity, 

and 𝑑𝑝 is particle diameter. The friction factor in the free molecular (collisionless) limit 

(𝐾𝑛 → 0) is determined as follows (Epstein, 1924, Tammet, 1995, Mason and McDaniel, 

1988a, Zhang et al., 2012b, Larriba and Hogan Jr, 2013, Revercomb and Mason, 1975a): 

𝑓𝐹𝑀 =
4

3
𝜌𝑐̅Ω          (1.4) 

where ‘FM’ indicates the free molecular limit, 𝜌 is density of the gas, 𝑐̅ is the mean thermal 

speed of the reduced mass of ions/particles and gas molecules, and Ω is the collision cross 

section of ions/particles. For particles with known density and spherical structure, the 

collision cross section can be expressed as follows: 

Ω =  ξπ
𝑑𝑝

2

4
         (1.5) 

where ξ is the momentum transfer coefficient between ion/particles and gas molecules 

(Millikan, 1923, Rader, 1990, Kim et al., 2005, Ku and de la Mora, 2009, Hogan and de la 

Mora, 2011, Larriba et al., 2011b). ξ  is empirically determined as 1.36 at standard 

conditions but also inferred by comparison of equation (1.4) and equation (1.6) which 

describes the friction factor in the transition regime between two limits via Stokes-Millikan 

equation (Millikan, 1911):   

 

𝑓 =
3𝜋𝜇𝑑𝑝

𝐶𝐶(𝐾𝑛)
         (1.6) 

Cunningham slip correction factor (𝐶𝐶(𝐾𝑛)) corrects the deviation of small ions/particles 

from the no-slip boundary condition of Stokes’s law and is written as (Cunningham, 1910): 

𝐶𝑐(𝐾𝑛) = 1 + 𝐾𝑛 ∗ (𝐴1 + 𝐴2 exp (
−𝐴3

𝐾𝑛
))     (1.7)  
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where A1, A2, and A3 are empirically determined constants (Davies, 1945a). Equation (1.6) 

converges to equation (1.3) and (1.4) at each limit. Hence, the mobility of ions/particles 

not in the free molecular regime can be written as follows: 

𝐾 =
𝑞𝐶𝑐

3𝜋𝜇𝑑𝑝
         (1.8) 

In the free molecular regime, the mobility of spherical ions/particles is described as: 

𝐾 =
𝑞

4

3
𝜌𝑐̅1.36π

𝑑𝑝
2

4
 

        (1.9) 

Additional corrections are needed in equation (1.9) for small particles to account for the 

finite size of gas molecules (𝑑𝑔; Larriba et al., 2011b). As noted on the previous page, to 

ensure the validity of equations (1.8) and (1.9), the particles or ions must be in the low 

Mach number limit. Stated differentially, ion/particle mobility can be determined by 

equations (1.8) and (1.9) at low electric field strengths where ions/particles are in thermal 

equilibrium with ambient gas molecules, and the gas molecule mean thermal speed is 

significantly higher than the drift velocity. Under this condition, gas molecule particle 

collisional velocities are largely determined by the thermal energy of the gas, and the 

impinging gas molecule velocity distribution is determined by the thermal equilibrium 

distribution with the superposition of a small drift component from the electric field 

(Mason and McDaniel, 1988a). Therefore, the steady-state drift velocity is usually 

determined in a short time after a few collisions with gas molecules, enabling the use of 

constant K based on equation (1.8) and (1.9). In contrast, at high electric field ions/particles 

drift much faster than the mean thermal speed of the surrounding bath gas. At extremely 

high field strengths, gas molecule-particle collisional velocities are governed by the electric 

field and the effect of thermal energy significantly deceases in this high field limit. K, 
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therefore, cannot be considered as a constant but is a function of the ratio of electric field 

to the number density of gas molecules (N).  Often, this function is expressed as follows 

(Mason and McDaniel, 1988b): 

K (
𝐸

𝑁
) =  𝐾0

𝑁0

𝑁
(1 + 𝛼2 (

𝐸

𝑁
)
2

+ 𝛼4 (
𝐸

𝑁
)
4

+ ⋯)    (1.10) 

where 𝐾0 is the standard mobility at low field limit (which is determined by equation (1.8) 

or (1.9)), 𝑁0 is gas number density at standard conditions, and 𝛼2 and 𝛼4 are parameters 

which are ion/particle chemical composition, size, gas molecule chemical composition, and 

gas temperature dependent, and are usually fit (not calculated) to describe mobility 

variation as a function of E/N (Ellis et al., 1976, Ellis et al., 1978, Viehland and Mason, 

1995). Noticeably, K is not a function of individual E or N since the drift velocity is 

determined by the acceleration magnitude determined by E and acceleration time between 

collisions which is inversely proportional to N (Tyndall, 1938, Mason and McDaniel, 

1988a). The unit for E/N is denoted as townsend (Td) where 1Td =  10−17 𝑉/𝑐𝑚2 

(Huxley et al., 1966). The electric field is considered to be at low field limit when the field 

energy gained from E is significantly smaller than thermal energy by the gas and to be at 

high field limit when the inequality is reversed (Revercomb and Mason, 1975a).  

With the definition of mobility noted, ion mobility spectrometry (IMS) is an 

analytical technique that separates ionized analytes in the gas phase based on their mobility. 

Conventional ion mobility spectrometers (IMSs) separate analytes based on the constant 

ion mobilities at low field limit. Drift tube Ion mobility spectrometers (DTIMSs) and 

differential mobility analyzers (DMAs) are conventional IMSs. Differential mobility 

analyzers (DMAs) are the most commonly encountered type of spatial spectrometer; they 

are widely used in aerosol science. In DMAs (depicted in Figure 1.1) fluid flow drives 
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analyte motion in one direction (and all analytes move at the same speed in this direction) 

and an external constant electric field drives mobility dependent analyte motion in an 

orthogonal direction (Chen et al., 1998). Analytes hence take mobility dependent 

trajectories, i.e. they are spatially separated.  The instrument inlet and outlet are at precise 

points, and because of these spatially dependent trajectories, only analytes of a specific 

mobility (or falling within a specific mobility window) are transmitted from inlet to outlet.  

The mobility selected for transmission can be easily tuned in a DMA by increasing or 

decreasing the strength of the applied electric field.   

 

 

Figure 1.1 A schematic diagram of the operating principle of a differential mobility 

analyzer.    

 

Conversely, similarly named differential mobility spectrometers (DMSs) classify 

analytes based on the difference in ion mobility at low field and high field, which is 

measured by applying a time-dependent, asymmetric electric field as shown in figure 1.2 

(hence DMSs are also called FAIMSs, field asymmetric ion mobility spectrometers).   
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FAIMSs utilize this dependency of mobility on E/N to separate gas-phase ions. In a FAIMS 

system, alternating high and low electric fields are generated by a waveform generator and 

applied to a set of plates or concentric cylindrical electrodes. A high electric field (Eh), 

generated upon application of the maximum voltage to a FAIMS unit (called the dispersion 

voltage, DV), is applied for a shorter period of time (th) and a low electric field (El),  is 

applied for a longer time (tl). Over a period, the absolute values of Eh th and  Eltl are equal. 

If mobility was not a function of field strengths, all ions would be transmitted through the 

device.  However, since the mobility of an ion differs at Eh and El, ions begin to drift to one 

of the electrodes and finally reach the surface of an electrode as shown in Figure 1.2(a). 

Ions depositing on an electrode can be transmitted through the system by applying a small 

dc potential called the compensation voltage (CV) as shown in Figure 1.2 (b); the field 

brought about by  CV application can cancel out the ion drift towards an electrode.  CV is 

hence a function of the difference between an ion’s mobility at low field and at high field 

strengths.  A FAIMS can transmit particular ions allowing separation of ions by adjusting 

CV. 

 

 

Figure 1.2 (a) A trajectory of an ion in FAIMS without compensation voltage (b) A 

trajectory of an ion in FAIMS with compensation voltage applied. 
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1.2 Dissertation summary 

 

After this introductory chapter, there are three chapters focusing on IMS 

hyphenated techniques, i.e. the development of a new technique or optimization of an 

existing technique requiring separation of charged particles in the gas phase based upon 

their physical chemical properties.   

Chapter 2 focuses on the characterization of CMP slurry particles utilizing the IMS 

system consisting of an air-jet nebulizer, a differential mobility analyzer (DMA), and a 

condensation particle counter (CPC). This study compared the size distribution of 8 

commercial slurries including SiO2, Al2O3, ZrO2, and CeO2 to those obtained by dynamic 

light scattering (DLS) and electron microscopy (EM). Further evaluation on the system 

was conducted to demonstrate the conversion process of aerosol concentration to hydrosol 

concentration and to examine the distortion of particle size distribution by agglomeration 

and non-volatile residue (NVR) particles during the aerosolization process.  

Chapter 3 utilized an IMS-IMS system consisting of two nano DMAs to investigate 

vapor uptake by low charge state protein ions. Ion mobilities of protein ions in low field 

strength measurements are single scalar values and can be affected by Coulombic 

stretching. Here, we used a nano particle nebulizer and a Kr-85 source to maintain the low 

charge states on the surface of protein ions. Through tandem IMS measurements, we 

measured the mobility shifts of protein ions with introduction of vapor molecules (water, 

nonane, and 1-butanol) in addition to their mobility at low field strength.  

Chapter 4 implements an IMS-DMS system consisting of a half mini DMA and a 

field asymmetric waveform ion mobility spectrometry (FAIMS), wherein a half mini DMA 

separates ions based on mobility at low field strengths, after which the FAIMS separates 
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ions based upon the differences in mobility at low field strength and high field strength. In 

this study, tetrabutylammonium iodide (TBAI), tetraheptylammonium bromide (THAB), 

tetradecylammonium bromide (TDAB), and tetradodecylammonium bromide (TDDAB) 

were aerosolized and ionized by an electrospray. Then, they were analyzed by the DMA 

and by the FAIMS consecutively. The mobility dependency of 4 ions were predicted based 

on the truncated form of 𝛼 function shown in equation (1.10).  

Chapter 5 is a standalone simulation study on the deposition of particulate films 

expanding up a study performed by a former member of our lab (Lindquist et al., 2014). 

Aerosol deposition methods yield sub micrometer thin films and the structures of the 

resulting films depend on the physics of particle transport to the substrate and the 

characteristics of the primary particles. This study investigated the effects of polydispersity 

and morphology of particles on the properties of deposited particulate films formed via 

Langevin dynamics simulation. The pore size distribution and the porosity of the films 

were analyzed, and a gas thermal conductivity model was developed to consider non-

continuum effects in the pores. The calculated thermal conductivity was compared to 

measured thermal conductivities of silica aerogels determined from previous studies.  
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Chapter 2. Size Distribution Monitoring for Chemical Mechanical 

Polishing Slurries: An Intercomparison of Electron Microscopy, 

Dynamic Light Scattering, and Differential Mobility Analysis 

Adapted from: Jihyeon Lee, Siqin He, Guanyu Song, and Christopher J. Hogan Jr. "Size 

distribution monitoring for chemical mechanical polishing slurries: An intercomparison of 

electron microscopy, dynamic light scattering, and differential mobility analysis." Powder 

Technology 396 (2022): 395-405. 

 

Abstract: In chemical mechanical planarization (CMP), a particle slurry is used to polish 

semiconductor wafers.  Key to its performance is the size distribution of the particles. We 

evaluate the potential of an aerosol technique, namely differential mobility analysis (in a 

liquid nanoparticle sizer, LNS, system) to characterize size distributions of CMP slurries. 

LNS measurements are compared to size distributions inferred from electron microscopy 

(SEM), and dynamic light scattering (DLS).  LNS measurements are more repeatable than 

DLS measurements, and for 4 silica slurries, LNS distributions are in better agreement with 

SEM measurements than DLS.  We find also that the LNS can quantify multimodal size 

distributions.  For non-silica slurries, LNS, DLS, and SEM measurements have geometric 

mean diameters which can vary from another by 10 nm or more.  However, because each 

measurement type is internally consistent, the combination of LNS and DLS, which are 

automated, yields augmented information on slurry properties.   
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2.1 Introduction 

Chemical mechanical planarization (CMP) has been widely used in the integrated 

circuit (IC) industry since its development in the 1980s. A slurry is utilized in CMP, which 

consists of abrasive nanoparticles, an oxidizer, and organic compounds in deionized water.  

Prior research has examined the effects of the abrasive nanoparticle size on the removal 

rate in CMP. (Xie and Bhushan, 1996, Wang et al., 2020, Pohl and Griffiths, 1996, Gandhi 

and Borse, 2004, Choi et al., 2004, Bastaninejad and Ahmadi, 2005, Basim et al., 2000) .  

In general, large particles (either large primary particles or agglomerates of smaller 

particles) can cause defects on the wafer (Remsen et al., 2006, Kim et al., 2006) through 

their action with the surface. The particle size distribution parameters are significantly 

correlated to microscratch performance. (Eckhardt et al., 2019) The CMP process is 

therefore extremely sensitive to the size and shape distribution of the nanoparticles in the 

slurry, and the cost of slurry manufacturing accounts for nearly 50% of the total cost of the 

entire polishing process (Philipossian and Mitchell, 2003).  Regular characterization of the 

complete size distribution of particles in slurries, i.e. not only the mean particle size but 

size, polydispersity, and distribution modality, is necessary to ensure repeatability of CMP 

processes. 

 The nanoparticles in slurries are commonly metal oxides, including but not limited 

to silica (SiO2), alumina (Al2O3), titania (TiO2), zirconia (ZrO2), and ceria (CeO2).  

Commercially applied CMP slurries typically do not contain highly monodisperse particles, 

which are prohibitively expensive to synthesize at the volumes required industrially. 

Instead, modestly-to-highly polydisperse suspensions wherein the particles may also be 

highly irregularly shaped are utilized.  Such broad and non-spherical particle size 
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distributions present a challenge in characterization, as conventional size distribution 

analysis methods, namely electron microscopy (EM, with size determination of single 

particles) and dynamic light scattering (DLS, where distributions are fit) are often tailored 

to spherical, low polydispersity and unimodal distributions.  There thus has been and 

continues to be a need to improve size distribution characterization techniques for CMP 

slurries, both in slurry product development and as a part of regular quality control 

processes. 

 In contrast to EM and DLS, aerosol size distribution measurement systems, 

specifically incorporating differential mobility analyzers (DMAs; Liu and Pui, 1974, 

Knutson and Whitby, 1975a) coupled with condensation particles counters (CPCs; 

Agarwal and Sem, 1980, McMurry, 2000, Stolzenburg and McMurry, 1991) and upstream 

particle charge modulation (Wiedensohler, 1988, Gopalakrishnan et al., 2015a), are 

capable of accurately analyzing polydisperse, multimodal particle size distributions in the 

2  nm – 500 nm mobility equivalent size range.  They are applicable to both spherical and 

irregularly shaped particles (Rogak et al., 1993, Gopalakrishnan et al., 2015b, Thajudeen 

et al., 2015). The DMA-CPC combination (often termed a scanning mobility particle sizer 

when the DMA is operated in a scanning mode; Wang and Flagan, 1990) would be 

advantageous to apply to CMP slurries, but its use first requires a hydrosol-to-aerosol 

conversion minimizing agglomeration and CMP slurry particle size change due to non-

volatile residue attachment.  A number of studies have previously demonstrated the 

hydrosol-to-aerosol conversion for aerosol based size distribution measurement along 

these lines.  However, they largely focus on monodisperse particles and combinations of 

monodisperse particles.  Key to these efforts has been the use of electrosprays to produce 
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small monodisperse droplets (De Juan and de la Mora, 1996, Lenggoro et al., 2002, 

Lenggoro et al., 2007, Li et al., 2020a) as well as nebulizers producing sub-micrometer 

droplets (Roth et al., 2015, Jeon et al., 2016c, Jeon et al., 2016b).  Here, we expand upon 

these efforts to demonstrate that aerosol based size measurement approaches can be applied 

to highly polydisperse and non-spherical CMP slurry particle characterization, for more 

broadly distributed particles in a broad size range from 4 nm – 150 nm.  Specifically, we 

utilize a unique small droplet size distribution nebulizer for hydrosol to aerosol conversion, 

with online dilution to reduce aerosolization-induced aggregation and non-volatile residue 

effects (Jeon et al., 2016c, Jeon et al., 2016b).  The CMP slurry-aerosol is then analyzed 

by a DMA-CPC combination, with a soft X-ray ionizer for particle charge modulation.  We 

compare aerosol measurements to both DLS and electron microscopy for 8 types of CMP 

slurries.   

 In describing the methods applied in the subsequent section we pay specific 

attention to the details of data inversion (Wiedensohler et al., 2012) utilized in aerosol 

measurements, examine the effect of droplet size distribution on the potential for particle 

agglomeration and non-volatile residue influences (Davidson et al., 2017, Li et al., 2011), 

and make efforts to correlate measurements to the concentration in the slurry (i.e. 

quantitative size distributions).  For these reasons, we believe the current study advances 

the application of aerosol instruments in colloidal analysis.  At the same time, we do note 

there have been several successful efforts to apply aerosol technology to CMP slurry 

analysis, though such studies do point to the need for a more systematic investigation for a 

wider variety of CMP slurries (i.e. the present study).  Kim et al. (2010) appears to be the 

first effort to apply aerosol instruments for CMP slurry characterization, measuring the size 
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distribution of a silica sample and three ceria samples.  They utilized a rather standard air-

jet nebulizer with a commercial DMA-CPC system and compared measurements to a static 

light-scattering (SLS) system.  Particles fell largely within the 100 nm -300 nm size range 

(on the larger side for CMP slurries).  Good agreement was found between DMA-CPC and 

SLS system for silica, but unresolved differences in size distributions were observed 

between the two measurement systems for ceria samples. Roth et al. (2015) used an 

electrospray for aerosolization and measured the sizes of alumina, silica, and ceria samples 

in the 10 nm – 100 nm range using EM, DLS, DMA-CPC, and SP-ICP-MS (single particle 

inductively coupled plasma-mass spectrometry) and further estimated nanoparticle 

concentration using DMA-CPC, SP-ICP-MS, and ICP-OES.  While their reported sizes 

and concentrations agreed reasonably well with one another, full size distributions were 

not reported from measurements, which are critical for CMP slurries.  Jang et al. (2016) 

aerosolized CMP slurry particles using an air-jet nebulizer and measured particle size 

distributions in the 10 nm – 300 nm size range using a DMA-CPC,  two distinct DLS 

systems, and EM for a ceria slurry and 3 silica slurries.  Agreement in size distribution was 

improved between instruments in this study, but information on potential for agglomeration 

during aerosolization, non-volatile residue, and on the DMA-CPC data inversion routine 

applied was not provided.  Similarly, Shin et al. (2019) measured size distributions of  

standard silica dispersions in the 10 nm – 300 nm size range using a DMA-CPC, DLS, and 

EM, using an air-jet nebulizer and a similar nebulizer to that applied in the present study.  

They uniquely found that DLS results were concentration-dependent but found good 

agreement between the DMA-CPC and EM measurements for the narrowly distributed 

silica suspensions studied.  Finally, Kwak et al. (2020) measured the size distribution of 
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standard colloidal silica particles (20 nm and 80 nm) and two commercial ceria slurry 

abrasives below 10 nm in size using an air-jet nebulizer-DMA-CPC system, an 

electrospray-DMA-CPC system, and EM analysis. They highlight the importance of 

generating small droplets, as the air-jet nebulizer led to agglomeration during 

aerosolization, while with the electrospray, pH adjustment was required for dispersion 

stability. This study expands upon these prior works through (1) demonstrating use of a 

volume standard to infer nanoparticle concentration in the slurry from DMA-CPC 

measurements, (2) describing important details on the data inversion process applied and 

any sample-specific methods needed for a wider range of samples than tested previously, 

and (3) advancing methods to estimate the potential for agglomeration and non-volatile 

residue incorporation during the aerosol-to-hydrosol conversion. 

 

2.2 Methods  

We measured the size distribution of CMP slurry particles using an air-jet 

nebulizer-DMA-CPC system, a DLS system, and an EM system.  We examined the size 

distribution for 4 distinct SiO2 slurries, one Al2O3 slurry, a TiO2 slurry, a ZrO2 slurry, and 

a CeO2 slurry.  Each commercial water-based slurry was purchased from Nyacol Nano 

Technologies, Inc.  The manufacturer sample names, manufacturer provided nominal size, 

and refractive index for the materials are summarized in Table 2.1. The refractive index for 

SiO2, Al2O3, and TiO2 were taken from the MALVERN reference guide and those for ZrO2 

and CeO2 were taken from previous studies. (Wood and Nassau, 1982, Chiu and Lai, 2010) 

Beyond the additional sample preparation steps noted for each measurement system, 

samples were examined without modification.  
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Table 2.1 Sample name, material, data sheet provided sizes (diameters), dilution ratios for 

LNS (DMA-CPC) and DLS measurements, and real refractive index for the tested CMP 

slurries. 

Sample 

name 
Material 

Nominal 

Size (nm) 

LNS dilution 

ratio 

DLS 

dilution 

ratio 

Refractiv

e 

Index 

Dp7525 SiO2 20-30 1000:1 1000:1 1.54 

DP7560 SiO2 50-60 1000:1 1000:1 1.54 

DP7590 SiO2 90-110 1000:1 1000:1 1.54 

50ZKDI SiO2 40-60 10:1 10:1 1.54 

Al25HP Al2O3 70-80 1000:1 1000:1 1.77 

Tisol A TiO2 20 1000:1 1000:1 2.59 

Zr10020 ZrO2 100 
30:1 

(Centrifugation) 
1000:1 2.17 

Ce8010 CeO2 70-80 
30:1 

(Centrifugation) 
30:1 2.20 

 

 

2.2.1 An air-jet nebulizer-DMA-CPC  

       In air-jet nebulizer-DMA-CPC measurements, particles are nebulized under 

conditions wherein there are fewer than one particle per droplet, and droplet evaporation 

yields aerosol particles originally from a hydrosol, which are subsequently analyzed via a 

DMA-CPC combination with bipolar charging carried out prior to DMA measurement. For 

these measurements, we employed the Kanomax FMT 9310 liquid nanoparticle sizer 

(referred to as LNS hereafter), which incorporated a nebulizer containing an impactor to 

remove large droplets (nanoparticle nebulizer, NPN), an online water dilution system prior 

to nebulization, a soft X-ray bipolar charger (Shimada et al., 2002, Liu et al., 2020) to 

ionize particles, and a DMA and butanol based CPC.  The LNS system target liquid particle 

concentration range is 3x107-3 x1011 # mL-1
 after all dilution; however, the number 

concentration in samples is unknown prior to measurement.  Therefore, for all samples, a 

1000:1 dilution (with ultrahigh purity water, Smith Engineering Inc) was performed offline, 
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prior to system injection.  For samples where particles were not detected at this dilution 

level, the extent of dilution was progressively reduced until a signal was detected.  The 

eventual dilution ratios applied are noted in Table 2.1.  Samples of silica, alumina, and 

titania were directly measured by the LNS system after the dilution.  We found that zirconia 

and ceria required additional preparation for LNS measurements due to the presence of 

excess non-volatile residue (NVR) particles, formed from non-volatile solutes within 

empty droplets.  Many more empty droplets are produced than particle-containing droplets 

(a requirement to avoid aerosolization induced agglomeration), and NVR particle signal 

can overwhelm actual particle signal if the NVR particles are too large.  To reduce NVR 

levels, we centrifuged the zirconia and ceria samples for 20 minutes at 8000 rpm in a 

centrifuge (Eppendorf 5418). The deposited material at the bottom of the centrifuge vial 

was mixed with 30 ml of ultrapure water.  All samples were prepared immediately before 

measurement to minimize the effects of environmental changes brought on by dilution (e.g. 

pH changes).  

       During LNS measurement, each sample was first injected into the NPN using a 

peristaltic pump and was diluted by its online dilution with ultrapure water.  We used 

sample flow rates in the range of 50-100 𝜇L min-1 and dilution flow rates in the range of 

100-200 mL min-1 to obtain online dilution ratios of 1000:1 to 2000:1 (hence total dilution 

factors in excess of 106 for many samples).  A subsample of the diluted flow at a flow rate 

of 1-2 mL min-1 was then dispersed into a carrier gas of clean dry air flow at 0.6-0.8 L min-

1 and the mixture of sample and the gas passed through the nebulizer, yielding small 

droplets. Large droplets (nominally larger than 500 nm) were removed by an impactor 

positioned right in front of the nebulizing disk.  The resulting small droplets were 
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introduced to an evaporator held at 70 °C. After droplet evaporation, an additional clean 

gas flow of 1.0 L min-1 was mixed with the sample flow, and 1.5 L min-1 of the resulting 

aerosol flow was directed to the DMA (Length:10.00 inch, inner radius: 0.70 inch outer 

radius: 1.00 inch). The excess flow was vented directly before the outlet of the nebulizer. 

Only 0.6 L min-1 of this flow was sampled first into an ionization region for bipolar 

charging (with soft X-ray generated ions; Shimada et al., 2002), and then into the DMA, 

which was operated with a recirculating sheath flow rate of  6 L min-1 of air at 300 K and 

atmospheric pressure.  DMAs act as mobility filters and 0.6 L min-1 of nearly monomobile 

particles were transmitted through the DMA to a CPC for detection.  By stepping the 

voltage on the DMA with a log-linear slope of 0.0718 from 3.25 V – 4.77 kV with 

measurement times of 2 seconds per voltage, mobility spectra were collected.   Each sample 

was measured at two online dilution ratios (1000:1 and 2000:1) and 5 replicates were 

obtained at each dilution ratio.  As described subsequently, data inversion procedures were 

applied to determine particle size distributions from DMA-CPC measurements.  Inversion 

corrects for particle charge distribution effects as well as DMA transmission efficiency, 

and by comparison to measurement of a standard, yields slurry particle concentration.   

 

2.2.2 DLS measurements 

A Zetasizer Nano ZS (Malvern) was used for DLS measurements. Before 

measurements the real and imaginary refractive index were input into the Malvern software 

operating the instrument for each material. For all measurements the dispersant was 

ultrapure water with temperature of 298 K, viscosity of 0.8872 cP, and a refractive index 

of 1.33. The sample temperature was set as 298 K and the equilibration time was set as 30 
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seconds. The cells used for measurements were disposable cuvettes (DTS0012, Malvern). 

The measurement angle was 175° backscatter and 5 consecutive measurements were made 

for each sample. Replicates (for a single measurement) were generated by the system which 

automatically determined the appropriate number of runs per replicate. Each individual run 

required a minimum duration of 10 seconds. The Malvern software provided the intensity 

distribution, the volume size distribution, and the number size distribution, which were 

normalized and used here without modification.  

 

2.2.3 EM measurements 

For EM sample collection, a Nano SpotLight system (model 9410, Kanomax FMT) 

was used, consisting of a NanoParticle Extractor (NPE, model 9410-00) and a NanoParticle 

Collector (NPC, model 9410-01; Eiguren Fernandez et al., 2014); the latter utilizes 

condensation to grow water droplets onto particles and subsequently inertial impaction to 

collect droplets onto a heated substrate. For nebulization the same offline and online 

dilution procedures as applied in LNS measurements were applied in EM sample 

preparation, and individual, unagglomerated particles were deposited in the system.  

Particles were deposited directly onto an EM substrate, and after the collection process, the 

substrates were coated with 1-3 nm of Gold or Iridium layers before EM measurements 

using Hitachi SU8230 and FEI Helios NanoLab G4 (scanning electron microscope, SEM).  
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2.3 Data processing 

2.3.1 Data inversion process for Size Distributions from DMA-CPC Measurements 

The output data from the LNS system is the measured particle number 

concentration within each mobility equivalent size bin, 𝑁𝑀, where the size bin corresponds 

to the maximally transmitted singly charged particle size for the DMA voltage applied.  

While data inversion procedures for DMA-CPC measurements make use of more advanced 

algorithms to improve accuracy (Stolzenburg and McMurry, 2008, Stolzenburg, 1988, 

Stratmann et al., 1997, Jiang et al., 2011, Collins et al., 2004), here we adopted a simplified 

approach wherein the mobility distribution (Knutson and Whitby, 1975a), 
𝑑𝑁

𝑑𝑙𝑛𝑍𝑝
, in the 

aerosol is approximated by correcting the measured values with the transmission efficiency 

of the DMA 𝜀𝑇, the detection efficiency of the CPC 𝜀𝐷𝑒𝑡, and the charging efficiency of 

the bipolar charger 𝜀𝐶ℎ𝑔: 

𝑑𝑁

𝑑𝑙𝑛𝑍𝑝
 =  

𝑁𝑀

𝜀𝑇𝜀𝐷𝑒𝑡𝜀𝐶ℎ𝑔
     (2.1a)  

𝜀𝐷𝑒𝑡 is taken to be a value 1.0, as the CPC activation efficiency is high for particles in the 

size range examined(Liu et al., 2021), 𝜀𝐶ℎ𝑔  is calculated based on Wiedensholer’s 

regression model (Wiedensohler, 1988), and 𝜀𝑇 is the ratio of the aerosol flowrate to the 

sheath flowrate of 0.1.  Multiple charge correction, diffusional broadening (Stolzenburg, 

2018), and inlet/outlet effects (Mai et al., 2018) were omitted in the current data inversion.  

The mobility distribution function is subsequently converted to a size distribution 
𝑑𝑁

𝑑𝑙𝑛𝑑𝑝
 via 

the equation: 

𝑑𝑁

𝑑𝑙𝑛𝑑𝑝
=

𝑑𝑁

𝑑𝑙𝑛𝑍𝑝
(
𝑑𝑙𝑛𝑍𝑝

𝑑𝑙𝑛𝑑𝑝
)     (2.1b) 
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where 
𝑑𝑙𝑛𝑍𝑝

𝑑𝑙𝑛𝑑𝑝
 is based upon the Stokes-Millikan equation (Larriba et al., 2011b) and 𝑍𝑝 is 

also converted to 𝑑𝑝based on this equation.  For the size range of interest, primarily above 

10 nm, we neglected corrections for the gas molecule finite size.  This simplified approach 

is adopted in an effort to demonstrate that it can be used to yield size distributions for 

spherical particles in agreement with other methods, as well as accurate particle 

concentrations in slurries.   

 

2.3.2 Data inversion process for Colloidal Size Distributions from DMA-CPC 

Measurements 

 Jeon et al. (2016c) show that for a wide variety of particle types, LNS 

measurements can be used to determine a concentration of particles in the produced aerosol 

which correlates with the original colloidal concentration.  Here, we expand on this finding 

and present a general approach to link aerosol size distribution to colloidal (slurry) size 

distributions.  The original number concentration of particles in the slurry 𝑁𝑠𝑜𝑙  (sol 

particles) is linked to the aerosol number concentration (𝑁𝐴) through the dilution factor 

(𝐷𝐹, combining dilution prior to injection and online dilution) and the volumetric rate of 

liquid entering the evaporator after removal of large droplets by the impaction during the 

nebulization process, denoted as VAR: 

𝑁𝑠𝑜𝑙 =
𝑁𝐴𝑄𝐴𝐷𝐹

𝑉𝐴𝑅
     (2.2a) 

where 𝑄𝐴 is the aerosol flow rate leaving the nebulizer including the carrier gas flow rate 

(1.5 L min-1).  Equation (2.2a) can also be written in terms of volume fractions, i.e. the 

volume fraction of particles. The VAR of the NPN is first obtained by measuring the 
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volume concentration of aerosol particles 𝑉𝑠𝑜𝑙  in the slurry which is linked to the volume 

fraction in the aerosol 𝑉𝐴: 

𝑉𝑠𝑜𝑙 =
𝑉𝐴𝑄𝐴𝐷𝐹

𝑉𝐴𝑅
     (2.2b) 

By using the LNS system to measure a volume standard (CT Associates, Eden Praire, MN) 

of spherical silica particles, where 𝑉𝑠𝑜𝑙 = 5 × 1017𝑛𝑚3𝑚𝐿−1, or 0.0005 (dimensionless) 

with a peak diameter near 30 nm and a geometric standard deviation of 1.21, 𝑉𝐴𝑅 can be 

determined for different dilution factors and aerosol flow rates as: 

𝑉𝐴𝑅 =
𝜋𝑄𝐴𝐷𝐹𝑉𝑆

6𝑉𝑠𝑜𝑙
∫

𝑑𝑁

𝑑𝑙𝑛𝑑𝑝
𝑑𝑝

3𝑙𝑛(56𝑛𝑚)

𝑙𝑛(10𝑛𝑚)
𝑑𝑙𝑛𝑑𝑝   (2.2c) 

In equation (2.2c), the subscript “VS” denotes the dilution factor when measuring the 

volume standard, and the integral represents the third moment of the aerosol size 

distribution over an interval found relevant for particles for the volume standard 

(empirically) to approximate 𝑉𝐴.  The size distribution needed to determine 𝑉𝐴𝑅 for the 

volume standard is shown in figure 2.1.  Subsequently, with 𝑉𝐴𝑅 known, the slurry size 

distribution function 
𝑑𝑁

𝑑𝑙𝑛𝑑𝑝
|
𝑠𝑜𝑙

 can be determined via differentiation of equation (2.2a): 

𝑑𝑁

𝑑𝑙𝑛𝑑𝑝
|
𝑠𝑜𝑙

=
𝑄𝐴𝐷𝐹

𝑉𝐴𝑅

𝑑𝑁

𝑑𝑙𝑛𝑑𝑝
     (2.2d) 

where 
𝑑𝑁

𝑑𝑙𝑛𝑑𝑝
 is from the LNS measurement of the sample in question. 
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Figure 2.1 The size distribution of volume standard at dilution ratio of 103:1 

 

2.3.3 Particle counting in SEM images  

In examining SEM images we found the 4 colloidal SiO2 samples and the ZrO2 

sample contained particles which can be approximated as spherical, and the diameters of 

100 individual particles were used to construct histograms which were converted to 

normalized distributions by dividing by loge of the bin width employed (variable 

increments). Meanwhile, the TiO2 sample and Al2O3 sample were found to be highly non-

spherical.  While methods have been developed to infer gas phase mobility diameters from 

projections for agglomerated spheres (Chen et al., 2020, Thajudeen et al., 2015), such 

methods have not been generalized for arbitrary shaped particles.  However, prior work 

also suggests that the projected area equivalent diameter is a reasonable approximation for 
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the mobility diameter in the free molecular and transition regimes (Rogak et al., 1993), 

hence for these samples we elected to utilize ImageJ to estimate the projected areas for 

individual particles and use projected area equivalent diameters for comparison to DMA-

CPC and DLS measurements.  For TiO2, 72 particles were counted and for Al2O3, 100 

particles were counted. The SEM analyses for CeO2 particles were not conducted; as shown 

and discussed subsequently, for this sample, primary particles were not clearly discernable.   

 

Table 2.2 Geometric mean diameter, geometric standard deviation, and mode diameter of 

size distributions from LNS , DLS and SEM measurements. 

Sample 

Name 

LNS DLS SEM 

GMD 

(nm) 
GSD 

Mode 

(nm) 

GMD 

(nm) 
GSD 

Mode 

(nm) 

GMD 

(nm) 
GSD 

Mode 

(nm) 

DP7525 24.7 1.33 28.4 35.1 1.35 32.7 29.1 1.06 30.5 

DP7560 61.8 1.12 60.4 71.1 1.26 68.1 55.0 1.19 62.5 

DP7590 72.3 1.70 

1)37.9 

2)72.3 

3)103.7 

88.4 1.24 78.8 84.1 1.49 102.5 

50ZKDI 

 
37.1 2.00 

1)24.6 

2)69.8 

3)96.5 

76.5 1.66 78.8 44.2 1.89 63.0 

Al25HP 47.2 1.51 48.7 68.5 1.36 58.8 55.6 1.28 58.0 

TiSol A 12.4 1.37 13.3 10.3 1.30 10.1 19.3 1.94 16.0 

Zr10020 57.4 1.56 64.9 62.2 1.30 58.8 61.5 1.60 71.5 

Ce8010 36.2 1.39 37.9 44.1 1.32 37.8 NA NA NA 

 

2.4 Results & Discussion 

2.4.1 Size Distribution Intercomparison 

The geometric mean diameters (GMD), the geometric standard deviations (GSD), 

and mode diameters of LNS, DLS, and SEM measurements are summarized in table 2.2. 



 
 

26 

For distributions with multiple modes, a mode diameter is reported for each peak.  For 

GSD and GMD calculations of LNS measurements, the peak caused by NVR was excluded 

(discussed subsequently, this peak is clearly identifiable in LNS spectra).  We refer to table 

2.2 throughout the results and discussion as it provides a summary of each measured 

sample type.   

 Beginning with silica samples, Figure 2.2 shows the size distributions for each of 

the 4 examined samples by LNS, DLS, and SEM analysis.  SEM images are included for 

reference; particles deposit onto one another during the collection process and hence a large 

number of primary particles is present in each image.   Monodisperse silica size standards 

have been examined via differential mobility analysis previously, showing excellent 

agreement between SEM inferred diameters and mode diameters via differential mobility 

analysis (Kimoto et al., 2017), hence the strong agreement between LNS size distributions 

and SEM size distributions (which are first taken as a percentage in predefined size bins, 

and then normalized by the natural logarithm bin width, comparable to LNS measurements) 

is not surprising.  However, noteworthy is the disagreement between LNS and DLS 

measurements in terms of both mode diameter (or GMD) and GSD.  For example, for the 

DP7560 sample, the GMDs are 61.8 nm, 71.1 nm, and 55.0 nm for LNS, DLS, and SEM 

respectively, with GSDs of 1.12, 1.26, and 1.19 for the same measurement systems.  In 

general, we find DLS size distributions are skewed towards larger particle sizes, and more 

broadly distributed than either the LNS or SEM measurements, consistent with the 

observations of Jang et al. (2016).  Furthermore, the LNS facilitates detection and 

characterization of multimodal distributions, which are not detected in DLS and which 

require a large number of particles to be manually analyzed for proper detection in SEM 
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images.  For example, for the DP7560 and DP7590 samples, the LNS detects two non-

dominant modes and a main mode at 60.4 nm and 103.7 nm respectively while DLS detects 

a single mode for each sample. The first mode size of each sample (19.1 nm for the DP7560 

and 37.9 nm for the DP7590) by LNS was confirmed as actual particles by SEM analysis. 

The second mode within each sample a phantom caused by doubly charged particles. This 

can be determined as the mobility of this mode is half that of the dominant mode. This is 

further indicated by the absence of real particles in these size ranges within SEM analysis.  

In addition, for 50ZKDI LNS clearly has a trimodal distribution, while DLS shows a 

unimodal distribution, and SEM image shows a bimodal distribution where the two peaks 

agree reasonably well in size with the smaller two peaks in the LNS distribution.  The 

larger LNS peak is presumably due to agglomeration of particles considering the fact that 

the ratio of the mobility diameter of larger peak to the mobility diameter of second peak is 

1.29 which is in the range of the estimated mobility equivalent diameter of a dimer (Cho 

et al., 2007). however, this is likely agglomeration in the slurry sample itself.  As shown in 

Figure 2.3, adjustments to dilution ratio (increasing by a factor of 102) in LNS 

measurements did not change the size of this peak.  
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Figure 2.2 Size distributions of silica (SiO2) samples (a) DP7525, (b) DP7560, (c) DP7590, 

and (d) 50ZKDI by LNS (differential mobility analyzer), DLS, and SEM, respectively.  

SEM images are also displayed for collected particles from each sample. 
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Figure 2.3 The size distribution of 50ZKDI at different dilution ratios and an SEM image 

of the particles. The dilution ratio in the legend is the product of the online dilution ratio 

and the offline dilution ratio. 

 

To confirm the LNS ability to characterize multimodal distributions, we analyzed 

an intentionally mixed sample of DP7525, DP7560 and DP7590 by LNS and DLS.  To 

prepare this sample, we mixed a 1:1000 dilution of DP 7525, a 4:1000 dilution of DP7560, 

and a 9:1000 dilution of DP7590.  This mixture was diluted online by a factor of 2000 for 

LNS measurement and used as prepared for DLS.  Evident in Figure 2.4, the LNS sample 

is able to accurately identify all three original distributions, with a fourth smaller mode 

below 10 nm arising from NVR (and hence excluded).  Meanwhile, the DLS measurement 

again yields a single peak bridging the larger two particle modes, which is not an accurate 

characterization of this samples size distribution. This is consistent with the findings of 

Jeon et al. (2016c), who examined multimodal gold nanoparticle suspensions with sub- 30 

nm particles via LNS and nanoparticle tracking analysis, showing that the gas phase 
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measurement approach was uniquely successful in identifying bimodal distributions and in 

correctly identifying mode sizes.   

 

 
Figure 2.4 The size distribution of a mixture of 3 silica samples (DP7525, DP7560 and 

DP7590) as determined by LNS and DLS.   

 

Overall, silica slurry sample characterization suggests that the LNS is able to more 

accurately characterize slurry size distributions than DLS in terms of mode diameter, 

distribution span (characterized by the geometric standard deviation), and in instances 

where distributions are multimodal.  However, when analyzing slurry samples made of 

alternative material to silica and with clearly non-spherical particles, LNS and DLS 

measurements appear to become more complimentary to one another in describing the 

sample.    
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Figure 2.5 Size distributions of (a) alumina (Al2O3), (b) titania (TiO2), (c) zirconia (ZrO2), 

and (d) ceria (CeO2) samples by LNS, DLS, and SEM. SEM images are also displayed for 

collected particles from each sample.  
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Figure 2.5 displays the size distributions of alumina, titania, zirconia, and ceria by 

LNS, DLS, and SEM measurements, respectively, including corresponding SEM images. 

Consistent with prior examinations of alumina CMP slurries, (Zhang et al., 2010, Krause 

et al., 2018) alumina slurry particles are found to be irregularly shaped and disk-like in 

structure, hence their diameters in SEM images were equated with projected-area 

equivalent diameters. The GMDs by LNS, DLS, and SEM analysis are 47.2 nm, 68.5 nm, 

and 55.6nm, respectively, and for alumina, neither LNS nor DLS distributions are in strong 

agreement with SEM analysis. While the precise reason for this discrepancy is not clear, a 

possible reason for the disagreement between LNS and SEM measurements is that the 

orientations of particles in SEM images are distinct from the average orientations during 

mobility measurements. For example, depending on its orientation, the projected-area 

equivalent diameter varied from 42 nm to 68 nm when we examined at two particles having 

at least one identical dimension. Conversely, disagreement between LNS and DLS 

measurements may arise because differential mobility analyzer measurements yield a 

transition regime mobility diameter (which depends upon both the projected area and 

hydrodynamic diameter; Gopalakrishnan et al., 2015b, Carbone and Larriba-Andaluz, 

2021), while DLS measurements yield solely a hydrodynamic diameter.  In general, the 

projected area equivalent diameter is smaller than the hydrodynamic diameter 

(Gopalakrishnan et al., 2011).  However, for these two arguments to both hold 

simultaneously valid, the improved agreement between SEM and DLS over SEM and LNS 

would simply be a fortuitous coincidence.  

The SEM image of titania particles displays irregular and aggregated particles. 

Difficulties in utilizing SEM for size distribution characterization of non-spherical particles 
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is highlighted in the intercomparison of size distributions for the titania sample shown in 

Figure 2.5b.  The GMDs by LNS, DLS, and SEM are 12.4 nm and 10.3 nm and 19.3 nm, 

respectively. The size distribution by SEM analysis suggests that there are particles larger 

than 30 nm, but such particles are detected by neither LNS nor DLS. This discrepancy 

occurred because the primary particles of the titania sample cannot be clearly differentiated 

in the SEM image, suggesting that deposition of particles onto one another yields nearly 

indiscernible aggregates. Furthermore, as SEM data analysis relies on manual counting, 

the accuracy can be affected by the quality of the SEM images. This example serves as 

evidence that even SEM analysis cannot guarantee absolute accuracy of slurry particle size 

distributions. 

For zirconia particles and ceria particles the LNS reveals an NVR peak below 10 

nm, but the slurry particle distribution is still clearly evident.  For zirconia, the GMDs by 

LNS, DLS, and SEM are 57.4 nm and 62.2 nm and 61.5 nm, respectively, with DLS 

showing a narrower distribution than LNS.  For ceria particles, similar to titania, individual 

particles are not discernable in SEM, but to the point that it was not feasible to attempt 

recovery of the size distribution from SEM analysis. The ceria GMDs by LNS and DLS 

are 36.2 nm and 44.1 nm.  Overall, for titania, zirconia, and ceria, we find modest, but 

reasonable agreement between LNS and DLS measurements, suggesting that both are 

presumably equally useful in CMP slurry size distribution measurements.  We hence 

suggest that improved size distribution monitoring for such non-spherical particles would 

make use of both systems.  This would allow for subtler changes in size distributions to be 

detected, e.g. a shift in the ratio of GMD or GSD as determined by LNS and DLS may 
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suggest small changes to the particle physical properties and ultimately changes in the 

performance of the CMP slurry that might not be clear using a single measurement method. 

 

2.4.2 LNS System Characterization 

While advocating for the examination of slurry particles by the combined 

implementation of LNS and DLS, here we also discuss the system capabilities of LNS, as 

its use is much less widespread than DLS. In many ways, LNS system application 

resembles to application of electrosprays with mass spectrometry (Davidson et al., 2017, 

Hogan and Biswas, 2008a) or ion mobility spectrometry/differential mobility analysis (Li 

et al., 2011, Li et al., 2020a, Hogan and Fernandez de la Mora, 2011) to introduce analytes 

into the gas phase for measurement; it is necessary to maintain the size and shape of the 

analytes during the hydrosol-to-aerosol transition.  To assess aerosolization-induced 

agglomeration potential, we present a simulation approach, building upon Monte Carlo 

models utilized previously (Jeon et al., 2016c, Hogan Jr and Biswas, 2008) for a similar 

purpose. In a simulation, individual droplet diameters are sampled from a lognormal 

distribution function with input GMD and GSD values.  The number of analyte particles in 

a droplet is then determined from a Poisson distribution with the average frequency 𝜆 

calculated from equation (Lewis et al., 1994): 

𝜆 =
𝜋

6
𝑑𝐷

3𝑁𝑠𝑜𝑙     (2.3) 

where  𝑑𝐷  is droplet diameter and 𝑁𝑠𝑜𝑙  is the colloidal concentration within the liquid 

sample. Constituent particle diameters are sampled from a lognormal distribution by 

preassigned GMD and GSD obtained from SEM analysis for the material in question. 

When more than 1 primary particle is present within a droplet, forming an agglomerate, a 
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volume equivalent diameter is then calculated for the aerosol particle, with additional 

volume added to account for non-volatile residue (at a prescribed volume fraction). 

Droplets containing no particles are considered as NVR and their resulting diameters are 

determined by preassigned non-volatile solute volume fraction and the sampled droplet 

diameter. We made a comparison between simulated size distributions and a measured size 

distribution of DP7590. For the purpose of the study, preassigned values are as follows: 

hydrosol concentration of 6.24x1015 # mL-1, non-volatile solute concentration of 784 ppmv, 

droplet distribution GSD of 1.8, dilution factor varied from 103:1 to 106:1, and the droplet 

diameter GMD in the range of 0.5 𝜇m to 5 𝜇m. For particle size distributions, the local 

GMD and GSD of the main mode of DP7590 from SEM analysis were used; the values 

were 100 nm and 1.05, respectively.  For comparison we also utilized a GSD of 1.20 with 

all other parameters held fixed.  During investigation of dilution ratio, the GMD of droplets 

was held constant at 0.5 𝜇m. Conversely, to examine varying droplet GMDs, the sampling 

process was repeated at a 106:1 dilution factor and the resulting particle diameters were 

counted into 2.5 nm bins to construct a normalized size distribution, 
𝑑𝑁

𝑑𝑙𝑛𝑑𝑝
.  
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Figure 2.6 The simulated size distribution of DP7590 sample (a) at different droplet 

diameters and fixed dilution of 106:1 and (b) at different dilution ratios with a droplet 

geometric mean diameter of 0.5 𝜇m. (c) and (d) display analogous plots in (a) and (b), but 

with the particle geometric standard deviation artificially inflated to 1.20.  The measured 

size distribution by LNS is added for reference in all plots. The size distributions were 

normalized by the maximum value present above 10nm. 

 

Figure 2.6a shows the expected size distributions with varying GMDs for the 

droplets against the measured size distribution in this study. We note that the LNS 

measurement contains two smaller modes of particles, which were not input into 

simulations and are hence disregarded in comparison.  As expected, simulated larger 

droplet diameters increase the formation of agglomerates, magnify the effect of non-

volatile residue, and broaden the distribution, even at a high dilution factor. Figure 2.6b 

shows the expected size distributions at different dilution ratios in comparison to the 

measured size distribution. At the lowest dilution factor, a secondary peak due to 

agglomerates is observed. By increasing the dilution factor, the number of larger 

agglomerate particles decreases, indicating a reduction in agglomeration. Again, this is an 
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expected behavior and further emphasizes the importance of droplet size and dilution factor 

on distribution fidelity.  Compared to modeled size distributions, the actual distribution 

measured by LNS is narrower than smallest modeled droplet size and highest dilution 

factor. This indicates that LNS yields accurate size distribution of colloidal samples here 

and does so by generating small droplets and utilization of online dilution modules in the 

NPN. For comparison, Figures 2.6c and 2.6d display analogous results to Figure 2.6a and 

2.6b, respectively.  While the particle geometric standard deviation was artificially larger 

than in experiments, simulations reveal that with a higher GSD, using smaller droplets and 

larger dilution factors becomes even more important and size distributions become 

noticeable broader in these instances wherein dilution is insufficient.   

Additionally, measured distribution repeatability was examined for both LNS and 

DLS. Figure 2.7 displays the distributions of 5 replicates of 3 samples (DP7590, Zr10020, 

CE8010) by both techniques. For all 3 samples, the distributions by LNS are consistent 

across each of the 5 replicates and no peak shift is observed. In contrast, the DLS replicates 

are inconsistent. The peak diameters of Zr10020 shifts from 50.7 to 68.1 nm and those of 

Ce8010 move from 15.7 to 43.8 nm.  The clearer repeatability of the LNS measurements 

in comparison to DLS is attributable to the data inversion approach applied in both 

techniques.  Because LNS utilizes a single particle sensitive CPC and mobility 

measurements in specific channels, measurements for different size particles are largely 

uncorrelated (with the exception of instances with multiply charged particles).  Therefore, 

variations in large particle concentrations do not affect the distribution near the peak in 

LNS.  Conversely, DLS does not enable independent measurements of particle 
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concentrations in different size channels and variability across the distribution 

measurement can affect the entire distribution.(Nickel et al., 2014)    

 

 
Figure 2.7 The size distributions of repeated measurements for (a) silica DP7590, (b) 

zirconia Zr10020, and (c) ceria CE8010 by LNS and DLS. 
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Figure 2.8 The slurry size distribution of Al25HP inferred using volume standard 

measurements for two different LNS dilution ratios.    

 

Finally, measured distributions by LNS were utilized to calculate slurry sample 

original concentration, highlighting a key feature of LNS measurement. Figure 2.8 shows 

the slurry sample number distribution of Al2O3 as inverted by LNS. The aerosol size 

distribution was inverted to the hydrosol size distribution using equation (2.2).  The 

agreement for different dilution ratios observed highlights that LNS results where a volume 

standard has been measured a priori can be used to estimate the actual colloidal sample 

concentration and size distribution. Importantly, the volume standard measured at each 

dilution factor employed helps to correct for any changes in the aerosolization process at 

different dilution factors.  Accurate implementation of this analysis could greatly enhance 

the examination and quantification of slurry particle size distributions.  
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2.5 Conclusions 

We examined the size distributions of 8 different CMP slurry particle types using 

DLS and LNS (an air-jet atomizer-DMA-CPC system), using SEM imaging as a reference 

for measurements. For silica slurry particles, LNS measurement was shown to produce 

repeatable distributions well matched to SEM inferred distributions, and was able to 

accurately identify multimodal distributions. In contrast, DLS was unable to identify 

multimodal size distributions, and measured distributions tended to drift between repeated 

trials. More irregularly shaped materials proved more difficult to characterize via both DLS 

and LNS measurement, but because both measurement techniques yield size distributions, 

we suggest that for broadly distributed, irregularly shaped CMP particles, regular use of 

both measurements in characterization would enable improved process control. In addition 

to intercomparison of measurement techniques, we analyzed LNS system characteristics 

that can contribute to comprehensive examination of slurry particles. The hydrosol-to-

aerosol conversion process was simulated and compared to measured LNS distributions. 

Modeling indicated that LNS is able to prevent distribution distortions due to particle 

agglomeration by controlling the droplet size and utilizing online dilution.  LNS was also 

utilized to estimate hydrosol concentration from aerosol concentration. This calculation is 

as yet imperfect due to the limitations of the transfer function used during the data inversion 

process, but nonetheless does demonstrate the promising LNS capability to directly 

quantify size distributions in the liquid phase.  
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Chapter 3. Condensable Vapor Sorption by Low Charge State Protein 

Ions  

 

Adapted from: Jihyeon Lee, Brian H. Clowers, & Christopher J. Hogan Jr, Condensable 

Vapor Sorption by Low Charge State Protein Ions. Submitted to Analytical Chemistry. 

 

ABSTRACT: Measurement of gas-phase ion mobility of protein ions provides a means to 

quantitatively assess the relative sizes of charged proteins.  However, protein ion mobility 

measurements are typical singular values.  Here we apply tandem mobility analysis to low 

charge state protein ions (+1 and +2 ions) introduced into the gas phase by nanodroplet 

nebulization.  We first determine protein ion mobilities in dry air, and subsequently 

examine shifts in mobilities brought about by the clustering of vapor molecules.  Tandem 

mobility analysis yields mobility-vapor concentration curves for each protein ion, 

expanding the information obtained from mobility analysis. This experimental procedure 

and analysis is extended to bovine serum albumin, transferrin, immunoglobulin G, and 

apoferritin with water, 1-butanol, and nonane.  We find that all protein ions adsorb vapor 

molecules, with mobility “diameter” shifts of up to 6-7% at conditions just below vapor 

saturation.  We parameterize results using - Köhler theory, where the term  quantifies 

the extent of uptake beyond Köhler model expectations.  For 1-butanol and nonane,  

decreases with increasing protein ion size, while it increases with increasing protein ion 

size for water.  For the systems probed, the extent of vapor uptake for the organic vapors 

is unaffected by the nebulized solution pH, while water uptake is sensitive to pH.   
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3.1 Introduction 

 Ion mobility spectrometry (IMS; Revercomb and Mason, 1975b), either as a 

standalone technique or in conjunction with mass spectrometry, (Bohrer et al., 2008) 

facilitates characterization of the structures of protein ions; measured mobilities can be 

converted either to collision cross sections via the foundational relationships first noted by 

Langevin (i.e. Mason-Schamp equation; McDaniel and Mason, 1973) or to mobility 

diameters via the Stokes-Millikan equation. (Larriba et al., 2011a, Larriba-Andaluz and 

Carbone, 2021) A number of IMS studies in the past two decades have shown that structural 

features for a number of proteins and protein multimers are maintained when charged 

species transition from the solution to the gas-phase (Ruotolo et al., 2005, Ruotolo and 

Robinson, 2006) establishing the use of IMS as an essential characterization tool for protein 

structural biology. (Ruotolo et al., 2008, Ben-Nissan and Sharon, 2018)  However, a major 

limitation of the standard, low-field strength IMS experiment is that for a given ion 

(chemical composition and charge state), the measurement yields a single mobility value 

which is largely dependent on three features of the ion: (1) the ion overall “size”, often 

scaling with molecular mass for protein ions; (Bush et al., 2010)  (2) the ion charge state, 

not only because mobility is proportional to charge but because high levels of charge lead 

to Coulombic stretching in protein and macromolecular ions; (Larriba and Fernandez de la 

Mora, 2012, González Flórez et al., 2016, Abramsson et al., 2021) and (3) the polarizability 

of bath gas in which the measurement is made. (Naylor et al., 2020, Asbury and Hill, 2000)  

This limits IMS largely to global size characterization, as separation is predominantly 

dependent on overall protein ion properties, namely, size and charge. 
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 In field asymmetric waveform IMS and other variants of IMS where separation is 

not based purely upon mobility, but instead upon differences in low field and high field 

mobilities for an ion, limitations in chemical selectivity have been overcome by introducing 

condensable vapor molecules alongside the IMS bath gas (Waraksa et al., 2016, Rorrer and 

Yost, 2011, Schneider et al., 2013, Purves et al., 2014, Kafle et al., 2014, Rorrer and Yost, 

2015; i.e. vapor molecules of compounds which would be in the liquid or solid state at the 

measurement conditions, hence the vapor molecules only comprise a small fraction of the 

bath gas).  At these sub-saturated concentrations, condensable vapor molecules transiently 

and selectively bind to analyte ions.  For low mass analytes in traditional low-field IMS 

measurements, theories describing the transient binding of condensable species have also 

been developed (Maisser and Hogan, 2017, Thomas et al., 2016, Kwantwi-Barima et al., 

2017, Li and Hogan, 2017, Oberreit et al., 2015, Rawat et al., 2015, Ahonen et al., 2019, 

Kwantwi-Barima et al., 2019, Kwantwi-Barima et al., 2020) and compared to 

measurements; both theory and measurements show that the transient binding of 

condensable vapors shift experimental mobilities to smaller values. (Fernandez Maestre, 

2017, Fernández-Maestre et al., 2016) Most importantly, the extent of the observed shift is 

dependent upon the binding free energy of the vapor to the ion and the vapor molecule size 

relative to the ion size.  Several studies have also demonstrated that the presence of 

condensable organic vapor molecules in the bath gas during IMS measurements of protein 

ions (primarily cytochrome C as a model protein) yields shifts in ion mobilities which can 

be attributed to condensable vapor transient binding (Meyer et al., 2016, Butcher et al., 

2019).  However, these prior efforts focused largely on highly charged protein ions (i.e. the 

+7 charge state of cytochrome C or higher).  Ignoring the impacts of solution ionization 
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conditions, sufficiently highly charged protein ions are Coulombically stretched in the gas 

phase and in examining mobility shifts due to vapor clustering for highly charged protein 

ions, vapor binding may simultaneously alter the extent of Coulombic stretching and the 

ion size, complicating the interpretation of results.   

 Here, we examine protein ion mobility shifts due to uptake of water, 1-butanol, and 

nonane at vapor concentrations up to saturation.  As model systems we used bovine serum 

albumin (66kDa; Hirayama et al., 1990), transferrin (79.5kDa; Roberts et al., 1966), 

immunoglobulin G (150kDa; Lambin, 1978), and apoferritin (444kDa; Harrison, 1977), 

with measurements in air at atmospheric pressure and 295 K.  These measurement 

conditions not only enable assessment of protein ion specific levels of vapor uptake, but in 

the case of water are also relevant to conditions downstream of commonly employed 

electrospray ionization sources for protein ions. Measurements were carried out via tandem 

differential mobility analysis (TDMA; Rader and McMurry, 1986, Park et al., 2008, 

Hämeri et al., 2000), an approach commonly used to examine vapor uptake and the 

hygroscopic behavior of aerosol nanoparticles. (Biskos et al., 2006)  Unique from prior 

vapor uptake assessments for protein ions, protein ions were generated using a nanodroplet 

nebulizer (Jeon et al., 2016c, Jeon et al., 2016b, Jeon et al., 2016a, Lee et al., 2022) and 

atmospheric pressure chemical ionization, in lieu of an electrospray emitter, to produce 

only singly and doubly charged protein ions.  This approach reduces Coulombic stretching 

for the protein ions examined.  We quantify the extent of vapor uptake by evaluating 

experimental trends in vapor with - Köhler theory, (Petters and Kreidenweis, 2007, Chang 

et al., 2010) which is commonly used to describe the potential for water uptake and cloud 

condensation nucleus activity in aerosols.   
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3.2 Experimental Methods 

Bovine serum albumin (A9647), transferrin (human, T8158), immunoglobulin G 

(human, 56834), and apoferritin (horse spleen, A3641) were purchased from Sigma 

Aldrich in powder form.  10-30 micrograms per milliliter of each protein were dissolved 

into ultra-pure water (UPW system, Smith Engineering, Inc.) and then diluted with UPW 

again dilution ratios from 23.3 – 140 prior to aerosolization and TDMA measurements 

(adjusted to ensure monomer proteins were detected in high abundance). To adjust pH 

levels, ammonium hydroxide solution (Arcros Organics) and formic acid solution 

(Honeywell) were added to the sample, and pH levels were confirmed by pH testing strips 

before measurements.   

The mobility-based size distributions of protein ions were first measured in a 

manner similar to that described by a number of prior studies, (Kaufman et al., 1996, 

Bacher et al., 2001, Kaddis et al., 2007, Maier et al., 2011) i.e. using a single differential 

mobility analyzer (DMA; Knutson and Whitby, 1975b) coupled to a condensation particle 

counter (CPC; Stolzenburg and McMurry, 1991).   A schematic diagram of the specific 

system employed for mobility-based size distributions is shown in Figure 3.1a and Figure 

3.1b provides a schematic diagram of the system used for TDMA vapor uptake experiments.  

Traditionally DMA-CPC measurements of protein ions are performed using a charge 

reduction electrospray source (Scalf et al., 1999, Scalf et al., 2000, Tamadate et al., 2020) 

to introduce singly and doubly charged protein ions into the gas phase.  Here,  a nanoaerosol 

generator (NAG, Kanomax FMT), which is a nebulizer designed to produce submicrometer 

droplets, (Jeon et al., 2016c, Jeon et al., 2016b, Jeon et al., 2016a, Lee et al., 2022) was 

instead employed to aerosolize proteins into the gas phase. In the NAG, the prepared 
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sample solution of proteins was introduced to a pneumatic nebulizer, held at 35 psi backing 

pressure, with the solution dispersed into droplets at a liquid flow rate less than 1.0 mL 

min-1 (though varied for different proteins). After evaporation of the droplets, facilitated 

by passing them through an evaporator at 80 °C, solvent-free proteins were carried out of 

the NAG with a clean gas flow of 1.0 L min -1. A diffusion dryer installed downstream of 

the NAG further reduced humidity down to ~10%, measured previously using a chilled-

mirror hygrometer (General eastern, Hygro M4).  The gas phase proteins are largely neutral 

in charge upon generation via the NAG.  They were hence ionized by a Kr-85 radioactive 

source emitting beta rays which ionize gas molecules bipolarly. (Maisser et al., 2015)  

Passage of proteins through such radioactive sources facilitates their interaction with 

smaller mass ions. Through ion-protein collisions and subsequent charge transfer from ions 

to proteins, protein ions are generated.  However, a distribution of charge states exists, 

wherein the majority of proteins are still neutral, but a detectable fraction is singly or 

doubly charged across both polarities (i.e. positively and negatively charged species).  

Although not directly measured for proteins, measurements for smaller polymer ions 

suggest the resulting species are ionized by protonation and deprotonated reactions. 

(Maisser et al., 2015)  After ionization, protein ions were separated by a nano-differential 

mobility analyzer (nano-DMA, TSI) based upon their ion mobilities. For separation, the 

nano-DMA was operated with a circulating sheath flowrate of 6 L min -1, with 0.6 L min-1 

of the gas phase protein-laden flow entering the DMA.  The DMA applied voltage was 

stepped from 0 to 150 V over 40 measurement points for all protein except apoferritin, 

where a voltage range from 0 to 300 V over 60 measurement points was applied.  
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To realize tandem ion mobility measurements the flow existing the first DMA was then 

transmitted into a second DMA, which was operated with a non-recirculating sheath flow 

of air, with its flow diagram shown in Figure 3.1c.  The incoming sheath flow was clean 

air of 5.5 L min -1, controlled by a mass flow controller.  The clean air flow, along with and 

a volumetric flow of liquid (water, nonane, or 1-butanol) in the range of 50-200 µL min -1 

(liquid, controlled by a syringe pump) was supplied to a T-junction held at 50 °C.  The 

liquid was introduced continuously as droplets by a fused silica capillary tubing with a 250 

µm ID.  For all liquids, the droplets rapidly evaporated in the heated T-junction, and 

vaporized molecules were then carried within the air flow into the second DMA. To 

validate this vapor introduction system, we measured dew points with the chilled-mirror 

hygrometer; the measured dew points agreed with the calculated dew points within ±0.5 

K. The variations of the resulting sheath flow rate due to the addition of vapor molecules 

are not negligible in such TDMA systems.  Therefore, the flow was continuously monitored 

with laminar flow elements (i.e. via pressure drop measurements) both upstream and 

downstream of the DMA (sheath flow path).  These measurements were used to adjust the 

mass flow controller rate of clean air to maintain the total sheath flow rate of 5.5 L min -1 

through the second DMA for all vapor introduction conditions. At the downstream of the 

DMA, after the laminar flow element, a second mass flow controller was connected to a 

vacuum source to maintain 5.5 L min –1 sheath flow rate. Downstream of the T-junction, 

the temperature of the whole system was held at 22 °C (room temperature).  With the first 

DMA operating at fixed voltage to select protein ions of a given charge state (singly or 

doubly charged and positively charged) and cluster number (typically monomers, but also 

dimers and trimers for bovine serum albumin), the mobility distributions of the selected 
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protein ions were first measured without vapor introduction in the second DMA to establish 

a baseline for vapor uptake comparison.  The second DMA was operated by stepping the 

voltage in the range corresponding to ±20% of the mobility diameter of selected protein 

ions with 12-16 measurement stages.  Downstream of the second DMA, transmitted protein 

ions were detected via a fast time response condensation particle counter (FCPC, Kanomax 

FMT; Liu et al., 2021).  The vapor concentration was systematically varied in the second 

DMA sheath flow, with mobility distributions remeasured and compared to one another.  

In total, measurements were conducted for 4 different proteins, 3 different vapors, and 3 

different pH levels over the course of 9 days. On each day, measurements were limited to 

one vapor type and one pH level to minimize system contamination and the effects of any 

day-to-day variation on flow and vapor concentrations. The second DMA was flushed with 

clean, dry, air continuously overnight between measurement days.  
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Figure 3.1 Schematic diagrams of the measurement systems utilized. (a) Single DMA-

CPC system used for size distribution measurements of protein ions.  (b) Tandem DMA 

measurement system for protein ions including vapor introduction at the second DMA. (c) 

The sheath flow control system of the second DMA with vapor introduction. 

 

The data obtained from the measurements are the counts by FCPC, converted 

directly to a number concentration, as a function of DMA voltage. The voltage, 𝑉 can be 

converted into the mobility, 𝑍𝑝 using geometries of the DMA by equation (3.1),  
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𝑍𝑝 =
𝑞𝑠ℎ

2𝜋𝑉𝐿
ln (

𝑟2

𝑟1
)     (3.1) 

where 𝑞𝑠ℎ is sheath flow rate, 𝐿 is the length of the DMA, 𝑟1 is inner radius, and 𝑟2 is outer 

radius. To convert ion mobility in the transition (Knudsen number dependent; Zhang et al., 

2012a, Larriba-Andaluz and Carbone, 2021) regime to a measure of protein ion “size”, we 

apply the Stokes-Millikan equation:   

             𝑍𝑝 =
𝑛𝑒𝐶𝑐

3𝜋µ(𝑑𝑝+𝑑𝑔)
     (3.2) 

where 𝑛 is charge state, 𝑒 is charge of electron, 𝐶𝑐 is slip correction factor , µ is viscosity, 

𝑑𝑝 is the mobility diameter (i.e. the spherical equivalent diameter for the protein ion under 

the measurement conditions), and 𝑑𝑔 is the effective gas molecule diameter (approximately 

0.3 nm in air; Larriba et al., 2011a, Fernández-García and Fernández de la Mora, 2013). 

The slip correction factor is expressed as follows:(Davies, 1945b) 

𝐶𝑐 = 1 +
2𝜆

(𝑑𝑝+𝑑𝑔)
(1.257 + 0.4𝑒−0.55

(𝑑𝑝+𝑑𝑔)

𝜆 )   (3.3)  

where 𝜆 is mean free path of the gas.  Mobility diameter spectra were used to compute a 

volume-weighted mean diameter (𝑑̅𝑝) at each vapor saturation ratio.  We then calculated 

the growth factor by normalizing the volume-weighted mean diameter at each saturation 

ratio by the mean diameter without vapor introduction.  Remark that this analysis approach 

is much simpler than that commonly used in inverting TDMA data (Gysel et al., 2009) 

wherein DMA transfer functions are accounted for and distributions in the extent of vapor 

uptake are determined.  The simplified approach is employed here because (1) protein ions 

are single molecule ions, as opposed to the highly heterogeneous particles commonly 

examined via TDMA measurements, (2) the protein ion mobility distributions are arguably 

as narrow or more narrow than the transmission function of the DMA (You et al., 2014), 
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(3) as shown in the Results & Discussion section, vapor uptake does not appear to 

substantially broaden mobility distributions, as would be the case if the growth factor had 

a broad distribution. To parameterize results,  we applied 𝜅-Köhler theory to our data; 

based on 𝜅-Köhler theory, the saturation ratio, 𝑆, over a droplet in equilibrium with its 

surroundings can be described as follows:(Petters and Kreidenweis, 2007) 

𝑆 = 𝑎𝑤exp (
4𝜎𝑀𝑤

𝑅𝑇𝜌𝑑̅𝑝
)       (3.4) 

where 𝑎𝑤 is the activity of the liquid in the droplet, 𝜎 is surface tension, 𝑀𝑤 is molecular 

weight of the liquid, 𝑅 is universal gas constant, 𝑇 is temperature, 𝜌 is density of the liquid. 

The parameter 𝜅 is determined from:  

1

𝑎𝑤
= 1 + 𝜅

𝑉𝑠

𝑉𝑤
      (3.5) 

where 𝑉𝑠 is the volume of the dry ion and 𝑉𝑤 is the volume of liquid condensed.  With the 

conversion from volumes to diameters, the saturation ratio can be expressed with 𝜅 as 

follows,  

𝑆 =
𝑑̅𝑝

3
−𝑑̅𝑝,𝑑

3

𝑑̅𝑝
3
−𝑑̅𝑝,𝑑

3
(1−𝜅)

exp (
4𝜎𝑀𝑤

𝑅𝑇𝜌𝑑̅𝑝
)   (3.6a) 

where 𝑑̅𝑝 is the volume-weighted mobility diameter at the saturation ratio in question, and 

𝑑̅𝑝,𝑑 is the volume weighted mobility diameter in the absence of condensable vapor. We 

found 𝜅 for each protein ion with each vapor type via a linear regression shown in figure 

3.2.  We rearranged equation (3.6a) as shown in (3.6b), 

𝑑̅𝑝
3

exp(
4𝜎𝑀𝑤
𝑅𝑇𝜌𝑑̅𝑝

)
−

𝑑̅𝑝
3
−𝑑̅𝑝,𝑑

3

S
=

𝑑̅𝑝,𝑑
3
(1−𝜅)

exp(
4𝜎𝑀𝑤
𝑅𝑇𝜌𝑑̅𝑝

)
     (3.6b) 
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and plotted 
𝑑̅𝑝,𝑑

3

exp(
4𝜎𝑀𝑤
𝑅𝑇𝜌𝑑̅𝑝

)
 versus 

𝑑̅𝑝
3

exp(
4𝜎𝑀𝑤
𝑅𝑇𝜌𝑑̅𝑝

)
−

𝑑̅𝑝
3
−𝑑̅𝑝,𝑑

3

S
 where (1 − 𝜅) can be found as the 

slope of the line. 

 

 

Figure 3.2 Regression plots used to infer the 𝜅 parameter for 4 proteins with water, nonane, 

and 1-butanol. The slope written in the figure is equal to (1 − 𝜅). 

 

3.3 Results and Discussion 

Figure 3.3 displays the mobility diameter distributions of 4 protein ions, generated 

from pH 7 solution in the absence of condensable vapor.  For each protein, the major peak 

corresponds to monomer ions except for bovine serum albumin, where the highest peak 

corresponds to dimer ions and the second highest peak corresponds to monomer ions. The 

mobility diameters of bovine serum albumin, transferrin, immunoglobulin G, and 

apoferritin were 6.2 nm, 7.0 nm, 8.2 nm and 12.0 nm respectively, in reasonable agreement 
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with original measurements of Kaufman et al. (1996) for bovine serum albumin (6.04 nm) 

and immunoglobulin G (8.13 nm).  Measurements are further in good agreement with 

crystal structure measurements.  Luzzati et al. (1961) observed the radius of gyration of 

3.06 nm for bovine serum albumin at pH 5.3 using small angle X-ray scattering. Martel et 

al. (1980) investigated the structure of human transferrin with small angle neutron 

scattering and the radius of the gyration of transferrin is 3.025 nm. KILÁ R et al. (1985) 

measured the radii of immunoglobulin G1 (6 nm) and G3 (4.9 nm) using small angle X-

ray scattering. Fischbach and Anderegg investigated the structure of apoferritin using X-

ray scattering and showed apoferritin has a hollow sphere with an outer radius of 6.1 nm. 

(Fischbach and Anderegg, 1965) Peaks corresponding to doubly charged monomers were 

also identified, as they have twice the mobility of singly charged monomers (leading to a 

smaller inferred mobility diameter with a singly charged assumption).  The charge 

assignment of different peaks and cluster state (M: monomer, D: dimer, and T: Trimer) are 

labelled in the figure. Peaks corresponding to multimeric ions were also observed due to 

the possibility of that single droplet contains proteins more than one during the nebulization 

process within NAG. The simulation by Lee et al. (2022) suggest that similar mobility 

diameter distributions to figure 3.3 a-b are obtained when highly concentrated 

monodisperse particles are generated by a NAG. The bovine serum albumin and transferrin 

protein ions formed dimers and trimers concentrations approaching the monomer 

concentration.  Overall, the NAG and atmospheric pressure chemical ionization approach 

appears to yield protein ions similar to that produced by charge reduction electrospray 

sources. (Bacher et al., 2001, Kaufman et al., 1996, Kaddis et al., 2007, Maier et al., 2011) 

Figures 3.4-3.7 display mobility diameter spectra (normalized) of the singly charged 
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monomers from pH 7 solutions, with the introduction of 3 different condensable vapors. 

The saturation ratio on a percent basis, at 295 K, is noted for each displayed spectrum.  

Prior to discussing results for each protein and vapor examined, we remark that in all 

instances, we observe an increase in mobility diameter (i.e. a decrease in ion mobility) in 

the presence of introduced condensable vapor.  Detectable shifts with the modest resolving 

power (<10) mobility analyzers utilized in our measurements is indicative of vapor sorption 

(transiently, with vapor molecules adsorbing and desorbing from proteins as they traverse 

the DMA) during measurement.  This can be contrasted with observed mobility shifts for 

higher charge state protein ions in the presence of condensable vapor molecules; for 

example Butcher et al. (2019), using higher resolution instrumentation, found that in the 

mobility distributions of higher charge state (+5 and higher) cytochrome C and myoglobin 

ions specific peaks appear upon introduction of vapor molecules, and such peaks do not 

always appear at smaller mobilities.  As Coulombic stretching likely plays some role in 

protein ion structure, changes in the mobilities of higher charge state protein ions are 

presumably due to a combination of conformational changes and vapor sorption, while for 

singly charged ions, where there is no Coulombic repulsion, more pronounced mobility 

shifts observed here are most likely due to vapor uptake.   

With water vapor, bovine serum albumin ions displayed minimal growth via vapor 

uptake; however, immunoglobulin G, and apoferritin grew much more noticeably. 

Conversely, with nonane and 1-butanol introduced as condensable vapors, all protein ions 

displayed clear size shifts, indicative of vapor uptake. 

 



 
 

55 

 
Figure 3.3 Mobility diameter distributions of all proteins in air nebulized at a pH of 7. (a) 

Bovine serum albumin. (b) Transferrin. (c) Immunoglobulin G. (d) Apoferritin. +1 and +2 

indicate the charge state, while M, D, and T indicate monomers, dimers, and trimers 

respectively. 

 

 
Figure 3.4 Mobility diameter distributions of singly charged bovine serum albumin 

monomers with (a) water introduction, (b) nonane introduction, and (c) 1-butanol 

introduction. 



 
 

56 

  
Figure 3.5 Mobility diameter distributions of singly charged transferrin monomers with (a) 

water introduction, (b) nonane introduction, and (c) 1-butanol introduction. 

 

 
Figure 3.6 Mobility diameter distributions of singly charged immunoglobulin G 

monomers with (a) water vapor introduction, (b) nonane introduction, and (c) 1-butanol 

introduction. 

 

 

 
Figure 3.7 Mobility diameter distributions of singly charged apoferritin monomers with 

(a) water introduction, (b) nonane introduction, and (c) 1-butanol introduction. 

 

Figure 3.8 provides the growth factors of protein ions with different condensable 

vapors introduced as a function of the saturation ratio.  Measurement error was minimized 

by monitoring the sheath flow rates with pressure sensors and injecting vapors with gas 
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tight syringes. In general, the highest growth factor was observed with nonane vapor 

introduction followed by 1-butanol and water. Exceptionally, apoferritin showed the 

highest growth factors with water vapor introduction followed by nonane and 1-butanol. 

With water vapor, the growth ratios of larger protein ions (i.e. those with larger monomer 

mobility diameters) were higher than the growth factors of smaller protein ions. However, 

with nonane and 1-butanol, the opposite tendency was observed; smaller protein ions 

presented higher growth factors. In addition to growth factors, the average of number of 

vapor molecules adsorbed onto protein monomer ions were calculated, based on the shift 

in mean protein ion volume at each saturation ratio.  Results are summarized in table 3.1. 

At a saturation ratio of 100% of water vapor, 304.8 molecules, 475.2 molecules, 932.9 

molecules, and 5418.7 molecules were condensed on a bovine serum albumin monomer, a 

transferrin monomer, an immunoglobulin G monomer, and an apoferritin monomer, 

respectively. At a saturation ratio of 100% of nonane vapor, 79.2 molecules, 113.5 

molecules, 190.4 molecules, and 478.4 molecules were condensed on a bovine serum 

albumin monomer, a transferrin monomer, an immunoglobulin G monomer, and an 

apoferritin monomer, respectively. Lastly, at a saturation ratio of 75% of 1-butanol, 141.7 

molecules, 185.0 molecules, 279.5 molecules, and 595.7 molecules were condensed on a 

bovine serum albumin monomer, a transferrin monomer, an immunoglobulin G monomer, 

and an apoferritin monomer, respectively. 

Table 3.1 Nominal number of vapor molecules condensed on protein monomer ions 

generated from pH 7 solution at each saturation ratio. 

Vapor Water Nonane 1-Butanol 

Saturation ratio (%) 50% 100% 25% 50% 75% 100% 25% 50% 75% 

Bovine serum albumin 80.7 304.8 20.1 42.8 64.6 79.2 62.5 94.5 141.7 

Transferrin 174.8 475.2 29.0 61.8 94.5 113.5 95.8 139.9 185.0 

Immunoglobulin G 343.8 932.9 50.8 100.1 163.1 190.4 137.6 202.1 279.5 

Apoferritin 1614.1 5418.7 117.1 239.1 404.2 478.4 306.7 423.5 595.7 
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Figure 3.8 Growth factors of monomers with (a) water introduction, (b) nonane 

introduction, and (c) 1-butanol introduction. 

 

 

In 𝜅-Köhler theory, an ion size effect is naturally present via the Kelvin-capillarity 

term, i.e. the increase in saturation ratio by a factor exp (
4𝜎𝑀𝑤

𝑅𝑇𝜌𝑑̅𝑝
).  A consequence of this 

term is that based on the capillarity model, higher saturation ratios should be required to 

drive vapor uptake for smaller ions.  However, this is only observed for water (the highest 

surface tension condensable vapor) in the present study.  This suggests that there are 

protein-specific activity coefficients for the condensable vapors examined, parameterized 

by 𝜅 .  Figure 3.9 displays 𝜅  from regression to measurements with singly charged 

monomer ions from pH 7 solution.   
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Figure 3.9 Inferred  of protein monomers for water, nonane, and 1-butanol. 

 

We remark that as shown in figure 3.2, fits to determine 𝜅 are not highly linear as 

they commonly are when examining vapor uptake by salt or other solvent-soluble 

molecule-containing aerosol particles.  Therefore, the inferred 𝜅  are best utilized 

qualitatively to examine differences in uptake between the Köhler model (incorporated the 

Kelvin effect and Raoult’s law, but with 𝜅 = 1).  Larger 𝜅 reflects greater affinity for the 

condensable vapor introduced. As expected based upon mobility spectra shifts, 𝜅 values 

for nonane are higher than those for the other two vapor types. 𝜅 for nonane and 1-butanol 

decreases with protein ion size, and 𝜅 for water increases as the size of protein increases, 

indicating even for water there is a size effect beyond that predicted by the capillarity model.  

We therefore conclude that condensable vapor uptake by low charge state protein 

ions displays additional information beyond that from mobility measurements in the 

absence of condensable vapor; however, we still observe correlations between the extent 
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of uptake and protein ion size (though with different trends in 𝜅  with size for different 

condensable vapor molecules).  A subsequent question is then whether the extent of uptake 

changes with original solution pH and protein ion extent of clustering.  Figure 3.9 displays 

the growth factors of protein monomers at different pH levels. The isoelectric points of 

bovine serum albumin, transferrin, immunoglobulin G, and apoferritin are pH 4.5-5.0, 6, 

6.6-7.2 and, 4.8, respectively, indicating all examined proteins are positively charged at pH 

3 and negatively charged at pH 10.  While the solution pH and charge state in solution has 

no apparent bearing on protein ion charge state based on the aerosolization and ionization 

mechanism employed in the present study, it may have an influence on the gas phase 

structure of each ion.  It is worthy to note that we did not observe apoferritin in the high 

and low pH solutions examined, though these pHs are close to the apoferritin stability limits.      

In figure 3.10, larger standard deviations and variations of the growth factors were 

observed with water vapor introduction only, with differences with nonane and 1-butanol 

introduction undetectable. This indicates that water vapor uptake in the gas phase is altered 

by changes in protein solution phase structure, with some of these changes presumably 

maintained in the gas phase; however, the overall influence is small, and solution pH does 

not appear to greatly affect the vapor uptake by protein ions in the gas phase.  
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Figure 3.10 The growth factors of proteins exposed to condensable vapors nebulized at 

different pH levels. a) bovine serum albumin – water, b) bovine serum albumin – nonane, 

c) bovine serum albumin – 1-butanol, d) transferrin – water, e) transferrin – nonane, f) 

transferrin – 1-butanol, g) immunoglobulin G – water, h) immunoglobulin G -nonane, i) 

immunoglobulin G – 1-butanol, j) apoferritin – water, k) apoferritin – nonane and l) 

apoferritin – 1-butanol 
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Figure 3.11 Growth factors of doubly and singly charged bovine serum albumin monomers 

with (a) water introduction, (b) nonane introduction, and (c) 1-butanol introduction. 

Growth factors of bovine serum albumin multimers with (d) water introduction (e) nonane 

introduction (f) 1-butanol introduction 

 

 

The growth factors of singly charged monomers and doubly charged monomers of 

bovine serum albumin are plotted as a function of saturation ratio for test 3 condensable 

vapors in Figure 3.11a-c.  Importantly, we recover the same growth factors for both charge 

states.  We note that in calculating these growth ratios, n = 2 (doubly charged) is input into 

the Stokes-Millikan equation.  Different growth factors for different charge states would 

likely suggest issues with calibration or in the data analysis approach employed as 

Coulombic influences in both singly and doubly charged protein ions in the size range are 

not significant enough to influence vapor uptake (though it can have a substantial effect at 

higher charge levels, or the single nanometer scale; Nasibulin et al., 2008, Gamero-Castaño 

and de la Mora, 2002, Kuldinow et al., 2021) Figure 3.11d-f displays the growth factors of 
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multimers of bovine serum albumin.  Multimer ion growth factors show the same tendency 

as monomer ions; larger proteins grew more with water vapor and smaller proteins grew 

more with nonane and 1-butanol vapor, the effect is small with bovine serum albumin.  

With water vapor, the multimer growth factor observed here are slightly below those 

observed for similar saturation ratios by Wang et al. (2019), who examine 40 nm -100 nm 

larger protein particles.  However, because of the observed size dependency of water 

uptake, we find our results are consistent with this prior study.   

 

 

Figure 3.12  Growth factors of different protein ions including multimers of bovine serum 

albumin protein ions with (a) water introduction, (b) nonane introduction, and (c) 1-butanol 

introduction. 

 

By examining bovine serum albumin multimer growth factors alongside other 

proteins, we find that the water growth factor is not solely determined by protein ion 

mobility diameter, but does also depend on the protein itself.  As shown in Figure 3.12, for 

different water vapor saturation ratios, the growth factors of multimers of albumin protein 

ions are smaller than growth ratios of transferrin and immunoglobulin G, even when 

mobility diameters of multimers are larger than those of transferrin and immunoglobulin 
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G monomers.  Meanwhile, with nonane vapor and 1-butanol vapor, the size of the protein 

ion likely plays a more dominant role in determining extent of vapor uptake, as the growth 

ratios mostly agree well with the order of mobility diameters of protein ions, irrespectively 

of exact protein composition.  

 

3.4 Conclusions 

We examined the gas phase vapor uptake by 4 protein ions in the mass range of 66-

444 kDa by tandem DMA measurements, using 3 different condensable vapors with protein 

ions produced from 3 different pH level solutions. To avoid Coulombic stretching of 

resulting protein ions which occurs at sufficiently high charge state, ions were instead 

generated first using pneumatic nebulizer for aerosolization and second using Kr-85 

radioactive source for atmospheric pressure chemical ionization, yielding only singly and 

doubly charged protein ions. The mobility diameters of protein ions, determined using the 

Stokes-Millikan equation, are comparable to those produced by charge reduction 

electrospray sources.  For monomers generated from pH 7 solution, the growth factors with 

water vapor increased as the size of protein increases. This trend with size however is 

reversed with nonane and 1-butanol; for these condensable vapors the growth factor 

decreased with increasing ion mobility diameter. The introduction of nonane vapor yielded 

the highest growth factors, around 1.06 at saturation, for bovine serum albumin, transferrin, 

and immunoglobulin G ions, whereas apoferritin ions grew most noticeably with water 

vapor. Fitting to κ – Köhler theory, κ values for nonane were higher than 1-butanol and 

water. Changes in pH of the original protein solution did not lead to appreciable impacts 

on growth factors other than slightly larger standard deviations, and increased variations in 
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growth factors with water vapor introduction. Additionally, we observed that the growth 

factors of singly and doubly charged bovine serum albumin ions are identical. Multimer 

ion growth factors show the same tendency as monomer ions.  

In total, measurements demonstrate how controlled condensable vapor uptake 

yields additional information from mobility measurements beyond traditional low-field 

IMS experiments.  At the same time, much of the observed uptake behavior can be 

correlated with mobility diameter, suggesting vapor uptake for protein ions is not 

completely orthogonal as a separation or characterization tool to mobility.  Nonetheless, 

we argue that modulation of condensable vapor concentrations may be a useful tool in 

optimizing mobility based measurement schemes, not only for small ions as examined in 

previous work (Kwantwi-Barima et al., 2019, Kwantwi-Barima et al., 2020, Kwantwi-

Barima et al., 2017), but also macromolecular ions.  Controlled condensation of vapors 

onto ions likely also affects ion reactivity in the vapor phase, e.g. products of collision 

induced dissociation for multiprotein complexes (Bornschein et al., 2016), and may further 

be exploited in the development of tandem mobility-mass spectrometry measurement 

schemes. 
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Chapter 4. IMS-DMS analysis for MS free multi-dimensional analysis 

 

4.1 Introduction  

The behavior of ions at high electric field within carrier gas molecules have been of 

interest in physical chemistry for several decades (Mason and McDaniel, 1988a, Ellis et 

al., 1976, Ellis et al., 1978, Mason, 1984, Viehland and Mason, 1995). At higher electric 

fields, ions are further accelerated by electrical force leading to highly energetic collisions 

between ions and ambient gas molecules. Therefore, the ion mobility cannot be considered 

as a constant coefficient, but it is defined as a function of field strength (E) and carrier gas 

density (N) where E determines the acceleration magnitude and N affects the duration of 

acceleration before each collision. The dependence on E/N is ion specific and there are 

three general types of tendency; for type A ions, mobility increases, for type B ions, 

mobility first increases and at higher fields it begins to decrease, and for type C ions 

mobility decreases as E/N increases (Guevremont and Purves, 1999). Some research has 

also indicated that this tendency can be changed for a given ion by the introduction of 

different carrier gas (Barnett et al., 2000). 

In 1993, a new mobility spectrometer to separate ions based on the dependence of 

ion mobility on E/N was developed (Buryakov et al., 1993), called different mobility 

spectrometers (DMSs) or high field asymmetric ion mobility spectrometers (FAIMSs). It 

applies a time-dependent asymmetric voltage waveform to electrodes to form a 

bidirectional electric field between high field limit and low field limit perpendicular to 

carrier gas flow.  While the integral of applied waveform during a single period is equal to 

zero (the high electric field is applied for a shorter amount of time and low electric field is 

applied for a longer amount of time), the distance an ion drifts due to electrical force during 
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a period is not equal to zero unless their mobility is identical at high field and low field. 

Therefore, ions drift toward one electrode and eventually deposit on one side as shown in 

figure 4.1. Ions can be transmitted through the asymmetric electric field by applying a small 

dc voltage called compensation voltage (CV) to correct the displacement caused by 

mobility difference which is ion specific. FAIMSs filter ions based on CVs at an assigned 

high field called a dispersion field.  

 

 

Figure 4.1 Ion trajectory during transmission through an asymmetric electric field. 

 

Since its development in the 1990s, numerous experimental and numerical studies 

have been conducted for the implementation of this technology and several versions of 

FAIMSs were commercialized by different companies (Guevremont, 2004). Recently, 

microchip based FAIMSs called ultra FAIMS or 𝜇 FAIMS were developed benefiting from 

advances in microfabrication processes (Miller et al., 2001, Buryakov et al., 2001, 

Shvartsburg et al., 2009). Its micro dimensions provide ultra-high field strength with low 

power consumption, short measurements time (100 times faster than conventional 

FAIMSs), reduced product size, and operation under atmospheric pressure. FAIMS can be 
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an independent analysis tool for detection of explosives, chemical warfare agents, and 

drugs, and for breath analysis (Eiceman and Stone, 2004, Guddat et al., 2009, Covington 

et al., 2015). In the meantime, it has also been widely used as a hyphenated system with 

mass spectrometers (MS) for multi-dimensional analysis of peptides and proteins 

(Shvartsburg et al., 2006, Purves et al., 2000, Robinson and Williams, 2005, Kolakowski 

and Mester, 2007).  

However, the use of FAIMS as a hyphenated system with differential mobility 

analyzers (DMAs), which can function as a continuous source of monomobile ions, has not 

been explored. While DMAs in aerosol science have been used for larger particle ions (3-

1000 nm) compared to the ions analyzed by drift tube ion mobility spectrometers (DTIMSs) 

and FAIMSs,  in recent decades novel high resolution DMAs (HRDMAs) have been 

developed (de la Mora and Kozlowski, 2013, Rus et al., 2010, Rosser and De La Mora, 

2005, Rus et al., 2008) which can separate sub 2nm ions which allows some overlap of the 

measurement range of ultra FAIMSs and HRDMAs. The unique combination of a DMA 

and a FAIMS could allow for the identification of the actual Kh as a function of E/N for 

numerous ions which has not yet been fully determined. The hyphenated system yields two 

dimensional data based on orthogonal properties in a solely mobility based configuration 

and maintaining a short measurement time, effectively expanding the measurement 

capability of ion mobility spectrometry. 

In this study, a DMA-FAIMS system was newly implemented to conduct multi-

dimensional analysis by separating ions based on low field mobility and mobility 

dependence on E/N.  Tetraalkylammonium salts were selected to test this setup because 

their low field mobility has been precisely determined by DMA measurements in previous 
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studies (Ude and De La Mora, 2005). Additionally, they are highly monodisperse which is 

preferred for mobility standards. Previous studies have investigated the general behavior 

of tetraalkylammonium ions at high field strengths (Aksenov and Kapron, 2010) using a 

FAIMS-MS system but analysis on compensation voltages is only applicable to the unique 

FAIMS instrument used in the measurements (Aksenov et al., 2012). Also, ion-moleculular 

clustering of tetraaklyammonium ions with different configurations of carrier gas has been 

investigated by a FAIMS-MS (Campbell et al., 2014). In this work, the general behavior 

of tetraalkylammonium ions was examined using a DMA-FAIMS system and actual Kh 

values as a function of E/N was obtained for the tested ions. This additional analysis allows 

for the data to be applied and compared universally to data obtained from other systems. 

 

4.2 Methods 

4.2.1 Experimental Methods 

Tetrabutylammonium iodide (TBAI), Tetraheptylammonium bromide (THAB), 

Tetradecylammonium bromide (TDAB), and Tetra dodecylammonium bromide (TDDAB) 

were purchased from Sigma-Aldrich. 2mM of each sample was dissolved into methanol. 

Samples were aerosolized and ionized by electrospray ionization (ESI) for IMS-DMS 

measurements and details on ESI are described in elsewhere (Fenn et al., 1989, Hogan and 

de la Mora, 2011).  The mobility distribution of tetraalkylammonium ions in low field 

limits were obtained by an ESI-DMA-electrometer system and CV:DV contour maps of 

ions were obtained by an ESI-DMA-FAIMS system shown in figure 4.2.  
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Figure 4.2 The schematic of mobility measurements with an ESI-DMA-FAIMS and an 

ESI-DMA-FAIMS. 

 

Before measurements, each solution was diluted with the ratio of 500:1 with 

methanol and it was introduced to a 1mL vial. A fused silica capillary tube with inner 

diameter of 40𝜇m was immersed in the suspension in the vial and high voltage of 2-3 kV 

was applied to the sample by an inserted electrode connected to the voltage power supply. 

The sample vial was pressurized by a syringe to push the flow through the capillary tube 

and the other end of the capillary tube was located inside a chamber having inlet and outlet 

gas sampling ports. At the inlet of the chamber, a filter and a diffusion dryer were installed, 

and the outlet was directly connected to the inlet of a half mini DMA. There were glass 

panes on each side of the chamber which enable monitoring a Taylor cone formed at the 

end of the capillary. To maintain electrospray stability through measurements, the current 

is monitored and maintained to be 100-200 nA.  

First mobility spectra for each sample were obtained using a half mini DMA and 

an electrometer. The detailed specifications of half mini DMAs are described in detail (de 

la Mora and Kozlowski, 2013). The DMA was operated with a circulating sheath flow of 

air by a vacuum blower and a heat exchanger was used to maintain the temperature of the 
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sheath flowrate at the room temperature by preventing it affected by the temperature of the 

blower.  Since the sheath flow is in the order of 100 L min-1, it was calculated from the 

peak voltage of tetraheptylammonium (THA)+ ion and its mobility determined by previous 

measurements instead of direct measurements.  

𝑄𝑠ℎ =
2𝜋𝐾𝐿𝑉

ln (
𝑟𝑜𝑢𝑡

𝑟𝑖𝑛
⁄ )

        (4.1) 

Where 𝑄𝑠ℎ is sheath flowrate,  𝐾 is mobility, L is length of the DMA (20 mm), V is the 

DMA voltage, 𝑟𝑜𝑢𝑡 is outer radius of the DMA (6 mm), and 𝑟𝑖𝑛 is the inner radius of the 

DMA (4 mm). In this study, the voltage corresponding to THA+ ion whose mobility is 0.97 

cm2 V-1 S-1 in the air was 142.5 V and the equation (4.1) yields 𝑄𝑠ℎ = 257 L min-1. The 

sample flowrate of ions entering and exiting the DMA was determined by the flow rates of 

a FAIMS and an electrometer at the downstream which was 6.8 L min -1. The high voltage 

of the DMA was controlled by an external voltage supply and a negative voltage was 

applied to the inner electrode of the DMA and the outer electrode was grounded. With 

assigned DMA voltage and sheath flowrate, positively charged ions travel toward the inner 

electrode and ions with the selected mobility exit through the outlet. For the mobility 

spectra measurements in low field limit, we measured the concentration of ions coming out 

of the DMA at each voltage while stepping the voltage sequentially within the range of 0-

500 V.  In this study, between each voltage step there was a 5 second delay to allow 

transitional particles to fully travel through the system while the voltage was adjusted. 

Following this delay, measurements were taken for 3 seconds. Currents were recorded as 

the average over this 3 second measurement period and converted to concentrations using 

the equation (4.2). 

𝐼 = 𝑄𝑁𝑒         (4.2) 
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where 𝐼  is measured current, 𝑁  is the number concentration of ions, 𝑒  is charge of an 

electron, 𝑄  is the flowrate which was 4.3 L min -1 in this study. The outlet of the 

electrometer was connected to vacuum line of the building and the flowrate was determined 

by the critical orifice used in this study.  Mobility spectra were obtained after converting 

each applied DMA voltage to corresponding mobility based on equation (4.1). 

 To investigate mobility dependence of tetraalkylammonium ions on high electric 

field, ions were analyzed further using an ESI-DMA-FAIMS (Lonestar, Owlstone Inc). In 

DMA-FAIMS measurements, the DMA voltage was held at a constant value of our interest 

(voltages corresponding to monomer ions) and ions with a certain mobility were introduced 

to the FAIMS (Before FAIMS measurements, a built-in Ni-63 radioactive source was 

removed inside the FAIMS to avoid another charging event of selected ions.). The flowrate 

through the FAIMS system was 2.5 L min -1 and it was controlled by an attached pump at 

the downstream of the FAIMS. The separation in the FAIMS occurs in a channel with 35 

𝜇m gap and 300 𝜇m length with an asymmetric voltage applied having an asymmetric 

waveform generated by a RF oscillator with 25MHz. While ions are traveling through 

FAIMS, the dispersion voltage (DV) is increased from 0 % intensity to 100% intensity 

(214 V) with an increment of 2 %. At each DV, the system applies varying compensation 

voltage (CV) to the channel from -6 V to 6 V with 512 steps. After ions are introduced to 

a channel, they experience perpendicular oscillations between two electrodes being 

exposed to electric fields with alternating directions. If an ion mobility is a constant value 

through varying field strength, average drifting distance over a period will be zero. 

However, over each period, a displacement toward one electrode is added and ions will 

end up depositing on to one electrode unless they are compensated by an assigned CV. 



 
 

73 

Therefore, only ions with a mobility dependence which can be canceled by an applied CV 

can transmit through the channel.  Ion signal intensities as a function of CV result from 

sweeping CV for a given dispersion voltage and waveform shape. Filtered ions are detected 

using a charge collector biased at +55 V for negative ions and at – 55 V for positive ions. 

The maximum dispersion voltage and dimensions of a channel are found in a study by 

Shvartsburg et al. (2009) and further details are described in the study by Shvartsburg et al. 

(2009). As results, ion current intensity maps are reported for four ions with 26,112 data 

points (512 CVs at 51 DVs).  

 

4.2.2 Mathematical description on data analysis 

 Unfortunately, data interpretation in FAIMS is not as straightforward as a 

traditional low-field mobility measurement.  At high electric fields (for example, greater 

than 2.5kV/cm), K is a function of the ratio of electric field strength to the gas number 

density (N), E/N.   Not only do small ions have variable field strength mobilities, all ion 

and charged particle mobilities are functions of E/N and the mobility at high electric field, 

𝐾ℎ can be described as (Mason and McDaniel, 1988a): 

𝐾ℎ (
𝐸

𝑁
) = 𝐾0 (1 + 𝛼2 (

𝐸

𝑁
)
2

+ 𝛼4 (
𝐸

𝑁
)
4

+ ⋯) = 𝐾0 (1 + ∑ 𝛼2𝑛 (
𝐸

𝑁
)
2𝑛∞

𝑛=1

) 

= 𝐾0(1 + 𝛼)     (4.3) 

where 𝛼 is a function of ion specific mobility dependence on electric field strength and gas 

density. The 𝛼  function is approximated as an even power series of (
𝐸

𝑁
)  considering 

symmetry factors like electric field directions and is a mathematical approach to interpret 

data collected by different instruments. Therefore, it is known that the use of this format of 
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𝛼 function should be applied carefully and it is not recommended to extrapolate values 

beyond original measurement ranges. A FAIMS utilizes this dependency of mobility on 

E/N to separate gas-phase ions by applying an asymmetric electric field. While the ideal 

waveform for the asymmetric voltages ( 𝑉 ) applied to FAIMSs are perfect square 

waveforms, a bisinusoidal waveform is used for practical and safety purposes which is 

described (Purves et al., 1998, Carnahan and Tarassov, 1995, Shvartsburg et al., 2009): 

𝑉 =
2𝑉𝑑𝑠𝑖𝑛(𝜔𝑡)+𝑉𝑑𝑠𝑖𝑛(2𝜔𝑡−

𝜋

2
)

3
       (4.4) 

 

where 𝑉𝑑 is dispersion voltage, 𝜔 is angular velocity, and 𝑡 is time. Since voltages are not 

constant values at both low field and high field limits, measured compensation voltages 

need to be processed properly to obtain mobility (𝐾ℎ) at high field strengths which is 

analyzed and described in previous studies (Buryakov et al., 1993, Buryakov, 2002, Krylov 

et al., 2002). Details are as follows. Under standard pressure conditions, equation (4.3) can 

be modified into: 

𝐾ℎ(𝐸) = 𝐾0(1 + 𝛼2(𝐸)2 + 𝛼4(𝐸)4 + ⋯)     (4.5) 

where 𝛼  is approximated as an even power series of 𝐸 , 𝛼 = ∑ 𝛼2𝑛(𝐸)2𝑛∞
𝑛=1 . The 

dispersion field in a FAIMS follows these conditions: 

1

𝑇
∗ ∫ 𝐸𝐷(𝑡)𝑑𝑡 = 〈𝐸𝐷(𝑡)〉

𝑇

0
= 𝐸𝐷〈𝑓(𝑡)〉 = 0     (4.6) 

〈𝑓2𝑛+1(𝑡)〉 ≠ 0         (4.7) 
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where 𝑇 is the period of the applied wave form, t is time, 𝐸𝐷 is the maximum field strength 

of the waveform, 𝑓 is the waveform function, and 〈𝑓2𝑛+1(𝑡)〉 =
1

𝑇
∫ 𝑓2𝑛+1(𝑡)

𝑇

0
. Once the 

compensation voltage is applied, the electric field can be expressed: 

𝐸(𝑡) = 𝐸𝐷(𝑡) + 𝐸𝑐 = 𝐸𝐷𝑓(𝑡) + 𝐸𝑐        (4.8) 

where 𝐸𝑐 is the electric field strength generated by the compensation voltage. Ions with an 

average velocity of 0 as shown in equation (4.9) will transmit through the plates and 

approach the detector of the FAIMS. 

〈𝑣(𝑡)〉 = 〈𝐾(𝐸)𝐸(𝑡)〉 = 

〈𝐾0(1 + 𝛼(𝐸))(𝐸𝐷(𝑡) + 𝐸𝑐〉 =  

 〈𝐾0(1 + 𝛼(𝐸𝐷(𝑡) + 𝐸𝑐))(𝐸𝐷(𝑡) + 𝐸𝑐〉 = 0       (4.9) 

Power series expansion by Taylor’s theorem is used under the condition 𝐸𝑐 ≪ 𝐸𝐷. 

 (𝐸𝐷(𝑡) + 𝐸𝑐)
𝑛 ≈ (𝐸𝐷𝑓(𝑡))

𝑛
+ 𝑛(𝐸𝐷𝑓(𝑡))

𝑛−1
𝐸𝑐    (4.10)  

Then 𝛼(𝐸𝐷(𝑡) + 𝐸𝑐)) can be approximated as: 

𝛼(𝐸𝐷(𝑡) + 𝐸𝑐) = ∑ 𝛼2𝑛(𝐸𝐷(𝑡) + 𝐸𝑐)
2𝑛∞

𝑛=1   

≈ ∑ 𝛼2𝑛(𝐸𝐷(𝑡))
2𝑛

∞

𝑛=1

+ ∑ 2𝑛𝛼2𝑛(𝐸𝐷(𝑡))
2𝑛−1

∞

𝑛=1

𝐸𝑐 

=  𝛼(𝐸𝐷(𝑡)) + 𝐸𝑐
𝑑𝛼(𝐸𝐷(𝑡))

𝑑𝐸𝐷(𝑡)
   (4.11) 
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If 𝛼(𝐸𝐷(𝑡) + 𝐸𝑐)) is substituted with the approximated form shown in equation (4.11), the 

condition can be expressed and expanded after dividing it by 𝐾0 : 

〈(1 + 𝛼(𝐸𝐷(𝑡)) + 𝐸𝑐
𝑑𝛼(𝐸𝐷(𝑡))

𝑑𝐸𝐷(𝑡)
)(𝐸𝐷(𝑡) + 𝐸𝑐〉 = 0               (4.12-a) 

〈𝐸𝐷(𝑡) + 𝐸𝑐 + 𝛼(𝐸𝐷(𝑡))𝐸𝐷(𝑡) + 𝛼(𝐸𝐷(𝑡))𝐸𝑐 + 𝐸𝑐
𝑑𝛼(𝐸𝐷(𝑡))

𝑑𝐸𝐷(𝑡)
𝐸𝐷(𝑡) + 𝐸𝑐

2 𝑑𝛼(𝐸𝐷(𝑡))

𝑑𝐸𝐷(𝑡)
〉 = 0  

                                                                                                                                  (4.12-b) 

𝐸𝑐 + 〈𝛼(𝐸𝐷(𝑡))𝐸𝐷(𝑡)〉 + 𝐸𝑐〈𝛼(𝐸𝐷(𝑡))〉 + 𝐸𝑐 〈
𝑑𝛼(𝐸𝐷(𝑡))

𝑑𝐸𝐷(𝑡)
𝐸𝐷(𝑡)〉 = 0            (4.12-c) 

Equation (4.12-b) can be rearranged into (4.12-c) since 〈𝐸𝐷(𝑡)〉=0 according to the 

equation (4.6) which is a requirement for an asymmetric wave from used in a FAIMS and  

𝐸𝑐
2 𝑑𝛼(𝐸𝐷(𝑡))

𝑑𝐸𝐷(𝑡)
 can be eliminated based on the condition Ec ≪ ED. Then, by arranging (4.12-

c),  𝐸𝑐 can be expressed as function of 𝛼 and 𝐸𝐷(𝑡): 

−𝐸𝑐 =
〈𝛼(𝐸𝐷(𝑡))𝐸𝐷(𝑡)〉

1+〈𝛼(𝐸𝐷(𝑡))〉+𝐸𝑐〈
𝑑𝛼(𝐸𝐷(𝑡))

𝑑𝐸𝐷(𝑡)
𝐸𝐷(𝑡)〉

               (4.13-a) 

Equation (4.13-a) can be simplified as (4.13-b) by using 𝐸𝐷(𝑡) = 𝐸𝐷𝑓(𝑡) and putting  

𝛼(𝐸𝐷(𝑡)) just as α.   

−𝐸𝑐 =
𝐸𝐷〈𝛼𝑓(𝑡)〉

1+〈𝛼〉+𝐸𝐷〈
𝑑𝛼

𝑑(𝐸𝐷(𝑡))
𝑓(𝑡)〉

                                     (4.13-b) 

Then, it can be rearranged as (4.13-b) after substituting 𝛼 with  ∑ 𝛼2𝑛(𝐸𝐷𝑓(𝑡))2𝑛∞
𝑛=1  and 

can be expressed as: 
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−𝐸𝑐 =
∑ 𝛼2𝑛𝐸𝐷

2𝑛+1∞
𝑛=1 〈𝑓2𝑛+1(𝑡)〉

1+∑ (2𝑛+1)𝛼2𝑛𝐸𝐷
2𝑛∞

𝑛=1 〈𝑓2𝑛(𝑡)〉
              (4.13-c) 

𝐸𝑐 can be expressed as an odd power series of 𝐸𝐷: 

−𝐸𝑐 = ∑ 𝑐2𝑛+1𝐸𝐷
2𝑛+1∞

𝑛=1 = 𝑐3𝐸𝐷
3 + 𝑐5𝐸𝐷

5 + ⋯            (4.13-d) 

where 𝑐2𝑛+1 = 𝛼2𝑛〈𝑓
2𝑛+1〉 − ∑ (2(𝑛 − 𝑘) + 1)𝑐2𝑘+1𝛼2(𝑛−𝑘)

𝑛−1
𝑘=1 〈𝑓2(𝑛−𝑘)〉 .  If n is 

considered up to 2,  

  −𝐸𝑐 = 𝑐3𝐸𝐷
3 + 𝑐5𝐸𝐷

5       (4.14) 

a polynomial version of Ec  can be obtained where 𝑐3 = 𝛼2〈𝑓
3〉   and 𝑐5 = 𝛼4〈𝑓

5〉 −

3𝑐3𝛼2〈𝑓
2〉. 〈𝑓2〉, 〈𝑓3〉, and 〈𝑓5〉 can be calculated analytically and numerically or can be 

measured.  Experimental data of Ec: ED can be used to fit this polynomial model. (Krylov 

et al., 2002) used a standard least-squares method to approximate the experimental findings. 

Equation (4.14) can be shown as a linear form: 

 𝑦 = 𝑐3 + 𝑐5𝑥         (4.15) 

where 𝑦 =
−𝐸𝑐

𝐸𝐷
3  and  𝑥 = 𝐸𝐷

2. 𝑐3 and 𝑐5 can be approximated from experimental data,  

 

𝑐5 =
∑ 𝑥𝑖

𝑁𝑒𝑥𝑝
𝑖=1

∑ 𝑦
𝑁𝑒𝑥𝑝
𝑖=1

−𝑁𝑒𝑥𝑝 ∑ 𝑥𝑖𝑦𝑖
𝑁𝑒𝑥𝑝
𝑖=1

(∑ 𝑥𝑖
𝑁𝑒𝑥𝑝
𝑖=1

)
2

−𝑁𝑒𝑥𝑝 ∑ 𝑥𝑖
2𝑁

𝑖=1

       (4.16)  

𝑐3 =
1

𝑁𝑒𝑥𝑝
(∑ 𝑦

𝑁𝑒𝑥𝑝

𝑖=1
− 𝑐5 ∑ 𝑥𝑖

𝑁𝑒𝑥𝑝

𝑖=1
)        (4.17) 

 

where 𝑁𝑒𝑥𝑝 is the number of experimental data points.  In this study, 10 data points were 

for TBA+ ions and 12 data points for THA+, TDA+, and TDDA+ ions. The used data points 

of DV and EV are summarized in Table 4.1. 
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Table 4.1 Measured compensation voltages (CVs) and dispersion field strengths of 

monomers of tetraalkylammonium ions at 295 K, 1 atm.  The maximum dispersion voltage 

applied was 214 V and the gap distance of the channel is 35 𝜇m. 

TBA THA TDA TDAA 

ED/N 

(Td) 
CV(V) 

ED/N 

(Td) 
CV(V) 

ED/N 

(Td) 
CV(V) 

ED/N 

(Td) 
CV(V) 

59.0 0.036 59.0 0.077 59.0 0.009 59.0 0.036 

73.7 0.023 73.7 0.171 73.7 0.036 73.7 0.090 

88.5 0.224 88.5 0.240 88.5 0.076 88.5 0.184 

98.3 0.292 98.3 0.198 98.3 0.198 98.3 0.211 

113.1 0.467 113.1 0.319 113.1 0.346 113.1 0.440 

122.9 0.620 122.9 0.521 122.9 0.494 122.9 0.494 

137.6 0.899 137.6 0.764 137.6 0.723 137.6 0.696 

147.5 1.330 147.5 0.980 147.5 0.872 147.5 0.939 

177.0 2.297 172.0 1.596 172.0 1.411 172.0 1.505 

206.5 3.939 196.6 2.297 196.6 2.071 196.6 2.112 

    221.2 3.354 221.2 2.799 221.2 2.920 

    245.8 4.281 245.8 3.675 245.8 3.864 

 

4.3 Results and Discussion 

Figure 4.3 displays mobility spectra of TBAI, THAB, TDAB, and TDDAB ions 

generated and ionized by an ESI. Before the conversion of DMA voltages to ion mobilities,  

calibration of the DMA was conducted by comparison of mobility spectra of THAB 

obtained from ESI-DMA-electrometer measurements to mobility spectra determined by 

(Ude and De La Mora, 2005). Ude and De La Mora reported 0.97 cm2 V-1 S-1 for monomer 

ions  and 0.65 cm2 V-1 S-1 for dimer ions and the ratio of the monomer mobility to dimer 

mobility was 1.48. In this study, the ratio of 1.50 was observed which agrees reasonable 

enough to identify monomer ions and dimer ions of THAB. Then, DMA voltages were 

converted to mobilities using equation (4.1) and the sheath flowrate of 257 L min-1. Ion 

mobilities for TBA+, THA+, TDA+, and TDDA+ were 1.42 cm2 V-1 S-1, 0.97 cm2 V-1 S-1, 
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0.78 cm2 V-1 S-1 and 0.72 cm2 V-1 S-1 respectively and they were identified as major peak 

in figure 4.3. These values are consistent with the mobilities determined by Ude and De La 

Mora within 2 % difference. In addition to monomer ions, dimer ions and doubly charged 

clusters were labeled in the figure when they were able to be identified by mobilities 

reported by by Ude and De La Mora. For the concentration of each major peak was near 

105 # cm-3 except TBAI of which concentration was 2×104 # cm-3. It is necessarily required 

to secure high enough ion concentration for DMA-FAIMS measurements since the 

transmission efficiency of ions further decrease through a high electric field of a FAIMS 

especially for ions with higher mobility. 

 

 
Figure 4.3 Mobility spectra of (a) tetrabutylammonium iodide (TBAI), (b) 

tetraheptylammonium bromide (THAB), (c) tetradecylammonium bromide (TDAB), and 

(d) tetradodecylammonium bromide (TDDAB). 
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Figure 4.4 CV:DV color map by ESI-DMA-FAIMS measurements of monomer ions of (a) 

tetrabutylammonium iodide (TBAI), (b) tetraheptylammonium bromide (THAB), (c) 
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tetradecylammonium bromide (TDAB), and (d) tetradodecylammonium bromide 

(TDDAB). (e-g) are same color maps with the center guide lines. 

 

Figure 4.4 (a-d) show the color maps of CV:DV obtained by ESI-DMA-FAIMS 

measurements of monomer ions of 4 samples and (e-h) show the identical maps with added 

center lines. The centerline was obtained by finding the center of the mode at each 

dispersion voltage and center values were not necessarily peak maximum. Low signal 

intensity of TBA+ ions shown in mobility spectra yielded noisy CV maps compared to CV 

maps of other ions and ion current was barely detected when the dispersion voltage was 

80% or higher. It is explained by the known tendency that ion transmission efficiency in a 

planar FAIMS decreases as its dispersion field increases while the resolution increases and  

the loss rate is higher with ions with higher mobility (higher diffusion coefficient). 

Therefore, widths of signals appear to be narrower, and intensity of signals gets lower at 

higher DVs for all ions. Centerlines of CV maps were plotted in figure 4.5 for more clear 

comparisons of compensation voltages of different ions and each data point is put together  

 

Figure 4.5 The extracted CV:DV spectra of monomer ions of TBAI, THAB, TDAB, and 

TDDAB. 
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in Table 4.1. All types of positively charged monomer ions transmitted through the FAIMS 

at positive compensation voltages with positive dispersion voltages. The raw data reported 

relative intensities of dispersion voltage and they were converted to actual field strength 

values (Townsend, 1 Td = 10-21V m-2) using maximum dispersion voltage of 214 V, gap 

distance of 35 𝜇m, temperature of 295 K, and pressure of 1 atm. Under these measurement 

conditions, 100% dispersion voltage corresponded to 245.8 Td. Positive CVs contributed 

to increment of dispersion field strengths which compensated displacements caused by 

lower mobility at high field. According to these results, mobilities of tetraalkylammonium 

ions are confirmed to decrease at high electric field strengths. The same tendency was 

reported by previous studies (Aksenov et al., 2012, Aksenov and Kapron, 2010, Campbell 

et al., 2014) that tetraalkylammonium ions were detected at negative compensation 

voltages when negative dispersion voltages were used. The higher the mobility of ions at 

low field, the smaller dispersion voltage was required to observe the change of mobilities, 

and the larger compensation voltage was required to let ions drift through the FAIMS 

except tetra dodecyl ammonium ions. While TDDA+ ion mobility is lower TDA+ ion 

mobility, compensation voltages of TDDA+
 were larger than those of TDA+.  

 

Table 4.2 Estimated 𝛼 values of TBA+, THA+, TDA+, and TDDA+ at 295 K and 1 atm.  

The maximum dispersion voltage applied was 214 V and the gap distance of the channel 

is 35 𝜇m. The dimension of 𝛼2 and 𝛼4 is Td-2 and Td-4 respectively.  

TBA THA TDA TDAA 

𝜶𝟐 𝜶𝟒 𝜶𝟐 𝜶𝟒 𝜶𝟐 𝜶𝟒 𝜶𝟐 𝜶𝟒 

-1.75E-06 -6.87E-11 -2.96E-06 1.17E-11 -1.40E-06 -2.45E-11 -2.24E-06 -4.06E-12 
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Each data point in table 4.1 was used for calculation of  α2 and α4 using equation 

(4.14-17) and results are reported in table 4.2. For information on the waveform required 

for calculations,  〈𝑓2〉 = 0.224, 〈𝑓3〉 = 0.108, and 〈𝑓5〉 = 0.105 were used which were 

reported by (Shvartsburg et al., 2009). As expected from positive compensation voltages, 

most of 𝛼 values are negative. The Kh can be calculated based on estimated 𝛼 (truncated 

form with n=2) based on measured ion mobility (K0) with the DMA directly before FAIMS 

measurements. Expected ion mobility in high field limit was plotted in figure 4.6. As 

expected, ion mobilities of tetraalkylammonium ions are decreasing as the field strength 

increases and TBA+ shows most noticeable dependency followed by larger ions.  

 

 

Figure 4.6 Expected Kh of TBA+, THA+, TDA+, and TDDA+ as function of dispersion field 

strength using the truncated form of 𝛼.  𝐾ℎ = 𝐾0(1 + 𝛼2(𝐸 𝑁)⁄ 2
+ 𝛼4(𝐸 𝑁)⁄ 4

)) 

 

The inverse calculation is also available using equation (4.14) for compensation voltages 

from 𝛼  and dispersion field strengths. The estimated compensation voltages from 𝛼 
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functions were plotted in figure 4.7 with measured compensation voltages. Calculations 

provided generous agreement with measured values when dispersion field strength is 

around 150 Td but with higher field strengths it deviated from measured data. This 

limitation has been discussed from previous studies (Wilks et al., 2012) that truncated form 

of α function is not sufficient to represent the mobility dependence at higher fields (>150 

Td) and the higher order α terms are required for more accurate predictions at higher fields 

even for larger and stable ions which do not dissociate at high temperature.  

 

 
Figure 4.7 The measured compensation voltages and calculated compensation voltages 

using truncated from of α function of (a) TBA+, (b) THA+, (c)TDA+, and (d) TDDA+. 
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4.4 Conclusions 

In this study, an ESI-DMA-FAIMS system was newly implemented to separate ions 

based on their constant ion mobility at low field strengths and their mobility dependence 

on the field strength at high field strengths. Monomer ions of tetraalkylammonium salts 

(from butyl to dodecyl) were successfully analyzed by an ESI-DMA-FAIMS system. The 

truncated 𝛼  functions of TBA+, THA+, TDA+, and TDDA+ were calculated based on 

dispersion field strengths and compensation voltages. However, the resulting 𝛼 functions 

with limited orders were not effective at higher field strengths than 150 Td. Since 

noticeable separation of CV spectra between 4 types of ions appears to require higher fields 

than 150 Td, the need for accurate 𝛼 functions at higher fields was reassured. It has been 

known that higher order of 𝛼 terms from equation (4.13-17) yields more precise prediction 

of ion mobility dependence.  Different approaches solving equation (4.9) such as 

Twomey’s algorithm (commonly used for inversion of aerosol measurement data) will 

provide a new path to higher order of 𝛼 terms.  

This study suggests that a DMA-FAIMS system can be a powerful tool for ion analysis 

utilizing separation based on two orthogonal properties and can expand the application area 

of low field IMSs. However, the resolution observed in this study due to the short channel 

lengths of ultra FAIMSs leaves space for improvement. The ion separation by FAIMS can 

be enhanced by modification of the carrier gas composition (addition of water, alkanes, 

alcohols, etc.) as shown in previous studies (Waraksa et al., 2016, Campbell et al., 2014, 

Wei et al., 2019, Rorrer and Yost, 2015, Rorrer and Yost, 2011) which utilized transient 

bindings between vapor molecules and ions. Therefore, the introduction of vapors to a 
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DMA-FAIMS system will not only improve the resolution of measurements but also enable 

higher dimensional analysis using only ion mobility based techniques. 
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Chapter 5. Computational Predictions of Porosities, Pore Size 

Distributions, and Conductivities of Aerosol Deposited Particulate 

Films 

Adapted from: Jihyeon Lee, and Christopher J. Hogan Jr. "Computational predictions of 

porosities, pore size distributions, and conductivities of aerosol deposited particulate 

films." Powder Technology 378 (2021): 400-409. 

 

Abstract: The structure and resulting physical properties of aerosol deposited particulate 

films are governed by the size distribution and morphology of the depositing particles as 

well as the physics governing particle deposition.  While particulate film deposition 

processes are qualitatively understood, the link between particle characteristics and 

deposition physics to film properties has not been probed systematically.  Here we apply a 

combination of Langevin dynamics deposition simulations, Monte Carlo pore size 

distribution calculations, and predictions of the thermal conductivities to better establish 

such process parameter-film property relationships.  We account for partial coalescence, 

polydispersity, and aggregate deposition.  We establish that the deposition of polydisperse 

and aggregated particles leads to broadening of the pore size distribution function and an 

increase in the mode pore size.  Via a non-continuum gas conductivity model, we show 

that aerosol deposited films can achieve porosities and thermal conductivities similar to 

conventional aerogels.  

 

5.1 Introduction 

 Aerosol deposition techniques (Adachi et al., 1988, Akedo, 2006, Hanft et al., 2015, 

Yang et al., 1999) are a suite of methods to manufacture submicrometer thin films as well 
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as thicker coatings, reliant on the physics of particle transport to surfaces, which is an 

integral topic in particle technology (Morgeneyer et al., 2019).  In the past several decades 

there has been considerable development in aerosol deposition, and presently aerosol 

deposition techniques span from supersonic cold spray at both high and low pressure 

(Akedo and Lebedev, 2002, Suzuki et al., 2017, An et al., 2020, Huang et al., 2007, Li et 

al., 2019, Adamczyk et al., 2019, McCallister et al., 2021), to flame aerosol deposition both 

within flame reactors and post-flame (Thimsen and Biswas, 2007, Thimsen et al., 2008, 

Lee et al., 2016, Tricoli and Elmøe, 2012, Wegner et al., 2012, Tolmachoff et al., 2009, 

Zhang et al., 2012c), plasma deposition (Firth and Holman, 2018, Holman and Kortshagen, 

2010, Greenberg et al., 2017, Thimsen et al., 2014, Koh and Gordon, 2013, Vulic et al., 

2019, Beaudette et al., 2020b, Kubo et al., 2013, Schlag et al., 2020), and electrostatic 

deposition, including via electrosprays (Rusinque et al., 2019, Castillo et al., 2018, Higuera, 

2018, Hogan and Biswas, 2008b, Tang and Gomez, 2017).  Often the goal in utilizing 

supersonic deposition techniques is to drive particle restructuring and the formation of 

dense coatings (Exner et al., 2019, Lee et al., 2011, Adamczyk and Fuierer, 2018).  

Conversely, lower velocity deposition, or deposition of hard materials without substantial 

restructuring can be driven by fluid, electrostatic, or thermophoretic forces and leads to 

uniquely nanostructured coatings.  Such coatings can be incorporated onto a variety of 

devices, such as solid oxide fuel cells (Erilin et al., 2020, Choi et al., 2011, Choi et al., 

2012), solar cells (Zhu et al., 2013),  and heat transfer surfaces (Jo et al., 2018).  

Nanostructured, particulate coatings also result from particle collection and measurement 

processes, including filtration (Novick et al., 1992), electrostatic precipitation (Huang and 

Chen, 2003), and resistive soot sensors (Maricq and Bilby, 2018, Fragkiadoulakis et al., 
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2018), wherein the physical properties of coating ultimately affect how the collection or 

measurement system behaves (e.g. pressure drop in filters).  It is therefore important to 

understand the factors governing the nanostructures of such coatings, and how the 

nanostructure affects their behavior. 

 In the absence of substantial restructuring (sintering and particle rearrangement 

during deposition; Baric et al., 2019), the nanostructure of an aerosol-deposited coating 

results from the manner in which particles are deposited onto the substrate, i.e. the structure 

is dependent upon the advective force, pressure, temperature, particle size, and particle 

shape.  The macroscale structures of resulting films are often examined by surface profilers 

and microscopes, while submicroscale structures, such as nanopores, are typically 

examined by measuring the nitrogen or argon adsorption isotherm and via tomographic 

image analysis (Rouquerol et al., 2013, Appoloni et al., 2004).  Simultaneously, there have 

been efforts to simulate particle deposition and to understand how the physics governing 

deposition affect the resulting nanostructure.  The earliest simulations along these lines 

reveal that when stochastic particle motion is significant (Meakin, 1986, Tassopoulos et al., 

1989), dendritic structures result.  Later simulations, utilizing Brownian dynamics 

equations or Monte Carlo techniques (Kulkarni and Biswas, 2004, Ogunsola and Ehrman, 

2008, Higuera, 2018), Langevin dynamics equations (Lindquist et al., 2014, Mädler et al., 

2006, Nasiri et al., 2015), lattice simulations  (Rodríguez-Pérez et al., 2005), and ballistic 

simulations (Chen et al., 2017, Hogan and Biswas, 2008b) all confirm that particulate 

deposits are highly porous (with porosities exceeding 0.9 in many instances), but with both 

the film nanostructure and resulting physical properties adjustable by adjusting process 

conditions.  Despite considerable progress in this area, there remain open questions in 
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understanding and optimizing aerosol deposition for porous film production.  First, with 

few notable exceptions (Mädler et al., 2006, Baric et al., 2019, Kulkarni and Biswas, 2003), 

simulations have examined exclusively monodisperse, spherical particle deposition, where 

particles remain in point contact upon deposition.  Experimentally, this is never the case; 

particles are invariably polydisperse, often aggregated, and incompletely coalesce upon 

deposition.  Second, film nanostructures have been largely described in prior work via the 

film porosity as a function of thickness (Lindquist et al., 2014), while of equal or greater 

interest is the pore size distribution (Bhattacharya and Gubbins, 2006), as this can strongly 

affect film properties.  Third, also with few exceptions (Chen et al., 2017), simulations 

have typically not been extended to predict film properties from the resulting 

nanostructures.  The purpose of the present study is to address these three issues by 

computing the structures of films formed via aerosol deposition of monodisperse, 

polydisperse, aggregated, and coalescing particles using Langevin dynamics simulations.  

Subsequently, the resulting pore size distributions of such films, and resulting film thermal 

conductivities at atmospheric pressure are computed.  For the former, we adapt the 

framework of Lindquist et al. (2014) to non-monodisperse particles; in this framework 

deposition is carried out using dimensionless Langevin dynamics, which are dependent 

upon diffusive (mass transfer) Knudsen Number (Gopalakrishnan and Hogan, 2011) and a 

deposition kinetic energy to thermal energy ratio.  For the latter, we examine a case study 

of SiO2 nanoparticle deposition, developing a model for thermal conductivity accounting 

for non-continuum effects in the gas which takes the pore size distribution as an input.  The 

model is modified from prior approaches used to predict the thermal conductivities of silica 

aerogels (Zeng et al., 1994), but with proper scaling for the thermal conductivity in free 
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molecular limit.  The subsequent sections describe the equations utilized, the specific 

calculations performed, and results of calculations.  Our overall goal in completing this 

study is to demonstrate how predictions of aerosol-deposited film properties can derive 

from simulations of their formation.  Within the context of porous SiO2 coatings, our 

calculations suggest that aerosol-deposited materials should have similarly low thermal 

conductivities to conventional aerogel materials (Bisson et al., 2004, Wei et al., 2011, Bi 

et al., 2014).    

 

5.2 Computational methods 

5.2.1 Film formation 

5.2.1.1 Simulation parameters and particle equations of motion 

Film deposition is simulated onto a flat substrate by placing particles at a z-location 

(height) 2.1 dimensionless radii above the highest point in the film.  For simulations with 

single spheres the domain is 50 x 50 dimensionless radii in area, for aggregates the domain 

is 250 x 250 dimensionless radii in area, and in all situations periodic boundary conditions 

are invoked on the four vertical faces.  In instances with polydisperse particles, the 

geometric mean radius is used for distance normalization and in the case of aggregates, 

normalization is based upon the radius of a primary particle within an aggregate.  Particles 

move towards the substrate, driven by a constant advective force, with particle inertia and 

thermal (diffusive) motion also considered.  Particle-particle and particle-substrate 

interactions are neglected in the present study.  While they can certainly be incorporated 

into such simulations, in general, the transport of particles to a substrate or growing deposit 

surface is not strongly influenced by short range interactions (Kulkarni and Biswas, 2004).  
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Particles are stepped in time following dimensionless Ermak & Buckholtz (1980) solution 

to the Langevin equation, which is provided by Lindquist et al. (2014): 

 𝑣𝑝⃗⃗⃗⃗ 
∗
(𝜏 + ∆𝜏) = 𝑣𝑝⃗⃗⃗⃗ 

∗
(𝜏) exp(−∆𝜏) − 𝜒𝐹

1

2𝐾𝑛𝐷𝑘̂[1 − exp(−∆𝜏)] + 𝐴1
⃗⃗⃗⃗  (5.1) 

 

𝑥𝑝⃗⃗⃗⃗ 
∗
(𝜏 + ∆𝜏) = 𝑥𝑝⃗⃗⃗⃗ 

∗
(𝜏) + (𝑣𝑝⃗⃗⃗⃗ 

∗
(𝜏 + ∆𝜏) + 𝑣𝑝⃗⃗⃗⃗ 

∗
(𝜏) + 2𝜒𝐹

1

2𝐾𝑛𝐷𝑘̂) (
1−exp(−∆𝜏)

1+exp(−∆𝜏)
)  

− 𝜒𝐹

1

2𝐾𝑛𝐷𝑘̂∆𝜏 + 𝐴2
⃗⃗ ⃗⃗       (5.2) 

        

⟨𝐴1
⃗⃗⃗⃗ 

2
⟩ = 3𝐾𝑛𝐷

2 [1 − exp(−2∆𝜏)]      (5.3) 

⟨𝐴2
⃗⃗ ⃗⃗ 

2
⟩ = 6𝐾𝑛𝐷

2 [∆𝜏 − 2(
1−exp(−∆𝜏)

1+exp(−∆𝜏)
)]      (5.4) 

 

where 𝑣𝑝⃗⃗⃗⃗ 
∗
 is dimensionless velocity vector and 𝑥𝑝⃗⃗⃗⃗ 

∗
 is dimensionless position vector at 

dimensionless time, 𝜏  and 𝜏 + ∆𝜏 . The dimensionless time step is also based on the 

Lindquist et al. (2014) criterion of ∆𝜏 = 0.04𝐾𝑛𝐷
−2𝑟𝑐

2 ∗ min (1, 𝜒𝐹
−

1

2), where 𝑟𝑐  is the 

dimensionless minimum distance to deposited particles or to the substrate.  𝐾𝑛𝐷  is the 

diffusive Knudsen number, defined as: 

 𝐾𝑛𝐷 =
(𝑘𝑇𝑚𝑝)

1/2

𝑓𝑎𝑝
          (5.5) 

where 𝑘𝑇 is the thermal energy, 𝑚𝑝 is the particle mass, 𝑓 is the particle friction factor, 

and 𝑎𝑝 is the geometric mean particle radius. 𝜒𝐹  is the ratio of the translational kinetic 

energy to the thermal energy as: 

 𝜒𝐹 =
𝑚𝑝𝑈0

2

𝑘𝑇
         (5.6) 

with 𝑈0 the particle advective velocity. 𝐴1
⃗⃗⃗⃗  and 𝐴2

⃗⃗ ⃗⃗  are Gaussian distributed random vectors 

with zero mean and variances are given by equation (5.3) and (5.4), respectively. In 

equations (5.1-5.4), all length scales are normalized by the primary particle radius (or 

geometric mean radius), while time is normalized by the ratio of the geometric mean 
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particle mass to geometric mean friction factor (i.e. the inertial relaxation time). The entire 

system evolution is hence dependent on the dimensionless variables 𝐾𝑛𝐷 and 𝜒𝐹.  As noted 

previously (Hunt et al., 2014, Lindquist et al., 2014), these numbers can be combined to 

yield more traditional dimensionless ratios, i.e. 𝜒𝐹

1

2𝐾𝑛𝐷 is proportional to most definitions 

of Stokes number, while 𝜒𝐹

1

2𝐾𝑛𝐷
−1 is proportional to Peclet number (furthermore, 𝜒𝐹 is 

proportional to the square of the particle Mach number, i.e. particle velocity to the speed 

of sound in a gas composed of the particles).  Any two from the group of diffusive Knudsen 

number, translational-thermal energy ratio, Stokes number, and Peclet number can be used 

to describe the behavior of systems subject to the Langevin equation of motion for non-

interacting particles.  We elect to utilize diffusive Knudsen number and translational-

thermal energy ratio as we argue they are the most “orthogonal” in terms of their physical 

representation; diffusive Knudsen number is not dependent upon advective velocity and is 

a dimensionless representation of pressure (it is its inverse), while translational-to-thermal 

energy ratio is pressure independent.   

 For each film simulated, particles are introduced into the simulation domain 

sequentially, with each particle allowed to deposit prior to the introduction of the next 

particle (the dilute limit approximation).  We investigate monodisperse spherical particles 

depositing in point contact (i.e. sticking upon encountering the substrate or previously 

deposited particles), monodisperse spherical particles with a prescribed degree of 

coalescence upon deposition, polydisperse spherical particles depositing in point contact, 

and quasifractal aggregates composed of monodisperse particles depositing in point contact.  

For instances with single spherical particles, 3.5 x 104 particles are deposited to construct 
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particulate film geometries; with aggregate deposition 2.0 x 105 primary particles are 

deposited (2.0 x 103 – 105 aggregates).   

 

5.2.1.2 Coalescence 

The movement of each particle is terminated when the particle has a point contact 

with one of the deposited particles or with the substrate, as shown in Figure 5.1. To 

investigate the effect of coalescence of particles, we adjust the distance between two 

particles after deposition. As depicted in figure 5.1, primary particle “a” is already 

deposited and incorporated into the particulate film, while primary particle “b” is part of 

the moving particle which came into contact with particle “a”. Without considering 

coalescence, the distance between these two neighboring particles at deposition is defined 

as the sum of their radii, 𝑎𝑎 + 𝑎𝑏 . However, coalesce reduces this distance and 

correspondingly increases the radii of the particles. We prescribe a coalescence ratio, 𝜃, 

which is the fractional reduction in radius and determines the overlapped volume of the 

two particles, dV.   For simplicity, we elect to increase only the size of particle “b” to a 

value 𝑎𝑏,𝑛𝑒𝑤 due to coalescence at deposition, using the following relationships:  

𝑑𝑉 =  
𝜋

3
(
𝜃(𝑎𝑎+𝑎𝑏)

2
)
2

(3𝑎𝑎 + 3𝑎𝑏 − 𝜃(𝑎𝑎 + 𝑎𝑏))    (5.7a)  

4

3
𝜋𝑎𝑎

3 +
4

3
𝜋𝑎𝑏

3 + 𝑑𝑉 =
4

3
𝜋𝑎𝑎

3 +
4

3
𝜋𝑎𝑏,𝑛𝑒𝑤

3      (5.7b) 

4

3
𝜋𝑎𝑏

3 + 𝑑𝑉 =
4

3
𝜋𝑎𝑏,𝑛𝑒𝑤

3        (5.7c) 

Through equations (5.7a-c), coalescence is assumed to occur to a finite extent, but on an 

infinitely fast timescale in comparison to time scale for particle transport to the substrate 

surface.  This assumption would apply for a dilute system (i.e. an aerosol) and for 
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temperatures well below the bulk melting temperature of the depositing material.  The 

effect of coalescence ratios of 0.0, 0.1, 0.2, and 0.3 are reported on in the Results & 

Discussion section. 

 

Figure 5.1 A description of coalescence between particles for a defined coalescence ratio 

(𝜃) level, yielded the volume 𝑑𝑉. 

 

5.2.1.3 Polydispersity 

To examine the influence of particle polydispersity on particulate film structures, each 

particle radius is sampled from a lognormal distribution whose geometric standard 

deviation (GSD) is 1.05, 1.1, 1.2, 1.3, or 1.4.  The geometric mean is a dimensionless value 

of 1.0 in all cases. Randomly generated radii are rounded to the nearest tenth to facilitate 

subsequent application of the pore size analysis algorithm, requires a finite number of 

discrete particle radius values.  Input values, 𝐾𝑛𝐷  and 𝜒𝐹  are calculated based on 

geometric mean radius; thus, when solving the particle equations of motion we introduce 

specific 𝐾𝑛𝐷,𝑆  and 𝜒𝐹,𝑆   as shown in equation (5.8a-b; where “S” denotes a specific 

sampled particle) and adjust equations (5.1-5.4) such that they apply to the sampled particle.  

𝐾𝑛𝐷,𝑆 =
𝐾𝑛𝐷

√𝑎𝑝,𝑠
 
(1+𝐾𝑛𝑆(1.257+0.4∗𝑒𝑥𝑝 (

−1.1

𝐾𝑛𝑆
)

(1+𝐾𝑛(1.257+0.4∗𝑒𝑥𝑝(
−1.1

𝐾𝑛
))

       (5.8a) 

𝜒𝐹,𝑆 = 𝜒𝐹𝑎𝑝,𝑠
3          (5.8b) 
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where  𝑎𝑝,𝑠 the dimensionless radius of a specific sampled particle, and 𝐾𝑛 and 𝐾𝑛𝑆 are 

Knudsen numbers based on the geometric mean radius and a specific radius respectively.  

For these instances, we specifically utilize  𝐾𝑛 of 1.0, which is an input parameter. 

 

5.2.1.4 Aggregate deposition 

Aggregates are generated by the sequential algorithm (SA) where a spherical 

particle is attached to an aggregate iteratively satisfying the relation as follows:  

  𝑁 = 𝑘𝑓(
𝑅𝑔

𝑎𝑝
)𝐷𝑓        (5.9) 

where 𝑁 is the number of primary particles per aggregate, 𝑘𝑓 is pre-exponential factor, 𝑅𝑔 

is the radius of gyration, 𝑎𝑝 is particle radius (identical for each particle), and 𝐷𝑓 is the 

fractal dimension. Aggregate generation by SA is described in detail by Filippov et al. 

(2000).  While this algorithm does not successfully recover the properties of larger 

aggregates with more than 100 primary particles, it is a simple approach to generate 

structures satisfying equation (5.9) with lower numbers of primary particles (i.e. fewer than 

100).  We examine chain-like aggregates (with lower 𝐷𝑓 = 1.8 and 𝑘𝑓 = 2.0) and dense 

aggregates (with higher 𝐷𝑓 = 2.5, 𝑘𝑓 = 2.0);  example structures are depicted figure 5.2. 

In the aggregate deposition process, 𝐾𝑛𝐷 and 𝜒𝐹 are the values for an aggregate (i.e. based 

on the aggregate mass and friction coefficient, but normalized with primary particle radius).  

Equations (5.1-5.4) require no adjustment to apply to aggregates with normalization in this 

manner.  The same aggregate geometry is applied for prescribed conditions, but each 

aggregate is rotated randomly in advance of its placement on its initial coordinate.  
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Figure 5.2 Depictions of aggregates at different numbers of primary particles and fractal 

dimensions. 

 

5.2.1.5 Cases Examined 

Monodisperse particles without coalescence and aggregation were deposited first 

under different 𝐾𝑛𝐷 and 𝜒𝐹 conditions. Lindquist et al. (2014) showed that the porosity of 

the films resulting in these circumstances is determined by 𝐾𝑛𝐷 and 𝜒𝐹. In our study, 12 

𝐾𝑛𝐷, 𝜒𝐹 pairs were selected to generate films with porosities from 0.85 to 0.91. Second, 

monodisperse particles with variable coalescence ratios from 0.10 to 0.30 were deposited 

under with identical 𝐾𝑛𝐷 = 10 and 𝜒𝐹 = 100. Third, polydisperse particles with variable 

geometric standard deviations from 1.05 to 1.4 were deposited under the constant 𝐾𝑛𝐷 =



 
 

98 

10  and 𝜒𝐹 = 100  condition. Finally, chain-like aggregates with 𝐷𝑓  as 1.8 and dense 

aggregates with 𝐷𝑓  as 2.5 were generated with the number of primary particles per 

aggregate in range of 2 to 100 (under the same 𝐾𝑛𝐷 = 10 and 𝜒𝐹 = 100 condition). We 

note that two primary particles is a constrained geometry, which was only examined once.  

All conditions are summarized in Table 5.1.  Film deposition simulations resulted in the 

Cartesian coordinates and radii for the deposited primary particles, with the total number 

of particles deposited noted earlier in this section.  We remark that the 𝐾𝑛𝐷 = 10 condition 

applies for sub-10 nm particles at atmospheric pressure (or larger particles at reduced 

pressure), and 𝜒𝐹 = 100 applies for a strong advective forcing velocity relative to the 

thermal velocity.  It is specifically selected as 𝜒𝐹 in this range are encountered in recently 

developed and discussed aerosol deposition systems used in producing porous Si, ZnO and 

metal nanoparticle coatings (Firth and Holman, 2018, Vulic et al., 2019, Atkinson et al., 

2020, Beaudette et al., 2020a).  We also again note that the deposition process discussed 

neglects the effects of film rearrangement during or after deposition (i.e. compaction 

(Morgeneyer et al., 2008) is not studied).  Such effects would need to be considered to 

develop links between deposition conditions, film structure, and film properties for thicker 

films (>103 particle radii in thickness).   

 

Table 5.1  The summarization of conditions for each case examined. 

Case Area Log10(𝑲𝒏𝑫) Log10(𝝌𝑭) 𝜽 GSD 𝑫𝒇 Np 

1 50×50 1 2 0 1 - - 

2 50×50 0 2 0 1 - - 

3 50×50 -1 0.3 0 1 - - 

4 50×50 -1.25 -0.5 0 1 - - 

5 50×50 -3 -4 0 1 - - 

6 50×50 -2 -2 0 1 - - 

7 50×50 -1.5 -2.2 0 1 - - 
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8 50×50 -2 -3.2 0 1 - - 

9 50×50 -2.4 -4 0 1 - - 

10 50×50 -0.7 -1.4 0 1 - - 

11 50×50 -2 -4 0 1 - - 

12 50×50 -1.5 -3 0 1 - - 

13 50×50 1 2 10 1 - - 

14 50×50 1 2 20 1 - - 

15 50×50 1 2 30 1 - - 

16 50×50 1 2 0 1.05 - - 

17 50×50 1 2 0 1.10 - - 

18 50×50 1 2 0 1.20 - - 

19 50×50 1 2 0 1.30 - - 

20 50×50 1 2 0 1.4 - - 

21 250× 250 1 2 0 1 1.8 2 

22 250× 250 1 2 0 1 1.8 5 

23 250× 250 1 2 0 1 1.8 10 

24 250× 250 1 2 0 1 1.8 20 

25 250× 250 1 2 0 1 1.8 50 

26 250× 250 1 2 0 1 1.8 100 

27 250× 250 1 2 0 1 2.5 5 

28 250× 250 1 2 0 1 2.5 10 

29 250× 250 1 2 0 1 2.5 20 

30 250× 250 1 2 0 1 2.5 50 

31 250× 250 1 2 0 1 2.5 100 

 

5.2.2 Pore analysis  

5.2.2.1 Packing fraction  

  As investigated previously in aerosol deposited films (Mädler et al., 2006, Nasiri et 

al., 2015), porosity is a clearly quantifiable film characteristic, defined the ratio of the void 

volume to the total volume of the film. The porosity of a particulate film can be calculated 

by coordinates and radii of deposited particles. We quantify in here through determine of 

the packing fraction (𝜌), or 1-porosity, was calculated at each dimensionless height of the 

film, 𝑧∗:  

𝜌(𝑧∗) = lim
𝑑𝑧∗→0

∑ 𝑉𝑖(𝑧
∗→𝑧∗+𝑑𝑧∗)𝑁

𝑖=1

𝐴𝑡𝑜𝑡
∗ ∗𝑑𝑧∗ =

∑ 𝐴𝑖(𝑧
∗)𝑁

𝑖=1

𝐴𝑡𝑜𝑡
∗      (5.10)  
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where 𝑑𝑧∗ is the small increment of dimensionless height, 𝑁 is the number of particles, 𝑉𝑖 

is the volume of particle i  between 𝑧∗ and 𝑧∗ + 𝑑𝑧∗, 𝐴𝑡𝑜𝑡
∗  is the total area of the film (2500 

dimensionless units), and 𝐴𝑖(𝑧
∗) is the cross section area of particle i at 𝑧∗ . If 𝑑𝑧∗ is 

infinitesimal, the packing fraction can be approximate by the area fraction as shown in 

equation (5.10). 

 

5.2.2.2 Pore size distribution  

 Directly linked to porosity and containing additional information is the pore size 

distribution (PSD), i.e. the volumetric density function of pore radius as a function of pore 

radius.  The Brunauer-Emmett-Teller (BET) method (Brunauer et al., 1938), Barret-

Joyner-Halenda (BJH) method (Barrett et al., 1951), and density functional theory (DFT) 

approach (Seaton and Walton, 1989) are the most common approaches to determine the 

PSD.   Gelb & Gubbins (1999) developed a model to determine PSD for computationally 

described structures where the maximum pore radii are sampled by a probe particle. The 

maximum pore radius at a certain point is defined as the radius of the largest sphere that 

encompasses the void volume without overlapping any solid portion. 𝑉𝑝𝑜𝑟𝑒(𝑎𝑝𝑜𝑟𝑒) is the 

coverable void volume by spheres which have radius 𝑎𝑝𝑜𝑟𝑒 or smaller.   Therefore, PSD 

can be defined 𝑃(𝑎𝑝𝑜𝑟𝑒) as:   

𝑃(𝑎𝑝𝑜𝑟𝑒) = −
𝑑𝑉𝑝𝑜𝑟𝑒(𝑎𝑝𝑜𝑟𝑒)

𝑑𝑎𝑝𝑜𝑟𝑒
       (5.11) 

Bhattacharya and Gubbins (2006) developed a FORTRAN code PSDsolv for fast 

calculation of PSD based on this algorithm.  We use this code here to determine the PSDs 

of all simulated films, to understand how deposition physics influence the PSD. 
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5.2.3 Thermal conductivity  

Beyond the link between deposition physics and structural properties is the link 

between structural properties and film performance.  To examine how structure governs 

performance with the context of aerosol-deposited porous films, we develop and apply a 

model of thermal conductivity for porous particulate structures. In porous structures with 

gas within the pores, the gas thermal conductivity differs from the bulk thermal 

conductivity in free space because pores (which are smaller than the thermal mean free 

path of gas molecules) restrict the motion of gas molecules. Through a mass transfer 

analogy and functionally proposing an expression similar to Fuchs (Fuchs and Sutugin, 

1970) and Dahneke (1983) for non-continuum mass transfer rates, the gas effective thermal 

conductivity in a pore, 𝐾𝑔𝑎𝑠, 𝑝𝑜𝑟𝑒 can be determined by the equation:  

𝐾𝑔𝑎𝑠, 𝑝𝑜𝑟𝑒 = 𝐾𝑔𝑎𝑠, 0 (
1+𝐴′𝐾𝑛𝑇

1+𝐵′𝐾𝑛𝑇+𝐶′𝐾𝑛𝑇
2)      (5.12) 

where 𝐾𝑔𝑎𝑠, 0 is the gas standard thermal conductivity in the free space, 𝐾𝑛𝑇 is the thermal 

Knudsen number and 𝐴′ , 𝐵′ , and 𝐶′  are constants depending upon the gas and solid 

network material.  𝐾𝑛𝑇, distinct from the mass transfer (𝐾𝑛𝐷) and momentum transfer (𝐾𝑛) 

Knudsen numbers, is most easily defined from the ratio of the continuum (Fourier) heat 

transfer rate to the free molecular (ballistic) heat transfer rate: 

𝐾𝑛𝑇 =
𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑢𝑚 𝑟𝑎𝑡𝑒

𝐹𝑟𝑒𝑒 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 𝑟𝑎𝑡𝑒
=

𝐾𝑔𝑎𝑠,0𝑎𝑝𝑜𝑟𝑒

𝑐𝑝𝜌𝑔𝑎𝑠𝜉𝑎𝑝𝑜𝑟𝑒
2 𝑐𝑔𝑎𝑠

=
𝛼

𝜉√
𝑘𝑇

𝑚𝑔𝑎𝑠
𝑎𝑝𝑜𝑟𝑒

   (5.13) 

where 𝑎𝑝𝑜𝑟𝑒 is the pore radius, 𝑐𝑝 is the gas specific heat capacity, 𝜌𝑔𝑎𝑠 is the gas mass 

density, 𝑐𝑔𝑎𝑠 is the gas mean thermal speed, 𝛼 is the gas thermal diffusivity, 𝜉 is the energy 

transfer accommodation coefficient (0 to 1, and depending upon the gas molecule and 

material), 𝑘 is Boltzmann’s constant, 𝑇 is the temperature, and 𝑚𝑔𝑎𝑠 is the gas molecular 
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mass. To then account for a polydisperse distribution of pore radii, we first define a 

normalized PSD, 𝑃′(𝑎𝑝𝑜𝑟𝑒) such that:     

 ∫ 𝑃′(𝑎𝑝𝑜𝑟𝑒)
∞

0
𝑑𝑎𝑝𝑜𝑟𝑒 = 1       (5.14a) 

The total cross-sectional area occupied by pores, 𝐴𝑝𝑜𝑟𝑒,𝑡𝑜𝑡 can be written as: 

 𝐴𝑝𝑜𝑟𝑒,𝑡𝑜𝑡 =  𝜋 ∫ 𝑃′(𝑎𝑝𝑜𝑟𝑒)𝑎𝑝𝑜𝑟𝑒
2∞

0
𝑑𝑎𝑝𝑜𝑟𝑒     (5.14b) 

The heat flow per unit temperature gradient through pores can be described as follows: 

𝐴𝑝𝑜𝑟𝑒,𝑡𝑜𝑡𝐾𝑔𝑎𝑠,𝑒𝑓𝑓= 𝜋 ∫ 𝑃′(𝑎𝑝𝑜𝑟𝑒)𝑎𝑝𝑜𝑟𝑒
2∞

0
𝐾𝑔𝑎𝑠, 𝑝𝑜𝑟𝑒𝑑𝑎𝑝𝑜𝑟𝑒   (5.14c) 

Hence, we can define the gas effective thermal conductivity, 𝐾𝑔𝑎𝑠,𝑒𝑓𝑓 as: 

𝐾𝑔𝑎𝑠,𝑒𝑓𝑓 = 𝐾𝑔𝑎𝑠,0

∫

[
 
 
 
 
 
 

𝑃′(𝑎𝑝𝑜𝑟𝑒)𝑎𝑝𝑜𝑟𝑒
2

(

 
 
 
 1+𝐴′

(

 
𝛼√

𝑚𝑔𝑎𝑠
𝑘𝑇

𝑎𝑝𝑜𝑟𝑒
)

 

1+𝐵′

(

 
𝛼√

𝑚𝑔𝑎𝑠
𝑘𝑇

𝑎𝑝𝑜𝑟𝑒
)

 +𝐶′(
𝛼2𝑚𝑔𝑎𝑠

𝑘𝑇𝑎𝑝𝑜𝑟𝑒
2 )

)

 
 
 
 

𝑑𝑎𝑝𝑜𝑟𝑒

]
 
 
 
 
 
 

∞
0

∫ [𝑃′(𝑎𝑝𝑜𝑟𝑒)𝑎𝑝𝑜𝑟𝑒
2 𝑑𝑎𝑝𝑜𝑟𝑒]

∞
0

  (5.15) 

What remains is to determine the constants 𝐴′, 𝐵′, and 𝐶′, which may depend upon gas 

and material combination.  For SiO2 particles in air fitting to the data presented by Zeng et 

al. (1994) we arrive at 𝐴′= 7.98, 𝐵′=9.52 and 𝐶′=3.42 (with fitting shown in Figure 5.3). 

 



 
 

103 

 
Figure 5.3 The fitting of the gas effective thermal conductivity model described in 

equation (5.15) to experimental results of Zeng et al. (1994) 

 

We remark that Zeng et al. (1994) also present their own theory for non-continuum heat 

transfer in porous (aerogel) media.  However, their proposed expression does not yield 

correct thermal Knudsen number scaling in the high thermal Knudsen number (ballistic) 

limit (𝐾𝑛𝑇
−1 dependence), hence our choice to redevelop this model. With 𝐾𝑔𝑎𝑠,𝑒𝑓𝑓, the 

total effective conductivity of the film, 𝐾𝑡𝑜𝑡,𝑒𝑓𝑓 can be estimated by the effective medium 

approximation of Landauer (1952):  

𝐾𝑡𝑜𝑡, 𝑒𝑓𝑓 =
1

4
{(3[1 − 𝜑] − 1)𝐾𝑠 + (3𝜑 − 1)𝐾g𝑎𝑠.𝑒𝑓𝑓 + {((3[1 − 𝜑] − 1)𝐾𝑠 + (3𝜑 −

1)𝐾g𝑎𝑠.𝑒𝑓𝑓)
2

+ 8𝐾𝑠𝐾g𝑎𝑠.𝑒𝑓𝑓 }

1

2

}       (5.16) 
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where 𝜑 is porosity and 𝐾𝑠 is the thermal conductivity of solid material.  We remark that 

as the porosity approaches unity, if the particulate network is percolated, equation (5.16) 

will not yield accurate conductivity estimations.  However, we believe this does not 

become a major issue in calculations until 𝜑 > 0.99 or the pressure is substantially reduced.  

To both examine the effective conductivity of porous films and to validate the use of 

equation (5.16), in the Results & Discussion section we compare to the SiO2 aerogel 

thermal conductivity measurements of Bisson et al. (2004), Wei et al. (2011), and Bi et al. 

(2014) .  

 

5.3 Results and Discussion 

5.3.1 The structure of films 

 We first present depictions of the resulting porous structures in computations, 

followed by discussion of their porosities and PSDs.  Figures 5.4 (a-i) contains side view 

depictions of the deposited films at variable conditions: (a-c) at variable coalescence ratios, 

(d-f) at different geometric standard deviations, and (g-i) at variable aggregate sizes.  

Similar to the depictions in Lindquist et al. (2014), the films are visibly porous, even at the 

high coalescence ratios examined, and apparently more porous for the polydisperse 

deposited particles of large geometric standard deviation distribution.  For quantitative 

analysis, the packing fractions 𝜌(𝑧∗) and PSDs are displayed in figure 5.5. First, focusing 

on monodisperse, non-coalescing particles (figures 5.5a & 5.5b), results are shown for 

films deposited at 12 combinations of 𝐾𝑛𝐷 and 𝜒𝐹which can be placed into 4 groups; the 

combinations displayed in red are films with the maximum packing fraction (minimum 

porosity) achievable by the single particle deposition model (as discussed by Lindquist et 
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al. (2014)) and the others in orange, yellow, and green are grouped to have the identical 

Peclet numbers of 10, 2.5, and 1 respectively.  Consistent with the results of Lindquist et 

al. (2014), different 𝐾𝑛𝐷, 𝜒𝐹 combinations lead to films with different packing fractions: 

the packing fractions of red, orange, yellow and green films are 0.151, 0.127, 0.106 and 

0.085 respectively, within the bulk of deposited film.   

 
Figure 5.4 Side-view depictions of film morphologies under the fixed KnD=10, χF=100 

conditions for different levels of coalescence (a-c), polydispersity (d-f) and aggregation 

(g-i). 35,000 particles were deposited on a 50×50 (particle radii) area for the singular 

particle deposition and 200,000 particles were deposited on a 250×250 area for the 

aggregate deposition.  In each view, the substrate is at the bottom of the image.   
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Figure 5.5 Packing fraction (1 – Porosity) and pore size distribution for different 𝐾𝑛𝐷 and 

𝜒𝐹 combinations (a,b)  and different levels of coalescence (c,d), polydispersity (e,f) and 

aggregation (g,h) under the fixed 𝐾𝑛𝐷 =10, 𝜒𝐹 =100 conditions. The pore radius was 

normalized by the particle radius (ap). 
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Interestingly, films within each group display almost identical pore size distributions, 

suggesting that the pore size distribution is almost completely determined by the film 

porosity.  Subsequently, the 𝐾𝑛𝐷 = 10 and 𝜒𝐹 = 100 pair, which yields a 0.151 packing 

fraction for monodisperse particle deposition was selected as the standard condition to 

investigate the effect of other parameters: coalescence ratio, GSD of polydisperse particles, 

and the size of aggregates. Increasing the coalescence ratio (figure 5.5c & 5.5d) 

unsurprisingly yields denser films than the non-coalescing case; the packing fraction 

increased up to 0.246 at 𝜃 = 0.30 and the pore size distribution narrows. When the GSD 

of particles (figures 5.5e & 5.5f) is increased to 1.05 and 1.1, the packing fraction slightly 

increases, but subsequently decreases with further increase in polydispersity.  When the 

GSD reaches 1.4, the packing fraction decreases to 0.097 with a broader PSD peaked at a 

larger pore size. Finally, aggregate deposition is found to yield much more porous films 

whose packing fraction are lower than 0.05, and pore size distributions are significantly 

broader than those of denser films.  

In general we find that increasing the coalescence ratio decreases porosity and 

narrows the PSD, while the deposition of polydisperse particles and aggregates largely 

increases film porosity and broadens the PSD, with the PSD mode shifting to larger pore 

radii.  Figure 5.6 displays pore size distribution of all 31 films deposited under the 

conditions summarized in Table 5.1.  The porosity of each case is represented 

colorimetrically.  We find a direct correlation between PSD and porosity for all films; for 

nearly all films higher porosity correlates with an increase in PSD polydispersity, and mode 

pore radius.  The densest films examined have PSDs peaked near dimensionless pore radii 
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of 1.0, suggesting that even with coalescence, in porous particulate films pore radii of 

similar size to the particles comprising films are expected.   

 

Figure 5.6 Pore size distributions at variable porosity, which is denoted via a color scale. 

 

Interestingly, bimodal PSDs result from the deposition of aggregates with high 

fractal dimension (2.5).  While there is noticeable “noise” in such PSDs, we find that this 

is the result of the need to discretize particle radii to specific values for PSD calculation, 

while the bimodal nature of these distributions is not the result of discretization or statistical 

uncertainty.  Instead, such smaller pores, well below the primary particle radius, are present 

in the dense aggregates themselves, and hence remain present in films. We suggest that 

dense aggregate deposition is a method to produce bimodal PSD structures, with larger 

pore size distributions determined by aggregate-aggregate contacts and smaller pore sizes 

determined by individual aggregate structure. 
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5.3.2 Thermal Conduction in films  

While validation of calculations would be ideally accomplished by comparison of 

experimentally evaluated film microstructures to those quantified here, systematic 

experimental studies of aerosol deposited particulate films have not yet been carried out.  

Instead, the bulk properties of films and porous particulate structures are more commonly 

reported.  For comparison to such results, the gas effective thermal conductivity, 𝐾𝑔𝑎𝑠,𝑒𝑓𝑓 

is calculated for 31 films using equation (5.15). The PSDs based on dimensionless pore 

radius are converted into dimensional pore size distributions with variable primary particle 

radii assumed.  𝐾𝑔𝑎𝑠,𝑒𝑓𝑓  is plotted as a function of porosity in figure 5.7 for air at 

atmospheric pressure and 300 K. 𝐾𝑔𝑎𝑠,𝑒𝑓𝑓 increases both with increasing porosity and with 

the size of primary particles; both yield larger pores and corresponding smaller thermal 

Knudsen numbers. At the same time, two branches are seen at each particle size in figure 

5.7, implying that the gas effective thermal conductivity can be varied at the same porosity. 

Branching is brought about by 5 data corresponding to dense aggregates and biomodal 

PSDs. The second mode radius of the bimodal distribution is greater than the mode radius 

of the unimodal pore size distribution at the same porosity, leading to a higher gas effective 

thermal conductivity.  

While Figure 5.7 predictions are based on model results where the gas conductivity 

is parameterized by the data presented in Zeng et al. (1994), such predictions do require 

further validation.  To do so, we remark that our results suggest a strong link between 

porosity and PSD, which likely extend beyond aerosol deposited films to more traditional 

aerogel synthesis approaches.  We therefore compare model predictions to measurements 

of SiO2 aerogel thermal conductivities. For comparison, the total effective thermal 
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conductivity for every film is evaluated with equation (5.16), with 1.1 W m-1K-1 applied as 

the thermal conductivity of SiO2 particles. 

 
Figure 5.7 Effective gas thermal conductivity (𝐾𝑔𝑎𝑠,𝑒𝑓𝑓) in porous films with different radii 

of primary particles at variable porosity. The colored dashed lines are polynomial best fit 

guidelines, and the black dashed line is the gas standard thermal conductivity at 300 K, 

0.024 W m-1 K-1.  

 

The calculated conductivities are shown in figure 5.8, alongside the experimental 

data of Bisson et al. (2004), Wei et al. (2011), and Bi et al. (2014). Strong agreement 

between predicted and measured conductivities is obtained for primary particle radii in the 

~10 nm, which are typical values for aerogel primary particles. Interestingly, results 

suggest that thermal conductivity in aerogel-like materials and aerosol deposited porous 

films is minimized in the 0.85-0.90 porosity range; as porosity further increases, larger 

pore sizes increase the thermal Knudsen number and the gas effectivity conductivity, while 

lower porosity of course increase the concentration of higher conductivity SiO2 particles.  

In total, modeling results suggest that conductivity minimization is best achieved by 
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minimizing the primary particle size for films of porosities in the 0.85-0.90 range.  Such 

porosities are attainable in aerosol deposition at multiple different input conditions (𝐾𝑛𝐷, 

𝜒𝐹, for polydisperse, aggregated and coalescing particles), and results further suggest that 

aerosol deposited films with thermal properties akin to aerogels can be produced.   

 
Figure 5.8 Effective total thermal conductivity (Ktot,eff) of films with different radii of 

primary particles at variable porosity. The colored dashed lines are polynomial fit 

guidelines.   

 

 

 

5.4 Conclusions 

 We utilize Langevin dynamics simulations to examine the structures of aerosol 

deposited films, considering particles of varying degrees of coalescence, variable 

polydispersity, and variable extents of aggregates. Resulting film structures are 

parameterized in terms of porosity and pore size distribution, and subsequently pore size 

distributions are used to predict the thermal conductivities of the gas (air at atmospheric 
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pressure and 300 K) within the pores of the film, and the net film thermal conductivity.  

The model for gas conductivity variation is parameterized using results of aerogel 

measurements, and by construction correctly yields the bulk thermal conductivity at low 

thermal Knudsen number, and the proper scaling between thermal conductivity and pore 

radius and thermal Knudsen number expected at high thermal Knudsen number (a 

𝐾𝑛𝑇
−1 dependence, which is similar to the 𝐾𝑛−1  and 𝐾𝑛𝐷

−1  observed for the effective 

friction coefficient and diffusion coefficient observed for momentum and mass transfer, 

respectively, at high Knudsen numbers).  Such calculations provide a more complete 

picture on how film deposition process parameters lead to observed film structure and 

corresponding film performance than previously available.  Based on the presented model 

and calculations, we make the two concluding remarks and suggestions.   

For aerosol deposited films, pore size distribution is strongly determined by 

porosity, and in general the larger the porosity, the larger the mode pore radius and the 

broader the pore size distribution.  With the exception of dense aggregates, which yield 

bimodal pore size distributions with a smaller mode which is below the particle radius, 

pore size distribution modes are near or above the primary particle geometric mean radius.  

These findings may aid in the design of particulate film deposition systems utilizing gas-

phase synthesized or aerosolized particles.  At the same time, the present calculations are 

limited to instances of modest deposition velocities and minimal particulate film 

restructuring.  Future studies, incorporating restructuring phenomena either during or post 

deposition  (Baric et al., 2019) may serve to further inform the extent to which pore size 

distribution is largely determined by porosity in aerosol deposited films.   
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Gas effective conductivity calculations suggest that aerosol-deposited films can 

achieve similar thermal conductivities to aerogel materials, with experimentally achievable 

process conditions for a variety of aerosol deposition systems.  Despite the recent attention 

to aerosol deposition as a method to make coatings, regular implementation for porous 

coatings is not yet fully realized.  Nonetheless we suggest it is a viable route to scalable 

porous materials, as film deposition does not carry with its requirements on narrow particle 

size distributions or the need to reduce aggregation, as often does the production of 

nanomaterials to be used in liquid suspensions.   
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Chapter 6. Conclusions 

 

The goal of the studies conducted in this dissertation was to explore the potential of 

ion mobility spectrometry for improved chemical analysis by using 3 hyphenated IMS 

systems. Separately, particulate film deposition was simulated with consideration of 

agglomeration, polydispersity, and coalescence of primary particles.  The conclusions of 

each study are summarized as follows.   

First, the full size distribution of CMP slurries (SiO2, Al2O3, TiO2, ZrO2, and CeO2) 

were obtained by utilizing an air-jet nebulizer-DMA. The implementation of the online 

dilution modules in the nebulizer and reduction of droplet sizes prevented possible 

distortions of particle size distributions due to agglomerations and nonvolatile residues 

demonstrating a combination of an improved air-jet nebulizer and IMS can be a powerful 

tool for hydrosol sample analysis. Furthermore, the use of volume standards (with known 

volume concentration) enabled aerosol-hydrosol concentration conversions showing the 

promising IMS capability to directly quantify size distributions in the liquid phase.  

However, this process needs to be further standardized with an improved transfer function 

for the system. The comparison of resulting size distributions from IMS, DLS, and SEM 

suggested that IMS yields more accurate size distributions for spherical particles with 

higher polydispersity. However, for non-spherical particles different approaches yielded 

different equivalent diameters (IMS - mobility diameter, DLS - hydrodynamic diameter, 

SEM - projected area equivalent diameter) indicating that IMS based measurements cannot 

replace DLS and SEM but need to be utilized as a supplemental method. The suggested 

potential future work is to analyze slurry particles using an ICP-MS at the downstream of 

the IMS for information regarding atomic composition as a function of mobility diameters.  



 
 

115 

Second, an air-jet nebulizer-DMA-DMA investigated gas phase vapor uptake by low 

charge state protein ions in the mass range of 66-444 kDa (bovine serum albumin, 

transferrin, immunogloubin G, and apoferritin). The results suggest that protein ions adsorb 

water, nonane, and 1-butanol but their growth factors are less significant compared to those 

of soluble salts (the highest growth factor was around 1.06 with saturation of nonane). The 

growth factors appear to vary depending on vapor type, protein diameter, and the protein 

itself. Adjustment in pH levels of the sample solution did not display noticeable effects on 

growth factors except slightly larger standard deviations, and increased variations in 

growth factors with water vapor introduction. We applied κ-Köhler theory to quantify the 

amenability of protein ions to vapors and the analysis yielded higher κ values for nonane 

than for water and 1-butanol. However, the regression fitting for κ suggests that growth 

factors of protein ions cannot be interpretated by κ-Köhler perfectly. While this study 

denotes controlled vapor uptake measurements with tandem IMSs yield additional 

information beyond traditional low-field IMS experiments, growth factors and κ values 

still can be correlated with mobility diameter. In total, the results indicate vapor uptake 

measurements of protein ions are not completely orthogonal as a characterization tool to 

mobility at low field strengths. The resolution limits of the DMAs used in this study 

prevented the observation of possible conformational changes of protein ions and this 

limitation can be resolved by using different DMAs with higher resolutions (Perez-Lorenzo 

and de la Mora, 2021). The data analysis can be further improved by exploiting more 

complete TDMA inversion process (Gysel et al., 2009) wherein DMA transfer functions 

are accounted for. Suggested subsequent research is to adjust the temperature of the system 

to see the effect of temperature on the tendency of vapor uptake. 
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 Third, I implemented an ESI-DMA-FAIMS system successfully. This system is a 

unique combination of gas phase ion mobility filters with potential to separate ions based 

on orthogonal characteristics, without mass spectrometry. The DMA measures K0 directly 

before FAIMS measurements and the FAIMS detects compensation voltages of mobility 

selected ions at different dispersion field strengths which will significantly contribute to 

identification of 𝛼 functions of numerous analytes which has not been fully reported. In 

this study, tetrabutylammonium+, tetrahepytlammonium+, tetradecylammonium+, and 

tetradodecylammonium+ were analyzed by the DMA-FAIMS system with air as the carrier 

gas at atmospheric pressure and at room temperature (295 K). Ion mobility of these 4 ions 

started varying at 80 Td and each compensation spectra deviates noticeably from each other 

above 150 Td. The truncated 𝛼  functions of TBA+, THA+, TDA+, and TDDA+ were 

calculated but this approach was not effective at field strengths higher than 150 Td as 

described in previous studies. These results show that a higher order 𝛼  function or 

improved inversion process from compensation voltages to 𝛼  function is essential for 

precise analysis of DMA-FAIMS data. Even though differentiable CV spectra were 

observed between different analytes, the difference between TDA+ and TDDA+ was 

marginal. Therefore, future DMA-FAIMS measurements are suggested to utilize vapor 

introduction to carrier gas, and temperature and pressure adjustments to find optimal 

operating conditions to maximize separation capability.   

 Lastly, a study of particulate film simulation (Lindquist et al., 2014) was conducted 

by introducing agglomerates and polydisperse particles and adjusting the coalescence 

between particles. I analyzed the pore size distribution of resulting films using PSDsolv 

developed by Bhattacharya and Gubbins (2006). The pore size distribution appears to be 



 
 

117 

largely dependent on porosity regardless of individual parameters except large dense 

agglomerates which create bimodal pore size distributions. We calculated thermal 

conductivity of the resulting films based on a newly developed thermal conductivity model 

to consider non-continuum effects in pores. The calculated thermal conductivities were 

comparable to measured thermal conductivities of silica aerogels. We believe this study 

provides a more complete picture of particulate film formation and the results infer that 

aerosol deposition is a tractable approach to achieve films with comparable thermal 

characteristics to aerogel materials. However, this simulation did not consider 

reconstruction of particles after initial contact (to substrates or to other particles) nor 

deformation of particles holding the discrepancy between simulations and reality. The 

suggested subsequent work is to incorporate molecular dynamics models to consider 

factors like particle bouncing, reconstruction by external forces, and deformation of 

particles due to collisions.   
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