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ABSTRACT

The Koopman operator is a linear evolution operator that can represent non-linear dynamical systems. Traditionally, there are several methods of analyzing linear dynamical systems. However, when introducing the non-linearity, the analysis of those systems become exponentially more problematic. The method of linear representations of non-linear dynamical systems is becoming more pertinent as data-driven systems are becoming more abundant. The novel use of the Koopman operator in this paper is to extract and classify significant parameters of a non-linear dynamic mechanical system. This thesis proposes two distinct methods of using the Koopman operator for fault diagnosis. The first method proposes a model to extract key features from a dynamic system and feed the features to a neural network to classify the existence of a fault. The second method uses parameters derived from the Koopman operator to create a prediction model with healthy data. This prediction model is then used to predict future system dynamics for a measured time evolution and compare that with direct measurements when future dynamics become available. The two methods are then tested via two separate case studies and the results are discussed.
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1. INTRODUCTION

The world around us can be modeled by dynamical systems including climate change, sociology, ecology, neuroscience, mechanical systems, etc. A dynamical system evolves over some time intervals which in turn can be modeled as either continuous or discrete time. Continuous time systems are what we experience in “real time” having a time interval that is infinitesimally small, while discrete time systems evolve over a particular time step. The principal requirement to begin modeling a dynamical system is asking the question: what is it that we are modeling over time? Typically, the answer is a state space model or a differential equation. This state space can be used to fully describe a dynamical system using state variables. In mechanical systems, possible state variables could be coordinates for position and the velocity between position coordinates. Having both position and velocity of a mechanical system is enough to define a state space which evolves over time. Further, dynamical systems can be categorized as linear or nonlinear systems. Linear systems are based on either additivity or homogeneity principles, where if given a system input, we can accurately assume a proportional system output. Introducing nonlinearity to a system greatly increases the complexity of the given system, causing the dynamics to appear chaotic and subsequently increasing the difficulty of understanding the system. Linear system can be fully characterized by spectral decomposition and other well-known analytical techniques. Mathematically, a continuous time dynamical system is considered in the form of:

\[
\frac{d}{dt} x(t) = f(x(t))
\]  

(1)

where \( x \) is the state of the system, \( t \) is the system at a time, and \( f \) is a function which defines how the system changes over time. The derivative in the above equation implies that the time taken between system changes is infinitesimal. In a discrete case a dynamical system is represented as:

\[
x_{t+1} = F(x_t)
\]  

(2)

where \( x \) is again the state of the system and \( F \) is the function that describes the system changes from one time step to the next. This discrete time case is the more general formulation of describing dynamical systems.
Dynamical systems have been studied for hundreds of years starting with Henri Poincaré and his work on the chaotic motion of celestial bodies [1]. As the modeling of dynamical systems describe the world around us, it has become a focus of modern engineering. Recent efforts put towards the comprehension of modern dynamical systems include the understanding of the full evolution of physical systems, future state prediction, and optimizing system efficiency. Understanding how a system fully evolves over time is perhaps the underlying goal in recent studies of dynamical systems. Being able to parameterize any given system would be crucial to the analysis and solutions of governing equations. Accurately predicting dynamics has also been a goal of many studies in the past. For example, in metrology, future state predictions are being used regularly to predict the weather or natural phenomena [2]. However, much like in metrology, an issue occurs when attempting to predict the trajectories of a dynamical system too far ahead in time. The accuracy of these future state predictions is exponentially decreased over increasing time periods. The demand for system efficiency has long been regulated by the knowledge we have of the system itself. In industrial settings, any machine downtime due to unexpected maintenance or emergency machine faults can be detrimental to a company’s productivity and budget. Unforeseen degradation to a machine can be anticipated by Prognostic Health Management (PHM). PHM takes into consideration system diagnostics as well prognostic methods. The diagnostic process involves detecting and isolating faults of a system in real time. Prognostic methods are an extension of diagnosis by attempting to identify the Remaining Useful Life (RUL) of a system. Prognostics use prediction methods based on historical conditions of a system to predict a future state.

Two leading challenges when it comes to achieving the goals mentioned above are nonlinearity and unknown dynamics. A significant impediment when it comes to fully understanding a system is that the majority of systems in real life are non-linear. Once a nonlinearity is introduced into a dynamical system, the system itself becomes extremely complex to analyze. This is due to the fact that when a nonlinearity is present, the system output is no longer directly proportional to the system input. Unlike linear systems, where there is an abundance of analytical methods used to fully describe the dynamics of a system [3], handling nonlinear system is considered a challenge and existing methods are limited. Another obstacle that modern dynamical systems are facing is the unknown parameters of a system one is attempting to understand or model. In many cases, there is a gap of knowledge between the dynamic system in question and known governing equations. Without this knowledge, we are left to look for patterns in these dynamical systems which in some cases lack accuracy.
This paper will introduce a Koopman operator based method for obtaining features of non-linear dynamical systems to be used in machine diagnostics. We will map a non-linear system to a linear system using the Koopman operator, solve for this operator using spectral decomposition, then use the results as parameters for system diagnostics. The rest of the paper is organized as follows: Section 2 will review recent literature on diagnostic methods. Section 3 presents the fundamentals of the Koopman operator and Dynamic Mode Decomposition as well as describing two proposed methods of analysis of dynamical systems. Sections 4 discusses the results from the proposed methods. Finally, section 5 concludes the thesis.


2. LITERATURE REVIEW

2.1 Introduction to Diagnostic Modeling

This literature review will cover various current procedures of diagnostic methods used for Prognostic Health Management (PHM). For the remainder of this review, we will refer to a system as a mechanical hardware system instead of a computer software of a simulated system. The process of diagnosis is initiated by creating an algorithm, or model, that is able to distinguish between a system that is operating routinely and a system that might be experiencing a fault. Furthermore, if the system is not operating at a desired standard, the algorithm can detect the location and type of fault experienced by the system. In recent literature, there are two main categories of diagnosing methods, and both include qualitative and quantitative methodologies. The first category is model based, or physics-based, methods which incorporates Fault Detection and Isolation (FDI) and includes hardware and software redundancies. The second category of diagnostic methods is Data Driven Modeling (DDM), which uses methods from machine learning and statistical analysis. The first step in any diagnostic method, regardless if it is model-based or data-driven, is to understand the system by taking system measurements. Then, using any desired method of feature extraction, a fault diagnosis algorithm can be created to detect and isolate any fault within a system.

2.2 Model Based

Model based diagnosis originated from a subfield of engineering known as dynamics and control engineering. Control engineering is based on control theory, which relies on creating an optimized algorithm which takes a combination of system inputs, to obtain a desired system output. The ability to create a model for diagnostics is heavily reliant on the physical parameters of a system. Creating this model can either look at separate components or the entire system. The FDI method of model-based diagnosis falls in the field of control engineering and evaluates the physical system itself. FDI involves hardware and information redundancies, where a parameter that is redundant to how the system operates is introduced and analyzed. The benefit of introducing a redundant aspect to a system is to improve the safety and reliability of the system itself. By having a duplicate component, for example a sensor, when the original component is to fail, the duplicate can continue normal system operations and provide information of a where a fault possibly occurred. Information redundancy is used to analyze a code created to detect residual errors. This
is done by creating an algorithm that models an observable healthy system to its parallel simulated system. The higher the residual error is between the observed system to the healthy simulated system, the higher the chance of a fault existing in the system. The residuals extracted here can be considered as features of the system used to create the diagnostic model. Approaching the analytical redundancies of model-based diagnostics can be further broken down into two main stages: residual generation and residual evaluation.

2.2.1 Residual Generation

The first stage of FDI analysis is to generate a fault threshold or indicator. This can be done by using the inputs and outputs of the observed system. Some methods previously used for residual generation include parity, observers, and parameter estimation. The residual between the true system output and the modeled output, if the system is healthy, will be statistically zero. However, if a number above zero is present, then a fault might have occurred. For this method to be accurately considered, the residuals generated must be independent of the system state of operation. Figure 1 below shows a general diagram of how residuals are generated.

![Diagram of residual generation](image)

By comparing the system outputs with the outputs from the created model, residuals are created by a number of different methods. Parity or constancy relations is a method of generating the necessary residuals. This can be done using mathematical equations to create a simulated model which when compared to the original model should return values close to zero. This method was tested on a DC motor to test predetermined controlled faults and the methods ability to accurately detect and isolate them [4]. A parity model was also created for fault detection of an actuator where the relationship between the system inputs and outputs were modeled to optimize a transformation matrix [5]. Observer methods are based on estimated algorithms instead of mathematical equations.
A common observer algorithm is known as the Kalman filter. This algorithm in line with several others, are able to estimate possible outputs of a system depending on the system inputs. A recent method of observer based residual generation was designed for linear differential algebraic equations (DAE) where a numerical example is examined of a robot manipulator [6]. Parameter estimation is yet another method that is able to generate residuals. This method compares the physical components of a system as parameters for the simulated model. Parameter estimation has been used for continuous time models by theoretically modeling the desired parameters to physical state-equations or state dependencies such as resistance quantities [7]. In general, the knowledge of exact system parameters is not easily acquired, therefore this method is often used in industry to obtain an estimate of the parameters. A review was conducted of methods used for residual generation and the most common are observer-based modeling and parameter estimation in [8].

2.2.2 Residual Evaluation

Once the residuals are generated, the second stage of FDI analysis is evaluation of the established residuals. In general, this stage is used to decide whether or not a fault has occurred by assessing the residual threshold. This stage can be further broken down into three main steps: residual processing, threshold identification, and decision logic. In ideal cases, the residual calculated is zero indicating that there is no fault in the system. For any other value, this stage of residual evaluation is able decide the presence of a fault. Figure 2 below shows the steps taken to detect a fault.

![Diagram of residual evaluation to detect a fault.](image)

After processing the residuals and identifying a threshold for evaluation, both values are then input into a method of decision logic to detect a fault. Either norm-based methods or statistical methods are used to process the generated residuals depending on whether the system is
respectively deterministic or stochastic [9]. For deterministic systems, the most common norm-based method used is $L_2$-norm. The $L_2$-norm method lives in a Euclidean space and measures the length of a vector by calculated the square root of the sum of squares of two coordinates. This method was used in [10] for fault diagnosis for open-circuit faults of induction motor drives. When dealing with a stochastic system, statistical methods are preferred such as root-mean-square (RMS) tests, regression, or hypothesis testing. Most commonly, regression analysis methods are used when analyzing stochastic systems [11].

The second step of residual evaluation and arguably the most important step is threshold identification. Regardless of the type of system that is being diagnosed, choosing an optimized threshold is important in the accuracy of fault detection. If a low threshold is selected, some residuals can be misdiagnosed as faults and generate “false alarms”. On the other hand, if a high threshold is selected, some small faults could go undetected and cause “missing alarms”. A threshold, or limit monitoring, involves a minimum and maximum value that is not be exceeded. When identifying a threshold, certain aspects of the system must be taken into consideration such as the bounds of measured system inputs or outputs, the dynamics of the residual generator, and the uncertainties of the created system model [12]. The final step is the logic used to make the decision of the existence of a fault. The simplest and most common method of decision logic is to simply compare the residuals generated to the threshold chosen. The output of the logic is typically binary, i.e., a fault exists, or no fault has been detected. The overarching goal of residual evaluation and the previously talked about methods is to compare the information imported from the output residuals and further conclude whether or not a fault exists.

2.2.3 Summary of Reviewed Model Based Methods

Overall, the model-based method of fault diagnosis is heavily based on the system inputs and outputs. The most common model-based method falls into the category of Fault Detection and Isolation (FDI). Creating a model using hardware redundancies is often much simpler than the analyzing information redundancies. However, the information needed to build a model using hardware redundancies is not always readily available. Analyzing information-based redundancies is broken down into two main stages: the generation of residuals and the evaluation of residuals. In general, combining the two stages with an analytical model, system faults are detected. A summary of methods discussed for residual generation and evaluation is found below in Table 1.
Table 1: Summary of residual generation and residual evaluation methods

<table>
<thead>
<tr>
<th>Residual Generation</th>
<th>Residual Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parity Equations</td>
<td>Processing Residuals</td>
</tr>
<tr>
<td>Observer Based</td>
<td>Threshold Identification</td>
</tr>
<tr>
<td>Parameter Estimation</td>
<td>Decision Logic</td>
</tr>
</tbody>
</table>

Table 1 shows the several methods of generation and evaluation of residuals that were covered, all concluding with detecting system faults. The most common methods of residual generation are observer based and parameter estimation methods. Likewise, the steps of residual evaluation are largely identified as processing the generated residuals, identifying a threshold, and a decision tool used to determine if a fault is present. An overview of model-based system diagnosis is shown in Figure 3 below.

Figure 3: Model Based Diagnostic Fault Detection

Figure 3 shows an analytical approach to the model-based method of fault diagnosis. First, the knowledge of the system inputs and outputs are required to create a model-based system model using observed measurements. The outputs generated from the model are compared with original system outputs to obtain their residuals. Several methods of generation and evaluation of residuals were covered all concluding with detecting system faults.
2.3 Data-Driven Modeling

With the abundance of data in the modern technological world also comes new methods of modeling different systems. Data-driven modeling has become a new field of interest across many disciplines in science and engineering, such as industrial processing, the gas and oil industry, fluid dynamics, and even bioengineering [13]. Rather than having prior knowledge of a system, as is required for model-based diagnosis, data-based diagnosis requires current and historical system data to be used as system measurements. Data-driven modeling typically relies on either machine learning algorithms or statistical methods of analysis. Machine learning methods includes the application of Neural Networks (NN), Decision Trees, Support Vector Machines (SVM), etc. Conversely, statistical methods comprise of, but not limited to, Principal Component Analysis (PCA) and Bayesian Networks (BN). The purpose of data-driven modeling in diagnostic purposes are identical to that of the model-based modeling. The overarching goal is to detect a fault in a system. However, the data-driven method requires little knowledge of the system itself and relies solely on the data taken from the system. To accurately diagnose a system with a data-driven method, there is a requirement of both healthy state data and faulty data. This fault can either be naturally occurring or be in a controlled environment. The following sections will introduce two subcategories of data-driven modeling: Machine learning and statistical methods.

2.3.1 Machine Learning

A dominant field of computer science in recent literature has been the topic of machine learning. By developing some sets of rules, an output can be estimated from any given input. Many advancements have been made to create algorithms that can estimate such outputs. A common method is known as a neural network, which is a set of algorithms that is able to identify relationships between data. Data-driven neural networks can be labeled as supervised and unsupervised learning. Supervised neural networks require a knowledge of both an input and a desired output, while unsupervised learning is used when only knowledge of input variables exists [14]. Once the data is collected, it is broken down into a majority training data and a minority testing data. Training data is used to fit the system parameters by finding connections and patterns that accurately create a neural network model. The remainder of the data is used to test this neural network to then classify existing parameters. The overall goal of neural networks is to map every system input to a desired output as accurately as possible. In recent literature, an Artificial Neural Network (ANN) was used to diagnose faults of winding a generator [15]. This study used two
ANNs to first detect a fault occurrence and then to classify the faults. Another method of creating a model is by Support Vector Machines. SVM is a strong classification tool when dealing with two dimensions. If the given system is in a high dimensional state, the data can be projected or mapped to a lower dimension using various kernel functions. Once training data is determined in two dimensions, SVM is able to characterize system data into two classification groups. Such a mapping was done to create a multi-parameter manufacturing quality prediction model [16]. A combination of ANN and SVM can be used for a data-driven modeling method where ANN is used to detect faults while SVM is used to isolate or classify these faults. Regardless of the different methods of training the acquired data, a general algorithm of data-driven modeling using machine learning is shown below in Figure 4.

Obtain Data

Split Data

Training Data → Train Model

Testing Data → Test Model

Model Output

Figure 4: Basic flow of machine learning algorithms.

Once the data is obtained it is split into mostly training data which is in turn used to train a model. Afterwards, testing data is used test the model’s accuracy. If the model provides expected outputs, the model is considered accurate. However, if the outputs are not as expected, the method returns to the beginning and trains the model using different algorithms or patterns.

2.3.2 Statistical Analysis

Other data-driven methods of building a model have been derived from existing statistical techniques. A largely used statistical analysis tool has been Principle Component Analysis (PCA). This method has been widely used for linear systems of high dimensions. PCA methods perform analysis on multivariate systems and is able to reduce dimensionality by mapping high dimensional data to a low dimensional space. Once this data is in the low dimensional space, it is then classified
as principal components of the preliminary large data set [17]. A setback of using PCA analysis is that it solely works for linear systems, and most systems are inherently non-linear. However, methods have been recently developed to extend PCA to nonlinear systems by combing the dimensionality reduction with an auto-associate neural network [18]. Another statistical method of creating a data driven model is using a Bayesian Network (BN). A BN uses probabilistic methods to create a model of a represented system via a directed acyclic graph [19]. Every input variable is considered a node which is later assigned some probabilistic value based on its preceding nodes [17]. In recent literature, a Bayesian Network has been used to incorporate a probabilistic boundary for fault detection models [20]. The statical methods of data-driven modeling incorporates existing statistical methods to be able to either create a model or diagnose a fault in that model.

2.3.3 Summary of Data-Driven Modeling

Recent research efforts for data-driven modeling have grown with the increasing ease of data collection. The simplicity of implementing sensors in a system and simply collected data is an overarching advantage of creating a model with the data-driven approach. Some methods reviewed included neural networks, SVM, PCA and Bayesian Networks to create a model. Once the model is created and the output value predicted, similar steps to residual evaluation are taken to determine the existence of a fault. By comparing a modeled state to the healthy system state, these methods can detect faults by isolating parameters that fall out a given range.

2.4 Hybrid Modeling

A third, less common yet evolving category is a combination of the preceding methods. For optimization purposes, model-based methods or FDI have been used for the evaluation of residuals, while aspects from data-driven modeling are used to create a model and generate residuals. For example, a combined diagnostic method has been used in the automotive industry, specifically on antilock braking systems [21]. FDI was used to create a physical model of the vehicle’s parameters, and then SVM is used on the data to discover any parameters which could not be found using FDI. Another example of a hybrid modeling was found in [22] where a different combination of SVM and FDI was used to diagnose and detect faults of an HVAC system. The author created a simulated model and evaluated the residual values between the healthy and simulated models using FDI techniques and later classified the faults using SVM. PCA was used
in combination with Artificial Neural Networks (ANN) to both create a model and then classify any faults based on optimized threshold values from the neural network [23]. In this example, the author created a model, optimized a threshold, and performed fault detection and diagnosis on HVAC systems by combining known methods. Hybrid models for diagnosis typically use different methods based on their ideal advantages in separate portions of the process. This creates an optimized method of diagnosis that is customizable to the need of the specific system.

2.5 Summary of Diagnostic Methods

A number of different methods for both modeling a system and diagnosing a fault have been reviewed in the previous section. The variety of methods was broken down into three categories: model based, data-driven, and hybrid methods. Model based methods of diagnosis are heavily reliant on a deep understanding of the system itself and tend to be limited to the complexity of the system. These methods include a general outline of a two-stage process: residual generation and residual evaluation. The residual generation portion of the process covered methods such as parity equations, observed based methods, and parameter estimation, while the residual evaluation portion covered processing residuals, threshold identification and decision logic. Data-driven modeling is based on the existence of sensors on a system that is able to produce constant data. This section was divided into two categories: machine learning methods and statistical methods. Machine learning methods included neural networks and SVM algorithms while the statistical methods covered PCA and Bayesian Networks. This review covered only common methodologies and ideas of both models based or data-driven methods. There is an abundance of methods that were not covered by this literature review. A more comprehensive review of both model-based and data driven methods of fault diagnosis is reviewed by [24].

In this paper, a Koopman operator based diagnostics is proposed which aims to build a data driven model from dynamic data to model and diagnose a dynamical system. Dynamic Mode Decomposition is used to identify parameters used to create a representative model that reflects the underlying physics using spectral decomposition of the Koopman Operator. A detailed methodology is presented in the following section.
3. METHODOLOGY

This section will be split into two parts. The first part 3.1 will cover the theory behind the methodology proposed in this thesis and includes subsections on the Koopman operator and Dynamic Mode Decomposition. The second part 3.2 will cover two distinct proposed approaches and contains subsections of both methods used for fault diagnostics of dynamical systems.

3.1 Background of Methodology

As covered in the literature review in the previous section, there are a number of methods for performing fault diagnosis. Two new approaches are proposed based on features extracted from the Koopman operator and Dynamic Mode Decomposition (DMD) is used as a solver. The modeling process is inertly data-driven, while the latter portion of methods use residual generation and evaluation.

3.1.1 The Koopman Operator

Dynamical systems are typically non-linear systems which are, in practice, difficult to analyze. The Koopman operator is a linear operator that can help construct a linear relationship for the “temporal” dynamics of a non-linear system [25]. This is done based on the assumptions that if we “lift” the states of the system to a high dimensional observable space with all non-linear terms captured, it is possible to express the original non-linear dynamics with a linear model. Therefore, using the Koopman operator for dynamic system analysis, one can get a linear representation of the system and extract key features which further enables the prediction and control of the original non-linear system.

Traditionally, discrete time dynamics are found in the state space and are modeled as
\[ x_{n+1} = F(x_n), \]
where F is a time evolution operator that brings the system from one time to the next [25]. Figure 5 is an illustration of the “lifting” of the dynamics from the state space to the observable space. In this new space, the states \( x_k \) are represented by functions of the state, or observables, \( g(x_k) \). For a discrete time-based system, the dynamics can be illustrated as
\[ g(x_{k+1}) = g \circ F(x_k) = Kg(x_k), \]
where K is the Koopman operator which evolves the observables forward in time. The number of states depicted by “n” are typically much lesser than the number
of observables depicted by “k”. In the state space, the dynamics are non-linear and finite dimensional. Conversely in the observable space, the dynamics are now linear but augmented to higher dimensions.

Once the Koopman operator is obtained, spectral decomposition is performed to extract its eigenvalues and eigenvectors. Then, the Koopman modes and mode amplitudes are defined, which in turn can be used to reconstruct the original system states. In this paper, the modes and mode amplitudes can then be considered as features of the original state.

![Diagram](image)

Figure 5: An illustration of how the Koopman operator behaves in an observable space.

### 3.1.2 Dynamic Mode Decomposition

The purpose of dynamic mode decomposition (DMD) [26] in this paper is to extract the Koopman modes and mode amplitudes. DMD utilizes singular value decomposition (SVD) so that dimensionality reduction can be applied to a high dimensional system. DMD at its core is a data-driven linear regression problem. Consider a data set of vectors \( \{x_1, x_2, ..., x_n\} \) where every vector \( x_i \in \mathbb{R}^n \) and each vector is an evolution forward in time. Each vector \( x_i \) is referred to as a snapshot in time. A collection of such snapshots forms a high dimensional matrix \( X = [x_1, x_2, ..., x_n] \in \mathbb{R}^{m \times n} \). (\( m \) denotes the number of states and \( m \) denotes the number of states.) For a discrete-time dynamical system, the data can be modeled with an unknown linear operator \( A \), in the form of \( Ax_i = x_{i+1} \). This operator \( A \) is a linear approximation of the dynamics of a nonlinear dynamical system [27]. The following algorithm is summarized based on [27]. From this model, a high
dimensional future state matrix can be defined as \( Y = [y_1, y_2, ..., y_n] \), where \( y_i = x_{i+1} \). A set of snapshot pairs of these high dimensional matrices is defined as \( \{(x_i, y_i)\}_{i=1}^{n} \). The linear operator \( A \) represents the relationship between the two high dimensional snapshot matrices:

\[
Y \approx AX. \tag{3}
\]

DMD utilizes dimensionality reduction via SVD to approximate the best-fit linear operator \( A \). The following steps will show how the DMD algorithm extracts the operator \( A \) and extracts its modes and mode amplitudes.

STEP 1: Once the data is separated into the snapshot pairs compute the SVD of \( X \) [28]:

\[
X = U\Sigma V^* \tag{4}
\]

where \( U \in \mathbb{C}^{n \times r} \), \( \Sigma \in \mathbb{R}^{r \times r} \) is a diagonal matrix, \( V \in \mathbb{C}^{m \times r} \) and \( r \) is low rank approximation of \( X \).

STEP 2: A low rank approximation of \( A \) is defined as \( \tilde{A} \):

\[
\tilde{A} \triangleq U^* Y \Sigma^{-1} \tag{5}
\]

STEP 3: Compute spectral decomposition of \( \tilde{A} \):

\[
\tilde{A} w = \lambda w \tag{6}
\]

where \( w \) is a matrix containing the eigenvectors of \( \tilde{A} \) and \( \lambda \) is a diagonal matrix containing the eigenvalues of \( \tilde{A} \).

STEP 4: Using the eigenvectors, \( w \), DMD modes can be reconstructed to describe the high dimensional operator \( A \).

\[
\varphi = Y \Sigma^{-1} w \tag{7}
\]
STEP 5: Compute the mode amplitudes:

\[ b = (w\lambda)^{-1}x_1 \]  

(8)

The eigenvalues and modes of the dynamical system shown in equation (3) are advantageous in describing the system dynamics. DMD modes are vectors that are spatial representations of the dynamics and the eigenvalues respective to their modes are growth or decay rates. Mode amplitudes define the significance that each mode has on the system. Figure 6 below summarizes the dynamic mode decomposition algorithm presented in this section.

Dynamic mode decomposition can be used as a solver for the Koopman operator and the Koopman modes and mode amplitudes. Once these features are extracted, they are fit to a neural network used to extract key features from the original system dynamics [29].

The Koopman operator requires a rich enough data set. In practice, data is often limited by the number of sensors, or states, of many dynamical systems. Although limited, the data still contains essential information to describe the non-linear dynamics. However, the data resides in a low dimensional space. In order to unfold the complex information from the original space, one can augment the data using a “dictionary” [30]. This dictionary can be considered as a group of functions that map the original data to coordinates in a new space. This method is also known as a kernel in machine learning. Various methods of augmenting the state space include a Gaussian
kernel, Hermitian polynomials, and radial basis functions or RBFs. The case studies later used in this paper will use an RBF kernel to create a dictionary of approximated functions of the state space based on the distance between fixed data points and the centers of clusters found from a k-means algorithm. Specifically, a thin-plate spline radial basis function kernel is used for data interpolation and smoothing, which grants the solution of the Koopman operator a more accurate approximation.

3.2 The Proposed Approaches

Here, an overview of two proposed methods for analysis of dynamic systems using the Koopman Operator are presented. Both methods can be classified as fault detection tools. The first uses a neural network to build and test a model while the second uses statistical analysis methods to test a prediction model. The two methods begin by sharing the same feature extraction process. This extraction process is initialized by collecting raw sensor data from a non-linear dynamical system. This data consists of multiple sensors or state variables in the state space. To be able to use the Koopman operator, the data must be mapped to an observable space before any type of analysis. This mapping process can augment the data to a higher dimensional space using a kernel function. The data is then rearranged to form snapshot pairs, \( X \) and \( Y \), which represent the current system state and a future system state respectively. These snapshot pairs are then used to create the Koopman operator model.

\[
Y = K(X)
\]  

Next, either traditional DMD or extended DMD, based on the mapping method used from the state space to the observable space, is performed to solve for the Koopman operator as well it’s spectral properties. From the extracted Koopman eigenvalues and eigenvectors, Koopman modes and mode amplitudes are defined as key features of the original non-linear dynamical system. This process of feature extraction is illustrated below in Figure 7. From this point, the two methods differ and are described more thoroughly in the following subsections. The overall goal of both methods is to create an accurate model from healthy data, test it against experimentally or simulated faulty data, and be able to determine if a fault is present.
Once the model parameters are extracted, the two methods diverge from their similarities. The first method uses only the extracted mode amplitudes while the second uses the Koopman eigenvalues and the Koopman modes. The following methods are mainly data driven meaning the initial data used comes from a healthy state and is compared to data that has experienced some type of fault. These methods both rely on the assumption that both healthy and faulty system states exist and there is an abundance of data for each.
3.2.1 Method 1: Mode Amplitude

The first method of analysis feeds the mode amplitudes obtained from DMD into a neural network model and the results are used to determine the accuracy of fault detection. Once the mode amplitudes are extracted, they are treated as features of the dynamical system and are imported into a simple neural network. An overview of this method is presented below in Figure 8.

Figure 8: Illustration of proposed method for fault diagnosis using Koopman mode amplitudes
The Koopman mode amplitude approach for fault diagnosis begins identical to the feature extraction methodology. First, healthy data is mapped to an observable space and healthy current state and future state snapshots are created \([X_H, Y_H]\), where the subscript, H, denotes a healthy system state. Next, the feature extraction process begins by creating a Koopman operator model, \(Y_H = K \ast X_H\). DMD is then used to solve for the Koopman operator and in turn performs spectral decomposition of the operator to extract the Koopman modes. Once the Koopman modes are extracted, the healthy mode amplitudes are found by

\[
B_H = \varphi_H^* \ast X_H
\]  

where \(\varphi_H\) denotes the healthy Koopman Modes, and \(B_H\) denotes the healthy mode amplitudes. After the desired healthy mode amplitudes are extracted, the faulty data is similarly mapped to an observable space and faulty current state and future state snapshots are created \([X_F, Y_F]\), where the subscript, F, denotes a faulty system state. Next, the faulty mode amplitudes are found by

\[
B_F = \varphi_H^* \ast X_F
\]  

where \(\varphi_H\) again denotes the healthy Koopman modes, and \(B_F\) denotes the faulty mode amplitudes. The independent variable in this new model is the current state snapshot matrix of either a healthy system state or a faulty system state.

After both healthy and faulty mode amplitudes are extracted, they are fed into a neural network. The joined mode amplitude data is split into a majority training and a minority testing data. The majority is then used to train a classifier model and then the remainder of the data is used to test its accuracy.

### 3.2.2 Method 2: Prediction Model

The second method of analysis is building a prediction model via regression, which creates a dynamic function over time. This method uses the modes extracted from DMD as well as the Koopman eigenvalues to create a prediction model. The model outputs predicted future states of a dynamical system. Once the desired outputs are obtained, the model is tested for accuracy by known statistical methods. An overview of this methods is presented in Figure 9 below.
The proposed prediction model approach is based on Koopman eigenvalues and Koopman modes. This method of fault diagnosis begins identically the previous method and the feature extraction methodology. The process is initialized by creating current state and future state snapshots from the healthy data, \([X_H, Y_H]\). Next, the healthy Koopman operator model is created and solved via DMD. The spectral decomposition portion of DMD extracted the Koopman eigenvalues and the Koopman modes to be used as features for the prediction model. This model
can be used to recreate the original dynamics to some time-step forward. The equation for this model is written as:

\[(y_\tau) = \varphi \lambda^\tau \varphi^* x_k\]  

(12)

where \(x_k\) is the original snapshot data, \(y_\tau\) is the predicted future state data, \(\varphi\) and \(\lambda\) are the Koopman eigenmodes and eigenvalues respectively and finally \(\tau\) indicates the time-step chosen for prediction. Any snapshot, \(y_k\), can be inserted into the model above to produce a prediction \(\tau\) steps away from the original data. As seen in Figure [9] above, when the current state of the faulty data set is imported in Equation (12) the result is the predicted future state of the faulty data set. The output, \(y_\tau\), from the prediction model and the original data can be compared using any valid known statistical methods to test the accuracy of the model. This prediction model, acts as a dynamic function over time. It describes how the system will evolve over time. Much like how time is the independent variable in the derivative model, \(\tau\), is the only independent variable in this prediction model. By altering \(\tau\) in the above model, the prediction can be expanded over a desired number of time steps. The goal of this method is not only to detect a possible fault in the system, but also to predict the possible occurrence of a fault before it occurs.

The previously proposed methods aim to detect and diagnose faults of dynamical systems. Both methods share the same feature extraction process and differ only in methods of residual generation and extraction. The following section will apply both of the proposed methods to two separate case studies and present the results of using these methods.
4. CASE STUDIES & RESULTS

4.1 Experimental Setup

The dynamical system used in the following two case studies was a spur gearbox containing one set of gears. The experimental gearbox was installed in an electronically closed transmission test rig as shown in Figure 10. On either side of the gearbox, there exists two 45 kW Siemens servo motors. In this set up, motor 1 acts as the driving motor with flexible configuration modes for variable torque and speed. The flexibility of the system allows for motor 2 to be a load motor acting as a generator.

![Figure 10: Experimental test rig for both case studies.](image)

The data was collected under multiple speeds and torque combinations. The speeds ranged from 1000 RPM to 3600 RPM with increasing intervals. At each interval, the torque was varied from 50 Newtons to 500 Newtons. In both case studies, data under 1000 RPM and 200 N of torque are used. Vibration data is collected using a triaxial accelerometer at a sampling rate of 20,480 Hz. The data collected, or the states of the system, is of the x, y, and z directions respectively defined as the horizontal, axial, and vertical directions. The motion control of both motors and the Data Acquisition System (DAQ) is illustrated in Figure 11 below.
The gearbox itself is a one stage gearbox with spur gears that exhibit a gear reduction ratio of 1.8:1. The driving gear connected to motor 1 has 40 teeth while the driven gear on the side of motor 2 has 72 teeth. The gear sets used for the case studies are the same size expressed by the module length of 3 mm. Therefore, their pitch diameter, pressure angle, and tooth width are all equal. Their base circle diameter differs by the same speed reduction ratio of 1.8:1. The tooth width for both gears is 85 mm. A Computer Aided Design (CAD) model of the two gears inside of the gearbox is shown in Figure 12.
4.2 Method 1: Mode Amplitude Model

The mode amplitude method of fault diagnosis is based off the knowledge of healthy and faulty data sets. Healthy snapshots \([X_H, Y_H]\) were created from the normal operating conditions of the test rig. The snapshots were then mapped directly to an observable space. Since no augmentation was used in the mapping process, exact DMD is performed to solve for the Koopman operator model, \(Y_H = K \ast X_H\). The solver outputs the spectral decomposition of the Koopman operator yielding the Koopman eigenvalues, eigenvectors, and modes. For this particular method, only the Koopman modes were used to create a mode amplitude model via, \(B = \varphi_H^+ \ast X\). This model takes the inverse of the healthy Koopman modes and returns either healthy or faulty mode amplitudes depending on the input \(X\). Faulty snapshots \([X_F, Y_F]\) were created and \(X_F\) was input into the mode amplitude model to extract the faulty mode amplitudes. Once both healthy and faulty mode amplitudes were extracted, they are split into 80 percent training data and 20 percent testing data to be processed through a neural network. The specific neural network in this proposed method contains three nodes for the input layer, 100 nodes for the first hidden layer, 10 nodes for the second hidden layer, and returns a single node in the output layer. The testing data is then passed back through the neural network and returns a percent accuracy of the model itself. If the model returns a satisfactory percent accuracy, then it can be used to diagnose faults of the dynamical system.

Next, the same process is followed but instead of directly mapping the state variables to the observable space, the state variables are mapped through a Radial Basis Function (RBF) kernel to a high dimensional space. Specifically, the RBF kernel used in this application is thin-plate splines (TPS). The purpose of this RBF kernel is to spatially map any point in the state space to a functional or observable space. TPS interpolates the distance between a specific point and the center of clusters found via the k-means algorithm. Once the data is augmented, extended DMD is used to solve for the Koopman operator model, and the process continues. Figure 13 below shows the process of fault diagnosis via the mode amplitude method described above.
The following sub-sections apply the mode amplitude method of fault diagnosis via two separate case studies. The first case study focuses on two system states, healthy and faulty, where healthy is normal operating conditions and faulty has some simulated level of pitting. The second case study focuses on a healthy system state as well as four other simulated levels of pitting with...
increasing levels of pitting. The following case studies were tested and analyzed using the computational software MATLAB and programming language of Python.

4.2.1 Case Study 1: Healthy vs. Faulty

This case study used the gearbox test rig to compare a healthy gear, with no signs of ware or pitting, to a gear with controlled pitting on one of its teeth. First, the experiment ran under healthy conditions and vibration signals were collected into the DAQ system via the triaxial accelerometer. Next, the large pitting conditions are created on a single tooth as shown in Figure 14. The pitting was processed using electrical discharge machining to erode approximately 0.5 mm away from the face of the gear tooth. The operating conditions for both healthy and faulty data sets are a speed of 1000 rpm and 200 N of torque.

![Figure 14: Single pitted gear tooth](image)

The data that was collected for both healthy and faulty conditions was comprised of system states, or vibration data, in three directions: x, y, and z. The vibration measurements in three directions are categorized as three separate state variables. Without augmentation, the three state variables are directly considered as observables in the observable space. However, when augmenting the data, the state variables are mapped to a higher dimensional observable space, where the number of observables is larger than the original number of state variables.
The feature extraction method was similar for both methods. First, current and future state snapshots were created for both healthy and faulty system states. Then, a comparison of non-augmented and augmented data sets was performed for each of the following methods. Depending on whether the data set is augmented, either DMD or extended DMD was used to solve for the Koopman operator and extract significant system parameters such as Koopman eigenvalues, eigenvectors, or modes.

First, it is necessary to examine the original raw data. Below in Figure 15, the healthy and faulty vibration data is shown in the three directions taken by the tri-axial accelerometer. This is only a small sample taken from the entire data set. The full data set contains over six hundred thousand samples.

![Figure 15: Raw vibration data](image)

By simply analyzing the raw data above in each direction, it is difficult to diagnose which data sets are healthy and which are faulty. The diagnosis between these faults is the goal of this proposed approach. This data will be compared before and after an augmentation process, where both exact DMD and extended DMD is used to solve for the Koopman operator model. Initially, exact DMD is executed on the data, where no augmentation is performed. The existing state variables are directly mapped to the observable space. Once, the Koopman modes are extracted, they are used to create the mode amplitude model, $B = \varphi_H + X$. Using this model, both healthy
and faulty mode amplitudes are extracted. Every 1000 snapshots are averaged then split into 80 percent training and 20 percent testing data to be entered into a neural network. Figure 16 below shows the three mode amplitudes used to train the neural network.

![Non-augmented Training Data](image)

Figure 16: Healthy and faulty non-augmented neural network training data set

The neural network uses the training data to learn a mode amplitude model by attempting to distinguish between the healthy and faulty data sets. Once the model is trained, the neural network uses the remainder 20% of the data to test the proposed model. To evaluate the results of the tested model, a confusion matrix was created to determine the accuracy of the model. Table 2 below shows 10 trials were performed and an average percent accuracy was taken. It was determined that the non-augmented mode amplitude model was 72.44% accurate.

<table>
<thead>
<tr>
<th>Trial</th>
<th>Non-Augmented</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>71.48%</td>
</tr>
<tr>
<td>2</td>
<td>71.85%</td>
</tr>
<tr>
<td>3</td>
<td>73.95%</td>
</tr>
<tr>
<td>4</td>
<td>74.79%</td>
</tr>
<tr>
<td>5</td>
<td>71.85%</td>
</tr>
<tr>
<td>6</td>
<td>73.11%</td>
</tr>
<tr>
<td>7</td>
<td>72.69%</td>
</tr>
<tr>
<td>8</td>
<td>71.01%</td>
</tr>
<tr>
<td>9</td>
<td>71.43%</td>
</tr>
<tr>
<td>10</td>
<td>72.27%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>72.44%</strong></td>
</tr>
</tbody>
</table>

Table 2: Percent accuracy of the non-augmented mode amplitude model over two data sets
Next, the same process was completed using the RBF thin plate kernel to augment the original tri-axial state variables. The data was augmented from three state variables to ten observables. Again, from the original data it is difficult to diagnose a fault. However, when averaging the snapshots and splitting the data into training and testing, the difference between the healthy and faulty data becomes more noticeable as seen in Figure 17. The figure below shows all ten of the mode augmented mode amplitudes averaged every 1000 snapshots.

![Figure 17: Healthy and faulty augmented neural network training data set](image)

The data above from Figure 17 is used to train a new model in a neural network with the same characteristics. Similar to the non-augmented case, the neural network trains the model, the remainder 20 percent of the data is used to test the accuracy of the model. Table 3 below again shows 10 trials were performed and an average percent accuracy was recorded. However, this time,
the confusion matrix results in a 99.91% accuracy in determining the difference of healthy versus faulty data.

Table 3: Percent accuracy of augmented mode amplitude model over two data sets

<table>
<thead>
<tr>
<th>Trail</th>
<th>Augmented</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.56%</td>
</tr>
<tr>
<td>2</td>
<td>100.00%</td>
</tr>
<tr>
<td>3</td>
<td>100.00%</td>
</tr>
<tr>
<td>4</td>
<td>100.00%</td>
</tr>
<tr>
<td>5</td>
<td>100.00%</td>
</tr>
<tr>
<td>6</td>
<td>100.00%</td>
</tr>
<tr>
<td>7</td>
<td>99.56%</td>
</tr>
<tr>
<td>8</td>
<td>100.00%</td>
</tr>
<tr>
<td>9</td>
<td>100.00%</td>
</tr>
<tr>
<td>10</td>
<td>100.00%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>99.91%</strong></td>
</tr>
</tbody>
</table>

This case study used a healthy data set and a large fault data set to create a model which attempted to diagnose a fault in the dynamic system. The results above suggest that when the data is augmented, the mode amplitude model is approximately 99.91% accurate in determining whether or not a fault is present. However, when non-augmenting the data sets, the accuracy of the model decreases by 27.47%. A summary of these results is shown at the end of this section.

4.2.2 Case Study 2: Multiple Levels of Pitting

The second case study used the same test rig and experimental set up as before. Again, the healthy state was tested first, and vibration data was collected using the tri-axial accelerometer. This case study compares a healthy state and four simulated levels of fault as shown in Figure 18 below. Once more, the operating conditions for the healthy and faulty data sets are a speed of 1000 rpm and 200 N of torque.
These pitting faults were manually created using a drill bit while the gear remained on the test rig. The first test case examined is a healthy state not shown in Figure 18. The second test case features light scratches on the surface of a single gear tooth. Test cases three and four both slightly increase the number of scratches. The final test case number five depicts the same scratches as test case four but also includes scratches on a second gear tooth. These four levels of fault are much smaller than the previous case study examined. The same process is followed from Figure 13, except there are now four levels of fault instead of one. Therefore, this case study will have five total data sets. The same comparison was made between non-augmenting and augmenting the test cases, including the same neural network setup.

Once again, the process begins with creating healthy snapshots from the test rig running under normal operating conditions. First, the snapshots were non-augmented and mapped directly to an observable space. By using DMD to solve the Koopman operator model (9), spectral decomposition was performed yielding the Koopman modes. The mode amplitude model, (10) was created using the healthy Koopman modes. For this case study, the mode amplitude model was now tested using the four levels of fault. The resulting mode amplitudes from all five data sets were averaged every 1000 snapshots then split into 80% training and 20% testing data to be entered into a neural network with the same configuration as case study 1. The non-augmented training data set from the first mode amplitude is shown below in Figure 19.
The training data above is used in a neural network to attempts to distinguish between the five data sets and learn a mode amplitude model. The remainder 20% of the data not used in the training process was used to test the proposed model. Again, a confusion matrix was created to determine the accuracy of the tested model. Table 4 below shows an average of 30% percent accuracy taken over 10 trials.

Table 4: Percent accuracy of the non-augmented mode amplitude model over five data sets

<table>
<thead>
<tr>
<th>Trial</th>
<th>Non-Augmented</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40.00%</td>
</tr>
<tr>
<td>2</td>
<td>20.00%</td>
</tr>
<tr>
<td>3</td>
<td>20.00%</td>
</tr>
<tr>
<td>4</td>
<td>20.00%</td>
</tr>
<tr>
<td>5</td>
<td>40.00%</td>
</tr>
<tr>
<td>6</td>
<td>20.00%</td>
</tr>
<tr>
<td>7</td>
<td>40.00%</td>
</tr>
<tr>
<td>8</td>
<td>40.00%</td>
</tr>
<tr>
<td>9</td>
<td>40.00%</td>
</tr>
<tr>
<td>10</td>
<td>20.00%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>30.00%</strong></td>
</tr>
</tbody>
</table>
Afterwards, the same augmenting process as in the first case study was performed using the RBF thin plate kernel on the original tri-axial state variables. The augmentation of the three state variables were mapped to a higher dimensional space with ten observables. When averaging every 1000 snapshots and splitting the data into training and testing data, the difference between the levels of pitting became more visible. Figure 20 below shows the first mode amplitude of all five augmented data sets.

![Augmented Training Data](image)

**Figure 20:** Healthy and four levels of fault augmented neural network training data set

The five training data sets from Figure 20 were used to train a new neural network model. As before, the remainder 20% of the data was used to test the accuracy of the created model under these new conditions. Table 5 below shows an average of 99.33% accuracy in determining the difference of the five levels of fault.
Table 5: Percent accuracy of the augmented mode amplitude model over five data sets

<table>
<thead>
<tr>
<th>Trial</th>
<th>Augmented</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.44%</td>
</tr>
<tr>
<td>2</td>
<td>99.26%</td>
</tr>
<tr>
<td>3</td>
<td>99.26%</td>
</tr>
<tr>
<td>4</td>
<td>99.26%</td>
</tr>
<tr>
<td>5</td>
<td>99.26%</td>
</tr>
<tr>
<td>6</td>
<td>99.44%</td>
</tr>
<tr>
<td>7</td>
<td>99.26%</td>
</tr>
<tr>
<td>8</td>
<td>99.26%</td>
</tr>
<tr>
<td>9</td>
<td>99.44%</td>
</tr>
<tr>
<td>10</td>
<td>99.44%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>99.33%</strong></td>
</tr>
</tbody>
</table>

4.2.3 Method 1 Summary

The proposed mode amplitude model method of fault diagnosis was applied over two separate case studies. Both case studies compared the accuracy of the model when the original state variables were either non-augmented or augmented. Table 6 below is an overview of the analysis performed on the proposed method.

Table 6: Average percent accuracy of the mode amplitude model

<table>
<thead>
<tr>
<th>Case Study</th>
<th>Non-augmented</th>
<th>Augmented</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy vs. Faulty</td>
<td>72.44%</td>
<td>99.91%</td>
</tr>
<tr>
<td>Multiple Levels of Pitting</td>
<td>30.00%</td>
<td>99.33%</td>
</tr>
</tbody>
</table>

The results from Table 6 show that augmenting the original state variables is crucial to the accuracy of the mode amplitude model. By definition, the Koopman operator itself exists in a high dimensional space. The augmentation process allows for the complex information from the non-linear dynamic system to unfold from the original state space into a higher dimensional observable space. When the state variables are augmented to a larger number of observables, the Koopman operator model provides a more accurate representation of the dynamics. By augmenting the first case study, “Healthy vs. Faulty”, the accuracy of the model increases by 27.47%. When augmenting the second case study, “Multiple Levels of Pitting”, the model accuracy is greatly increased by 69.33%. The lack of accuracy of the non-augmented data set for the second case study originates
from the experiment itself. The faults under the second case study were much smaller than the single fault of the first case study. Since the first case study contained such a large fault, the model more accurately differentiated between the healthy and faulty data sets. Regardless of the initial non-augmented data in either case study, performing the augmentation process greatly increases the accuracy of the model in determining the existence of a fault.

4.3 Method 2: Prediction Model

The purpose of this method is to recreate the original non-linear system dynamics via a prediction model. Once the prediction model is applied, a statistical analysis method is employed to determine the possible existence of a fault. Similar to method 1, the feature extraction process begins with the creation of healthy snapshots, \([X_H, Y_H]\). After the Koopman operator model is created, it is first solved by exact DMD and performs spectral decomposition of the Koopman operator itself. In addition to the healthy Koopman modes used in method 1, the prediction model (12) also uses the obtained healthy Koopman eigenvalues. This model uses both healthy Koopman eigenvalues and Koopman modes and returns either a healthy or faulty future state snapshot depending on the input \(X\). First, \(X_H\) was input into the prediction model to produce a healthy predicted future state snapshot, \(Y_H\). Faulty snapshots \([X_F, Y_F]\) were created and \(X_F\) was input into the prediction model to output a faulty predicted future state snapshot, \(Y_F\). The predicted results were then tested against the original future state snapshots via a root mean sum error (RMSE) test. The RMSE tests the Euclidean distance between the original future state snapshots and the predicted future state snapshots. This prediction model is able to predict some time step, \(\tau\), forward in time. The results are obtained at varied time steps and again examined via the RMSE test. Next, the same process is followed while augmenting the data sets. The same RBF thin-plate kernel from the first method was used to augment these data sets. Figure 21 below shows a detailed flow chart of the proposed prediction model method.
The purpose of this prediction model is to use the solved Koopman parameters from a healthy data set to predict a faulty data set without ever solving for the faulty Koopman parameters. Therefore, if enough data is collected under healthy system conditions, and a fault becomes present in the system itself, it would be possible to determine the residual error between the two system
The following two sub-sections apply the prediction model method using the same experimental set up as the two case studies used in method 1.

4.3.1 Case Study 1: Healthy vs. Faulty

The gearbox test rig in this case study first obtained data from a healthy gear and compared it to the same gear with an added level of pitting. Figure 14 from the above section shows the level of pitting created for this case study. The data collected from the section above is also the same data used for applying the prediction model method. The original vibration data for this case is shown in Figure 15 of the previous section. Initially, the healthy vibration data in three directions, state variables, is mapped directly to an observable space. The Koopman operator model is then solved by exact DMD and returns the healthy model parameters of Koopman eigenvalues and Koopman modes. Once these parameters are extracted, they are used to create the prediction model, (12). Using this model, both healthy and faulty future state snapshots are predicted, \( Y_H \) and \( Y_F \). The goal of this prediction model will be to accurately predict the faulty data set with the healthy Koopman parameters.

First, it is necessary to examine the original healthy vibration data overlapped with the original faulty data. Figure 22 above shows a comparison of healthy vs. faulty raw vibration data taken by the triaxial accelerometer. As before, this is a small sample taken from a much larger data set. The figure above shows the future state snapshots of both system states. Then, the Koopman operator model is built from the current and future healthy state snapshots. Through exact DMD,
the Koopman eigenvalues and Koopman modes are extracted as parameters for the prediction model. Once the prediction model is created, it is first tested at a single time step.

![Figure 23: Testing the single step prediction model with healthy data](image)

The single step prediction model in Figure 23 above is tested by importing the healthy current state snapshot, $X_H$, to output a predicted future state snapshot, $Y_H$. A statistical comparison of the original future state and the predicted future state is performed via RMSE. The percent error of the non-augmented, single step prediction model is 1.79% when testing the model with the predicted healthy future state.
Figure 24 above shows the non-augmented single step prediction model being tested by importing the faulty current state snapshot, $X_F$, to output a predicted future state snapshot, $Y_H$. The percent error found from RMSE of the above analysis is 2.91%.

Next, the same process is repeated with the augmenting of the original state variables with the RBF thin-plate kernel. The Koopman operator model is now solved via extended DMD and new Koopman eigenvalues and Koopman modes are extracted as parameters for the prediction model. As before, the model is tested at a single time step by importing healthy and faulty current state to produce predicted healthy and faulty future state. Testing the predicted healthy future state with the original healthy future state, the RMS percent error was 0.89%. The percent error found from testing the predicted faulty future state, with the original faulty future state was 1.54%.
Table 7: Testing the single step prediction model of healthy and faulty data sets

<table>
<thead>
<tr>
<th></th>
<th>Non-augmented</th>
<th>Augmented</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Healthy State</td>
<td>1.79</td>
<td>0.89</td>
</tr>
<tr>
<td>RMSE (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predicted Faulty State</td>
<td>2.91</td>
<td>1.54</td>
</tr>
<tr>
<td>RMSE (%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A summary of the RMSE percent error of the single step prediction model using healthy and faulty data is shown in Table 7 above. The percent error was compared for both non-augmented and augmented data. Since the prediction model itself uses the healthy Koopman eigenvalues and Koopman modes, testing the healthy state percent error was expected to have a lower value than testing the faulty state percent error.

4.3.2 Summary of Method 2

An analysis was conducted of the RMS percent error of both healthy and faulty data when increasing the time step ($\tau$). The analysis tested both the non-augmented and the augmented data sets. When increasing the time step, the prediction model is able to predict however many future state snapshots in advance. In this analysis, the time step was increased from a single time step to 5, 10, 25, and 50 time steps. For clarity, when $\tau$ is equal to 50, the original system dynamics are reconstructed and are predicted 50 snapshots in the future. Again, the RMSE of both healthy and faulty data sets were examined. Figure 25 below, shows the RMSE of non-augmented vs augmented at different time steps.
The figure on the left shows the comparison of non-augmented and augmented data sets when the prediction model tests the healthy future state snapshots. The figure on the right shows the same comparison but the prediction model tests the faulty future state snapshots. The values from Figure 25 are examined in the table below.

Table 8: Comparing non-augmented vs augmented data for healthy and faulty RMSE

<table>
<thead>
<tr>
<th></th>
<th>Healthy RMSE (%)</th>
<th>Faulty RMSE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-augmented</td>
<td>Augmented</td>
</tr>
<tr>
<td>1 Step</td>
<td>1.79</td>
<td>0.89</td>
</tr>
<tr>
<td>5 Step</td>
<td>5.55</td>
<td>2.48</td>
</tr>
<tr>
<td>10 Step</td>
<td>8.95</td>
<td>4.77</td>
</tr>
<tr>
<td>25 Step</td>
<td>8.96</td>
<td>5.36</td>
</tr>
<tr>
<td>50 Step</td>
<td>9.20</td>
<td>5.42</td>
</tr>
</tbody>
</table>
Table 8 above is a summary of the analysis of the non-augmented vs augmented data sets for the healthy and faulty cases. As expected, the healthy data set provides a lower percent error regardless of an augmentation being performed. As the time step of the prediction model is increased, the percent error increases as well. However, when augmented either data set, the percent error is decreased throughout. In both healthy and faulty cases, the augmented 50 step model has a lower percent error than the non-augmented 10 step model. Overall, two conclusions can be drawn from the application of the prediction method. First, the augmentation of data helps with the accuracy of the predication model. However, it does not help to improve the performance of fault diagnosis. Secondly, the increase in step size benefits the separation of healthy and faulty data and can lead to a higher accuracy of diagnosis decision.

4.3 Discussion of Results

The first proposed method used a derived mode amplitude model to extract key features from the original system dynamics and import them into a neural network. The neural network in turn was able to classify different data sets and a confusion matrix was used to return a percent accuracy of the model. The results from testing this method with the first case study, “healthy vs. faulty”, showed a percent accuracy of 72.44% when using DMD to solve for the Koopman operator parameters. When the original vibration data was augmented, extended DMD was performed to extract the model parameters yielding an increased percent accuracy of 99.91%. The second case study, “multiple levels of pitting”, contained a smaller discrepancy between the original data sets. When performed DMD of the original non-augmented system states, the percent accuracy was decreased to 30% accuracy. However, when again augmenting the state variables and performed extended DMD, the percent accuracy of the second case study was increased to 99.33%. Overall, both case studies showed that augmenting the original states of the nonlinear dynamic system greatly increased the performance of the proposed method.

The second proposed method incorporated a prediction model whose goal was to reconstruct the original system dynamics. The prediction model itself was created from extracted Koopman model parameters via DMD or extended DMD. A time step can be introduced into the model to determine how far away from the original system dynamics the model is able to predict. Once the dynamics of the original system were reconstructed, a statistical analysis method, RMS was implemented to determine the percent error between the original state and the predicted state.
This proposed method was tested by the first case study, “healthy vs. faulty”, containing two different data sets. The Koopman features used in this model were derived solely from the healthy original system state. Results for the prediction model included testing the model against the healthy data set and the faulty data set separately. Testing the healthy data set at a single time step for both the non-augmented and augmented cases resulted in a respective percent error of 1.79% and 0.89%. Again, the non-augmented and augmented cases were tested for the faulty data set and produced a percent error of 2.91% and 1.54%, respectively. In both cases, augmented the data set resulted in a lower percent error. When increasing the time step of the prediction model, the error increased all cases. However, the augmented data always resulted in a lower percent error than the non-augmented counterpart. Although the percent error decreases with augmentation, this process does not create separation between healthy and faulty data. The separation necessary to increase the fault diagnosis capability of this method is done by increasing the time step of the prediction model.
5. CONCLUSION

In this thesis, two proposed methods of hybrid fault diagnosis were presented. Both methods were based on solving the Koopman operator through DMD. The Koopman operator was used as a tool to create a linear model from a nonlinear dynamical system. The spectral decomposition of the Koopman operator yielded parameters which were used to create the models for two separate methods. Two case studies were used to validate the proposed approaches using raw vibration data from a gearbox test rig. The first case study contained two data sets, a healthy data set under normal operating conditions and a data set which contained a large pitting fault. The second case study referred to 5 total data sets, starting with the healthy system state and 4 levels of small increasing faults. The case studies used both DMD and extended DMD to solve for the Koopman operator. The extended DMD solution incorporated an augmentation process of the original vibration data.

The performance of these methods is promising for the prognostic health management (PHM) field. Both methods have the potential to be used for generic industrial applications. The first method has potential to identify faults from non-linear dynamic systems while the second method could be used for prediction and control applications. Future work regarding the proposed methods is to investigate further on the robustness for multilevel fault diagnosis.

To conclude, methods for fault diagnosis and prediction were proposed and applied via case studies. Both methods showed promising results when augmenting the original data sets from a state space to an observable space. However, when the state variables were directly used in the Koopman operator model, the accuracy of the proposed methods decreased significantly. The results from this thesis indicate that augmenting the original data to a high dimensional space can boost prediction performance and help with more accurate diagnosis results.
CITED LITERATURE


