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Abstract

In the past few decades, data volume increases exponentially. Smart devices, social

media, and e-business generate an extremely amount of data everyday. While big data

is promising and has been successfully applied in many areas such as machine learning,

financial market, and healthcare, it still faces many problems. One main challenge for

large scale data storage system is how to store and retrieve data efficiently. In this thesis,

we approach the above challenge by developing high performance storage systems using

emerging storage technologies (i.e., non-volatile memory and non-volatile memory block

device).

First, we start by characterizing an emerging storage device - non-volatile memory

(NVM) block device. With replacing the NAND flash chip inside the Solid State Drive

(SSD) into NVM media, NVM block device delivers substantial performance improve-

ments compared to NAND-based storage systems. However, its performance character-

istics have not been well studied. In this study, we carry out intensive experiments and

propose multiple custom-design micro-benchmarks to extract the intrinsic performance

behaviors of the NVM block device, including the basic I/O performance behavior,

advanced interleaving technology, performance consistency under highly intensive I/O

workload, the influence of unaligned request size, the elimination of write-driven garbage

collection, read disturb issues, and the tail latency problem. The performance is com-

pared to that of a conventional NAND SSD to indicate the performance difference of

the NVM block device in each scenario. In addition, by using an online analytical

benchmark, a database system’s performance is studied on our target storage devices to

quantify the potential benefits of the NVM block device to a real application. Finally,

the performance impact of hybrid NVM block devices and NAND SSD storage systems

on a database application is investigated.

Second, based on the understanding to the performance characteristics of NVM block

device and the bottlenecks of database system we studied on the above, we present a

hybrid storage database system, called HeuristicDB, that uses a non-volatile memory

(NVM) block device as an extension of the database buffer pool. To consider the

unique performance behavior of NVM block devices and the block-level characteristics
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of database requests, a set of heuristic rules that associate database (block) requests

with the appropriate quality of service for the purpose of caching priority are proposed.

To support the system implementation of the proposed rules, four programs, including

a query profile queue, an eviction and demotion (EV) program, a table access pattern

detector, and a page placement controller are developed. Using online analytical process-

ing (OLAP) and online transactional processing (OLTP) benchmarks, both trace-based

examination and system implementation on MySQL are carried out to evaluate the ef-

fectiveness of the proposed design. The experimental results show HeuristicDB delivers

up to 75% higher performance than existing systems.

Third, in the setting of NVM is going to replace DRAM to server as a main memory

in the future, we introduce a machine learning based cache replacement algorithm,

named ExpCache, to improve the NVM-based system performance. By considering

the non-volatility characteristic of the NVM devices, we split the whole NVM into

two caches, including a read cache and a write cache, for retaining different types of

requests. The pages in each cache are managed by both LRU and LFU policies for

balancing the recency and frequency of workloads. The online Expert machine learning

algorithm is responsible for selecting a proper policy to evict a page from one of the

caches based on the access patterns of workloads. Moreover, a read-write discriminated

eviction program is developed to eliminate the number of dirty pages written back to the

storage. In experimental results, the proposed ExpCache outperforms previous studies

in terms of hit ratio and the number of dirty pages written back to storage.

In summary, a NVM block device performance characterization, a hybrid storage

database system, and an online learning based cache replacement algorithm for NVM

are proposed in this thesis and allow large scale data storage system to deliver high

performance.
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Chapter 1

Introduction

Coming into the 21st century, the data volume increases in an unprecedented speed.

With rapidly development of social media, e-commerce, and Internet of Things (IoT),

a hug amount of data is generated every day. While big data holds promise and has

been widely applied into many areas such market analysis, healthcare, and information

technology, it is not without its challenges. A research shown that the data volume

is doubling every two years [1]. Then storing and retrieving those large volume data

efficiently become to more challenging.

Industry and academia have developed a variety of modern storage systems, such

as relational database system [2, 3, 4, 5, 6, 7], key-value store [8, 9, 10, 11, 12], and file

system [13, 14, 15, 16, 17] to fulfill rapid data growth. A recent trend in storage system

is to move towards cloud [18, 19, 20, 21, 22] and warm storage (i.e., computation and

storage decoupling) [23, 24] for high usability and accessibility.

In addition, a variety of types of emerging storage devices have been launched

to meet the requirements in different usage scenarios. By blending the high perfor-

mance characteristics of Dynamic Random Access Memory (DRAM) and the persis-

tence property of conventional storage devices, Non-Volatile Memory (NVM) such as

3D Xpoint [25, 26, 27], Phase-Change Memory (PCM) [28, 29, 30, 31], and Conduc-

tive Bridging RAM (CBRAM) [32, 33, 34] has been becoming critical importance for

modern systems. It is either used alone as a persistent memory or worked corporately

with DRAM to offer large capacity and data persistency. One of the trends of Hard

Disk Drive (HDD) is to evolve towards high capacity using new recording technologies

1
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such as Shingled Magnetic Recording (SMR) [35, 36] and Assisted Magnetic Record-

ing (HAMR) [37, 38] to balance performance and cost. NAND-based Solid State

Drive (SSD) [39, 40, 41, 42, 43] becomes prevalent in the past decades for the low ran-

dom access latency. Besides, Non-volatile memory (NVM) block device (e.g. Optane

SSD) [44, 45, 46] is released recently. By employing advanced interleaving technology

and replacing NAND flash memory within the solid state drive to non-volatile memory

chip, NVM block device delivers orders of magnitude higher bandwidth than NAND-

based SSD.

The main challenge of employing those emerging storage devices is how to integrate

and manage them in existing systems efficiently for maximizing performance gains.

For instance, as NVM block device delivers unprecedented performance compared with

conventional storage devices, building a hybrid storage database system that uses a

NVM block device as a block cache for low-end storage devices becomes a cost-efficient

way to improve database performance. However, as modern database systems become

increasingly complex, designing an efficient data placement schema is more challenging.

For another example, in the setting of NVM is going to replace DRAM to serve as a

main memory in the future, it is the time to re-consider the caching replacement policy

design. However, as NVM exhibits different characteristics with traditional DRAM, it

is challenging to develop a proper caching policy for NVM to fit its unique proprieties.

The first part of the thesis focuses on the performance evaluation of the emerging

storage device (i.e., NVM block device). We start by characterizing the NVM block

device using multiple custom-design micro benchmarks and methodologies. The im-

plications of NVM block device to database system are also investigated. Inspired by

the deep understanding to the performance characteristics of NVM block device and

performance bottlenecks of database systems, in the second part, we propose a hybrid

storage database system, called HeuristicDB, which uses an NVM block device as an

extension of the database buffer pool. HeuristicDB achieves significantly performance

accelerations to database system meanwhile with limited number of page replacement.

Finally, as NVM is going to replace DRAM to serve as a main memory in the future, in

the third part, we develop an online-learning based caching replacement policy, named

as ExpCache, for NVM based computer system. The proposed ExpCache outperforms

previous studies in terms of hit ratio and the number of dirty pages written back to



3

DRAM NVM NVM block device NAND SSD HDD

Read latency 20-60ns 100-300ns 10us 20us 20ms

Write latency 20-50ns 100ns 10us 100us 20ms

Addressability byte byte block block blocks

Persistent No Yes Yes Yes Yes

Interface Memory bus Memory bus PCIe PCIe SATA

Endurance 1016 107 − 109 107 − 109 106 1016

Capacity GB GB-TB TB TB TB

Table 1.1: Characteristics of NVM, NVM block device, and other types of memory and

storage devices.

storage.

1.1 Emerging Memory and Storage Devices

1.1.1 Non-Volatile Memory

With DRAM-like performance and disk-like persistency and capacity, non-volatile mem-

ory is becoming critical importance for various data-intensive applications. The advent

of NVM bridges the huge gap between high performance DRAM and laggard storage de-

vices. Table 1.1 lists the performance characteristics of NVM and other types of memory

and storage devices. Compared with DRAM, NVM not only delivers similar read-write

bandwidth but also has a much higher density. Most significantly, all data resided in

NVM is persistent. Thus, there is no need to write updated dirty pages back to storage

to prevent data loss when power is off. Compared with conventional storage devices

connected to an external block-addressable PCIe [47, 48, 49] or SATA [50] interface,

NVM communicates with processors more efficiently using a byte-addressable memory

bus. In addition, by employing high-performance memory cells, NVM presents much

higher read-write bandwidth than conventional storage devices. Because of those per-

formance advantages, NVM is expected to replace DRAM to serve as the main memory

in the near future.
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1.1.2 Non-Volatile Memory Block Device

NAND-based SSD has become prevalent in the past few decades thanks to its fast

random access latency. While it provides 10X higher bandwidth than conventional HDD,

the hug performance gap between high-performance DRAM and slow storage devices

has not changed. Besides, NAND-based SSD performance degrades dramatically under

some specific scenarios.

By replacing the NAND-flash memory within the solid state drive to NVM chip

and employing advanced interleaving technology, the emerging storage device, NVM

block device, is released recently. The NVM block device (i.e., Optane SSD) has sev-

eral advantages. First, compared with conventional NAND SSDs, the NVM block de-

vice delivers orders of magnitude better performance on both read and write opera-

tions [26]. Second, because NVM supports in-place update, there is no need for garbage

collection [51, 52, 26] which usually causes significant performance degradation for the

NAND SSD. Third, the NVM block device inherits the PCIe interface developed for

the NAND SSD and can be directly controlled by all existing systems without requiring

any hardware updates. In contrast, the NVM works only when a specific processor is

provided [53, 54, 55].

Due to these performance advantages, the NVM block device is expected to be a

good candidate to accelerate the slower storage subsystem in the future. However, few

research studies have been presented to discuss the unique characteristics of the NVM

block device. Previous publications [44][45] and product specifications [46] either focused

mainly on the potential performance impacts of NVM block device to real applications

or gave limited information about its intrinsic characteristics. This motivates us to

conduct a comprehensive performance analysis of NVM block device and investigate its

implications to data-intensive applications such as Relational Database Management

System (RDBMS).
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1.2 Hybrid Storage Database System Using NVM Block

Device

A relational database management system (RDBMS) was first introduced in 1970 by

E. F. Codd [56]. It is constructed based on the relational model [57, 58, 59, 60, 61]

which allows users to identify and access data in relation to other pieces of data inside

the database. Most of RDBMSs use Structured Query Language (SQL) to store, re-

trieve, query, and update the data within the database. Today, many types of relational

database systems have been developed and applied in different areas, such as financial

market, e-business, and social media. Based on the internal data origination, the rela-

tional database management systems can be separated into two categories, including the

row-oriented database systems (e.g. MySQL [3] and PostgreSQL [6]) , and the column-

oriented database systems(e.g. Redshift [62], BigQuery [63], and Snowflake [64]).

Compared with a NoSQL database [8, 9, 10, 11], an RDBMS has multiple advan-

tages, including being ACID (atomicity, consistency, isolation, durability) compliant [65]

for transactions, using a standardized SQL language, and supporting complex query

functions. Because of these advantages, RDBMS technology is prevalent and will co-

exist with NoSQL databases for a long time. However, RDBMS performance is usually

limited by laggard storage devices [66, 67, 68]. Especially for complex Online Analytical

Processing (OLPA) queries, the I/O time can be 80-90% of the total execution execu-

tion time, which degrades database performance significantly. Current research [26, 69]

shows that if an NVM block device is used as persistent storage for RDBMS, I/O time

is no longer a bottleneck in many cases. However, this is an expensive solution. Be-

cause of the high cost of NVM block devices, it might be impossible to provide an

adequate number to preserve the entire database in real time. In this circumstance,

building a hybrid storage database system that uses an NVM block device as a block

cache for conventional storage devices becomes a cost-efficient way to improve RDBMS

performance.

However, there are still many challenges before we build the hybrid storage database

system using NVM block device. First, the NVM block device has various performance-

related properties [26, 25, 53], such as much higher read-write bandwidth, the elimina-

tion of write-driven garbage collection [51, 52] compared to conventional storage devices.
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Miss using those properties could lead the developed system unable to yield the best

performance for NVM block device. Second, the database block requests exhibit multi-

ple unique characteristics. Then, how to leverage those characteristics properly to build

an efficient hybrid storage schema becomes to a problem. Finally, as modern database

systems become increasingly complex, handing the dynamically changed database work-

loads is more challenging.

1.3 Online-Learning Based Cache Replacement Policy for

NVM

Today, Non-Volatile Memory [28, 30, 31, 32, 34] is becoming critical importance for data-

intensive applications and is expected to replace DRAM to serve as a main memory in

the future. As the first type of commercial NVM, named as Optane DIMM [45, 55, 70],

was released recently, it is the time to consider the NVM-based computer system [71,

72, 73, 74] design.

Compared with DRAM-based computer system, NVM-based one has multiple ad-

vantages. First, NVM provides competitive performance as DRAM meanwhile has

higher density. As a result, NVM-based system offers much higher memory capacity

than DRAM-based one. Second, because all data reside in NVM is persistent, there

is no need to write updated pages (i.e., dirty pages) back to storage for preventing

data loss while power failure, which significantly increases the system performance and

simplifies the system design.

Caching is one of main techniques to optimize NVM-based system performance

thanks to the access localities of workloads. However, as modern applications become

complex, designing a proper cache replacement policy for NVM-based system faces

many challenges. First, previous cache replacement algorithms were originally designed

for DRAM-based systems without considering the non-volatility of NVM. So, they are

unlikely to deliver excellent performance improvement for NVM-based system. Second,

past studies in this area make a replacement decision based on certain pre-defined rules

instead of the real access patterns of a workload. Since these pre-defined rules are not

adapted to the dynamically changed workload access patterns, prior cache replacement

schema [75, 76, 77, 78] suffer severe performance degradation as the access pattern of a
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workload changed.

Machine learning (ML) algorithms have been well studied in the past and have been

introduced in various areas for system modeling, access pattern detection, and perfor-

mance improvement, and making predictions [79, 80, 81, 82, 83, 84]. Motivated by

this, it has a large potential to employ machine learning techniques in cache algorithm

designs for adapting to dynamically changed workloads to improve the system perfor-

mance. However, integrating machine learning algorithm into the caching algorithm

design properly is more challenging.

1.4 Summary of Contributions

This thesis makes the following contributions to meet the challenges and research issues

of the emerging storage device (i.e., NVM block device), the hybrid storage database

system design, and the caching challenges of NVM-based computer system.

NVM Block Device Characterization. We carry out an in-depth performance

evaluation of NVM block device (i.e., Optane SSD). Several basic performance behav-

iors of the NVM block device, including I/O access latency, internal parallelism, and

performance consistency under highly intensive I/O workload, are evaluated at the first.

In addition, we propose multiple custom-designed micro-benchmarks and methodologies

to explore the further details of the intrinsic characteristics of the NVM block device, in-

cluding byte addressability, the elimination of write-driven garbage collection, the read

disturb issue, and the tail latency problem.

Besides, we also investigate the implications of the NVM block device to a relational

database management system using an Online Analytical Processing benchmark. By

analysis of the collected results, it is noticed that the NVM block device delivers asym-

metric performance accelerations to different types of queries. The potential reasons for

these results are explored.

Finally, we implement a real database application on a hybrid NVM block device

and a NAND solid state drive storage system and evaluate its performance. Several key

factors that can impact this hybrid system’s performance significantly are studied.

Hybrid Storage Database System Using a NVM Block Device. We inves-

tigate the prior works of hybrid storage database system [85, 86, 87, 88, 89, 90, 91]
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and find past studies only provide limited performance improvement due to miss under-

standing the characteristics of database block requests. We also point out that without

an efficient demotion mechanism for cached pages, previous works suffered severe per-

formance degradation when the database workload access pattern is changed. Besides,

we study past researches of hybrid table placement algorithm [92, 93] for a relational

database system and find prior works encounter misplacement issues while the query

execution plan tree miss-predicts the access pattern of database tables during a query.

To resolve the limitations of prior studies, we develop a new hybrid storage database

system named as HeuristicDB. We comprehensively study the performance behaviors of

the NVM block device and the characteristics of database block requests at the first. We

then propose a set of heuristic rules that associate database (block) requests with the

appropriate quality of service for the purpose of caching priority to guide HeuristicDB

in managing database block requests more efficiently. Finally, to support the system

implementation of the proposed rules, we develop four assistant programs, including

a query profile queue, an eviction and demotion (EV) program, a table access pattern

detector, and a page placement controller.

Online-Learning Based Cache Replacement Policy for NVM. We study

existing works of DRAM-based cache replacement algorithms [94, 75, 95, 77, 96] and find

they are unable to deliver excellent performance improvement for NVM-based systems

due to ignore the influence of write operations. Besides, we point out prior works

deliver limit performance improvement while the access pattern of a workload mismatch

with their pre-defined placement rules. Finally, we show integrating the online-learning

algorithm with cache replacement schema improperly delivers even worse performance

compared with conventional cache polices in some scenarios.

We propose a online learning-based cache replacement algorithm, called ExpCache,

for NVM-based systems. The goals of ExpCache are improving both read and write

hit ratios of NVM meanwhile eliminate the number of dirty pages written back to the

storage. In the system, the real cache (i.e., NVM main memory) is divided into a read

cache and a write cache for retaining different types of requests. Two experts, including

an LRU policy and an LFU policy, are employed to manage the data elements within

each of the real caches to balance both recency and frequency factors. In addition,

two ghost caches are built to store the evicted pages from the real caches and emulate
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the LRU and LFU policies independently. Finally, a read-write discriminated eviction

policy is developed to reduce the number of dirty pages written back to the storage.

1.5 Thesis Outline

The rest of the thesis is organized as follows. Chapter 2 presents the findings of the

NVM block device characterizations and studies the implications of NVM block de-

vice to relational database management system. Chapter 3 introduces a hybrid storage

database system, named as HeuristicDB, which uses NVM block device as an extension

of database buffer pool. Chapter 4 presents an online-learning based cache replace-

ment algorithm for NVM-based computer system. Chapter 5 concludes the thesis and

discusses future works.

Part of the works in the thesis appear in the proceeding of conferences and journal

publications [69, 26, 97].



Chapter 2

Exploring Performance

Characteristics of the NVM

Block Device

2.1 Introduction

Solid-state storage drives (SSD) based on NAND flash technology can deliver several or-

ders of magnitude better performance than conventional hard-disk drives (HDD). Most

notably, the NAND SSD can directly access the physical location of the data with-

out mechanical arm movement. This emerging innovation not only saves the seek time

that usually existed within conventional rotating disks, but reduces power consumption.

Because of these performance advantages, the NAND SSD has rapidly become one of

the most prevalent persistent storage devices during the last few decades and has been

widely discussed in both industry and academia [98, 99, 100, 101, 102, 103, 104].

Although the NAND flash-based SSD has achieved significant performance improve-

ments, the huge performance gap between high-performance processors and slow storage

devices has not changed. In addition, NAND SSD performance will degrade dramati-

cally under some specific situations. For instance, the random read latency can be 10X

slower than sequential read due to the pre-fetching failures of the internal read-ahead

mechanism; the write performance degrades significantly when the request size is not

10



11

aligned on a multiple of the page size [99]; and the update operation requires longer

completion time because of garbage collection issues. To pursue fast and stable per-

formance, numerous new technologies have been developed, including Phase Change

Memory (PCM) [28], Conductive Bridging RAM (CBRAM) [32], Ferroelectric RAM

(FeRAM) [105], and others.

As one of these emerging non-volatile memories, Intel recently released 3D Xpoint [44]

technology and integrated it into the solid-state driver to replace conventional NAND

flash cells. This newly developed storage device is known as Non-Voltile Memory (NVM)

block device (i.e., Optane SSD [106]) and can deliver fast I/O access latency and high

throughput. Most notably, 3D Xpoint memory can support functionalities that NAND

flash cannot, such as byte addressability and in-place update. Due to these perfor-

mance advantages, the NVM block device is expected to be a good candidate to accel-

erate the slower storage subsystem in the future. However, few research studies have

been presented to discuss the unique characteristics of the NVM block device. Previous

publications [44][45] and product specifications [46] either focused mainly on the poten-

tial performance impacts of the NVM block device to real applications or gave limited

information about its intrinsic characteristics.

In this study, by designing various types of I/O workloads, intensive experiments are

conducted on NVM block device, and the collected results are analyzed. The purpose of

this chapter is to provide an understanding of the unique performance behavior of NVM

block device rather than to carry out a performance competition with the conventional

NAND SSD. This chapter makes the following contributions:

1. Several basic performance behaviors of the NVM block device, including I/O access

latency, internal parallelism, and performance consistency under highly intensive

I/O workload, have been evaluated.

2. Based on multiple custom-designed micro-benchmarks and methodologies, further

details of the intrinsic characteristics of the NVM block device are explored, in-

cluding byte addressability, the elimination of write-driven garbage collection, the

read disturb issue, and the tail latency problem.

3. The implications of NVM block device for a real database system are studied using

the TPC-H benchmark [107]. By analysis of the collected results, it is noticed that
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the NVM block device delivers asymmetric performance accelerations to different

types of queries. The potential reasons for these results are explored.

4. A database application is implemented on a hybrid NVM block device and a

NAND SSD storage system and its performance is evaluated. Several key factors

that can impact this hybrid system’s performance significantly are pointed out.

The rest of this chapter is organized as follows. Section 2.2 introduces background

information. Section 2.3 discusses related work. Section 2.4 describes the experimental

environment and tools. Section 2.5 presents the custom-designed micro-benchmarks and

the analysis of the collected results. Section 2.6 describes a study of the performance

of a database application on both NVM block device and NAND SSDs and an investi-

gation of the implications of the NVM block device for a real application. Section 2.7

investigates the key factors that could impact database query performance for a hybrid

NVM block device and NAND SSD storage system. Section 2.8 concludes the chapter.

2.2 Background

2.2.1 NAND Flash Memory

NAND flash memory is a type of memory medium that is widely used in solid-state

drives. As described in Figure 2.1a, a NAND flash package typically consists of a

number of dies (or chips). Each die is composed of one or more planes and a number

of registers for buffering I/O. A single plane contains multiple blocks. A block is the

smallest erase unit inside NAND flash memory. Each block consists of 128 or 256 pages.

A page is the smallest unit on which normal read and write operations can be performed.

A typical page contains a 4KB (or larger) data area and a 128-byte meta-data area for

error-correction coding (ECC) [98].

NAND flash memory has some unique features. First, the read-write (program)

latency delivered by NAND flash memory is not uniform. The write operation typically

takes a longer time than the read operation. Second, due to the asymmetric unit size

between program and erase operations, a log-structure based out-of-place update and a

garbage collection mechanism are required for write operations. Finally, a NAND flash

memory has a limited number of program/erase(P/E) cycles, usually 1,000 - 100,000
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Figure 2.1: Solid State Drive Internals.

cycles [100, 108] and cannot work once it wears out. Hence, manufacturers usually re-

serve an extra space (called over-provisioning) to replace bad memory cells and improve

the lifespan of a NAND SSD.

2.2.2 3D XPoint Memory

3D Xpoint [44] is one of types of non-volatile memory media recently released by In-

tel. It has been integrated for the first time into a solid-state drive, the NVM block

device, to replace conventional NAND flash memory. Compared with NAND flash,



14

3D Xpoint memory exhibits different characteristics from two main aspects. First, 3D

XPoint memory is byte-addressable, in contrast to NAND flash that accesses data in a

page unit. By benefiting from this byte-addressability, the NVM block device internal

controller can break a 4KB I/O into several smaller data chunks and spread them across

multiple channels concurrently to hide single-I/O latency, thus boosting performance.

Second, 3D Xpoint memory supports the update-in-place operation, which means that

the NVM block internal controller does not need to perform extra read, write, and erase

operations, also known as read-modify-write, when overwrite requests are submitted.

This update-in-place enabled functionality allows NVM block device to deliver fast and

consistent performance during overwriting.

2.2.3 SSD Internal Architecture

As shown in Figure 2.1b, a conventional SSD is composed of several main components,

including a host interface, an internal controller, an embedded RAM, and persistent

memory media (usually NAND flash memory). The host interface establishes a physical

connection between the storage device and the host. It transfers logic commands and

data from/to the host through a pre-defined protocol (e.g., SCSI, SATA, or PCIe). The

SSD controller manages data placements in NAND flash memory. To improve the SSD’s

lifetime, the internal controller is also assigned to process wear leveling and garbage

collection mechanisms [98]. To deliver low I/O access latency, a high-end NAND SSD

is usually equipped with an embedded RAM to buffer data temporarily for read and

write operations [109].

Moreover, to improve bandwidth, SSD manufacturers usually spread flash memory

cells across multiple independent channels, packages, dies, and planes to exploit SSD

internal parallelism [110, 111]. By using this interleaving technique, the SSD controller

can fetch/load multiple pages from/into different cells simultaneously and consequen-

tially obtain high bandwidth.

2.2.4 NAND SSD Write Issues

Read Modify Write - As discussed before, a page is the smallest unit on which normal

read and write operations can be performed within a NAND SSD. To maintain high
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performance, any requests submitted to a NAND SSD are required to align on a page

size. However, in real applications, the request size may not be bounded to a page size.

This scenario is defined as a subpage request [112] and results in fragmentation and

endurance problems. In addition, because NAND flash memory does not allow data

update-in-place, a subpage write typically causes a NAND SSD to trigger more internal

operations than necessary. As described in Figure 2.2a, when a subpage request is sub-

mitted, the rest of the page (to which the subpage belongs) is read into embedded RAM

and combined with the subpage request to form a full page. Then the SSD controller

writes this newly formed page into a free space. Meanwhile, the old page is marked

as invalid and will be recycled during garbage collection. Finally, the flash translation

layer [113, 114, 115, 116] updates the mapping table. The processes just described are
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known as read-modify-write [98]. Because read-modify-write usually requires additional

read, write, and update mapping table operations, it can significantly impact foreground

write performance.

Write-Driven Garbage Collection [99] - Unlike a hard disk drive, a NAND

SSD does not allow data update-in-place. When an update operation is submitted,

instead of overwriting, the SSD controller writes the updated data into a free space.

Meanwhile, the pages containing the old information are marked as invalid. As the

number of invalid pages continues to increase, the NAND SSD may no longer have

enough free space to store incoming data. As a result, the internal controller triggers

the garbage collection mechanism to recycle invalid pages. During garbage collection,

as described in Figure 2.2b, to prevent data loss, the valid pages within the target block

must first be read out and written into a free space. The SSD controller then erases all

pages within the target block to release more free space. Garbage collection typically

degrades NAND SSD performance tremendously due to the extra internal operations

(reads, writes and erases) and the long latency of the erase operation (∼ 2ms) [99].

2.2.5 Read Disturb Error

Read disturb is an intrinsic error within many types of memory media, such as NAND

flash memory [117] and Phase Change Memory (PCM) [118, 119]. When a high read

count is required on a given page, the analog voltages of neighboring cells could be

disturbed enough to change their stored information. To prevent data loss, NAND SSD

manufacturers usually set a threshold on the number of read cycles. Once the number

of reads on a given page/block exceeds the threshold, the internal controller forces a

refresh to copy the neighboring pages into a new location. Meanwhile, the controller

marks the old pages as invalid and recycles them during garbage collection. Because the

read disturb issue triggers internal data migration and garbage collection with certain

probabilities, it is one of the factors that limit NAND SSD performance.

2.3 Related Work

The NAND SSD has been an active research area in recent decades. Many research

studies have been conducted on SSD performance evaluation and optimization. For
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example, Agrawal et al. [98] provided an overview of SSD internal origination and dis-

cussed the design tradeoffs achievable by a trace-driven simulator. They found that

SSD performance is highly sensitive both to internal hardware design and to software

implementation. Dirik et al. [99] studied the internal parallelism inside SSDs and con-

cluded that exploiting SSD internal concurrency would deliver significant performance

improvement. Chen et al. [100, 120] explored the unique performance behavior and

internal characteristics of a SATA-based NAND SSD using a number of custom-defined

micro-benchmarks. Similarly, Kim et al. [108] presented a number of methodologies for

extracting the key configurations inside a SATA-based NAND SSD, including cluster

page size, cluster block size, and so on. By optimizing the operating system through

these extracted parameters, the overall system performance could be greatly accelerated.

To improve performance, recent research has focused mainly on addressing the lack

of NAND SSD data update-in-place ability through either a flash file system imple-

mentation [121, 122, 123] or a flash translation layer design [124, 125]. Josephson et

al. [126] introduced a direct file system (DFS). Using a newly designed virtual flash

storage layer, the DFS can access flash memory cells directly. As a result, DFS is

substantially faster than other conventional file systems. Lu et al. [127] proposed an

object-based flash translation layer (OFTL). With their design, storage management

is assigned to the NAND SSD FTL from the file system to manage flash memory di-

rectly. Benefiting from this advanced implementation, write amplifications were reduced

tremendously. Taking a different approach, Soundararajan et al. [128] developed a hy-

brid storage system, Griffin, which used a HDD as a write cache for a NAND SSD.

During I/O processing, the HDD maintained a log-structured cache and wrote cached

data periodically to the SSD. With this implementation, Griffin not only reduced the

number of writes into flash memory, but also provided similar performance to a NAND

SSD.

By combining high-performance 3D Xpoint non-volatile memory media with a well-

optimized solid state drive, the NVM block device can outperform a conventional NAND

SSD in multiple aspects. There has been significant prior work studying the NVM block

device. Hady et al. [44] and Izraelevitz et al.[45] provided basic performance evaluations

of NVM block device. The performance impacts of NVM block device to real applica-

tions have been studied as well. By using multiple benchmarks, Zhang et al. [129]
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analyzed NVM block device performance behaviors on virtualized and non-virtualized

environments, respectively. A hybrid system called MyNVM for using NVM block device

as a second level cache for key-value store has been proposed in [130]. MyNVM reduces

DRAM footprint as well as keeping up competitive performance. However, previous

work has provided limited information about NVM block device’s intrinsic characteris-

tics. In this study, through carefully designed micro-benchmarks, multiple NVM block

device’s characteristics are explored while its potential benefits were confirmed using a

real database application.

2.4 Experimental Setup

Experiments are conducted on a Dell Precision Tower 3620 workstation equipped with

four Intel core i7-6700 3.4GHz processors and 16GB DDR4 DIMMs. The Ubuntu 16.04.4

LTS operating system and Ext4 file system are installed on the workstation. Two types

of SSDs are directly attached on-board through a PCIe x16 NVMe 30 x4 interface,

including an Intel 168GB DC P4800X Optane SSD [46] (i.e. the NVM block device)

and an Intel 2TB DC P3700 NAND SSD [131]. The NAND SSD is used as a baseline

device.

For these experiments, the Completeness Fairness Queuing scheduler (the default

I/O scheduler for the Linux kernel) is changed to the Noop scheduler. The Noop sched-

uler [132] implements the simplest first-in-first-out (FIFO) algorithm, leaving I/O per-

formance optimization to the storage device. For fast storage devices such as SSD, Noop

can outperform other I/O schedulers in most cases [100]. In addition, all read and write

requests are performed by direct I/O to bypass the buffer cache within the file system.

To investigate the intrinsic characteristics of the NVM block device, the Flexible

I/O tester (FIO) [133] is used as a benchmarking tool. In the experiments, various I/O

workloads are generated by FIO with different parameters, such as I/O type, request

size, queue depth, access rate, and others. During the experiment, each workload is run

three times to observe typical behavior. For random read and write requests, a random

number generator is configured inside the FIO to guarantee that the read and write

order is not repeated on different runs.
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2.5 Performance Studies

The experiments described in this section investigate the unique features of the NVM

block device from multiple aspects, including basic I/O performance behaviors, ad-

vanced internal parallelism, performance consistency under highly intensive I/O work-

load, the influence of unaligned request size, the elimination of write-driven garbage

collection, the read performance variation potentially resulting from the read disturb is-

sue, and the tail latency problem. The detailed experimental methodologies and results

analysis are discussed below.

2.5.1 Basic I/O Performance Behaviors

Because it uses high-performance non-volatile memory media, the NVM block device

is expected to deliver high performance. The experiments described in this subsection

examine the basic read/write latency of the NVM block device under different access

patterns, using the NAND SSD as a baseline device for comparison.

The experiment involves four workloads, including sequential read, random read,

sequential write, and random write, with a 4KB request size and a queue depth of 1.

Two timers are invoked from two different start points to record the latency: one started

recording when the I/O request is generated to measure overall I/O latency; the other

start recording when the I/O request is sent into the NVMe submission queue [134] to

measure raw device latency. Both timers are stopped once the completion interrupt is

received. For each workload, one million I/O requests are submitted into storage, and

their I/O latency distribution is recorded.

Figure 2.3 plots the cumulative distribution functions (CDFs) of the I/O access la-

tency for four different workloads on both NVM block device and NAND SSD. The

results reveal that the NAND SSD delivers nearly the same overall I/O latency as the

NVM block device for the sequential read, sequential write, and random write work-

loads (∼ 10 − 14us). This high performance of the NAND SSD can be attributed to

its read-ahead mechanism and the potential of the internal buffer. For sequential read,

the internal controller pre-fetches needed pages early into the internal buffer and sends

them to the host when required. For both sequential and random write operations,
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the internal controller caches pages into NAND SSD internal buffer and sends the com-

pletion interrupt to the host immediately. The cached pages are loaded later in the

background into the proper location inside the NAND flash cells. Because the pages are

fetched/loaded from/into the NAND SSD internal buffer through a PCIe interface, the

NAND SSD delivers similar I/O latency for sequential read (∼ 10us) and write (∼ 11us)

operations. This assumption can be confirmed from Figures 2.3e, 2.3g, and 2.3h. How-

ever, due to mistakes in pre-fetching, a tiny portion of the data is read from the NAND

flash cells. The NAND SSD has a very wide I/O latency distribution range on sequential

read, as shown in Figure 2.3e. In addition, the performance enhancement provided by

the read-ahead mechanism is highly correlated with the access pattern. As shown in

Figure 2.3f, under the random access pattern, because of the low pre-fetching accuracy

of the read-ahead mechanism, NAND SSD random read overall latency increases to 100

us, which amounts to a 10X degradation of the sequential read pattern.

In contrast, the NVM block device delivers uniform I/O latency regardless of access

pattern (either sequential or random). This result confirms that the NVM block device

does not need a read buffer to boost its performance, especially for sequential read.

It is also worth noting that the NVM block device has nearly the same I/O access

latency between read (∼ 10.72us) and write (∼ 11.95us, a little bit lagged behind read)

operations. In addition, compared with the NAND SSD, the NVM block device provides

a more compact I/O latency distribution under the read access pattern. As shown in

Figure 2.3a-b, the I/O latency of the NVM block device is concentrated in the 10us - 45us

range for both sequential and random read. On the contrary, the NAND SSD exhibits

a very wide I/O latency distribution, from 10us to 324us for sequential read, and from

52us to 314us for random read. This wide range of the I/O latency distribution for both

NVM block device and NAND SSDs is known as tail latency, which will be discussed in

more detail later in this chapter. Finally, by comparing overall and raw device latency

on the NVM block device, it can be observed that the application level introduces 20%

(2us) latency while processing I/Os. This could be an important factor limiting NVM

block device performance, which hopefully can be fixed by further optimization.

The NVM block device’s advanced performance can be attributed to two factors.

First, the non-volatile memory media delivers higher performance than NAND flash.

Second, to hide single-I/O access latency, the NVM block device spreads a single 4KB
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I/O over multiple non-volatile memory media across different channels [44]. In contrast,

the NAND SSD accesses a single NAND flash cell to satisfy a 4KB (or larger) I/O. Due

to these two improvements, the NVM block device delivers a faster and more compact

I/O latency distribution than the NAND SSD.

2.5.2 Advanced Interleaving Technique

To provide high bandwidth, NAND SSD manufacturers normally use an interleaving

technique to access pages from multiple channels in parallel. The NVM block device

inherits a similar channel-based interleaving technique to that of the NAND SSD, but

with advanced implementation [44]. This subsection quantifies the potential benefits of

this advanced design inside the NVM block device.

In this experiment, four different I/O workloads, including sequential read, random

read, sequential write, and random write, are developed. For each workload, the queue

depth is varied from 1 to 256, and their corresponding bandwidth is recorded with

different request sizes from 4KB to 256KB.

Figure 2.4 shows the results of this experiment. Compared with the NVM block

device’s unprecedented performance enhancement, the bandwidth gains delivered by

the interleaving technique inside the NAND SSD are limited. Even though the NAND

SSD has a maximum bandwidth close to that of the NVM block device (2.5 GB/s for

read and 2 GB/s for write), it requires a much greater queue depth than the NVM

block device to deliver this performance. As shown in Figures 2.4e and 2.4f, under the

4KB request size, the NAND SSD could provide its maximum sequential and random

read bandwidth (1.2 GB/s) only when its queue depth is enlarged to 128. In contrast,

the NVM block device delivers the same bandwidth with a queue depth of only 4,

which is 32X smaller than the NAND SSD. Similar results are also observed on both

sequential and random write operations. With the same queue depth, even with an

internal buffer, the NAND SSD still could not provide the same bandwidth improvement

as the NVM block device for smaller request sizes such as 4KB and 8KB. Moreover, the

interleaving technique used within the NAND SSD is easily affected by other processes.

As shown in Figure 2.4e, when the queue depth is decreased to 2, the NAND SSD

sequential read bandwidth degrades tremendously and recovered only when the queue

depth is continuously increased to be larger than 16. This performance degradation
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issue resulted from interference between the internal parallelism and the read-ahead

mechanisms inside the NAND SSD [120].

Unlike the NAND SSD, which spreads numerous pages (4KB or larger) across mul-

tiple NAND flash channels in parallel to deliver higher bandwidth, the interleaving

technique inside the NVM block device works in a more efficient manner. Within the

NVM block device, the internal controller distributes a single 4KB I/O across multiple

independent channels concurrently [44]. This means that the I/O size accessed from a

single NVM medium could be smaller than a normal page size. The NVM block device

can do this because the NVM is a byte-addressable memory medium and can support

access to small data chunks (smaller than 4KB). With the benefit of this advanced inter-

leaving technique and high-performance NVM medium, the NVM block device achieves

its maximum bandwidth with a much smaller queue depth than the NAND SSD. As

illustrated in Figure 2.4a-d, for smaller request sizes (4KB, 8KB, and 16KB), the NVM

block device bandwidth starts to become saturated after the queue depth is increased

to 4. For larger request sizes (equal to or larger than 32KB), the NVM block device can

reach its maximum bandwidth with a queue depth of only 2. This is possible because the

larger request size has partially triggered the NVM block device’s internal parallelism,

and therefore it requires less queue depth to provide its maximum bandwidth.

In addition, the results obtained here show that the NVM block device provides

similar performance gains for different I/O access patterns (either sequential or random)

as queue depth increases. This occurs because the NVM has nearly the same access

latency for both sequential and random access patterns (Section 2.5.1). Moreover,

because the NVM block device directly accesses I/Os from the host to the storage

media through a hardware-only path [44], the performance degradation problem that

exists inside the NAND SSD for the sequential read access pattern is not observed with

the NVM block device.

Finally, for both NVM block device and NAND SSD, the maximum bandwidth de-

livered by 4KB and larger request sizes (8KB or larger) is found to have a 2X difference.

This may have occurred because the clustered page [108] size in both NVM block device

and NAND SSDs is 8KB, where the clustered page size is defined by the number of

integrated pages to use the SSD interleaving technique.
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2.5.3 Performance Consistency Under Highly Intensive I/O Workload

Pressure

The previous subsections have explored the characteristics of the NVM block device

using a single-I/O process. However, in real applications, multiple processes (or threads)

may submit their I/O requests into storage simultaneously. Under this situation, the

performance of a storage device can be impacted significantly due to internal resource

competition. To understand the performance consistency issues of the NVM block

device under highly intensive I/O workloads, intensive experiments and measurements

are carried out and are described in this subsection.

In this experiment, two types of background I/O-intensive workloads are generated

by FIO, including random read and random write. The random I/O access pattern

is used because it triggers more internal operations than sequential patterns and can

be expected to reflect the worst performance of storage devices. By varying the data

access rate of the background I/O workload in terms of how many data points are

read/written from/into the storage device per unit time, the background I/O workload

pressure can be controlled. To show how storage performance is affected, when the

above background I/O workload is running, a foreground process is called to submit a

million I/O requests to storage with 4KB request size and a queue depth of 1, and its

average I/O access latency is recorded. Figure 2.5 plots the experimental results, where

the x-axis represents I/O access pressure. For instance, if the random read pressure is

equal to 400 MB/s, then the background I/O workload accesses data from the storage

device at a rate of 400 MB/s. The y-axis records the I/O latency in microseconds for

four different access patterns.

As discussed in Section 2.5.1, with the benefit of its internal buffer and read-ahead

mechanism, under a single-I/O process, the NAND SSD can deliver nearly the same

I/O access latency as the NVM block device for sequential read, sequential write, and

random write. However, as the background I/O workload pressure is continuously in-

creased, the potential benefits of the NAND SSD’s internal optimization mechanisms

are greatly impacted. As a result, NAND SSD performance degrades tremendously. As

illustrated in Figures 2.5a, 2.5c, and 2.5d, after the background random read pressure

is increased to 1500 MB/s, the NAND SSD’s I/O access latency for sequential read,

sequential write, and random write degrades by 13.25X, 5.78X, and 6.19X respectively
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compared with the results for a single-I/O process. Poorer results are observed under

the random write I/O workload. As shown in Figure 2.5e-f, when the background ran-

dom write pressure is increased to 1500 MB/s, the foreground sequential and random

read latency increase to 580 us and 971 us respectively. Finally, from Figure 2.5a, it

can be observed that when the random read I/O pressure is set to 50 MB/s, the pre-

fetching accuracy of the NAND SSD’s read-ahead mechanism is significantly affected,

and its corresponding sequential read latency increases to 56.32 us, amounting to a 5.6X

degradation compared with the results for a single-I/O process (10.11 us). This NAND

SSD performance degradation issue can be attributed to resource competition among its

internal optimization mechanisms and the physical nature of the NAND flash memory.

For instance, under background random read pressure, as the data access rate is con-

tinuously increased, the NAND SSD controller can more easily trigger internal refresh

to migrate data into a new location to prevent read disturb errors. As a result, the per-

formance of the foreground process can be tremendously affected. For the background

random write I/O workload, because it may result in internal garbage collection, the

performance of the foreground process is further degraded.

In contrast with the NAND SSD’s inconsistent performance behavior, the experi-

mental results reveal that the NVM block device maintains low I/O access latency even

under high-pressure I/O workload. Analyzing the results show that under heavy ran-

dom read I/O pressure (up to 1500 MB/s), the I/O access latency of the NVM block

device on sequential read, random read, sequential write, and random write increase

by only 2.2 us, 2.39 us, 2.62 us, and 2.65 us respectively compared with results for the

single-I/O process. Similar results are also observed for the random write I/O pressure

case. When the random write pressure is increased to 1500 MB/s, the I/O latency

of the NVM block device for sequential read, random read, sequential write, and ran-

dom write increase by 8.23 us, 6.26 us, 4.77 us, and 4.6 us respectively. It is apparent

that the background write pressure has a stronger impact on foreground process perfor-

mance than the read pressure. This may have occurred because the NVM block device’s

write operation requires more resources (either hardware or software resources) than the

read operation. This consistent performance behavior of the NVM block device can be

attributed to the following factors. First, the NVM block device is equipped with a

well-optimized internal controller [44], which enables the NVM block device to schedule
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I/O processes more efficiently than the NAND SSD. Second, because I/O requests are

performed directly from the host to the storage media by a hardware-only path [44], the

extra latency that results from the NAND SSD’s internal resource competition under

high-pressure I/O workload is removed from the NVM block device. Third, because

an update-in-place enabled NVM medium is used, the extra resource consumption re-

sulting from the NAND SSD’s internal garbage collection is eliminated from the NVM

block device. Due to these factors, the NVM block device can deliver relatively stable

performance under increasing background I/O workload pressure.

2.5.4 Performance Influence of Unaligned Request Size

The NAND SSD performs normal read and write operations based on the page unit.

To sustain high performance, any requests submitted to the NAND SSD are required to

be aligned on a page size. However, in real applications, an I/O request may no longer

be bound to a page size. Especially under the sequential write access pattern, a request

with unaligned size leads the NAND SSD to trigger more internal operations than

necessary, a sequence known as read-modify-write [98], and therefore degrades NAND

SSD performance. However, if the NAND flash is replaced by a byte-addressable NVM

medium, does the NVM block device still need to perform I/O based on a certain chunk

size to avoid performance degradation?

To answer this question, the authors develop an FIO-based I/O micro-benchmark

to record the sequential write latency with different request sizes. This benchmark is

similar to [108], but with certain modifications. In this experiment, to avoid interference

by the host file system, only the raw device performance is recorded. To avoid resource

competition between multiple I/O jobs, only one process run the workload with a queue

depth of 1. To improve reliability, one million sequential write requests are submitted

into storage, and their average I/O access latency is then calculated.

The same benchmark is run on both NVM block device and NAND SSD by varying

the request size from 1 to 64KB with granularity 1KB; their corresponding average

sequential write latencies are plotted in Figure 2.6. From Figure 2.6b, a dramatic

average write latency increment can be observed from the NAND SSD when the request

size is not a multiple of 4KB, which is similar to the result presented in [108]. This

performance degradation issue resulted from the NAND SSD’s extra read, write, and
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Figure 2.6: Performance influence of different request sizes.

update mapping table operations during the read-modify-write process (Section 2.2.4).

In addition to this, a new phenomenon is observed. For I/Os with a request size smaller

than a page size (4KB), their corresponding I/O access latency for the 1KB, 2KB,

and 3KB request sizes increase tremendously to 54 us, 66 us, and 80 us respectively.

This could have been caused by multiple read-modify-write processes occurring within

a single page. For instance, a 1KB request triggers four read-modify-write processes

to package four consecutive requests into one page. Furthermore, this small unaligned

request size also makes the number of invalid pages within NAND flash memory increase

rapidly. As a result, the NAND SSD controller is more likely to invoke garbage collection

to recycle these invalid pages.

NVM medium has two notable differences from NAND flash memory. First, because

NVM medium supports data update-in-place, the extra read, write, and update mapping

table operations caused by read-modify-write are removed. Second, because NVM is

a byte-addressable memory medium, it can access small data chunks (smaller than a

4KB page inside the NAND SSD) directly. Because of these advantages, within the

NVM block device, the performance degradation resulting from unaligned request size

is reduced significantly compared with the NAND SSD results. However, as shown in

Figure 2.6a, a performance degradation in the NVM block device can still be observed

when the request size is not a multiple of 4KB. There are two ways to explain these NVM
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block device performance degradation issues. First, although NVM is byte-addressable,

because it is integrated into a block storage device, the I/Os submitted to the NVM

block device should conform to the block device’s functionality - block-based access - to

mitigate performance degradation. Second, the NVM block device optimizes its internal

I/Os by spreading a single 4KB across multiple memory cells [44]. Any request that

is not a multiple of 4KB cannot be well optimized and therefore has longer I/O access

latency. In addition, the results for the NVM block device show that there are three

latency layers. For the lowest layer, because all I/O requests are aligned on a page size

and can be well optimized, they have the lowest access latency. For the middle layer,

because the I/O sizes are even values and can be partially optimized, their latency is

between best and worst. For the highest layer, because the I/O request sizes are odd

numbers that are hard to optimize, the NVM block device delivers its highest access

latency.

Finally, unlike the NAND SSD’s results that the average sequential write latency

increases proportionally to the unaligned request size and always maintains a large gap

when the request size is a multiple of 4KB, the performance degradation of the NVM

block device that results from the unaligned request size is reduced as request size

increases. When the request size is larger than 50KB, the NVM block device delivers

almost the same write latency whether or not the request size is bounded on 4KB. The

authors believe that this occurs because as the request size increases, more internal

parallelisms are invoked within the NVM block device, which hides the single sequential

write latency.

2.5.5 Performance Degradation of Write-Driven Garbage Collection

As discussed in Section 2.2.4, the NAND SSD does not allow data update-in-place.

When the content within a page is modified, instead of overwriting, the NAND SSD

controller writes the updated information into a new page and marks the original page

as invalid. As the number of invalid pages continues to increase, the SSD controller in-

vokes internal garbage collection to recycle invalid pages to release more available space.

The entire process is known as write-driven garbage collection [99]. Because garbage

collection typically triggers extra read, write, and erase operations in the background,

it degrades a foreground process’s performance once it happens. Moreover, because
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Figure 2.7: Write-driven garbage collection.

NAND flash memory has a limited number of program/erase cycles, typically 10,000 to

100,000 [100], invoking garbage collection frequently leads a NAND SSD to reach its

lifespan early.

However, by replacing the NAND flash memory inside the solid-state drive with the

NVM medium, the NVM block device can support data update-in-place. Benefiting

from this technology innovation, the NVM block device is believed to have removed

write-driven garbage collection and is expected to deliver more consistent performance

under the write access pattern than the NAND SSD. This subsection explores the po-

tential of enabling data update-in-place through a custom-designed micro-benchmark.

Before the test, both NVM block device and NAND SSDs are filled with random writes,

leaving only 150 GB free space. Then a 150GB file is randomly written to fill the re-

maining available space inside the storage with carefully selected request size and queue

depth to enable both NVM block device and NAND SSDs to deliver their maximum

bandwidth. In this experiment, the request size and queue depth are set to 16KB and

256 respectively. After pre-processing, both the NVM block device and the NAND SSDs

are full. At the end, the previous 150 GB file is overwritten following the exact random

write orders, request size, and queue depth used during the pre-processing stage, and the

corresponding bandwidth is recorded into a log file. To avoid interference, this log file is
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preserved on the host memory at the beginning and is flushed into the storage until the

overwrite process is terminated. Because the storage device is already filled before the

workload is run, the NAND SSD has to trigger garbage collection during overwriting

to release space to store the updated information. In addition, because manufacturers

usually reserve a specific space inside the NAND SSD (called over-provisioning) to store

valid pages during garbage collection, there is enough available space to guarantee that

the NAND SSD can complete garbage collection during overwriting. This experiment

uses random write because it more easily triggers garbage collection than sequential

write.

The micro-benchmark is run on both NVM block device and NAND SSD, and the

corresponding bandwidths are plotted in Figure 2.7. As the results show, when over-

write requests are submitted into a full storage device, the random write performance of

the NAND SSD is impacted substantially due to background garbage collection. Dur-

ing the entire process, a sharp bandwidth drop is observed for the NAND SSD, and the

corresponding performance degradation is 19% (from the maximum 2GB/s to the min-

imum 1.62GB/s). Although NAND SSD performance can be recovered after garbage

collection, its maximum bandwidth can only be maintained within a very short time

interval and drops immediately when the next garbage collection starts. On the con-

trary, because NVM allows data update-in-place, the performance degradation issues

that result from write-driven garbage collection are removed from the NVM block de-

vice. During the entire process, the NVM block device maintains consistent bandwidth,

around 2.1GB/s. Even though the NVM block device could not provide exactly the

same bandwidth during overwriting, the bandwidth difference is only 0.5% (from the

maximum 2.14GB/s to the minimum 2.13GB/s), which can be attributed to system

variation.

2.5.6 Read Disturb Issue

This subsection describes the investigation of whether the NVM block device faces the

same read disturb issue as the NAND SSD and how much performance degradation the

NVM block device experiences during an internal forced refresh. In this experiment, the

target page is accessed with high read count on both the NVM block device and NAND

SSD, and their corresponding access latencies are recorded. To avoid caching the target
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Figure 2.8: Internal buffer size.

page into the storage device’s internal buffer, the random read option is used, and the

read data size is set to 2X larger than the estimated internal buffer size. The capacity

of the internal buffer can be roughly estimated as follows: randomly read a data file

repeatedly (3 times) with 4KB request size and record the I/O access latency of each

request. When the data file size is smaller than the read buffer size, repeatedly accessing

the same data file would allow the internal buffer to cache a portion of the frequently

accessed pages. As a result, the cached pages would have much smaller access latency

than those that are not cached, and the average read latency of a single 4KB page is

relatively small. As the data file size continues to increase and becomes larger than the

internal buffer capacity, because the cached pages must be evicted from the internal

buffer at each turn and all pages must be read from storage media, all requests have

similar read latency, and the average latency becomes high. To see clearly how read

latency varies as read data file size is continually increased, the I/O access latency is
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Algorithm 1 Read Disturb Test

Input: F, /*target file stored on storage device with size 21MB*/

1: procedure Testing procedure

2: for i← 0 to 50,000 do

3: clean host memory

4: lseek(F, 0, set) /*read at the beginning of the file*/

5: timer start

6: read file(F, 4KB) /*read target page*/

7: timer end

8: read file(F, 20MB) /*evict target page from SSD internal buffer by random

read an extra 20MB file*/

9: record target page read latency into a logfile

10: Flush logfile to storage device

plotted on the 30%, 40% cumulative density function (CDF) level. The average latency

in Figure 2.8. Figure 2.8b shows a sharp read latency increment on the 30%, 40% CDF

level, whereas the read data file size increases to 8MB and 10MB respectively. And the

average read latency of a single I/O request becomes constant after the data file size

exceeds 10MB. Based on these results, the internal buffer size of a NAND SSD can be

roughly estimated as 10MB. However, read latency variations are not observed from the

NVM block device. This result confirms that the NVM block device directly accesses

I/O from the host to the storage media without using firmware optimization techniques

such as a internal buffer.

After the estimated read buffer size has been determined, the target page (4KB, the

page size has already be explored in Section 2.5.4) is accessed repeatedly on both NVM

block device and NAND SSDs to test the read disturb issue. The micro-benchmark is

described as Algorithm 1. Some implementation details must be mentioned here: first,

to avoid caching the target page in the host, DRAM is clean hosted before the read;

second, the target page is read by direct I/O and the read latency recorded into a log

file; third, to avoid interference, the log file is preserved in host DRAM and flushed

into storage until the program terminated; fourth, after the target page is read, an
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extra 20MB data are immediately random read to evict the target page from the SSD

internal buffer and guarantee that in each iteration, the target page would be read from

the storage media; and finally, the number of read cycles on the target page is set to a

large value (50,000) to trigger SSD internal forced refresh to prevent the read disturb

error.
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Figure 2.9: Read disturb issue.

Figure 2.9 shows a plot of the experimental results. The read latency variation

from both NVM block device and NAND SSD can be observed. The observed results

may arise from internal forced refresh to prevent the read disturb error on both NVM

medium and NAND flash memory. In addition, from Figure 2.9b, there are clear latency

jumps at iterations number 14700, 32000, and 40000. This may have occurred because

the NAND SSD triggers internal garbage collection to recycle invalid pages. As a result,

it degrades the foreground read performance further. The NAND SSD’s random read
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Figure 2.10: NVM block device, only access the target page repeatedly.

latency immediately drops when garbage collection is completed at iterations number

22000, 37500, and 41000. In contrast, because garbage collection is eliminated from the

NVM block device, the clear latency jumps and drops that existed for the NAND SSD

are not observed.

However, from Figure 2.9, it is hard to determine the precise number of read cycles

that triggers the read disturb issue and how much performance would degrade during

the SSD internal forced refresh. This difficulty is compounded because, besides accessing

the target page repeatedly, it is also necessary to random read an extra 20MB data file

in each iteration to evict the target page from the NAND SSD internal buffer, which

also causes the read disturb issue and leads to an SSD internal forced refresh. To

answer these questions, the target page was simply accessed repeatedly from the NVM

block device; the corresponding results are plotted in Figure 2.10. In this experiment,

plotting starts after the latest high read latency occurred that is potentially due to the

read disturb issue. These results reveal a periodic latency increment at approximately

every 30 iterations and a corresponding performance penalty resulting from the internal

forced refresh of 20 us.

2.5.7 Tail Latency

As data sizes continue to grow, storage performance is becoming critical to many data-

intensive applications today. To deliver low and stable response time, modern appli-

cations demand that 99.9% of all requests must be answered within a limited time
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interval [135]. However, due to the impact of garbage collection and other background

mechanisms, the NAND SSD typically has a very wide I/O latency distribution, known

as tail latency. This performance instability introduces milliseconds of delay and leads

to a 1.5X - 2.0X slowdown of storage systems [136]. In this subsection, the tail la-

tency of both NVM block device and NAND SSD are explored under different scenarios

(high-pressure I/O workloads, garbage collection, and read disturb). To reflect how

background processes impact tail latency, the results in Section 2.5.1 are used as a

baseline, and it is assumed that only one process submitted random read requests to

storage. In this experiment, the random read request is used to examine tail latency.

This choice is made because most modern NAND SSDs are equipped with an internal

buffer (Section 2.5.1). Using other I/O requests (such as sequential read, sequential

write, and random write) cannot reflect the real performance of NAND flash memory.

Table 2.1: Tail latency comparison

Percentile 50 90 99.5 99.9 99.95 99.99

NVM block device (us)

Baseline 8.6 10.6 13.1 24.7 29.1 44.8

200 MB/s Pressure 8.9 14.5 16.5 26.0 29.3 45.2

400 MB/s Pressure 9.0 22.4 23.7 30.0 31.4 49.3

800 MB/s Pressure 9.3 17.5 19.8 29.6 33.0 54.0

Garbage Collection 9.5 33.5 41.2 45.9 47.9 56.0

Read Disturb 8.6 12.6 13.4 24.9 28.3 45.7

NAND SSD (us)

Baseline 90 141 159 182 186 297

200 MB/s Pressure 92 148 162 179 189 318

400 MB/s Pressure 97 151 167 190 208 344

800 MB/s Pressure 101 212 253 343 449 832

Garbage Collection 100 2474 2737 2989 3064 3228

Read Disturb 100 285 293 314 408 2089

To understand how background I/O workload impacts storage performance stabil-

ity, the experiment described in Section 2.5.3 is repeated. A background process is
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called to submit random read requests to storage with a certain access rate (200 MB/s,

400 MB/s, and 800 MB/s). Another foreground process is then invoked to submit a

million random read requests into storage, and its I/O latency distribution is recorded

on the 99th, 99.5th, 99.9th, 99.95th, and 99.99th percentiles, as shown in Table 2.1.

To indicate the I/O latency distribution range, the I/O latency on the 50th percentile,

called the median latency, is also recorded. The 50th percentile latency can be thought

of as representing the average latency of all I/O requests. The results show that as

background I/O workload pressure is continuously increased, the NAND SSD’s I/O la-

tency becomes distributed over a wider range. For instance, when the background I/O

workload pressure is increased to 800 MB/s, the NAND SSD’s foreground random read

latency ranges from 101 us to 832 us for the 50th to the 99.99th percentile. In contrast,

the NVM block device’s foreground random read latency varies only from 9.3 us to 54

us for the 50th to the 99.99th percentile, or a 16.4X smaller range than that of the

NAND SSD.

Garbage collection is another factor that contributes long tail latency to the NAND

SSD. To investigate this, the experiment described in Section 2.5.5 is repeated. This

experiment overwrite a 150 GB file to storage by a background I/O process, then submit-

ted a foreground random read request to storage and recorded its latency distribution.

To minimize the impact of resource competition due to background I/O workload, for

the overwrite operation, the request size is decreased to 4KB and the queue depth to

1. As shown in Table 2.1, because of background garbage collection, the NAND SSD’s

99.99th percentile latency is increased to 3228 us, which is 32X greater than its corre-

sponding median latency. On the contrary, benefiting from the elimination of garbage

collection, the NVM block device has only 5.9X difference between the 50th and 99.99th

percentile latency.

In addition to the background I/O workload process and garbage collection, data

refresh can also intensify internal resource competition in a storage device, resulting in

longer tail latency. The experiment described in Section 2.5.6 is therefore repeated. A

20MB data file is randomly read 50,000 times and its I/O latency distribution recorded.

As shown in Table 2.1, due to background data refresh and garbage collection (Sec-

tion 2.5.6), the NAND SSD produces a very wide I/O latency distribution, and its
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99.99th percentile latency reaches 2080 us, which is 20.9X larger than its median la-

tency. In contrast, the impact of the NVM block device’s internal data refresh on

foreground performance is negligible. As shown by the results, even though the NVM

block device triggers internal data refresh, it delivers almost the same I/O latency dis-

tribution as the baseline. This result also indicates that NVM block device’s tail latency

under the single-I/O process potentially resulted from its internal data refresh to avoid

read disturb error.

By summarizing the results from the different scenarios, it can be concluded that

the background I/O process, internal data refresh, and garbage collection are the three

main factors that contribute long tail latency to the NAND SSD. In contrast, the NVM

block achieves a similar response trend among the various scenarios. In other words,

the negative impact of internal data refresh and overwriting on the NVM block device’s

tail latency is reduced, but the background I/O process becomes a main factor that can

contribute to long tail latency.

2.5.8 Real Trace Implementation

Table 2.2: MSR trace configuration

Number of IOs (Millions) Total request size (GB)

Write Read Write Read

prn 1 2.77 8.46 30.78 181.35

proj 0 3.70 0.53 144.27 8.97

usr 2 1.99 8.58 26.47 415.28

web 2 0.04 5.14 0.78 262.82

To explore the impact of the NVM block device on a real storage subsystem, as

described in this subsection, an MSR trace [137] is implemented on both the NVM

block device and NAND SSD and the I/O latency distribution of each request recorded,

as shown in Figure 2.11. The trace characteristics are summarized in Table 2.2.

As Figure 2.11 shows, on the same percentile level, the NVM block device delivers

faster I/O access latency than the NAND SSD. Meanwhile, as discussed in Section 2.5.7,

due to the elimination of garbage collection and low performance degradation during
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Figure 2.11: MSR trace implementation.

internal data refresh, the NVM block device produces a more compact I/O latency

distribution than the NAND SSD. For instance, for proj 0 trace, the 99.99th percentile

latency of the NAND SSD increases to 3256.4 us. In contrast, the latency of the NVM

block device on the same percentile is only 149.7 us, which is 22X lower than the NAND

SSD.

2.6 Implications for a Real Database System

Database systems are one of the prime I/O-intensive applications. Their performance is

typically limited by laggard storage subsystems. However, by incorporating a new type

of non-volatile memory, the NVM block device is expected to provide a new insight
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for these I/O-intensive applications. This section quantifies the potential benefits of

a NVM block device in a relational database management system (RDBMS) using

the TPC-H [107], a read-intensive benchmark. Using the TPC-H benchmark, Yang

et al. [69] explored the limiting factors that introduce extra I/O cost into database

systems, including read amplification issues, high buffer pool cache miss rates, and

inefficient use of temporary tables. However, this discussion lacked a detailed analysis of

TPC-H queries from the storage level. This chapter mainly focuses on evaluating NVM

block device performance on an RDBMS with a detailed explanation. The experimental

results in this study have shown that NVM block device delivers up to 6.5X speedup

for the TPC-H benchmark.

2.6.1 TPC-H Benchmark and RDBMS

The TPC-H is one of the on-line analytical processing benchmarks that is widely used

in both academia and industry. This benchmark program is composed of a number of

business-oriented queries and data modifications. The queries and database tables are

carefully designed to have broad industry relevance. The performance reported by the

TPC-H benchmark reflects multiple capacities of the tested system.

Table 2.3: Database tables’ information of TPC-H benchmark

Table name Abbreviation of each

table’s name

Table size

SUPPLIER S 121MB

REGION R 96KB

PARTSUPP PS 9.1GB

PART P 2.1GB

ORDERS O 14GB

NATION N 112KB

LINEITEM L 62GB

CUSTOMER C 1.8GB

To evaluate the potential of the NVM block device in a real I/O-intensive application,

the TPC-H schema is used in this study to derive an RDBMS (MySQL) with a scale
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factor of 60. After all the database tables had been loaded into storage, the database

size increased to 89.1 GB. The size of each table is listed in Table 2.3. The initial setup

on MySQL [3] is described below.

1. Database Storage Engine : We use Innodb as the default storage engine of MySQL.

Compared with others, such as MyISAM, Innodb provides more functionality,

including commit, roll-back, and crash recovery.

2. Buffer Pool Size: The buffer pool size is set to 4GB for caching database tables

and indices in memory.

3. The Number of Innodb I/O Threads: The number of background threads used to

perform I/O requests is set to the Innodb default value of 4.

2.6.2 TPC-H Performance Evaluation

In the experiment described in this section, the TPC-H queries are run on both NVM

block device and NAND SSD. Their execution durations are shown in Figure 2.12. Here,

we do not include Q2 and Q15’s results since those two queries failed to complete during

testing due to unknown reasons. From these results, the NVM block device achieves

more than 3X higher performance than the NAND SSD for queries Q3, Q7, Q9, Q13,

Q16, Q19, Q20, and Q22. For the rest of the queries, the NVM block device delivers

1.1X - 3X speedup compared to the NAND SSD. To understand the underlying reasons

for these results, the block-level I/O requests of the TPC-H queries are captured by

blktrace [138] and analyzed.

The first step is to study the access patterns of each query, including sequential

read, random read, sequential write, and random write. We say a page is sequentially

accessed, if it is read by database read-ahead mechanism. Otherwise, it is defined as

random access. A page is the smallest data unit of MySQL, and the page size is 16KB.

As shown in Table 2.4, all TPC-H queries are read-intensive. However, this observation

is still not adequate to explain some queries’ extremely long execution duration, such as

Q9 with 6339s total execution duration in the NAND SSD. To find the reason for this,

the block-level repeat access rate of each query is tested, where the block-level repeat

access rate is defined to be the total number of accessed pages from the block level
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divided by the number of distinct pages accessed from the block level during querying.

Both numbers can be counted from each query’s block level trace. For instance, during

a query, the block level accessed page sequence is p1, p3, p4, p3, p1, p4, p5, p3. Then

the block-level repeat access rate is computed by the number of total accessed pages, 8,

divided by the number of distinct accessed pages, 4 (p1, p3, p4, and p5), which equals

2. Table 2.5 presents the results. In the remainder of the chapter, we call the block-level

repeat access rate the repeat access rate for simplicity.
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Figure 2.12: TPC-H queries Result. X-axis represents query name.

Summarizing the results from Tables 2.4 and 2.5 reveals that all TPC-H queries

can be separated into three categories: 1) a query is randomly and repeatedly. Here,

a query is considered to be randomly read if its random read percentage exceeds 50%.
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Table 2.4: TPC-H access pattern. Note, there is no random write for all queries

Q1 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11

seq read 99% 6% 96% 91% 99% 5% 89% 5% 93% 66%

rand read 1% 94% 4% 9% 1% 95% 11% 95% 7% 34%

seq write 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Q12 Q13 Q14 Q16 Q17 Q18 Q19 Q20 Q21 Q22

seq read 99% 4% 96% 20% 24% 99% 13% 8% 99% 49%

rand read 1% 96% 4% 76% 76% 1% 87% 92% 1% 51%

seq write 0% 0% 0% 4% 0% 0% 0% 0% 0% 0%

Table 2.5: TPC-H repeat access rate

Q1 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11

RA rate 1.0 4.6 1.0 1.0 1.0 2.2 1.1 6.2 1.0 1.0

Q12 Q13 Q14 Q16 Q17 Q18 Q19 Q20 Q21 Q22

RA rate 1.0 16.8 1.0 1.0 1.0 1.0 1.0 1.4 1.0 1.0

In the same way, a query is considered to be repeatedly accessed if its repeat access

rate is greater than 1.1. These queries are Q3, Q7, Q9, Q13, and Q20. 2) A query

is considered to be randomly, but not repeatedly read, including Q16, Q17, Q19, and

Q22. 3) A query is sequentially, but not repeatedly read, including Q1, Q4, Q5, Q6,

Q8, Q10, Q11, Q12, Q14, Q18, and Q21. By combining the results in Figure 2.12,

it is apparent that for the first category of queries that are randomly and repeatedly

accessed, processing them on a NAND SSD requires extremely long execution times

on the order of thousands of seconds. There are several explanations for this result.

First, the NAND SSD has around 10X lower random read performance than the NVM

block device (Section 2.5.1) because randomly accessing the database files involves a

huge amount of I/O time. Second, in the experiments performed in this study, four

independent threads performed I/O requests concurrently, as discussed in Section 2.5.3,

and this highly intensive I/O workload degraded NAND SSD performance tremendously

because of the resource competition of its internal optimization firmware. Finally, as

described in Section 2.5.6, accessing a given page repeatedly degrades read performance
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due to the read disturb issue. In addition, because this may also trigger NAND SSD

internal garbage collection, foreground read performance is impacted further. For these

reasons, executing the queries in category 1 on a NAND SSD results in extremely long

I/O time, limiting overall database performance. In contrast, because the NVM block

device benefits from a number of advanced technologies, including fast random read

speed, absence of garbage collection, and low performance degradation during internal

data refresh, processing these same queries on a NVM block device showed more than

3X performance speedup. Especially for Q7, the performance acceleration delivered by

NVM block device can be as much as 6.5.

For the second category’s queries that are randomly, but not repeatedly read, pro-

cessing them on the NAND SSD also leads to long execution duration. However, because

most pages are accessed only once during querying and because the NAND SSD has

a low probability of triggering internal data refresh and garbage collection, the execu-

tion times for these queries, on the order of hundreds of seconds, are still acceptable

compared with thousands of seconds of execution time for the first query category. In

contrast, due to the order of magnitude better performance of the NVM block device on

random read access patterns, executing these queries on a NVM block device provides

more than 3X performance acceleration. However, Q17 is an exception; its performance

is improved only 1.3X by the NVM block device. To find the reason for this, the I/O,

61.2 s, and computation time, 186.22 s, of Q17 are both recorded on the NAND SSD.

The results indicated that Q17 is a computation-intensive query. Even though process-

ing Q17 on the NVM block device achieved 5.7X speedup on I/O time, 10.8 s, because

the computation time, 183.95 s, is still dominant, the overall performance speedup is

limited.

Finally, for the third category’s queries that are sequentially, but not repeatedly read,

processing them on the NVM block device achieves only a 1.1 - 3X performance speedup.

There are two explanations for these results. First, because the performance of these

queries is mainly limited by the host computation time instead of the I/O latency [69],

the I/O time speedup provided by NVM block device is weakened. Second, because

only four I/O threads are invoked during the query and the NAND SSD’s internal read

mechanism could still schedule I/O jobs efficiently, the NAND SSD delivers similar,

although slightly lower sequential read performance than the NVM block device. As a
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Figure 2.13: Hybrid system with table placement algorithm. Step 1: While processing a

database query, the block cache is first consulted. If the target tables have been cached,

read them from the block cache. Step 2: Otherwise, block the query, migrate target

tables into the block cache, and resume the query. Step 3: If there is no free space on

the block cache to place target tables, read target tables from the storage device.

result, the NVM block device achieves limited performance acceleration.

2.7 Investigations of the Hybrid Storage System for a Database

Application

Although the NVM block device delivers substantial performance improvement, its price

is much higher than that of conventional storage devices. In the real world, only a few

NVM block devices may be available, which cannot used to store entire database tables,

but many low-price NAND SSDs may be available. In this circumstance, designing a

hybrid storage system may become a feasible approach to use existing storage devices

efficiently. In this hybrid storage system, the fast storage device, NVM block device,

is used as a block cache to buffer highly valuable tables or pages temporarily, and the

slow storage device, conventional NAND SSD, is used as a persistent storage to keep all

database tables.

Designing a hybrid system is not a new topic. A previous study [93] proposed a table



47

Generic Block Layer

Database Buffer pool 

MySQL

2 3

4

Block Cache
Storage Device

Table 1

Page Page

Page Page

…

Table n

Page Page

Page Page

……

Page Page Page Page…

1

Figure 2.14: Hybrid system with caching algorithm. Step 1: While processing a database

query, if the required page has been cached in the host, read it from the database buffer

pool. Step 2: Otherwise, read the required page from the block cache. Step 3: If the

required page is still not found, fetch it from the storage device. Step 4: Meanwhile,

the required page has also been a cache candidate to be buffered into the block cache.

placement algorithm for a hybrid NAND SSD and HDD storage architecture, as shown

in Figure 2.13. It assumed that a NAND SSD has much faster random read performance

than a HDD, but that both provide the same performance for sequential read. By using

information extracted from the database query execution plan tree, the above algorithm

tends first to place tables that will be accessed by index into the NAND SSD and then

process the query. However, the performance improvement of this algorithm is highly

dependent on the prediction accuracy of the query’s execution plan tree. For instance,

a table that is predicted to be accessed by index may be sequentially scanned in a real

application. Canim et al. [91] proposed a temperature aware caching (TAC) algorithm

for hybrid NAND SSD and HDD system, its architecture is as presented in Figure 2.14.

During database querying, through measuring the temperature of each region, TAC

only admits the pages from the hot region. However, since it is possible that a rarely

accessed page is from a hot region, TAC suffers miss-caching issues.

Although previous work has some drawbacks, they do provide some insights that

prompts the designer to think about hybrid storage architecture. This section describes
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a performance investigation of a hybrid NVM block device and NAND SSD storage

system for a database application with hybrid table replacement algorithm and hybrid

caching algorithm, respectively. Proposing a proper algorithm is not the goal of this

chapter; instead, the focus is on finding and evaluating the key factors that could impact

the performance of this hybrid storage system and thereby provide some suggestions

to researchers or engineers to help them to design a high-performance hybrid storage

system.

2.7.1 Hybrid System with Table Placement Algorithm

This subsection investigates the performance impacts of table placement algorithm for

the hybrid NVM block device and NAND SSD system. We will address the following

three questions 1) how does the hybrid table placement algorithm affect the performance

of the three types of query that were mentioned in Section 2.6, including sequentially

read queries, randomly read queries, and randomly and repeatedly read queries? 2) is

it always true that placing a larger table or using more NVM block device space can

deliver higher performance for database queries? 3) what are the key factors that could

impact a hybrid table placement algorithm’s performance for database queries?

To answer these questions, one representative query is chosen from each query type,

including Q10, a sequentially read query, Q16, a randomly read query, and Q3, a ran-

domly and repeatedly read query. The clause of each query is shown in Figure 2.15.

Moreover, to explore whether the query performance improvement is proportional to

the NVM block device’s utilization size, the tables required by each query are placed

on the NVM block device with different combinations and their corresponding execu-

tion durations recorded. Figure 2.16 shows a plot of the experimental results, where

the bottom x-axis represents the various table placement scenarios on the NVM block

device. For instance, as in Figure 2.16a, ”None” means that no table is stored in the

NVM block device during the query, ”C” represents that only the CUSTOMER table

is stored in the NVM block device, ”C+O” represents that the tables CUSTOMER

and ORDERS are placed in the NVM block device, and ”ALL” means that all three

required tables, including CUSTOMER, ORDERS, and LINEITEM, are placed on the

NVM block device. The top x-axis represents the space required to store the target
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SELECT 
L_ORDERKEY,
SUM(L_EXTENDEDPRICE*(1-L_DISCOUNT)) AS REVENUE,
O_ORDERDATE,
O_SHIPPRIORITY

FROM 
CUSTOMER,
ORDERS,
LINEITEM

WHERE 
C_MKTSEGMENT = 'BUILDING’
AND C_CUSTKEY = O_CUSTKEY
AND L_ORDERKEY = O_ORDERKEY
AND O_ORDERDATE < date'1995-03-15’
AND L_SHIPDATE > date'1995-03-15’
GROUP BY L_ORDERKEY,
O_ORDERDATE,
O_SHIPPRIORITY
ORDER BY REVENUE DESC,
O_ORDERDATE;

(a) Q3.

SELECT
C_CUSTKEY, C_NAME, SUM(L_EXTENDEDPRICE * (1 -
L_DISCOUNT)) AS REVENUE, C_ACCTBAL, N_NAME, 
C_ADDRESS, C_PHONE, C_COMMENT

FROM
CUSTOMER,
ORDERS,
LINEITEM,
NATION

WHERE
C_CUSTKEY = O_CUSTKEY
AND L_ORDERKEY = O_ORDERKEY
AND O_ORDERDATE >= '1993-10-01'
AND O_ORDERDATE < '1993-10-01'+ interval '3' month
AND L_RETURNFLAG = 'R'
AND C_NATIONKEY = N_NATIONKEY

GROUP BY
C_CUSTKEY, C_NAME, C_ACCTBAL, C_PHONE, 
N_NAME, C_ADDRESS, C_COMMENT

ORDER BY
REVENUE DESC;

(b) Q10.

SELECT
P_BRAND, P_TYPE, P_SIZE,
COUNT(DISTINCT PS_SUPPKEY) AS SUPPLIER_CNT

FROM
PARTSUPP,
PART

WHERE
P_PARTKEY = PS_PARTKEY AND P_BRAND <> 'BRAND#45'
AND P_TYPE NOT LIKE 'MEDIUM POLISHED%'
AND P_SIZE IN (49, 14, 23, 45, 19, 3, 36, 9)
AND PS_SUPPKEY NOT IN

(SELECT
S_SUPPKEY

FROM
SUPPLIER

WHERE
S_COMMENT LIKE '%Customer%Complaints%'

)
GROUP BY

P_BRAND, P_TYPE, P_SIZE
ORDER BY

SUPPLIER_CNT DESC, P_BRAND, P_TYPE, P_SIZE;

(c) Q16.

Figure 2.15: Query clause of Q3, Q10, and Q16.

tables on the NVM block device, in gigabytes. The y-axis records the execution du-

ration of the various table placement combinations. Analyzing the results reveals that

when the NVM block device’s utilization space is certain, the performance improve-

ment delivered by the hybrid table placement algorithm for each query type may be

different from the conclusion drawn in the previous section. In Section 2.6, it is found

that when the NVM block device is used as a storage device to store all database ta-

bles, the NVM block device delivers the highest performance accelerations for randomly
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Figure 2.16: The execution duration for the hybrid table placement algorithm. Note,

the abbreviation of each table’s name and its corresponding size are listed in Table 2.3.

and repeatedly read queries, a relatively lower speedup for randomly read queries, and

the lowest improvement for sequentially read queries. However, for the hybrid table

placement algorithm, this conclusion may not always be true. For instance, when the

NVM block device utilization size is set to 14 GB, the hybrid system delivers the high-

est performance acceleration, 3.4X, for randomly read query Q16 (in this scenario, all
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tables required by Q16 are stored in the NVM block device), a relatively lower speedup,

1.8X, to randomly and repeatedly read query Q3, and the lowest improvement, 1.1X,

to sequentially read query Q10. In addition, it is noted that the performance acceler-

ation provided by the hybrid table placement algorithm is not always proportional to

the NVM block device’s utilization size, especially for randomly and repeatedly read

queries. For instance, as shown in Figure2.16a, the execution duration, 2119.38 s, of

placing a larger table, LINEITEM (62 GB), on NVM block device for Q3 lags even be-

hind the execution duration, 2010.04 s, of buffering a smaller table, ORDERS(14 GB).

In other words, for the hybrid table placement algorithm, using a larger NVM block

device space does not always provide performance gains.

Table 2.6: Characteristics of Q3

Sequential

read%

Random

read%

Accessed data

size (GB)

Repeat ac-

cess rate

CUSTOMER 99.6% 0.4% 1.8 1

ORDERS 8.5% 91.5% 145.6 10.4

LINEITEM 2.0% 98.0% 138.5 2.2

To find the reasons that underlie these results, an effort is made to explore more

details for Q3. The sequential and random access percentages, the total accessed data

size, and the repeat access rate are recorded for each table required by Q3 in Table 2.6.

From the results, it is noted that Q3’s performance is mainly limited by two randomly

and repeatedly read tables, ORDERS and LINEITEM. During the query, 145 GB and

138.5 GB of data are randomly read from these two tables respectively. Even if one

table, ORDER, is placed on the NVM block device, Q3’s performance is still limited

by randomly reading 138.5 GB of data from the LINEITEM table on the NAND SSD.

As a result, when the NVM block device utilization space is set to 14 GB, the hybrid

system delivered only 1.8X speedup for Q3, which is much less than its performance

acceleration, 3.4X, on a randomly read query, Q10. On the other hand, because Q3 read

more data from the ORDERS table, 145 GB, than from the LINEITEM table, 138.5

GB, placing the smaller table, ORDERS, on the NVM block device lead to greater

performance improvement than buffering the larger LINEITEM table.

By summarizing these experimental results, it can be concluded that 1) the hybrid
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table placement algorithm may not always deliver the greatest performance improve-

ment for randomly and repeatedly read queries compared with the other two types of

query; 2) for the hybrid table placement algorithm, it is not always true that placing a

larger table on SSD or using more NVM block device space can deliver higher perfor-

mance to a database query; 3) hence, when designing a hybrid table placement algorithm

for a database application, the impact of both the access patterns and the repeat ac-

cess rates of the database tables must be carefully considered to deliver performance

improvement.

2.7.2 Hybrid System With Caching Algorithm

We discuss in the previous subsection that for some database queries, such as Q3, the

pages within the table would be repeatedly accessed during querying. Thus, admitting

those pages that have temporal locality is expected to accelerate a query’s performance

once they are referenced again. In this subsection, we will study the following two

questions: 1) how does the hybrid caching algorithm impact the performance of the

three types queries, including sequentially read queries, randomly read queries, and

randomly and repeatedly read queries? 2) compared with the hybrid table placement

algorithm, does the hybrid caching algorithm always deliver better performance?

To address these questions, we use the same three representative queries as in the

previous subsection. These queries include Q3, a randomly and repeatedly read query,

Q10, a randomly read query, and Q16, a sequentially read query. The flashcache [89]

is built on our system, where, the flashcache is a block cache component which uses

fast storage device as a block cache for slow ones. The block cache is managed by an

LRU-like caching algorithm. In the hybrid system, the application, MySQL, is running

on the top. While I/O requests are sent into the block layer, flashcache remaps I/O into

either block cache or storage devices based on its internal caching algorithm. In our

experiment, we modify the original LRU-like caching algorithm to LRU, and use NVM

block device as a block cache for NAND SSD. We record the execution duration of each

representative query under different NVM block device sizes, from 10GB to 90GB, with

granularity of 10GB. For comparison, the hybrid table placement algorithms’ results

for three representative queries are also shown. The experimental results are presented

in Figure 2.17. The x-axis represents NVM block device size. The y-axis records the
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Figure 2.17: The execution duration for the hybrid caching algorithm.

execution duration. Note here, for the hybrid table placement algorithm, since we know

that it is not always true that placing a larger table on SSD or using more NVM block

device space can deliver higher performance to a database query. In the experiment,

while NVM block device size is fixed, we always record the best performance for different

table combinations’ results. For instance, for Q3 , while NVM block device size is set to

70GB, the different table combinations that can be placed into NVM block device are,

table C, 1.3GB, table O, 14GB, table L, 62GB, tables C+O, 15.8GB, and tables C+L,
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63.8GB. Placing table C+O delivers the best performance, 2006.7 sec, compared with

others. When NVM block device size is set to 70GB, the execution duration of hybrid

table placement algorithm for Q3 is 2006.7sec. Moreover, the table migration time that

migrating target table(s) into NVM block device for hybrid table placement algorithm

is also included into its overall performance.

As Figure 2.17 illustrated, for the randomly and repeatedly read query, Q3, while

NVM block device size is between 10GB and 80GB, the hybrid caching algorithm delivers

better performance than hybrid table placement algorithm. This performance gap is

continuously increasing as we increase the NVM block device size from 20GB to 70GB.

This is because a table is the smallest caching unit for hybrid table placement algorithm.

While the available NVM block device space is less a target table’s size, since target

table cannot be temporally cached, the hybrid table placement algorithm is not able

to deliver any performance gains. This performance issue is reflected by a flat line in

Figure 2.17a when the NVM block device size is set to 20 to 70GB. In contrast, for the

hybrid caching algorithm, since a page is the smallest caching unit, the larger NVM

block device size allows more repeatedly accessed pages to be cached, and, as a results,

more performance gains are delivered for Q3. As we continuously increase the NVM

block device size to 80GB, since all required tables of Q3 can be temporally cached, the

hybrid table placement algorithm provides similar performance to the hybrid caching

algorithm.

For Q10, a randomly read query, and Q16, a sequentially read query, since all pages

are only accessed once during querying, no performance gains are provided by the hybrid

caching algorithm. On the contrary, we observe significant performance improvement

of hybrid table placement algorithm for Q10 and Q16. There are two reasons to explain

the above results. First, NVM block device delivers much higher performance than

NAND SSD when processing multiple I/O threads, as discussed in Section 2.5.3. Second,

because of read-ahead mechanism, NAND SSD provides similar performance as NVM

block device for single thread sequential read operation, as discussed in Section 2.5.1.

Thus, the extra table migration time consumed by the hybrid table placement algorithm

is relatively small compared to its performance gains. Due to the above two reasons,

the hybrid table placement algorithm accelerates both randomly read and sequentially

read queries performance significantly. After we increase the NVM block device size to
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20GB, since all required tables of Q16 has been temporarily buffered, the hybrid table

placement algorithm’s performance is not changed anymore as we continued to increase

the NVM block device size.

Summarizing our experimental results, it can be concluded that 1) the hybrid caching

algorithm does not always outperform the hybrid table placement algorithm, the per-

formance gains provided by two types hybrid algorithms are highly dependent on the

query’s type, 2) hence, when designing a hybrid system for a specific database query

workload the queries’ characteristics must be carefully considered to decide which hybrid

algorithm should be employed.

2.8 Conclusions

In this study, through intensive experiments and measurements, it is found that: 1) by

using a similar internal architecture, NVM block device exhibits the same performance

trend as NAND SSD: either larger request size or lager queue depth can increase NVM

block device’s performance due its internal parallelism. On the other hand, benefits

from employing the high performance non-volatile memory media, NVM block device

delivers substantial performance improvement compared with conventional NAND flash

based SSD. This performance advantage allows NVM block device to provide a bridge

between slower storage devices and high-performance DRAM; 2) even though NVM

is a byte-addressable memory, because it is integrated into a block-level storage de-

vice, any request submitted to NVM block device must be aligned with a page size

to avoid performance degradation; 3) because NVM is byte-addressable and supports

data update-in-place, some of the common problems that typically exist within the con-

ventional NAND SSD, including read-modify-write and write-driven garbage collection,

have been removed from NVM block device. Thus, designing a hybrid storage system

using NVM block device as a write buffer for NAND SSD to improve NAND SSD’s

performance and lifespan could become a potential research direction in the future; 4)

Read disturb issue is one of the key factors that contributes to the long tail latency

in the NVM block device. For modern applications which have strict requirements on

I/O latency distribution, how to mitigate NVM block device’s performance variation
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due to its read disturb issue is a potentially significant research direction; 5) when de-

signing the hybrid NVM block device and NAND SSD storage system for a database

application, the characteristics of database query workload are key factors that must be

considered carefully to decide which hybrid algorithm should be used to deliver better

performance: either hybrid table placement algorithm or hybrid caching algorithm. In

general, the present research provides a new insight into the NVM block device and

studies its implications for a real database system. It is hoped that these experimental

results can inspire researchers in OS design and system optimization and help them

rethink their storage hierarchy designs in their further research.



Chapter 3

HeuristicDB: A Hybrid Storage

Database System Using a

Non-Volatile Memory Block

Device

3.1 Introduction

A relational database management system (RDBMS) is a type of database based on the

relation model. Compared with a NoSQL database, an RDBMS has several advantages,

such as being ACID-compliant [65] for transactions, using a standardized SQL language,

and supporting complex query functions. Because of these advantages, RDBMS tech-

nology is prevalent and will co-exist with NoSQL databases for a long time. However,

RDBMS performance is usually limited by laggard storage devices [66, 67, 68]. Chap-

ter 2 shows that if an NVM block device is used as persistent storage for RDBMS, I/O

time is no longer a bottleneck in many cases. However, this is an expensive solution.

Because of the high cost of NVM block devices, it might be impossible to provide an

adequate number to preserve the entire database in real time. In this circumstance,

building a hybrid storage database system that uses an NVM block device as a block

cache for conventional storage devices becomes a cost-efficient way to improve RDBMS

57
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performance.

Directly employing such conventional replacement caching algorithms as the LRU,

MRU, LFU, and ARC [75] in a hybrid database system may not be suitable because these

algorithms are designed for the first level database buffer pool caching. In a database

system, because all required pages must be read into the buffer pool for processing,

admitting and buffering the accessed pages does not incur extra cost. On the contrary,

in a hybrid storage architecture, as a page is read from the storage device into the

database buffer pool, it is a candidate for admission into the second level block cache

device. Admitting a page that will not be accessed in the near future not only pollutes

the limited block cache space, but also consumes unnecessary power for data migration.

This leads conventional replacement algorithms designed for the first level database

buffer pool caching to be able to deliver only suboptimal solutions for hybrid storage

systems.

In addition, multiple factors limit previous hybrid storage algorithms [91, 139, 92, 93]

to provide optimal performance for NVM block device. First, the NVM block device

exhibits various performance-related properties [26, 25, 53], such as much higher read-

write bandwidth, the elimination of write-driven garbage collection [51, 52] compared

to NAND solid-state drives (SSDs). Direct use of prior hybrid storage schemes [91,

139, 92, 93] that use a NAND SSD as a block cache for the hard-disk drive (HDD)

and only admit random requests into NAND SSD cannot yield the best performance

for NVM block devices. Second, ignoring the unique characteristics of database block

requests made earlier systems [95, 91, 139, 92, 93] deliver limited performance improve-

ment and involved migration of many non-reusable pages from storage devices to the

block cache. We provide a more detailed discussion of earlier studies and their limi-

tations in the next section. Because NVM block devices still suffer from the problem

of endurance [140, 141, 142, 143], frequently admitting pages that are then not reused

causes the NVM block device to reach its lifespan early without delivering any perfor-

mance acceleration. Finally, without an efficient demotion mechanism for cached pages,

prior studies suffered severe performance degradation every time the database workload

access pattern changed.

The limitations of prior studies motivated the authors to develop a new hybrid stor-

age management system, called HeuristicDB, which uses an NVM block device as an
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extension of the database buffer pool. By considering the intrinsic performance behav-

ior of the NVM block device and the characteristics of database block requests, a set of

heuristic rules that associate database (block) requests with the appropriate quality of

service for the purpose of caching priority are proposed to guide HeuristicDB in man-

aging database block requests more efficiently. To support the system implementation

of the proposed rules, four programs, including a query profile queue, an eviction and

demotion (EV) program, a table access pattern detector, and a page placement controller

have been developed. The table access pattern detector prioritizes each table or index

required by a query by monitoring its access behavior. The page placement controller

is used to redirect each database block request either to the NVM block device or to

storage based on both the reusability of the accessed page and the priority of the ta-

ble or index to which the page belonged. Finally, to maintain high performance under

changing database query access patterns, a low-overhead query profile queue and an EV

program are developed and used to adaptively adjust the priorities of both the database

tables and indices and the cached pages using the profiles of past and newly submitted

queries. In the rest of the chapter, for consistency, the NVM block device inside the

system is referred to as the NVM buffer pool.

HeuristicDB is empirically assessed under different circumstances using an online an-

alytical processing (OLAP) benchmark, TPC-H [107], and an transactional processing

(OLTP) benchmark, TPC-E [144]. Both trace-based examination and system implemen-

tation are conducted to test the cache hit ratio, data migration size between storage

and the NVM buffer pool, execution time, and transaction rate of HeuristicDB and six

other baseline algorithms. The experimental results show that HeuristicDB provides up

to 75% higher performance and migrates 18X fewer data between storage and the NVM

block device than existing systems.

The remainder of this chapter is organized as follows. Section 3.2 provides back-

ground information about NVM block device and discusses the limitations of past re-

search in this area. Section 3.3 explains explains the system design principles and

presents a set of heuristic rules that associate database (block) requests with the ap-

propriate service quality. Section 3.4.2 gives an overview of HeuristicDB. Section 3.5

discusses detailed system implementation. A trace based evaluation and a real system

performance evaluation are conducted at Section 3.6 and Section 3.7. Section 5.1 draws
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conclusions.

3.2 Backgrounds and Related Work

This section presents background information on the NVM block device and the hybrid

storage database system.

3.2.1 NVM block device

With DRAM-like performance and disk-like persistency and capacity, non-volatile mem-

ory such as phase-change memory (PCM) [28, 29, 30, 31], conductive bridging RAM

(CBRAM) [32, 33, 34], and 3D Xpoint [25, 26, 27] is becoming critical importance for

various data-intensive applications. The NVM serves as either main memory through

a memory bus [145], known as an NVM DIMM [146], or persistent storage through a

PCIe interface [147], known as an NVM block device [140]. The NVM block device has

several advantages. First, compared with conventional NAND SSDs, the NVM block

device delivers orders of magnitude better performance on both read and write opera-

tions [26]. Second, because NVM supports in-place update, there is no need for garbage

collection [51, 52, 26] which usually causes significant performance degradation for the

NAND SSD. Third, the NVM block device inherits the PCIe interface developed for the

NAND SSD and can be directly controlled by all existing systems without requiring any

hardware updates. In contrast, the NVM DIMM works only when a specific processor is

provided [53, 54, 55]. Considering all these advantages, this work has focused on using

an NVM block device in a hybrid storage database system.

3.2.2 Related Work & Limitation

Many studies have investigated hybrid storage architectures in the past [85, 86, 87, 88,

89, 90]. Designing a hybrid storage system with an appropriate replacement algorithm

to accelerate database applications is an important research topic. Zhou et al. [95]

presented a multiple-queue (MQ) algorithm, which maintained multiple LRU queues

to keep cached pages with different priorities to manage the second-level cache. A

cached page was demoted once it had not been accessed after expiredTime. However,

an inappropriate setting of expiredTime can significantly influence MQ performance.
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Canim et al. [91] developed a temperature-aware caching (TAC) algorithm that used

a NAND SSD as an extension of the database buffer pool. During query processing,

only randomly accessed pages from hot regions are admitted. To avoid a poor cache

hit ratio when the database access pattern changes, TAC demotes the priorities of

cached pages after a certain number of accesses. However, its performance is affected

by multiple tunable parameters, such as the region size, the band size, and the number

of reset accesses. In addition, because pages within the same region have different

access frequencies, a rarely accessed page inside a hot region may be mistakenly cached

into the NAND SSD, resulting in performance degradation. Do et al. [139] proposed a

lazy cleaning (LC) method for dealing with pages exited from the database buffer pool.

The LC method manages the block cache device using the LRU-2 [148] replacement

algorithm. However, because the LRU-2 algorithm’s performance is highly correlated

with reuse distance [95], the LC method delivers even worse performance than TAC in

most cases.

Developing an appropriate table placement algorithm is another approach to hy-

brid database system design. Canim et al. [92] proposed a replacement advisor for a

database engine. By profiling database workloads, the tables or indices that generate

the most random I/Os are placed in high-performance storage to yield the maximum

performance gains from the NAND SSD. However, because replacement decisions are

made based on the granularity of an entire database table or index, once the size of the

target becomes larger than the capacity of the block cache device, the hybrid storage

system cannot deliver any more performance gain. Similarly, Luo et al. [93] introduced

a heterogeneity-aware data management policy. By extracting information from the

database query execution plan tree, tables that are accessed by the indices are placed

in the NAND SSD in advance. This design suffers from the same issue as discussed

above. In addition, because the information provided by the query execution plan tree

cannot always accurately predict the access pattern of database tables during a query,

the heterogeneity-aware data management system encounters misplacement issues.

Several hybrid storage solutions have been released. Srinivasan et al. developed a

hybrid kernel module called Flashcache [89], where the high-end storage device is em-

ployed as an extension of the host DRAM and managed by a FIFO/LRU-like replace-

ment policy. The TeraData Virtual Storage System [90], a data placement solution,
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continuously monitors the temperature of the accessed data and migrates hot data to

a high-performance storage device. However, such products are designed for general

applications, and thus bring about a limited acceleration in performance for database

systems.

Recently, multiple approaches for DRAM-NVM-NAND SSD hybrid systems have

been proposed [149, 150]. In these systems, the NVM serves as a main memory, and

the database application can directly access the data inside it without copying it into

the DRAM. Those schemes were evaluated using NVM emulators. However, a recent

study [55] has shown that the direct access performance of a real NVM device drops

significantly as the thread count increases. As a result, the prior DRAM-NVM-NAND

SSD hybrid system could encounter a performance degradation for multi-threads ap-

plications such as RDBMS. In contrast, our work employs an NVM block device as an

extension of the database buffer pool, and the data within it must be copied to the

DRAM for producing query results to deliver scalable performance. Thus, our work is

more suitable for multi-threaded database applications.

This study has shown that by considering the characteristics of database block re-

quests, the proposed HeuristicDB system can overcome the limitations of earlier ap-

proaches.

3.3 Design Principles & Heuristic Rules

This section first considers the characteristics of database block requests. This provides

a high-level overview of how a database query is executed from the perspective of the

storage layer. Based on an understanding of these characteristics, the design principles

of HeuristicDB can then be explained, and a set of heuristic rules that associate database

(block) requests with the appropriate quality of service can then be presented.

3.3.1 Characteristics of Database Block Requests

To determine caching priorities, this subsection examines the characteristics of database

block requests from the following two aspects.

File Type: Three major file types are considered, including regular table, index,

and page. A table is a collection of data elements. It consumes most of database storage
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capacity. An index is a data structure [151, 152], usually a B+tree, that is developed

to retrieve data quickly without accessing all data elements inside a table based on a

subpart of the data called a key [65]. Each item inside the index contains a key and

that key’s block address in storage. A page is the smallest unit of the storage engine

that is accessible inside a table or index. The page size is a multiple of 4KB.

Access Behavior: This refers to the access pattern of a table or index during query

processing. After a query has been optimized [151, 153, 154] and sent into the execution

engine, the access pattern of each required table or index is determined. The possibilities

include: (1) sequential access: when no index is used for a query, the database engine

sequentially scans all data elements inside the corresponding table to fetch the matching

data; and (2) random access: when an index is provided, the database engine locates the

position to search and then retrieves the matching data elements from the table using

the address inside the corresponding index. Both index and table are accessed randomly;

and (3) repeated access: when multiple operators access a table or index during a query,

some pages inside that specific table or index are accessed repeatedly [69]. This case can

usually be observed during execution of complex OLAP queries [26, 69]. In addition,

a table or index can also be repeatedly accessed while multiple queries are running

concurrently and require the same table or index.

3.3.2 System Design Principles

The objective of this study is to leverage the NVM block device as an extension of

the database buffer pool with an appropriate management strategy to boost database

application performance while migrating less data between storage and the NVM buffer

pool. By considering the characteristics of database block requests and the intrinsic per-

formance behaviors of the NVM block device, the goal is approached from the following

three directions.

Guarantee reusability: For the hybrid storage system, a performance gain can be

delivered only when a hit occurs on the NVM buffer pool. Hence, the reusability of an

accessed page is the main factor to consider for page admission. In this work, the tables

and indices required by a query or queries are prioritized based on their reusability.

Only pages from a high-priority table or index are admitted into the NVM buffer pool.

A table or index is defined as reused either when some pages inside that table or index
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are re-accessed during query execution or when that table or index is also required by

subsequent queries.

Adaptive demotion or eviction is required: How long a page stays in the

NVM buffer pool is another key factor affecting the performance of a hybrid storage

system. For a database application, the pages inside a table or index have a chance

to be accessed only when that specific table or index is required by a query. Because

the tables or indices required by the previous query may no longer be required by the

subsequent query, and the set of hot pages inside the same table or index varies as

the queries change. Keeping (hot) pages required by the previous query but are rarely

accessed by the new incoming query in the NVM buffer pool reduces the performance

of a hybrid storage database system. Hence, it is reasonable to adaptively adjust the

priorities of database tables, indices, and cached pages before running a new query.

Performance benefit for caching a page in the NVM buffer pool: The NVM

block device provides unprecedented performance enhancement on both read and write

operations and eliminates the write-driven garbage collection compared with conven-

tional storage devices such as NAND SSD and HDD. Hence, it is preferable to cache all

block requests, including sequential read, random read, sequential write, and random

write, with high reuse probability in the NVM buffer pool to deliver performance gains.

3.3.3 Heuristic Rules for a Query

Based on the characteristics of database block requests and the design principles dis-

cussed above, a set of heuristic rules is presented that associate database (block) requests

with the appropriate quality of service for the purpose of caching priority. This sub-

section considers priority assignments during the execution of a single query. Priority

assignments for concurrent queries will be discussed in the next subsection.

Sequential Requests

When a table is accessed sequentially, because all pages inside that specific table are

accessed once, caching that mass of accessed pages delivers zero performance benefit.

Instead, it pollutes the limited space in the NVM buffer pool and causes unnecessary

data migration between storage devices and the NVM buffer pool.



65

RULE 1: A page belonging to a sequentially accessed table is not qualified for

admission into the NVM buffer pool if it is read from storage.

Random Requests

When a table or index is randomly accessed, only matching pages belonging to

the corresponding table or index are fetched from storage. Because the number of these

matched pages usually is extremely small, the cache pollution issues caused by admitting

those matched pages are limited. On the contrary, those pages can deliver performance

benefits once they are reused in subsequent queries.

RULE 2: Pages from a randomly accessed table or index are qualified for admission

into the NVM buffer pool.

Repeated Requests

When multiple operators access a table or index, some pages inside that table or index

will be accessed more than once during query execution [26, 69]. Identifying and pre-

serving those pages that are accessed more than once in the NVM buffer pool guarantees

performance gains.

RULE 3: If a table or index is repeatedly accessed, it is preferable to cache the

pages inside that table or index.

To maximize performance gains and avoid non-beneficial page replacement, the

pages to be cached from a repeatedly accessed table or index are discriminated based

on their access frequency.

RULE 4: During query execution, page replacement happens unless the temperature

of the accessed page is higher than the coldest one inside the NVM buffer pool.

This design guarantees that the pages in the NVM buffer pool are the most profitable

ones during a query. Moreover, it avoids unnecessary and frequent page replacements

that consume substantial power and shorten the lifespan of the NVM block device.
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Write Requests

During query execution, a block write request(s) is generated when a temporary table

is created or an UPDATE/INSERT operation is required.

A temporary table is a special type of table for storing intermediate data sets gen-

erated during query execution. The pages within a temporary table will be read later

to produce the final query results. The database engine deletes a temporary table au-

tomatically once the query is completed. Considering its reusability, in the proposed

design, a temporary table is placed in the NVM buffer when it is created.

UPDATE and INSERT are the two most frequently used operations in OLTP work-

loads. They are used to renew existing content and add new data elements from or into

a specified table or index. Considering the unprecedented write performance and the

elimination of write-driven garbage collection of the NVM block device, in the proposed

design, both updated and inserted pages are written into the NVM buffer pool first and

are flushed into the storage device asynchronously later.

Based on this understanding, the rule for database write requests can be presented.

RULE 5: All write requests generated during a query are placed in the NVM buffer

pool and flushed into storage asynchronously later if needed.

New Query Requests

The tables or indices required and the access behavior of each table or index vary

as queries change. To admit incoming hot pages to deliver performance acceleration,

demotion or eviction of cached pages is required when a new query is submitted to the

database server. The specific action depends on two factors: (1) the performance gains

that have already been delivered from cached pages in the past; and (2) the existence

of hot tables or indices that are required by both the previous and the newly submitted

queries.

RULE 6:

1. When a new query is submitted, an eviction of cached pages is required if no

performance benefit has been provided in the past from cached pages and if one or more

hot tables or indices are required by both the previous and the newly submitted queries.

Otherwise, the cached pages are demoted.
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2. If an eviction is preferred, pages inside each hot table or index are allowed to

admitted into the NVM buffer pool during execution of the new query, regardless of

their access behavior.

The goal of eviction is to admit pages from one or more high-reusability tables or

indices by evicting pages that do not provide a performance gain inside the NVM buffer

pool. Hence, in the proposed system, eviction can be triggered only when two conditions

are satisfied: (1) no performance benefit has been provided by cached pages in the past;

and (2) there exist one or more hot tables or indices that provide clues about tables or

indices with high reusability.

3.3.4 Heuristic Rules for Concurrent Queries

The scenario of concurrent queries happens while a new query is submitted when other

query(s) is running. Then, those queries are co-running for a while. From the per-

spective of the storage layer, the block level characteristics of concurrent queries are

similar as the single query’s, both of them are accessing the required tables or indices

by sending block requests to storage. Hence, the priority assignment rule for concurrent

queries is much like those used in a single query execution.

RULE 7:

1. When a query is submitted while one or more other queries are still running, a

priority adjustment of the cached pages is required. The detailed criteria are the same

as in Rule 6.

2. The access behavior of a table or index may change after a new query is submitted

and is running concurrently with others. For instance, a table may be sequentially and

randomly accessed by two separate queries running independently. This means that

the table may be repeatedly accessed while those two queries are running concurrently.

Hence, an access behavior re-verification is required for all tables and indices required

by concurrent queries.

3. When multiple queries run concurrently, the quality of service for database block

requests follows Rules 1, 2, 3, 4, and 5.
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3.4 HeuristicDB Overview

In this section, we provide an overview of HeuristicDB. To support the implemen-

tation of the heuristic rules in a real system, four programs, include a query profile

queue, an eviction/demotion (ED) program, an access pattern detector, and a page

placement controller, are developed inside HeuristicDB. Where, the query profile queue

and the ED program are used to adjust the priorities of cached pages and detect the

hot table(s)/index(es) while a query is submitted into a database server by following

Rule 6 and 7. The access pattern detector probes the access behavior of required ta-

ble(s)/index(es) in the execution of a query(s). Then, using those detected information,

the page placement controller redirects database block requests into either NVM buffer

pool or storage following Rule 1,2,3,4,5.

3.4.1 Metadata Management

In the system, several hash tables are created in the memory, as shown in the left

part of Figure 3.1, to facilitate page placement during execution of a query(s).

A cache lookup table: It is used to help the lookup of cached pages. Each item

inside this cache lookup table is defined as 〈LBA, NVMLBA〉. Where LBA is the logical

block address of a cached page on the storage. It is used as a key. The value, NVMLBA,

is the logical block address of the cached page on the NVM buffer pool.

Counting table: the counting table is included in the proposed system to avoid

recounting the access frequency of a hot page once it has been evicted from the NVM

buffer pool. It records the access frequency of all pages accessed during query processing.

Each item in the table is defined as 〈LBA, freq〉.

Status map: this is used to indicate the access behavior of each table or index

within a database. An item within this hashmap is defined as 〈T, Status〉, where T is

a table or index name. During query processing, the status of each table or index is

determined as one and only one of the following: unknown, sequential, random, repeated,

and hot.

Profile table: This table is used to facilitate system lookup of items belonging to

an accessed page. Each item within this profile table is defined as 〈T, V〉, where T is a
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table or index name and V contains two tuples, 〈startLBA, endLBA〉. These two tuples

represent the starting and ending logical block addresses of the corresponding table or

index in storage. Note that when content is removed from or added to a table or index

because of a database DELETE/INSERT operation, the address of that content should

also be updated consequently.

3.4.2 System Overview

The left part of Fig. 3.1 shows the architecture of HeuristicDB. In the system, a database

application is running on top. The NVM block device is used as an extension of the

database buffer pool. All database tables and indices are preserved permanently in

storage.

We present the working processes of HeuristicDB in the right part of Figure 3.1.

Every time while a query is submitted into a database server, an interrupt signal is

generated and is sent to HeuristicDB to invoke its query profile queue and EV program.

Through evaluating the performance benefit that has been delivered from the cached

pages and detecting the existence of a hot table(s)/index(es) which is required by both

the past and the newly submitted queries, multiple further operations are triggered.

If no performance benefit is delivered in the past from the cached pages and there

exits a hot table(es)/index(es), then all cached pages are set as eviction candidate by

resetting their access frequency to zero. Meanwhile, the status of the table(s)/index(es)

required by those two consecutive queries is set to hot and those of the remaining

tables/index(es) required by the newly submitted query are set to unknown. Otherwise,

a demotion operation is required to reset the access frequency of all cached pages to one.

Meanwhile the status of all tables/indexes required by the newly submitted query is set

to unknown. In our system, we say a performance benefit is delivered if the number

of cache hit since the last query has run is greater than zero. Once the query profile

queue and the EV program is terminated, query processing is resumed. At the same

time, the table access pattern detector is triggered to run asynchronously to detect the

access behavior of each required table/index from the block layer. If the status of a

required table/index is unknown, the detector continuously monitors it access behavior

and set its status to any one of the follows three status, include random, sequential,

and repeated, once made a decision. After all table’s status are set, the access pattern
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detector is suspended.

In HeuristicDB, the page placement controller is assigned to redirect database block

requests to their proper destination by following heuristic rules. When a database block

request is generated, its corresponding access frequency is updated in the counting table

first to reflect its temperature. For a block write request, considering the performance

benefit of the NVM buffer pool, it is preferably written to the block cache, as step

4 in Fig. 3.1, and then lazily updated to the lower-performance storage device asyn-

chronously later, as step 5. For a block read request, the NVM buffer pool is queried

first. If the required page has been cached, the page placement controller returns the

request immediately, as step 1. Otherwise, a cache miss has occurred, and the required

page must be fetched from storage, as step 2. Meanwhile, by combining the collected

information, the page is assessed to determine whether it is worth caching in the NVM

buffer pool. If the NVM buffer pool is not full, the page can be admitted only if the

status of the table or index to which this page belonged is not sequential. Otherwise,

in addition to the above condition, the access frequency of the required page must be

higher than the minimum access frequency for cached pages for it to be admitted into

the NVM buffer pool, as in step 3.

3.5 System Implementations

In this section, we present the detailed system implementations of our proposed four

programs within the HeuristicDB.

3.5.1 Query Profile Queue

The query profile queue is developed to analyze the profiles of past and newly sub-

mitted queries and to send either an eviction or a demotion request to the EV program

according to Rules 6 and 7.

A queue data structure, as shown in Fig. 3.2, forms part of the proposed system.

Each item in the queue contains two main types of variables that are used for query

profiling: (1) a table linked list, which is used to record the tables or indices required

by the corresponding query; and (2) a performance variable, which is called hits and
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Figure 3.2: Query profile queue.

is used to record the number of hits since the query has run. It is increased by one

whenever a hit happens during query execution.

Every time that a query is submitted to the database server, a query profile block

is inserted at the rear of the queue. The initial value of the performance variable, hits,

is set to zero. Then the profile information of the previous query is extracted from one

block ahead of the rear of the queue. If the value of the performance variable inside

that block is zero and there exists a table or index that is required by both the previous

and the newly submitted query, an eviction request is generated, and the status of the

specific table or index required by both queries is set to hot. Otherwise, a demotion

request is generated. Because only information about the previous and newly submitted

queries is needed, in the proposed system, the size of the profile queue is set to two.

In addition, because multiple queries can be running concurrently for a certain time,

the number of cache hits during that time is counted in the profile block of the last

submitted query.

3.5.2 Eviction and Demotion Program

The EV program is triggered after an eviction or a demotion request is received. Before

explaining its working mechanism, this subsection provides a detailed discussion of how

cached pages are organized inside the NVM buffer pool.

In HeuristicDB, accessed pages are prioritized based on their access frequency. To

efficiently distinguish the hotness of each page and evict the coldest one from the NVM

buffer pool when a replacement is required, a least frequently used (LFU) data structure

is used. In the proposed system, all cached pages are managed by a hash table, as shown
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in Fig. 3.3a. Each item within this hash table is defined as 〈access freq, 〈linked list〉〉.

The access freq is used as a key to record the access count. Pages with the same

access count are assigned to the same linked list. When a page admission is needed,

the target page is always inserted in the head, the most recently used (MRU) place, of

the corresponding linked list. When a page replacement is required, the coldest cached

page is evicted from the back, the least recently used (LRU) place, of the lowest linked

list that is not empty.

1

n-1

n

P1 P4 P10 P30

…

P7 P52

P63P71 P68

MRU LRUaccess freq

P99

(a) Internal organizations of cached pages.

0/1

access freq original freq: 1 n-1 n

P1 P4 P10 P30 P7 P52 P63P71 P68 P99

(b) Access freq equals to 0 for eviction and 1 for demotion.

Figure 3.3: Internal organizations of cached pages and EV operations demonstration.

When fulfilling an eviction request, HeuristicDB does not actually evict all cached

pages; instead, their access frequency is set to zero. Hence, after eviction, those pages

are still in the NVM buffer pool, but have the lowest priority. The detailed operations

are described below. A new item with an access frequency of zero is created first if

it does not already exist in the LFU data structure. At the beginning, the value (the

linked list) inside this item is empty. All items in the LFU data structure are then

scanned from the lowest to the highest access frequency in sequence. If the linked list

inside an item is not empty, that linked list is first removed and then re-inserted at the

back of the number zero linked list. These operations are repeated until all items inside

the hash table have been scanned. After the eviction, as shown in Fig. 3.3b, the most

frequently used pages stay in the least recently used place of the number zero linked
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list. This design enables HeuristicDB to replace more easily pages that are accessed

frequently in the past, but are rarely used in new submitted queries.

For a demotion request, the EV program performs similar operations as for an

eviction request. The only difference is that it inserts all cached pages into the number

one linked list, as shown in Fig. 3.3b. Note that after an eviction or demotion has been

completed, the pages in the NVM buffer pool are synchronized to the counting table.

The counting table then contains LBA for cached pages only, and their corresponding

access frequency is zero if eviction is performed, otherwise it is one.

3.5.3 Access Pattern Detector

To determine the access behavior of each table or index required by a query, an

access pattern detector is developed. The detection program consisted of two main

stages. In the first stage, the detector is only asked to detect whether a table or index

is accessed sequentially or randomly. The detector continues to monitor while the first

stage is terminated. If a page inside a sequentially or randomly accessed table or index is

found to be reused, the detector resets its status to repeated immediately. The proposed

system concludes that a page is reused if its access frequency shown in the counting table

is greater than one. A detailed discussion of how the table access pattern detector works

in the first stage is presented below.

The proposed system decides whether a given table or index is accessed sequentially

or randomly by computing its Sequential Ratio. The Sequential Ratio is defined as the

number of pages accessed sequentially divided by the total number of pages accessed

from that table or index during query execution. The system sets the status of a

table or index to sequential if its Sequential Ratio exceeds 90%, otherwise to random.

If a file is accessed sequentially, this means that most pages inside that file are also

accessed sequentially. Therefore, instead of deciding after an entire table or index had

been accessed, in the present study, only the first 1% of pages accessed are monitored

to determine the access behavior of a table or index. This is done to minimize the

extra overhead imposed by this detection program. For instance, for a table or index

containing 10,000 pages, only the first 100 pages accessed must be monitored to compute

its Sequential Ratio by dividing the number of sequentially accessed pages by 100.
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Hence, the overhead incurred by this monitoring process is negligible. The number of

sequentially accessed pages in each table or index is reset to zero every time that a new

query is submitted to the database engine and is increased by one if a page is read using

the database read-ahead mechanism [155] during query processing. Hence, the overhead

incurred by this monitoring process is negligible.

3.5.4 Page Placement Controller

The page placement controller is developed in HeuristicDB to redirect database

block requests to the appropriate destination. Three data structures, including the

counting table, the LFU data structure, and the profile table, work cooperatively with

the page placement controller to execute a query. The counting table records the access

frequency of all pages accessed during query processing, as described in subsection 3.4.1.

This design avoids recounting the access frequency of a hot page once it has been evicted

from the NVM buffer pool. In addition, to distinguish the hottest degree and facilitate

page eviction when a replacement is required, all pages that stay in the NVM buffer

pool are organized into an LFU data structure, as shown in Fig. 3.3a. Finally, the

profile table is used to check the status of the table or index to which the accessed page

belonged, as described in subsection 3.4.1.

During query execution, when a block request is generated, the page placement

controller first updates its access frequency inside the counting table. For a block write

request, the page placement controller then checks space availability in the NVM buffer

pool for page allocation. If there is no space left, the coldest cached page is evicted.

The target page is then written into the NVM buffer pool and flushed into the storage

device asynchronously later.

For a block read request, if the required page has already been cached, let us suppose

in the i-th linked list in Fig. 3.3a, the controller first removes it from that linked list

and then re-inserts the page in front of the i+1-st linked list. Otherwise, a cache miss

happens, and the required page is read from storage. An extra evaluation for page

admission is also required. The detailed criteria for page admission have been discussed

in subsection 3.4.2. To clarify further, the lowest access frequency among the cached

pages can be acquired by scanning items inside the LFU data structure in sequence
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until an item with a non-empty value (the linked list) is encountered. The key inside

that item then represents the lowest access frequency among cached pages. When a

page replacement is required, the least recently used page in the lowest linked list is

first evicted from the NVM buffer pool to release extra space. The page placement

controller then inserts the new incoming page into the most recently used place in the

corresponding linked list.

3.6 Trace Based Evaluation

This section describes a trace-based evaluation that is conducted on the proposed sys-

tem. Six baseline replacement algorithms, including the least recently used (LRU), the

most recently used (MRU), the least frequently used (LFU), the adaptive replacement

cache (ARC) [75], MQ [95], and TAC [91], are also tested for comparison. The block

traces of the database workload are collected by blktrace [138]. These traces recorded

the LBA, the read-write type, and the block size.

Two database benchmarks, TPC-H [107] and TPC-E [144], are used in the exper-

iments. TPC-H is an OLAP benchmark consisting of eight tables with corresponding

indices and a variety of ad-hoc queries. In the experiment, the Sacle Factor (SF) is

set to 60, and after all data had been loaded into storage, the TPC-H database size

had increased to 90GB. TPC-E is an OLTP benchmark consisting of 33 tables with

corresponding indices and diverse concurrent transactions. For this experiment, a 7000-

customer database is chosen, and after all data had been loaded into storage, the TPC-E

database size had increased to 97GB.

Two metrics are used to evaluate the performance of HeuristicDB and the other six

baseline replacement algorithms: (1) the cache hit ratio, which reflects the performance

gain that each caching algorithm delivers; and (2) the data migration size between stor-

age and the NVM buffer pool. Because migrating data from storage requires energy, the

higher this value, the more energy is consumed. In addition, considering the endurance

problem of the NVM block device [140, 141, 142, 143], frequently migrating data into

the NVM buffer pool shortens its lifespan. For these reasons, data migration size is

considered as a key performance evaluation factor. The evaluations are conducted un-

der three database workloads, including a complex OLAP query workload, a TPC-H
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workload, and a TPC-E workload. It is assumed that the NVM buffer pool is empty

before each evaluation. Its size is set to values from 10 to 60 GB with a granularity of

10 GB. A performance gain analysis is provided in the last subsection.
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(b) Complex OLAP workload migration size.

Figure 3.4: Experimental results of trace based evaluation - Complex OLAP Workload.
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3.6.1 Complex OLAP Workload

OLAP aims to enable enterprises to make better decisions by analyzing data elements

inside collected databases [156]. Processing high-complexity OLAP queries usually re-

quires massive block operations from storage. As a result, I/O time becomes a main

bottleneck in the database system [26, 69]. This subsection describes an evaluation of

how HeuristicDB and the other six baselines work for a complex OLAP workload.

The experimental workload is constructed based on five types of complex TPC-

H queries where performance is limited by I/O time [26]. These are Queries 3, 7,

9, 13, and 20. To avoid cases where a replacement algorithm works well only for a

specific type of query that consumes most of the block operations in the workload and

is therefore producing a misleading conclusion, in the experiment, the number of each

type of query is inversely proportional to its execution time. In addition, to avoid a

query’s results being cached because it has been run before, in the experiment, different

query conditions are used for the same type of query. The query conditions are randomly

drawn from a uniform distribution in the range given by the TPC-H specification [107].

Using these principles, 20 complex OLAP queries are generated in random order and

issued by the database system. Fig. 3.8a lists the generated query sequence.

Each replacement algorithm is run separately on the same trace. Fig. 3.4 shows

plots of the experimental results. As Fig. 3.4a shows, HeuristicDB outperforms all

other baselines on the cache hit ratio. Most significantly, it maintains about a 10%

higher cache hit ratio relative to the second-best replacement algorithm, MQ, in a large

cache size range from 20GB to 40GB. In contrast, TAC, one of the main competitors of

HeuristicDB, delivers an even worse cache ratio than ARC when the NVM buffer pool

size is set to 10GB. HeuristicDB also works well on data migration size. As shown in

Fig. 3.4b, HeuristicDB migrates only half as much data as TAC with NVM buffer pool

sizes equal to 10GB and 20GB. The performance advantage of HeuristicDB disappears

gradually after the NVM buffer pool size rose to 50GB. This occurs because a larger

NVM buffer pool leads to more hot pages being cached, and the performance difference

for each replacement algorithm is reduced.
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(a) TPC-H workload hit ratio.
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(b) TPC-H workload migration size.

Figure 3.5: Experimental results of trace based evaluation - TPC-H Workload.

3.6.2 TPC-H Workload

This subsection describes a performance evaluation of HeuristicDB on a TPC-H query

sequence. The experimental results are plotted in Figs. 3.5a and 3.5b. As shown in

Fig. 3.5a, HeuristicDB outperforms all other baselines and delivers a cache hit ratio

about 7% higher than the second-best replacement algorithms, TAC and LFU, when

the NVM buffer pool size is set to 20GB, 30GB, and 40GB. In addition, there are two

more interesting observations to be made. First, for the TPC-H workload, MQ could not
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maintain its second-highest cache hit ratio as it did for the complex OLAP workload.

Instead, TAC and LFU shares that distinction. Second, ARC delivers a highly unstable

performance improvement on cache hit ratio. For instance, when the NVM buffer pool

size is less than 40GB, ARC delivers a cache hit ratio up to 11% higher than MRU.

However, as the NVM buffer pool size continues to rise to 50GB and 60GB, ARC delivers

an 8% lower cache hit ratio than MRU. In contrast, HeuristicDB maintains the highest

cache hit ratio for all NVM buffer pool sizes.

Finally, HeuristicDB achieved a significant reduction in data migration size. As

shown in Fig. 3.5b, when the NVM buffer pool size was equal to 30GB and 40GB,

HeuristicDB migrated 3X less data between storage and the NVM buffer pool than

TAC.

3.6.3 TPC-E Workload

To validate the effectiveness of HeuristicDB on the OLTP workload, a five-hour block

trace of the TPC-E benchmark is collected and used for performance evaluation. The

experimental results are plotted in Figs. 3.6a and 3.6b. From these results, when

the NVM buffer pool size is set to 10GB and 20GB, HeuristicDB provides a 6% higher

cache hit ratio than the second-best replacement algorithm, LFU, and migrates 3.6X less

data than TAC. As the NVM buffer pool size continues to increase, the performance

gap between HeuristicDB and other baselines on both cache hit ratio and database

migration size decrease. This occurs because most of the block operations inside the

TPC-E benchmark are generated for accessing the 28GB trade table. When the NVM

buffer pool size is equal to or greater than 30GB, because most of the frequently used

pages had already been cached in the NVM buffer pool, HeuristicDB and the other

baselines produce similar performance on both cache hit ratio and data migration.

3.6.4 Performance Gain Analysis

This section describes a performance evaluation of HeuristicDB and other baselines using

the block traces of three types of database workloads. From the results, HeuristicDB

delivers a significantly enhanced cache hit ratio and incurs much less data migration

size than the other alternatives. Most significantly, the proposed system maintains



81

1 0 G B 2 0 G B 3 0 G B 4 0 G B 5 0 G B 6 0 G B
0

1 0
2 0
3 0
4 0
5 0
6 0
7 0
8 0
9 0

N V M  B u f f e r  P o o l  S i z e ( G B )

Hit
 Ra

tio
(%

)

 L R U
 M R U
 L F U
 A R C
 M Q
 T A C
 H e u r i s t i c D B

(a) TPC-E workload hit ratio.
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(b) TPC-E workload migration size.

Figure 3.6: Experimental results of trace based evaluation - TPC-E Workload.

the best performance for all tested database workloads. In contrast, the performance

improvement provided by the baseline algorithms varies greatly as database workloads

changed or even with different NVM buffer pool sizes. For instance, MQ delivers the

second-best performance on cache hit ratio for the complex OLAP workload, but delivers

an even lower cache hit ratio than LFU after the workload is changed to TPC-E. The

performance advantages of HeuristicDB can be attributed to two design principles:

(1) by considering the characteristics of each database block request, the tables and

indices required by the query are prioritized based on their reusability, and only the
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hottest pages from a high-priority table or index are allowed to be cached. This enables

HeuristicDB to deliver maximum performance gains with less data migration in query

execution; and (2) the adaptive eviction and demotion policy enables HeuristicDB to

evict or demoted cached pages and admit new incoming hot pages more efficiently.

Because of these designs, HeuristicDB outperforms all other baselines under the tested

database workloads.

3.7 Performance Evaluation on a Real System

This section describes the implementation of a HeuristicDB prototype on an empiri-

cal system for performance evaluation. For comparison, the authors also implemented

LRU, which is the most widely used replacement algorithm, and TAC, which is a hybrid

storage management algorithm for database application. In the test, the same work-

loads are used as in the previous section. Two metrics, including execution time and

transaction rate, are used to evaluate the performance of HeuristicDB and the other

two baseline algorithms.

3.7.1 Implementation Details

LRU, TAC, and HeuristicDB are implemented based on Flashcache [89], a block cache

component for the Linux kernel. During query processing, the database server runs

on top of the system. When block requests are sent to the storage layer, Flashcache

automatically maps them either to the NVM buffer pool or to storage devices based on

its internal replacement algorithm.

The experiments are conducted on a Dell Precision Tower 3620 workstation equipped

with a four-Intel i7-6700 3.4 GHz CPU and 16 GB of memory. The Ubuntu 18.04 LTS

operating system is installed on the workstation. Two types of storage devices are used,

an Intel 168 GB DC P4800X Optane SSD [46] and two Intel 2TB DC P3700 NAND

SSDs [131]. The Optane SSD acts as an NVM buffer pool, and the NAND SSDs are

used as persistent storage. To avoid interference, the operating system and database

are stored on two separate NAND SSDs. MySQL 5.7 [157] with the InnoDB storage

engine [158] is running on the system. The page size of all tablespaces is set equal to

16KB, and the database buffer pool is set to 4 GB. The number of InnoDB I/O threads
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(a) Speedup for complex OLAP workload.
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(b) Speedup for TPC-H workload.
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(c) Speedup for TPC-E workload.

Figure 3.7: The speedup of HeuristicDB and other baselines to database workloads

over the case without NVM buffer pool. The execution time(in sec) and transaction

rate(TpsE) for complex OLAP workload, TPC-H workload, and TPC-E workload of the

case without NVM buffer pool are 34993.22sec, 20507.77sec, and 59.3 TpsE, respectively.
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is set to its default value of four. In the experiment, after each test run, the MySQL

database application is restarted to clean up both main memory and the NVM buffer

pool.

3.7.2 Experimental Results

Fig. 3.7 illustrates the performance speedup of the three replacement algorithms for the

case without the NVM buffer pool. For each type of workload, different performance

metrics are used. For the OLAP workloads, including complex OLAP and TPC-H, the

total execution time to complete the workload is measured. For the OLTP workload,

TPC-E, the number of transactions executed per second (TpsE) is measured. From the

results, HeuristicDB delivers the highest performance accelerations compared with the

other two baselines. This observation matches the results described in Section 3.6.

As shown in Fig. 3.7a, for the complex OLAP workload, HeuristicDB improves

database performance over LRU and TAC by up to 25% when the NVM buffer pool

size is set to 30GB. In addition, HeuristicDB maintains the best performance for all

NVM buffer pool sizes. In contrast, TAC shows unstable improvement in performance.

For instance, when the NVM buffer pool is set to 50GB, TAC delivers even worse

performance than LRU. For the TPC-H workload, as shown in Fig. 3.7b, for an NVM

buffer pool size of 40GB, HeuristicDB provides 17% and 31% higher performance than

TAC and LRU respectively.

HeuristicDB also works well for the OLTP workload. As shown in Fig. 3.7c, Heuris-

ticDB maintains the best performance for the TPC-E benchmark. It enhances the

transaction rate over LRU and TAC by 75% and 31% respectively when the NVM

buffer pool is set to 20GB. However, because more hot pages are cached with continued

increases in NVM buffer pool size, the performance advantages of the proposed system

relative to other baseline replacement algorithms gradually disappears.

3.7.3 Internals on the OLAP Workload

Compared with OLTP, which accesses the database using an index and retrieves only

a tiny portion of data to execute a transaction, an OLAP query has higher complexity

and usually requires many more block operations. Therefore, in most cases, I/O time
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is the main bottleneck for OLAP queries [68, 66, 67].

This subsection describes in detail the internals of the OLAP workload and exam-

ines how different placement algorithms benefit the individual query inside an OLAP

workload. The speedup achieved by HeuristicDB and the other two baselines on each

individual query is plotted inside both the complex OLAP and the TPC-H workloads, as

shown in Fig. 3.8. In the experiment, the NVM buffer pool is set to 30GB. In addition,

to show query complexity clearly, the execution time of each query for the case without

the NVM buffer pool is recorded below the figure. From the results, HeuristicDB deliv-

ers the highest performance acceleration for almost all queries inside both the complex

OLAP and the TPC-H workloads. This is the case because HeuristicDB adaptively ad-

justs the priorities of cache pages and tracks hot tables and indices continuously when

a query is submitted. In addition, it discriminates tables, indices, and pages based on

their reuse probability. These designs enabled HeuristicDB to preserve the most prof-

itable pages in the NVM buffer pool during each single query to deliver the highest

performance acceleration. In contrast, the performance improvement of TAC on each

single OLAP query is unstable. For instance, as shown in Fig. 3.8a, TAC experiences

performance degradation and even delivers lower speedup than LRU for queries Q20 3,

Q20 4, Q7 3, and Q7 5. A similar result can be observed for the TPC-H workload, as

shown in Fig. 3.8b, for queries Q7, Q8, Q13, Q16, Q20, Q21, and Q22.

3.8 Conclusion

This chapter presents HeuristicDB, which uses an NVM block device as an extension

of the database buffer pool. By considering the intrinsic performance behavior of the

NVM block device and the characteristics of database block requests, seven rules that

associate database (block) requests with the appropriate quality of service are proposed.

To support the system implementation of these proposed rules, four programs, including

the query profile queue, the EV program, the access pattern detector, and the page

placement controller, are then developed inside HeuristicDB. Compared with earlier

studies, HeuristicDB delivers the highest performance and migrates much less data

between storage and the NVM buffer pool for all tested database workloads.
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To evaluate the effectiveness of this proposed design, intensive experiments are con-

ducted using both OLAP and OLTP benchmarks. The results of a trace-based exper-

iment show that HeuristicDB provides up to 29% higher cache hit ratio and 18X less

data migration size than competing baselines. Subsequently, the HeuristicDB, LRU, and

TAC algorithms are implemented on Flashcache [89], and MySQL is run on a hybrid

system with different block cache sizes. The results show that HeuristicDB improves

database performance by up to 75% over baselines in real system testing.



Chapter 4

ExpCache: Online-Learning

based Cache Replacement Policy

for Non-Volatile Memory

4.1 Introduction

With the rapidly increased volume of newly generated data, the demand for high-

performance memory media becomes more critical than before. People pursue a high

access bandwidth and expect a large density and non-volatility property on memory

devices. As one of the emerging memory technologies, non-volatile memory (NVM)

provides both the competitive performance as DRAM meanwhile and the property of

non-volatility as storage devices. Because all data reside in NVM is persistent, there is

no need to write updated pages (i.e., dirty pages) back to storage for preventing data loss

while power failure, which significantly increases the system performance. According to

those advantages, NVM is expected to replace DRAM to serve as the main memory in

the near future. Figure 4.1 illustrates this architecture that we have adopted through

the chapter.

In order to fully take the performance advantages of NVM, designing a proper cache

algorithm to manage the data elements within NVM becomes important. The cache al-

gorithms have been intensively investigated over time. However, those algorithms were
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Figure 4.1: NVM-based System Architecture.

developed to make a replacement decision based on certain pre-defined rules (e.g., LRU

algorithm always evicts the least recently used page when a replacement is required)

instead of the real access patterns of a workload. Since these pre-defined rules are not

adapted to the dynamically changed workload access patterns, these cache algorithms

suffer significant performance degradation. This explains why conventional cache algo-

rithms [75, 76, 77, 78] only work well on a specific set of workloads.

Machine learning (ML) algorithms have been well studied in the past decade and

have been introduced in various areas for performance improvement [79, 80, 81]. Re-

searches show that machine learning techniques perform well, especially on data tracking

and making predictions [159, 160]. Motivated by this, it has a large potential to employ

machine learning techniques in cache algorithm designs for adapting to dynamically

changed workloads to improve the system performance. Two machine learning based

cache algorithms, including LeCaR [96] and Cacheus [161], were proposed recently. They

can perform well and beat some traditional cache algorithms. However, they failed to

explain how to choose parameters in machine learning algorithms theoretically. There-

fore, they perform mostly well only with small cache sizes. More detailed discussions

about the existing cache algorithms are provided in Section 4.2.3.
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All those schemes mentioned above were originally designed for DRAM-based sys-

tems. So, they are unlikely to deliver excellent performance improvement for NVM-

based systems due to the following reasons. First, those policies do not consider the

non-volatility of NVM and thus ignore the influence of write operations in-memory sys-

tems. Second, they do not work well on establishing the proper model for tracking

dynamically changed workloads adaptively and accurately. Finally, previous machine

learning-based caching policies lack the theoretical proof to select proper parameters

for ML algorithms and indicate the lower or higher bounds of the algorithms. Thus, it

is hard to convince people that ML-based algorithms can improve cache performance

in general. Due to the above limitations, designing a new cache policy for managing

NVM becomes necessary. Although H-ARC [76] as the most relevant study is an im-

provement of the ARC algorithm [75] designed for NVM, it has similar problems as

mentioned above such as lacking tracking dynamically changed workloads and lacking

the prevention of the eviction of dirty pages for NVM.

In this chapter, we propose a new online learning-based cache replacement algorithm,

called ExpCache, for NVM-based systems to overcome the shortcomings of prior studies.

The goals of ExpCache are improving both read and write hit ratios of NVM meanwhile

eliminate the number of dirty pages written back to the storage. In the system, the real

cache (i.e., NVM main memory) is divided into a read cache and a write cache for

retaining different types of requests. Two experts, including an LRU policy and an

LFU policy, are employed to manage the data elements within each of the real caches

to balance both recency and frequency factors. In addition, two ghost caches are built

to store the evicted pages from the real caches and emulate the LRU and LFU policies

independently. The time-dependent online Expert algorithm continuously monitors the

hit ratio inside those ghost caches and uses them as an indicator of workload access

patterns. While a replacement is required, ExpCache selects a proper eviction policy

based on its tracked access pattern. Finally, using the selected eviction policy, ExpCache

sets evicting a page from the read cache having a higher priority while a certain condition

is met to reduce the number of dirty pages written back to the storage.

The organization of this chapter is as follows. Section 4.2 introduces the background

of NVM, previous caching policies and online learning algorithm. Section 4.3 describes

the proposed ExpCache algorithm. The experimental results are shown in Section 4.4.
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Finally, a conclusion is drawn in Section 5.1.

4.2 Background and Related Work

4.2.1 Non-volatile Memory

By blending the high performance characteristics of DRAM and the non-volatile prop-

erty of conventional storage devices, non-volatile memory (NVM) such as 3D Xpoint [25,

26, 27], phase-change memory (PCM) [28, 29, 30, 31], and conductive bridging RAM

(CBRAM) [32, 33, 34] has been becoming critical importance for modern systems. Com-

pared with DRAM, NVM not only delivers similar read-write bandwidth but also has

a much higher density. Most significantly, all data resided in NVM is persistent. Thus,

there is no need to write updated dirty pages back to storage to prevent data loss

when power is off. Compared with conventional storage devices connected to an ex-

ternal block-addressable PCIe or SATA interface, NVM communicates with processors

more efficiently using a byte-addressable memory bus. In addition, by employing high-

performance memory cells, NVM presents much higher read-write bandwidth than con-

ventional storage devices. Because of those performance advantages, NVM is expected

to replace DRAM to serve as the main memory in the near future.

4.2.2 Online Expert Selection

Online expert selection problem is extensively studied in the online learning community

over the past two decades [162, 163, 164]. The basic setting is: At each time step t,

we have n experts giving predictions on the considered problem. Before observing the

loss vector `t ∈ Rn×1 associated with the experts’ prediction at time step t, we select

one expert to try to have as small cumulative cost as possible. As we can see, it is the

missing information on `t while making a decision on the expert selection that makes

the problem difficult. The loss vectors `t, t = 1, 2, . . . , T are from a bounded set and

can be generated deterministically, stochastically, or adversarially.
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One standard metric to measure the effectiveness of the online expert selection al-

gorithm is called regret RT , which is defined as:

RT =

T∑
t=1

E[`>t xt]−min
u∈S

T∑
t=1

`>t u (4.1)

where both xt ∈ S and u ∈ S represent the selection result by the algorithm and

comparator, respectively. The vector set S denotes the set with only one non-zero

element equal to 1. The expectation E is taken over the expert selection probability

distribution of xt. The intuition behind the metric of Eq. (4.1) is that it measures

the difference between the algorithm cumulative cost and the one with the best-fixed

decision in hindsight.

Prior work such as [165, 166, 167] can upper bound the regret by the order of O(
√
T ),

which is asymptotically optimal [168]. Such sub-linear upper bound also indicates that

the performance of the proposed algorithm converges to the best fixed decision as time

horizon T → ∞. However, when the underlying environment that generates the loss

sequences is changing, the regret in Eq. (4.1) is no longer appropriate. This is because

the single fixed optimal comparator is not the good baseline, since its cumulative loss

cab be high as well.

Alternatively, a new metric called adaptive regret is proposed in [169] to capture the

changing environment, and is defined as the maximum regret over any contiguous time

interval as follows:

Ra = max
s+1−r≤τ

{ s∑
t=r

`>t xt −min
u∈S

s∑
t=r

`>t u
}

(4.2)

The algorithm proposed in [170] can upper bound the adaptive regret by the order of

O(
√
τ log(τ)), which is sub-linear for any compared time interval and generalizes the

result of the regret defined in Eq. (4.1).

In this chapter, we extend the algorithm proposed in [170] to design a new cache re-

placement policy that can adapt to the dynamically changed caching environment. The

proposed scheme can provide a theoretical performance guarantee in terms of adaptive

regret and achieve better experimental results than prior caching policy works.
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4.2.3 Related Work & Limitations

Past cache algorithms make a replacement decision based on certain rules instead of

adapting to the real workload access patterns. As a result, they are hard to obtain

good performance as workloads or cache sizes changed [94, 75, 95, 77]. With utilizing

online learning algorithms, Vietri et al. presented a DRAM-based cache algorithm called

LeCaR [96]. In the system, LeCaR manages cached data elements using two experts (i.e.,

a LRU policy and a LFU policy) and selects the proper one as an eviction policy when

a replacement is required. LeCaR encounters two limitations. First, it must pre-define

some tuning parameters to set its reinforcement online learning algorithm. Second,

because LeCaR losses either the recency or the frequency information of each evicted

page, it is failed to track the access patterns of a workload accurately and adaptively

in some cases. Rodriguez et al. [161] extended LeCaR work by replacing the pre-

defined tuning parameters within LeCaR to dynamically changed ones and providing

two more expert candidates. The newly developed policy is named as CACHEUS.

Because CACHEUS inherits the design principle as LeCaR developed, it suffers the

second issue of LeCaR as mentioned above. Moreover, to utilize CACHEUS algorithm,

system administrator must select two experts algorithms from the expert pool. An

improper selection affects the performance of CACHEUS significantly.

H-ARC is the most relevant study in this area proposed by Fan et al. [76]. It

introduced an improvement of ARC, called H-ARC, for NVM-based memory systems

to improve both cache read and write hits. H-ARC splits the real cache into four small

caches, including recency clean cache, frequency clean cache, recency dirty cache, and

frequency dirty cache. Each of those small caches owns a ghost cache to store the evicted

pages from it. While a replacement is required, H-ARC compares the size of each cache

with their desired size and evicts a page from the one whose size is larger than the

desired. However, H-ARC suffers from several limitations. First, dividing the real cache

into too many smaller fragments breaks collected recency and frequency information.

As a result, H-ARC cannot track workloads’ characteristics correctly and produces a low

cache hit ratio in some circumstances. Second, there is no specific mechanism within H-

ARC to prevent evicting the dirty pages to storage. Thus, H-ARC usually produces high

write counts. For the systems that use NAND SSD as storage, frequently evicting dirty

pages back into the storage degrades system performance tremulously due to NAND
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Figure 4.2: ExpCache Architecture.

SSD garbage collection issue [51, 52].

The other types of caching policies such as CFLRU [171], LRU-WSR [172], AD-

LRU [173], and DPW-LRU [174] were developed for NAND flash-based devices. Those

policies reduce the number of dirty pages evicted to NAND flash memory and leave the

cache hit ratio in second place. In addition, they only consider the recency factor and

overlook the frequency factor.

4.3 ExpCache Algorithm

In this section, we provide a detailed description of the ExpCache algorithm. We in-

troduce the design principle and the internal architecture of ExpCache, and its working

processes at first. Two key components of ExpCache, including the time-dependent

online Expert and read-write discriminated eviction policy, are discussed then.

4.3.1 ExpCache Design Principle and Internal Architecture

Two fundamental factors (i.e., recency and frequency) are widely used in cache policies

as discussed in Section 4.2.3. This is because the patterns of most workloads follow

either recency or frequency manner in one period of time. Thus, ExpCache is proposed
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by assuming that at every time step, there has the best strategy among two fundamental

experts, recency expert (i.e., LRU policy) and frequency expert (i.e., LFU policy). The

goal of the ExpCache is to learn the caching environment, such as dynamically changed

workloads and hit ratios, and then select a proper eviction scheme from the experts

for the system. In order to map the online expert algorithm into the proposed policy

properly, meanwhile consider the non-volatile property of NVM, the architecture of the

ExpCache is carefully designed.

As shown in Figure 4.2, in the system, we split the real cache into two small caches,

including a read cache denoted as R and a write cache denoted as W, for retaining

different types of requests. Pages within the read cache are clean (i.e., have never been

modified). Once a page is modified (i.e., the page becomes dirty), it will be moved into

the write cache. In order to perform a replacement efficiently using any one of the two

experts, the pages within each small cache are managed by both LRU and LFU-based

structures.

Two ghost caches denoted as GLRU and GLFU , are built to simulate the behaviors

of LRU policy and LFU policy independently. Each ghost cache records the metadata

(i.e., page identifier) of the most recent evictions from the real cache. When a victim

is evicted from the real cache, it is inserted into both GLRU and GLFU . The elements

inside the GLRU are strictly organized in an LRU order based on their timestamps

inherited from the real cache. This can be done by using a heap data structure. Here,

the timestamp of a page is the access number of the last access to that page. The time

complexity of adding or deleting an element into or from the GLRU is log2N. Where, N

is the number elements within GLRU . Since N is a constant and is usually much smaller

than the number of requests within a workload, the overhead on operating GLRU is

negligible. Similarly, the elements inside GLFU are strictly organized in an LFU order

based on their corresponding access frequency and timestamp inherited from the real

cache. A more detailed analysis of the space and computation overheads of ExpCache

is discussed in Section 4.4.5.

The real caches and the ghost caches support the following operations.

UpdateDataStructure(r): is to update LFU and LRU based data structures in dif-

ferent caches in ExpCache. The detailed update procedures are:

• For LRU policy: move the target page, r, into the most recently used (MRU)
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place within the LRU data structure;

• For LFU policy: supposing the access frequency of the target page is i, then after

a hit happens, we move that page into the MRU place of the LRU chain whose

access frequency equals to i+1.

Delete(r): deletes the target page, r, from the corresponding cache. Note here,

deleting a page from R or W means removing the page from both LRU and LFU data

structure/policy.

Add(r, freq, timestamp): is to insert an element, r, in to a cache based on the

frequency freq and/or the recency timestamp. The detailed procedures depend on what

type the cache is:

• For GLRU : we add the target page, r, into the proper position of GLRU based on

its timestamp.

• For GLFU : we add the target page into the proper position of GLFU based on its

freq and timestamp.

• For R and W : For LRU policy, we add the target page into the most recently used

(MRU) place; For LFU policy, we add the target page into the MRU place of the

LRU chain whose access frequency equals to freq.

Finally, ExpCache maintains the probabilities (i.e., weights) of selecting one of two

experts being the eviction scheme. The weight of each expert, denoted as wLRU and

wLFU , is associated with the hit ratio inside its corresponding ghost cache. In order to

track the access patterns of a workload adaptively and accurately, ExpCache updates

wLRU and wLFU every time when a miss occurs in the real cache using online expert

algorithm. With using this online expert algorithm, ExpCache guarantees the lower

bound of the performance gains (we provide more detailed discussions in Section 4.3.3).

The size of each cache refers to the number of pages stored in it. If we assume the

real cache size is L, then the sum of R and W never exceeds L. Two ghost caches, GLRU

and GLFU , have the same size. And the size of each of them is never larger than L/2.
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4.3.2 ExpCache Working Processes

Algorithm 2 presents the working processes of the ExpCache algorithm. When a read

or a write request (r) incoming, either a real cache hit or a real cache miss happens. In

the following paragraphs, we introduce the processes of a miss and a hit, respectively.

Real Cache Hit

When a cache hit occurs as shown at Line 4 of Algorithm 2, the following procedures

happen: 1) If a cache hit for a read request r occurs in R, ExpCache updates the data

structures inside R. 2) Similarly, if a cache hit for a write request r occurs in R, this

page becomes dirty. Then, we increase its corresponding access frequency by one, record

the increased value, and then move that page from R to W. 3) If a cache hit for either

a read or a write request occurs in W, this page remains in W. ExpCache only updates

the data structures inside W.

Real Cache Miss

If a real cache miss occurs (at Line 15 of Algorithm 2), the following operations are

executed sequentially:

1. Ghost caches checking: If the required page hits in GLRU , we delete this page

from GLRU first and then increase the number of ghost LRU hits, GLRU Hits, by one.

Similarly, if the r hits in GLFU , we record its access frequency into variable tfreq first,

and then delete it from GLFU and increase the number of ghost LFU hits, GLFU Hits,

by one. Note that the variable tfreq is initialized with one at Line 16.

2. Online expert weights updating: Using the collected information, Exp-

Cache updates the recency weight, wLRU , and the frequency weight, wLFU , by calling

UpdateExpert algorithm (see Subsection 4.3.3).

3. Real cache capacity checking: In order to admit incoming requests into the

real cache, ExpCache checks space availability first. If the sum of R and W is equal to L,

we need to evict a page from the real cache to release a free space. ExpCache randomly

selects a eviction policy, either LRU or LFU, based on the probability distribution of

wLRU and wLFU . Once the replacement decision is made, ExpCache evicts the page
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Algorithm 2 : ExpCache(LRU, LFU)
1: Input: request r, request type rwtype

2: accessCount++;

3: if (r in R or W) then

4: //Real cache hit

5: if (r in R) then

6: if (rwtype == Read) then

7: R.UpdateDataStructure(r)

8: else

9: cfreq = the access freq of r in R + 1

10: R.Delete(r)

11: W.Add(r, cfreq, null)

12: else

13: W.UpdateDataStructure(r)

14: else

15: //Real cache miss

16: tfreq = 1

17: //Ghost caches checking

18: if (r in GLRU ) then

19: GLRU .Delete(r)

20: GLRU Hits++

21: if (r in GLFU ) then

22: tfreq = the access freq of r in GLFU

23: GLFU .Delete(r)

24: GLFU Hits++

25: //Online expert weights updating

26: UpdateExpert(accessCount, GLRU Hits, GLFU Hits)

27: //Real cache capacity checking

28: if (R.size + W.size = L) then

29: action = (LRU, LFU) / prob(wLRU , wLFU )

30: if (action == LRU) then

31: victim = EvictVictim(LRU)

32: else

33: victim = EvictVictim(LFU)

34: //adding evicted page into ghost caches

35: vfreq = the access freq of the victim in the real cache

36: vtimestamp = the timestamp of the victim in the real cache

37: if (GLRU .size ≥ L/2) then

38: GLRU .Delete(LRU(GLRU ))

39: GLRU .Add(victim, null, vtimestamp)

40: if (GLFU .size ≥ L/2) then

41: GLFU .Delete(LFU(GLFU ))

42: GLFU .Add(victim, vfreq, vtimestamp)

43: //Page admission

44: if (rt == Read) then

45: R.Add(r, tfreq, null)

46: else

47: W.Add(r, tfreq, null)
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from a real cache by calling EvictVictim algorithm (see Subsection 4.3.4).

4. Adding the evicted page into ghost caches: After the real cache eviction is

completed, ExpCache adds the victim into both GLRU and GLFU . The space availability

checking for ghost caches is conducted at first. For GLRU , if it is full, we delete the least

recently used (LRU) page first and then adds the victim. Similarly, for GLFU , if it is

full, we delete the least frequently used (LFU) page and then add the victim.

5. Page admission: After all the above operations are completed, ExpCache adds

the incoming request into the read cache R if it is a read request. Otherwise, ExpCache

adds the request into write cache W. For adding the incoming page into a real cache,

for LRU policy, ExpCache adds the page into the MRU place of LRU. For LFU policy,

ExpCache adds its into the MRU place of the LRU chain whose access frequency equals

to freq.

4.3.3 Online Expert Weights Update - Time Dependent Expert

This subsection introduces the weight update system by using a time dependent expert

as shown in Algorithm 3. The reason of using time-dependent update is that the hyper-

parameters such as η and α do not dependent on the time-horizon T (i.e., the number

of total requests inside a workload), which is usually unknown in the caching problems.

In Algorithm 3, the loss function is 1 − GHits/accessCount related to the goal of

maximizing the hit ratio in the real cache. The main steps are at Line 11, which are

composed of exponential weight distribution and a fixed-share update.

The exponential weight update ensures that the regret in Eq. (4.1) is upper bounded

sub-linearly. Since the caching environment is usually drifting over time, LRU and LFU

might be good for the workloads at different periods. The adaptive regret in Eq. (4.2) is

desirable in this case to capture the changes of the optimal choice. The fixed-share step

is the key to guarantee the theoretical performance of adaptive regret. Thus, it makes

sure that the weights associated with each expert are lower bounded, which enables the

quick response of weight shift. Note that the update in Algorithm 3 is done in the LRU

and LFU ghost caches, since we cannot observe both LRU and LFU performance in

real cache simultaneously. In other words, we assume that the performance in the ghost

cache is a good indicator of the performance in real cache. Given that the adaptive

regret in Eq. (4.2) is upper bounded by O(
√
τ log(τ)) in ghost cache. Thus, with the
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Algorithm 3 : UpdateExpert(accessCount, GLRU Hits, GLFU Hits)

1: Input: accessCount, GLRU Hits, GLFU Hits

2: `LRU = 1 - GLRU Hits / accessCount

3: `LFU = 1 - GLFU Hits / accessCount

4: α = 1 / accessCount

5: if (accessCount ≤ 3) then

6: η =
√

ln(2 ∗ 3)/accessCount

7: ηpre = η

8: else

9: η =
√

ln(2 ∗ accessCount)/accessCount

10: for (i in LRU, LFU) do

11:

vi =
w

η
ηpre

i exp(−η`i)
LFU∑
j=LRU

w
η

ηpre

j exp(−η`j)
(4.3a)

wi =
α

2
+ (1− α)vi (4.3b)

12: ηpre = η

13: wLRU = wLRU / (wLRU + wLFU )

14: wLRU = 1 - wLFU

above assumption, the performance of tracking best expert is guaranteed in the real

cache setup.

4.3.4 Read-write Discriminated Eviction Policy

Since ExpCache maintains two caches (i.e., R and W ), when an eviction is required,

ExpCache needs to select a victim from either R or W based on the input eviction

policy. In order to reduce the number of dirty pages writing back to storage meanwhile

remaining the recency and frequency of workloads, ExpCache sets evicting a page from

R having a high priority while a certain condition is met as shown in Algorithm 4. The
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Algorithm 4 : EvictVictim(eviction policy)

1: Input: eviction policy: LRU or LFU. Note, T[p]: the timestamp of page p. F[p]:

the access frequency of page p. TF: tolerance factor.

2: Output: victim.

3: if (eviction policy == LRU) then

4: if (R.Empty() or W.Empty()) then

5: victim = R.Empty() ? LRU(W) :LRU(R)

6: R.Empty() ? W.Delete(LRU(W)) : R.Delete(LRU(R))

7: else

8: if (T[LRU(R)] < T[LRU(W)] or T[LRU(R)] - T[LRU(W)] ≤ L*TF) then

9: victim = LRU(R)

10: R.Delete(LRU(R))

11: else

12: victim = LRU(W)

13: W.Delete(LRU(W))

14: else

15: if (R.Empty() or W.Empty()) then

16: victim = R.Empty() ? LFU(W) : LFU(R)

17: R.Empty() ? W.Delete(LFU(W)) : R.Delete(LFU(R))

18: else

19: if (F[LFU(R)] != F[LFU(W)]) then

20: victim = F[LFU(R)] < F[LFU(W)] ? LFU(R) : LRU(W)

21: F[LFU(R)] < F[LFU(W)] ? R.Delete(LFU(R)) : W.Delete(LRU(W))

22: else

23: if (T[LFU(R)] ≤ T[LFU(W)] or T[LFU(R)] - T[LFU(W)] ≤ L*TF) then

24: victim = LFU(R)

25: R.Delete(LFU(R))

26: else

27: victim = LFU(W)

28: W.Delete(LFU(W))

29: return victim
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input of Algorithm 4 is an eviction policy. The output is the victim page ID. This ID

is returned to Algorithm2 for inserting it to GLRU and GLFU .

If LRU is selected, ExpCache checks the size of R and W first. If one of them is

empty, ExpCache evicts the LRU page from the non-empty cache. If none of them is

empty, ExpCache compares the recency information between the LRU pages in R (i.e.,

T[LRU(R)]) and W (i.e., T[LRU(W)]). If T[LRU(R)] is smaller than T[LRU(W)] or

the access gap between T[LRU(R)] and T[LRU(W)] is smaller than ToleranceFactor*L,

ExpCache evicts the LRU page from R. Otherwise, ExpCache evicts the LRU page from

W. ToleranceFactor(TF) is a tuning parameter with a range of 0% to 100%. In the

proposed scheme, we set TF to an empirical value of 10%. The performance influence

of other TF values are investigated in Section 4.4.4.

Similarly, if LFU is selected, ExpCache checks the size of R and W first. If one of

them is empty, ExpCache evicts an LFU page from the non-empty cache. If none of

them is empty, ExpCache always evicts the page whose access frequency is smaller. If

the two eviction candidates have the same access frequency, ExpCache then compares

their recency information using the same criteria as LRU eviction policy employed.

4.4 System Evaluation

In this section, we evaluate the effectiveness of our purposed design. Four baseline

caching polices, including LRU, LFU, LeCaR [96], and H-ARC [76], are used for the

comparison. Two types of workloads, including MSR [137] and FIU [175] as shown in

Table 4.1, are used for testing those cache polices. In the experiment, we configure the

page size to be 4KB. A custom-built simulator is developed to emulate the behaviors

of each cache algorithm. It processes the requests inside each trace file in time series

manner.

We use the same metrics from H-ARC [76] to evaluate the effectiveness of the tested

cache algorithms, Hit Ratio and Write Count. Hit Ratio equals the sum of read hits

and write hits divided by the the number total requests. The value of Hit Ratio sits

between 0 and 1. Write Count indicates the number of dirty pages evicted from NVM

to storage. In the experiment we define the NVM cache size as the ratio between the

number of pages in NVM and the number of unique pages within each workload (i.e.,
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Table 4.1: Characteristics of experimental workloads

Trace Name Total Requests Unique Pages Read Write Ratio

MSR: hm 0 8,872,768 703,128 1:2.08

MSR: rsrch 0 3,253,639 107,333 1:7.92

MSR: src1 2 13,953,873 500,529 1:4.97

MSR: src2 0 2,957,747 223,913 1:7.14

MSR: ts 0 4,181,323 276,748 1:2.85

MSR: usr 0 12,764,783 645,348 1:0.38

FIU: online 5,700,499 196,811 1:2.83

FIU: webmail 22,089,973 751,480 1:3.88

FIU: webmailonline 14,294,158 549,174 1:3.59

FIU: webusers 8,111,037 167,938 1:5.86

cache size/workload size). We set the cache size to 0.5%, 1%, 5%, 10%, and 20%.

4.4.1 Results Analysis: Hit Ratio

Figure 4.3 shows the cache hit ratio comparison between ExpCache and other baselines

using formula: ExpCache hit ratio - baseline hit ratio. From the results, ExpCache

outperforms all baselines in the most cases and exhibits two advantages:

1. Higher performance: in general, ExpCache delivers much higher performance

than other baselines as shown in Figure 4.3. For instance, for rsrch 0 with the cache

size of 20%, ExpCache delivers up to 0.21 higher cache hit ratio than other baselines.

Similar observations can be found in webmail, webmailonline, and webusers with the

cache size of 20%.

Moreover, for some workloads that single-factor based caching policies (e.g., LFU)

can perform well, ExpCache is capable of delivering similar performance as them. For

example, for online with the cache size of 5%, and webusers with the cache size of 10%,

ExpCache can achieve similar performance as LFU while LeCaR and H-ARC provide a

0.02 lower cache hit ratio than LFU.

2. More stable performance: the performance of prior caching policies varies a lot

as workload or cache size is changed. For instance, as shown in Figure 4.3, for rsrch 0
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with the cache size of 20%, LeCaR delivers 0.1 higher cache hit ratio than H-ARC.

However, for usr 0 with the cache size of 1%, LeCaR provides even 0.11 lower cache

hit ratio than that of H-ARC. In contrast, ExpCache has a more stable performance as

workloads and cache sizes are changed as indicated in Figure 4.3. Moreover, although

ExpCache has lower cache hit ratio in few cases, the performance gap between ExpCache

and the best one for those cases is quite small. For example, for src1 2 with the cache

size of 5%, the ExpCache only has 0.03 lower cache hit ratio compared with the best

algorithm, H-ARC.

We attribute the high performance of ExpCache to two factors, including employing

the online expert algorithm for tracking workload characteristics and using a new design

cache architecture for keeping both recency and frequency information of each accessed

page. On the contrary, because only considering the one eviction factor but overlooking

the other or although considering both recency and frequency eviction factors but us-

ing an improper cache architecture, the tested baseline caching policies provides worse

performance than ExpCache in most cases.

4.4.2 Results Analysis: Write Count

Figure 4.4 quantifies the improvement of ExpCache relative to other baselines based

on the metric write count using formula: baseline write count / ExpCache write count.

From the results, ExpCache has smaller write count than other baselines in most of

cases. Especially, for webusers with the cache size of 20%, ExpCache delivers more

than 8X less write count than all baselines.

Another interesting observation is that for most workloads, including rsrch 0, src1 2,

online, webmail, webmailonline, and webusers, as we continuously increase the cache

size, the write count difference between ExpCache and other baselines is increased.

This is because ExpCache sets a high priority to evicting a victim from R when the

recency difference between the eviction candidates inside W and R is smaller than

ToleranceFactor*L. Since ToleranceFactor is a constant, the larger the cache size L is,

it is harder to evict a dirty page from NVM. As a result, the larger cache sizes produce

a smaller write count.

We attribute the performance advantage of ExpCache on write count to two fac-

tors. First, ExpCache has higher hit ratios than others, which means the number of
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replacements/eviction for both clean pages (i.e., pages in read cache) and dirty pages

(i.e., pages in write cache) for ExpCache is smaller. Second, ExpCache sets evicting the

clean pages to a high priority while a replacement is required. Thus, the dirty pages

have a higher possibility to be preserved in NVM to decrease the write count.

4.4.3 Results Analysis: Phase Change of ExpCache

In this subsection, we study the phase changes of ExpCache over using webmail and

online workloads. We also plot the cache hit ratios of other cache policies for compar-

ison. As Figure 4.5 shows, the LRU expert weight, (wLRU ), and LFU expert weight,

(wLFU ), of ExpCache continuously vary to track workload characteristics. Using those

frequently updated weights, ExpCache selects a proper replacement policy while evic-

tion is required. As a result, ExpCache delivers the highest performance most time

compared to other baselines.

The other advantage of ExpCache is its capability to correct an improper replace-

ment decision using an online expert algorithm. As Figure 4.5a shows, ExpCache only

provides the second-highest cache hit ratio between the times 200,000 to 2,000,000.

This is because the online expert algorithm needs a certain time to warm up its learn-

ing pattern. In such duration, ExpCache may make some improper decisions and is

therefore producing a low performance. However, once ExpCache is well trained, its

performance is boomed. As Figure 4.5a shows, after timestamp 2,000,000, ExpCache

achieves the highest performance compared to others and delivers 0.11 higher cache hit

ratio compared to the second-best policy H-ARC.

Note that the variation of wLRU and wLFU of ExpCache algorithm represents a

trace preference based on the pages within the cache. Because the cached pages are

managed by both LRU and LFU policies and those two polices affect each other. Both

the cached pages and their corresponding organization within ExpCache algorithm are

different from those managed by pure LRU or LFU policy. Thus, the variation wLRU

and wLFU are uncorrelated the cache hit ratio of the pure LRU and LFU policies. This

explains why the LFU cache hit ratio drops to the lowest one after timestamp 2,000,000

in Figure 4.5a, but the wLRU of ExpCache is still high and approaches to one.
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(b) webmail workload with cache size 10%. Note, LRU and LeCaR cache hit ratio

are overlapped.

Figure 4.5: Phase change of ExpCache and different caching policies over time. The

upper one shows the variations of two weights in ExpCache. The lower one shows the

variations of hit ratios for different caching policies.

4.4.4 Results Analysis: Impacts of the ToleranceFactor

In this subsection, we explore how different values of ToleranceFactor affect the per-

formance of ExpCache using rsrch 0 and src1 2 workloads. The cache size sets to 5%.

The value of ToleranceFactor varies from 10% to 90% with an incremental step of 10%.
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(b) rsrch 0 workload.

Figure 4.6: ExpCache performance variation as varying the value of ToleranceFactor.

(10% as the reference to compute the difference.

Both the variations of cache hit ratio and write count are recorded in Figure 4.6 using

the results that ToleranceFactor equals to 10% as the baseline (i.e. the performance of

ExpCache on certain ToleranceFactor - the performance ExpCache on ToleranceFactor

equals 10%).

As shown in Figure 4.6, the impact of different ToleranceFactor values on the Exp-

Cache performance is uncertain and depends on workload characteristics. For instance,

for src1 2, as illustrated in Figure 4.6a, when continuously increasing ToleranceFactor,

the hit ratio of ExpCache remains similar. On the other hand, the larger Tolerance-

Factor eliminates the number of write count to the storage for src1 2. This is because

the higher ToleranceFactor leads ExpCache to have higher chances to evict a page from

the read cache, R, instead of the write cache, W, while a replacement is required. As a
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result, the dirty pages writing back to the storage are declined.

However, the larger ToleranceFactor does not always bring in positive results to

ExpCache. As shown in Figure 4.6b, for rsrch 0, as we increase ToleranceFactor, the

cache hit ratio of ExpCache drops 0.03. In addition, after ToleranceFactor exceeds 50%,

as continuously raising its value, the write count increases a lot. This happens because

the high ToleranceFactor may break the collected recency and frequency information,

resulting in the degradation of the overall cache hit ratio. In addition, the low cache hit

ratio means that more replacements are required, which increases the chance to write a

dirty page back to the storage. Considering the above negative influence of large Tol-

eranceFactor on some workloads, in the real system, we suggest to set ToleranceFactor

to a small value (e.g. 10%).

4.4.5 Space and Computation Overheads Analysis

ExpCache maintains 2L pieces of metadata where L is cache size. It uses L units to track

items reside in the real cache and L additional units to track items in the ghost. This

is roughly the same as state-of-art algorithms such as LeCaR and H-ARC which each

maintains additional L pieces of metadata to track items in the history. For a 100GB

NVM, suppose a block size is 4KB, then the memory space required by ExpCache

for maintaining its metadata is 100GB/4KB*2*(4bytes/blockID + 4bytes/block freq +

4bytes/block timestamps)≈0.6GB which is negligible compared to the NVM capacity.

In the real time, since GLRU and GLFU may contains the same block IDs and their

metadata can be merge for saving space, the memory overhead we shown on the above

is upper bound of ExpCache algorithm. The computation overhead of ExpCache comes

from updating its ghost caches and is bound by log2(L/2). Overall, considering the

significant performance improvement of the ExpCache on both cache hit ratio and write

count, the above small overhead is acceptable.

4.5 Conclusion

In this work, we propose an ExpCache algorithm for computer systems that use NVM as

the main memory. By considering recency and frequency factors and the non-volatility

characteristics of the NVM device, we split the whole cache into two small caches (i.e.,
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a write cache and a read cache) for preserving different types of requests. Each cache

is managed by both LRU and LFU policies for balancing recency and frequency fac-

tors. By employing the online Expert algorithm, ExpCache adaptively selects a proper

replacement algorithm for managing the cached pages based on workloads’ characteris-

tics. Intensive experiments are conducted to evaluate the effectiveness of our proposed

design. The experimental results show that ExpCache delivers significant performance

improvement on both cache hit ratio and write count compared with other baselines.



Chapter 5

Conclusion and Future Work

Coming into 21st century, data volume increases exponentially. Through analyzing the

collected big data, many types of information can be extracted for decision making,

market analysis, and making prediction. While big data is prominent, the rapid data

growth poses many challenges to modern storage systems. One fundamental problem

for large scale data storage is how to store and retrieve data efficiently. In this thesis,

we approach the above challenge by developing new types of storage systems using

emerging storage and memory devices.

5.1 Conclusion

In Chapter 2, we carry out an in-depth performance evaluation of the NVM block

device. We propose multiple custom-designed micro-benchmarks for exploring the in-

trinsic characteristics of NVM block device, including basic I/O performance, internal

parallelism, performance consistency issue, byte addressability, the elimination of write-

driven garbage collection, the read disturb issue, and the tail latency problem. Besides,

we comprehensively study the implications of NVM block device to modern database

application. We find NVM block device provides asymmetric performance accelerations

to different types of queries. And the potential reasons behind those results are also

analyzed. Finally, we implement the existing hybrid storage database schema on the

NVM block device and NAND SSD hybrid storage architecture. Several key factors

that can impact the hybrid database system’s performance are pointed out.

112
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In Chapter 3, we investigate prior researches of hybrid storage database system. We

find past works failed to produce high performance for dynamically changed workloads

and migrated many unnecessary data blocks between storage and block cache devices

which consumes extra power. To resolve the limitations of prior works, we present a new

hybrid storage database system, named as HeuristicDB, that uses NVM block device as

an extension of database buffer pool. By considering the unique performance behaviors

of NVM block device and the characteristics of database block requests, we propose a set

of heuristic rules that associate database (block) requests with the appropriate quality of

service for the purpose of caching priority to guide HeuristicDB manage database block

requests. To support system implementation of the proposed rules, we develop four

assistant programs, including a query profile queue, an eviction and demotion program,

a table access pattern detector, and a page placement controller. The experimental

results show HeuristicDB delivers up to 75% higher performance than prior works for

both OLAP and OLTP workloads.

In Chapter 4, we study existing cache replacement polices and find ignoring the write

operations led prior cache algorithms delivers sub-optimal performance for NVM-based

system. In addition, we notice prior works suffer a sever performance degradation while

the access pattern of a workload mismatches with their internal pre-defined replacement

rules. To handle the above limitations, we propose a new online-learning based cache

replacement policy for NVM-based system, named as ExpCache. In the system, two

candidates, including a recency dominated replacement policy and a frequency dom-

inated replacement, locate in the selection pool. With employing the online Expert

algorithm, ExpCache adaptively selects a proper replacement algorithm for managing

the cached pages based on workloads’ access pattern. The experimental results show

that ExpCache delivers significant performance improvement on both cache hit ratio

and write count compared with other baselines.

5.2 Future Work

With the rapidly growth of large scale data, the demand for high performance storage

system becomes more critical than before. As many types of emerging storage devices

were released recently, including NVM, NVM block device, large capacity SSD, and
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SMR drives, it is time to re-think the storage system design with considering the char-

acteristics of those emerging storage technologies. Based on the works covered by this

thesis, we discuss the following potential future works.

5.2.1 NVM Oriented Database System

In order to deliver high performance meanwhile maintain data persistency, conventional

disk-oriented database system is built on the hybrid DRAM and persistent storage ar-

chitecture. In the system, the DRAM is used as a global cache to buffer the most

frequently accessed data to deliver high performance. And a database application peri-

odically writes the data reside in the DRAM back into persistent storage (e.g. NAND

SSD, HDD) to avoid data loss while power is off. This kind of the design has several

disadvantages. First, while a cache miss occurs on the DRAM, a database application

must fetch the required data block from the laggard storage, which degrades database

performance dramatically. Second, in order to keep data consistency, a database ap-

plication needs to record all data operations into binary log files and flush them into

storage later, which brings extra overhead. Finally, while a recovery is needed after

system failure, a database application replays all operations recorded in the binary log

files. The entire recovery process is time consuming.

As the first commercial NVM (i.e., Optane DIMM) is released recently, it is the time

to consider the NVM-oriented database system [176, 177, 178] design. In thus system,

the NVM is used as a persistent memory to replace both DRAM and persistent storage

devices within the conventional storage architecture. Since all data resides in the NVM is

persistent, there is no need to maintain the binary log files anymore. In addition, because

NVM delivers unprecedented performance improvement compared with conventional

storage devices, the NVM-oriented database system is expected to provides much higher

performance than disk-oriented database system. However, designing an efficient data

structure that fits the unique properties of the NVM-oriented database system is more

challenge and would be one potential research direction in the future.



115

5.2.2 Database on Warm Storage With Emerging Storage Devices

The trend of modern database systems is to evolve towards warm storage (i.e., compu-

tation and storage decoupling) for high accessibility. Some recent examples are Amazon

Aura and Azure SQL Database [23, 24]. This model has multiple advantages. First,

the computation node and storage node scale independently, which allows system ad-

ministrators to scale either computation or storage node on demand. Second, it allows

more efficient hardware usage. Finally, compared with traditional database system, the

database on warm storage has faster recovery time since the data is always consistent.

While database on warm storage is promising, it is not without its challenges. Since

database server communicates with storage node through a network, database on warm

storage usually has higher access latency than conventional database systems that access

data locally. In order to improve its performance, adding a cache layer becomes to one

potential direction in the future. With considering the data consistency issue between

the cache layer and storage node, both NVM and NVM block device are the good

candidates to be used as such cache device. In addition, designing an efficient cache

schema to manage the data within thus cache device is an other research direction.

5.2.3 Hierarchical Storage System Using NVM

As we have discussed in Chapter 4, NVM-based system has multiple advantages com-

pared with DRAM-based system, including larger capacity, competitive performance,

and there is no need to write updated pages back to the storage. However, a recent

research [55] shown NVM suffers a severe performance degradation as the number of

thread increases. Designing a hierarchical storage system that uses DRAM as a cache

for NVM becomes to one potential approach to mitigate the performance degradation

issues of NVM. In thus system, the DRAM caches the hottest data and delivers high

performance as thread count increasing, the NVM acts as a large capacity second level

cache to hold the warm data, and the persistent storage preserves all data elements.

However, designing an efficient algorithm to manage the data flow within thus hierar-

chical storage architecture is more complex and could be the future work.
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5.3 Summary

In summary, in this thesis, we mainly focus on the high performance storage system de-

sign using emerging storage technologies, including NVM and NVM block device. The

NVM block device performance characterization, the hybrid storage database system,

and the online learning based cache replacement policy for NVM are studied and pro-

posed in this thesis. The experimental results show that the proposed schema enhanced

modern storage system significantly.
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