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Abstract 

  This thesis examines a variety of vibrational probe-containing molecules such as 

triphenyl hydrides, CO2, and metal carbonyls with the goal of better understanding the 

dynamics for each system. Particular emphasis is placed on understanding how the 

behavior of a restricted probe, such as one dissolved in a rigid polymer or confined to a 

nanopore, may differ from the same probe placed in bulk solvent or a more rubbery 

polymer. 

   The first study described herein scrutinized the vibrational heavy atom effect and 

its impact on ultrafast vibrational dynamics. A series of three triphenyl hydride compounds 

was investigated in a range of solvents by Fourier transform infrared (FTIR), infrared (IR) 

pump-probe, and two-dimensional infrared (2D-IR) spectroscopies. The mass of the central 

atom in the three compounds was varied systematically down the group 14 elements of 

silicon, germanium, and tin while keeping the rest of the molecule unaltered. Interestingly, 

frequency-frequency correlation functions obtained from 2D-IR spectra indicated that an 

increasingly large central atom produces small, but measurable changes in the dynamics of 

the solvation shell surrounding each compound.  

  Next, CO2 (g) was examined via 2D-IR spectroscopy as a precursory study to 

understanding its behavior inside polymers. Processes which lead to dephasing of the 

vibrational echo such as collisions were largely circumvented by using CO2 diluted in N2 

under ambient pressure and temperature. Off diagonal features in the 2D-IR spectra were 

observed which correspond to population and coherence exchange between rovibrational 

transitions.     



 v 

  Then, CO2 (g) was dissolved inside polymers such as poly(methyl methacrylate), poly 

(methyl acrylate), and poly(dimethylsiloxane). These polymers with differing properties 

were chosen to study the impact of the glass transition on the dynamics of the dissolved 

CO2 probe. Interactions between the polymeric backbone and probe also impacted the 

dynamics. The parameters obtained from 2D-IR studies directly correlated with the 

diffusivity of CO2 through the polymer matrices.     

  Next, I inspected CO2 (g) adsorbed to microporous systems such as MIL-53(Al) and 

ZIF-8. Preliminary FTIR studies suggest that these samples could possess a wealth of 

dynamic information despite narrow FTIR peaks, much like CO2 dissolved in polymers. 

Experimental limitations regarding these novel systems are briefly discussed.   

  Lastly, I compared the dynamics of three ruthenium-bound carbonyl complexes: 

Ru3CO12 in bulk THF, [HRu3(CO)11]- entrapped in an aluminum sol-gel, and 

[NEt4][HRu3(CO)11] in bulk THF. Ru3CO12 is catalytically inactive but becomes active 

upon incorporation into an alumina sol-gel matrix. Pump probe and 2D-IR studies indicated 

that the changed dynamics are primarily due to an altered solvent shell which most likely 

exhibits long-range ordering. Though it is uncertain whether the increased catalytic activity 

of [HRu3(CO)11]- is due to the presence of the hydride or this newly ordered solvent shell, 

the results nonetheless showcase 2D-IR’s efficacy in sensing dynamics of confined 

environments.  
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1. Introduction – Solvation and Diffusion within Confined 
Spaces 
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1.1 Motivation 

  Many processes of scientific and societal interest rely on dynamics occurring in the 

femtosecond or picosecond time domain. As an example, imagine a β-amyloid fibril 

forming in an individual’s brain that might eventually give rise to Alzheimer’s disease.  

Water molecules incorporated within the tertiary structure have dipoles which constantly 

interact with those of the protein. However, rotational hindrance of water molecules near 

certain sites of the amyloid produce structural fluctuations in the protein over the span of 

mere picoseconds. The induced fluctuations are thought to exacerbate protein misfolding 

events.1 This leads to further accumulation of the protein aggregates postulated to produce 

disease.  

  Depending on the material, picosecond structural fluctuations may also affect electron 

mobility for thin-film semiconductors. Prior work by Eigner et al. showed that specific 

dopants in polyaniline thin films improved charge mobility but also eliminated sub-

picosecond motions.2 An improved understanding of the relationship between structure, 

ultrafast observables, and time-averaged observables (e.g mobility) could allow for the 

design and optimization of semiconductor materials.   

  Herein dynamics will refer to structural vibrations, nuclear displacements, and 

energetic fluctuations that occur on picosecond and femtosecond time scales.  These 

motions hold relevance in scenarios as different as amyloid formation and electron 

mobility, yet they proceed so quickly that they must be studied via nonlinear spectroscopies 

with ultrashort pulses.3 So long as a molecule contains a vibrational mode with a 

sufficiently large transition dipole, it can act as a probe for pump probe and two-
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dimensional infrared (2D-IR) spectroscopy. Pump probe spectroscopy provides 

information regarding the population decay of an excited vibrational probe. Changes in 

vibrational lifetime inform whether the vibrational probe undergoes additional coupling to 

intramolecular modes or the surroundings, which can expedite vibrational energy 

relaxation (VER). However, the exact mechanisms of VER are difficult to discern without 

the use of a multi-dimensional method such as 2D-IR. The first 2D-IR measurement 

published in 19984 guided subsequent studies on a variety of systems such as ionic liquids,5 

sol-gel pores,6 and nanoparticle surfaces.7   

  With 2D-IR, dynamics can be separated into homogeneous and inhomogeneous 

contributions and the time constants for these contributions are also acquired. We define 

these terms and describe their contribution to the vibrational line shape in Chapter 2. The 

multi-dimensional nature of 2D-IR also allows for monitoring coherence or population 

exchange between vibrational probes by observing the behavior of off-diagonal peaks in a 

2D-IR spectrum. Though 2D-IR cannot ascertain the exact origin of a dynamic motion, the 

results can inform and improve computational studies such as MD simulations.  

  The work herein focuses on understanding the dynamics of vibrational probes in 

confined environments. Microporous structures of interest such as metal-organic 

frameworks often contain heavy atoms within the matrix. The impact of heavy atoms on 

the ultrafast dynamics, especially those of the surrounding solvation shell, were first 

interrogated by collecting pump probe and 2D-IR spectra for a series of compounds that 

follow formula Ph3MH where M is the central atom. With a better understanding of how 

heavy constituents like those in a microporous structure could affect ultrafast dynamics, 
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the overarching goals of this research shifted toward explaining the ultrafast behavior of 

CO2 inside solid-state systems.   

  My investigations of CO2  that built upon a prior labmate’s measurements focused on 

monitoring the dynamics of the asymmetric stretch. These studies were informed by 

preliminary measurements of CO2 (g) diluted in N2 (g) under ambient temperature and 

pressure. The experiments identified the origin of off diagonal peaks that occur for CO2 

when it is not dissolved in a polymeric matrix.   

  The next series of experiments measured the ultrafast dynamics of CO2 when dissolved 

inside a series of polymers with varying glass transition temperatures and affinity for the 

CO2 probe. The parameters and time coefficients obtained from FFCF fitting can determine 

the extent to which rigid surroundings such as a crosslinked polymer or a slowly moving 

solvent bath affect the dynamics of the asymmetric stretch.  

  The methods of sample preparation and gas loading are then extended toward FTIR 

studies of CO2 adsorbed on various microporous structures including MIL-53(Al) and ZIF-

8. The limitations of these samples and future ultrafast measurements of interest are briefly 

discussed.   

  The final chapter describes ultrafast behavior of ruthenium-bound carbonyls with 

comparisons made between the dynamics imparted by bulk solvent versus solvent confined 

inside a silica nanopore. My measurements showed that the CO stretches in both hydrides 

are highly sensitive to both local and long-range surroundings, as evidenced by 

inhomogeneous offsets that had a small yet genuine difference in their magnitude upon 

introduction of the alumina matrix. Though more information is needed to ascertain the 
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origins of catalytic activity for this system, 2D-IR nonetheless revealed new information 

about the nature of the THF solvent shell in these samples.  

  The spectroscopic studies described herein ultimately aim to establish a connection 

between ultrafast motions and time-averaged properties of molecular systems. An 

improved understanding of the femtosecond and picosecond motions in confined systems 

provides insight on how individual, discrete motions of the vibrational probe and the 

surroundings average over time to contribute toward properties such as gas diffusion 

constants.       

1.2 Basic Properties of Solvation 

1.2.1 Definition of Solvation  

 Solvation refers to interactions between a solute and a solvent which lower the overall 

potential energy, resulting in a stabilizing effect.8 Intermolecular attraction must overcome 

intermolecular repulsion for solvation to occur. A variety of forces contribute to this 

interplay between attraction and repulsion such as hydrogen bonding, dipole-dipole, and 

Van der Waals forces.9 These forces are worth understanding and considering in the 

context of 2D-IR experiments because the vibrational probes being studied are not isolated 

in space or time. Throughout the course of an ultrafast experiment, the probes constantly 

rotate and translate. The solvent surroundings themselves also constantly move. Despite 

some of the processes occurring on different time scales,10 vibrational modes of the solvent 

and solute are nonetheless sensitive to one another via the Vibrational Stark Effect (VSE). 
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1.2.2  Vibrational Stark Effect 

Johannes Stark first discovered the Stark effect in 1913 when noting that an external 

electric field applied to hydrogen gas results in spectral feature splitting.11 The theory has 

since been applied toward studying vibrational modes: An external electric field can alter 

both the frequency of vibrational transitions and their respective transition dipoles;12, 13 the 

solute and surroundings can therefore both sense one another. The VSE is what allows us 

to learn about our probe and its surroundings during a 2D-IR experiment by monitoring 

changes in frequency of an oscillating mode as a function of time. The shift in vibrational 

frequency (Δ�̅�𝜈, cm-1) is quantified as follows: 

 ℎ𝑐𝑐Δ�̅�𝜈 = −Δ�⃗�𝜇 ⋅ �⃗�𝐹ext 1.1 

Where ℎ is Planck’s constant and 𝑐𝑐 is the speed of light. Δ�⃗�𝜇 is the difference dipole moment 

referring to changes between the ground and excited state, and �⃗�𝐹ext is the electrostatic field 

applied by the surroundings. The difference dipole Δ�⃗�𝜇 has units cm-1/(MV/cm) and is 

computed by accounting for the change in bond length that occurs for anharmonic 

molecules upon excitation.14 Vibrational modes that exhibit a larger change in bond length 

(𝑑𝑑) will possess a larger Δ�⃗�𝜇 and exhibit larger shifts in response to external fields. 

Therefore the difference dipole is analogously referred to as the Stark tuning rate. 

A typical vibrational probe will have a Stark tuning rate ranging from 0.5-2 

cm−1/(MV/cm).14 A Δ�⃗�𝜇 value of 1 would therefore refer to a vibrational mode that shifts 1 

cm-1 in response to an electric field of 1 MV/cm applied along the vibrational axis. The 

VSE makes a few assumptions about the behavior of the vibrational probe: An external 

field applied by the surroundings causes a linear shift in the vibrational frequency, the 
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oscillating mode is decoupled from other vibrations, and that the shift is solely due to non-

covalent interactions.13, 15 Understanding the VSE plays an integral role in the upcoming 

discussions of vibrational probes in confined environments, with particular emphasis on 

gas dissolved in polymers.  

1.3 Diffusion 

1.3.1 Diffusion in a Continuum – Fick’s Laws 

  Diffusion in a single dimension is most commonly modeled by Fick’s laws, which are 

as follows: 

 𝐽𝐽 = −𝐷𝐷𝑚𝑚
𝑑𝑑𝑐𝑐
𝑑𝑑𝑑𝑑

 1.2 

 𝑑𝑑𝑐𝑐
𝑑𝑑𝑑𝑑

= 𝐷𝐷𝑚𝑚
𝑑𝑑2𝑐𝑐
𝑑𝑑𝑑𝑑2

 1.3 

Herein J represents the flux of the particle flow with units of mol·m-2s-1,  𝐷𝐷𝑚𝑚 is the mutual 

diffusion constant with units m2s-1, and c represents the concentration of the diffusing 

solute. The minus sign conveys the fact that flow would occur in the direction of decreasing 

concentration in order to equilibrate a concentration gradient. In equation 1.3, 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

 represents 

the change in concentration over time and relates to the same 𝐷𝐷𝑚𝑚 constant.  

  Alternatively, diffusion may be considered in the context of a single solute molecule:  

 lim
𝑑𝑑→∞

〈𝑟𝑟2〉
𝑑𝑑

 =
𝑁𝑁𝑁𝑁2

𝑑𝑑
≡ 6𝐷𝐷𝑑𝑑 1.4 

In this scenario, for some elapsed amount of time 𝑑𝑑 the molecule is assumed to take 𝑁𝑁 

random steps with an average length 𝑁𝑁. The mean square displacement 〈𝑟𝑟2〉 can be related 
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to 𝐷𝐷𝑑𝑑 which is the tracer diffusion constant. Other texts describe 𝐷𝐷𝑑𝑑 as the self-diffusion 

coefficient. To reiterate, 𝐷𝐷𝑑𝑑 relates to a single molecule whereas 𝐷𝐷𝑚𝑚 would refer to a 

collection of molecules. By continuing to focus on diffusion from the perspective of a 

single molecule, we can invoke the Stokes-Einstein relation which is as follows: 

 𝐷𝐷𝑑𝑑 =
𝑘𝑘𝑏𝑏𝑇𝑇

6𝜋𝜋𝜂𝜂𝑠𝑠𝑅𝑅
 1.5 

Here 𝜂𝜂𝑠𝑠 represents the viscosity of the solvent surroundings and R is the radius of the 

diffusing molecule. For sufficiently low concentrations of solute we can utilize the 

approximation 𝐷𝐷𝑑𝑑 ≈ 𝐷𝐷𝑚𝑚. The literature contains examples of analytical solutions to relate 

𝐷𝐷𝑑𝑑 and 𝐷𝐷𝑚𝑚 when dealing with concentrated solute, but they are not necessary for the 

systems described in this thesis. Following this approximation will allow for relating 

ultrafast motions of vibrational probes to macroscopic properties of a system such as 

diffusion constants. 

1.3.2 The Polymeric Free Volume Model 

  Fick’s laws described above refer to diffusion of a solute molecule traversing a 

continuum of solvent, in which the solvent is represented as hard spheres. These equations 

do not necessarily describe the behavior of the surroundings, i.e. the polymer. An 

alternative description of diffusion is attained by considering the free volume of the solute-

polymer sample. The simplest expression for free volume can be written as the following16:  

 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑉𝑉𝑑𝑑𝑡𝑡𝑑𝑑𝑡𝑡𝑡𝑡 − 𝑉𝑉𝑡𝑡𝑑𝑑𝑑𝑑 1.6 
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Where 𝑉𝑉𝑑𝑑𝑡𝑡𝑑𝑑𝑡𝑡𝑡𝑡 refers to the total space occupied by the sample, 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 is the void between 

polymeric chains, and 𝑉𝑉𝑡𝑡𝑑𝑑𝑑𝑑 is the space occupied by polymeric chains. This expression for  

𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 works for characterizing polymers below the glass transition Tg. However, the 

samples discussed in this thesis exhibit a range of thermal properties. This necessitates a 

brief description of Tg to more explicitly define 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓.   

  The glass transition Tg represents the temperature at which the amorphous regions of a 

polymer change from a glassy state to a rubbery state.16 Factors such as intermolecular 

forces, the number of cross-links in a sample, and the flexibility of both the main chain and 

side chains influence Tg.17 The onset of the rubbery state is due to segmental mobility, i.e 

thermal activation of additional polymeric motions. The glass transition is typically 

associated with an increased rate of α-relaxation processes, in which cooperative motion 

allows multiple monomers in the polymer backbone to concurrently rotate.18, 19 For 

polymers above Tg it is more accurate to express the polymer free volume as the 

following:16, 20   

 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑇𝑇) = 𝑉𝑉𝑑𝑑𝑡𝑡𝑑𝑑𝑡𝑡𝑡𝑡 − 𝑉𝑉𝑡𝑡𝑑𝑑𝑑𝑑(𝑇𝑇) 1.7 

The temperature dependence of 𝑉𝑉𝑡𝑡𝑑𝑑𝑑𝑑(𝑇𝑇) and 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑇𝑇) account for the fact that the 

polymeric chains will inevitably undergo additional translations, rotations, and vibrations 

as the sample acquires kinetic energy above the glass transition. The sample itself could 

also have a thermal expansion coefficient that no longer scales linearly with temperature. 

A diagram portraying the difference in free volume above and below Tg is presented in 

Figure 1.1.     
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Figure 1.1. Pictorial representation of a polymeric sample at two temperatures, above Tg (a) and below Tg 
(b). White represents void space between polymer chains. Blue shaded areas represent polymer chains. Grey 
shaded areas represent regions in which thermally activated segmental mobility will occupy additional 
volume.  

1.3.3 Free Volume Diffusion Mechanisms 

  The first free volume diffusive model published by Cohen and Turnbull in 1959 

characterized the diffusion constant for a solute diffusing through a liquid of hard spheres21 

and expressed it as being dependent on both penetrant size and the likelihood of the 

surroundings to create a sufficiently large opening. In the context of these models, the 

diffusion constant of a penetrant in a polymer depends on the constantly-evolving 

framework which undergoes random fluctuations that open and close pockets of free space. 

When the sample is at or above Tg, the opening of cavities is driven by α-relaxation in 

which a large section of the backbone collectively rotates. For samples below Tg, β-

relaxation is the primary source of cavity migration via motions of side chains and single 

monomers.22, 23   

  The appearance of a sufficiently large free volume allows the penetrant molecule an 

a. b. 



 11 

opportunity to hop from one free volume cavity to another. Molecular dynamics (MD) 

simulations have demonstrated the stochastic hopping mechanism in glassy and rubbery 

polymers alike.24, 25 Calculations also indicate the solute oscillates in a cavity when not 

experiencing a hop.24, 26 In contrast to free volume diffusion mechanisms, molecular 

models such as those from DiBenedetto and Paul suggest that the polymer matrix must 

acquire a certain activation energy before a cavity appears that allows the penetrant to 

undergo a diffusive hop.27 The various theories at our disposal have each demonstrated 

success replicating properties such as the pressure and temperature dependence of diffusion 

constants.22 Therefore it is worth considering the solute’s own degrees of freedom and to 

what extent they may factor into diffusion.  

1.3.4 Wobbling in a Cone Analysis 

  The infrared spectroscopic techniques employed in this thesis aim to describe the 

behavior of a vibrational probe in complex environments such as the free space of a 

polymer matrix or the inner surface of a sol-gel pore. Infrared pump probe anisotropy can 

recover interesting parameters of a probe such as the amount of time it takes for the 

vibrational dipole to reorient after excitation.28 These findings are especially relevant for 

considering gaseous probes dissolved inside polymer matrices to understand mechanisms 

of diffusion from the perspective of the penetrant. The experimental setup for a pump probe 

anisotropy experiment will be discussed in Chapter 5. This section focuses on the 

underlying theory necessary to apply the wobbling in a cone model.  

  Dielectric relaxation experiments of supercooled liquids conducted by Shears and 

Williams in 1973 were some of the first to propose that orientation relaxation of a dipole 
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occurs in a restricted solid angle instead of a sphere of possible angles extending from the 

axis of the molecule.29 The mathematical formalism to explain this phenomenon was 

developed by Warchol and Vaughan, who successfully modeled the dielectric correlation 

function by describing the molecule as a linear structure diffusing in a cylindrical cavity. 

When the molecule’s length exceeds the diameter of the cylinder, the diffusion is restricted 

to a range of polar angles.30 Work by Wang and Pecora as well as Kinosita further extended 

the theory to processes of light scattering and fluorescence depolarization for probes that 

are trapped in immobile matrices or adhered to the surface of a bilayer.31, 32 Subsequent 

refinements by Lipari and Szabo account for situations in which the probe may somehow 

be restricted, yet the surrounding matrix is still mobile.33 The Szabo interpretation of the 

wobbling in a cone model has successfully described rotational dynamics for a variety of 

systems such as water confined in reverse micelles28 and CO2 dissolved in ionic liquids5, 

34, 35 making its application here a straightforward extension of the existing literature.   

  Figure 1.2 depicts the motions associated with a simplified wobbling in a cone model. 

It is assumed that the emission or absorption dipole associated with the mode of interest is 

collinear with the unique symmetry axis of the molecule (C∞), indicated by the vector µ�. 

Henceforth in this discussion we assume the mode of interest along C∞ is a vibrational 

transition.  
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After exciting the mode lying along µ�  with some arbitrary polarization of light, the 

excited state population 𝑃𝑃(𝑑𝑑) will decay according to sample parameters such as the 

vibrational lifetime. Ordinarily vibrational population relaxation is obfuscated by rotational 

contributions, which can be omitted by using a polarizer set to the magic angle.36  

  For pump probe anisotropy experiments, an analyzer polarizer that is set – 45o or +45o 

relative to the 45o pump will resolve parallel and perpendicular contributions to population 

decay. The parallel (𝑆𝑆∥(𝑑𝑑)) and perpendicular (𝑆𝑆⊥(𝑑𝑑)) signals give rise to the normalized 

pure population decay through the following relation, free of any rotational contribution:5  

Figure 1.2. A diagram depicting a simplified wobbling in a cone model. The red vector µ� is the unique 
symmetry axis of the probe. θ is the instantaneous angle between µ� and z, where z is assumed to be 
normal to the sample surface. θc represents the range of angles the probe explores within the cone.  
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 𝑃𝑃(𝑑𝑑) =
[𝑆𝑆∥(𝑑𝑑) + 2𝑆𝑆⊥(𝑑𝑑)]

3
    1.8 

The second order Legendre polynomial correlation function describes the orientational 

behavior of the transition dipole as a function of time, and is expressed as the following:33 

 𝐶𝐶2(𝑑𝑑) = 〈𝑃𝑃2(µ�(𝑑𝑑) · µ�(0))〉 1.9 

Where 𝑃𝑃2(𝑑𝑑) = (3𝑑𝑑2 − 1)/2, and the µ�(𝑑𝑑) term represents the orientation of the probe at 

time 𝑑𝑑. The measured parallel and perpendicular signal measured can be related to the 

polarization anisotropy r(t) via the following:33, 37 

 𝑟𝑟(𝑑𝑑) =
𝑆𝑆∥(𝑑𝑑) − 𝑆𝑆⊥(𝑑𝑑)
𝑆𝑆∥(𝑑𝑑) + 2𝑆𝑆⊥(𝑑𝑑)

= 0.4 · 𝐶𝐶2(𝑑𝑑)  1.10 

In this formalism at time 𝑑𝑑 = 0, 𝑟𝑟(𝑑𝑑) and 𝐶𝐶2(𝑑𝑑)  have theoretical maxima of 0.4 and 1, 

respectively. A 𝑟𝑟(𝑑𝑑) value of 0.4 indicates the dipoles retained orientational correlation 

following interaction with the polarized pump pulse, whereas an 𝑟𝑟(𝑑𝑑) value of 0 indicates 

complete reorientation. The anisotropic decay for bulk solutions like water can be fit to a 

single exponential. This is not the case for restricted vibrational probes,28 especially the 

systems explored in this thesis. Wobbling in a cone analysis applies well to systems in 

which 𝑟𝑟(𝑑𝑑) can be fit to a biexponential function such as:28, 31, 33, 38 

 𝑟𝑟(𝑑𝑑) = 𝐴𝐴1𝐵𝐵
− 𝑑𝑑
𝜏𝜏1 + 𝐴𝐴2𝐵𝐵

− 𝑑𝑑
𝜏𝜏2   1.11 

Where 𝐴𝐴1 and 𝐴𝐴2 represent the amplitudes of exponentials with time constants 𝜏𝜏1 and 𝜏𝜏2 

respectively. The amount of time it takes the wobbling probe to explore the entire cone is 

given by 𝜏𝜏𝑑𝑑 and is obtained by solving the following:28  

 𝜏𝜏𝑑𝑑 = (𝜏𝜏1−1 − 𝜏𝜏2−1)−1 1.12 
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The 𝜏𝜏1 and 𝜏𝜏2 values are the same numbers obtained from performing a biexponential fit 

on 𝑟𝑟(𝑑𝑑) as mentioned in equation 1.11. Time constant 𝜏𝜏𝑚𝑚 refers to how long it would take 

the probes to undergo complete orientational relaxation which would result in a 𝑟𝑟(𝑑𝑑) value 

of 0. During this step the entire cone moves to explore a greater range of environments. 𝜏𝜏𝑚𝑚 

is equivalent to 𝜏𝜏2 and is obtained from equation 1.11. The order parameter 𝑄𝑄2 ranges from 

0 to 1  and describes the extent to which orientational diffusion is restricted. It is calculated 

as:28  

 𝑄𝑄2 = (2.5 ∗ 𝐴𝐴2) 1.13 

Where 𝐴𝐴2 is the slow decaying component of the fit mentioned in equation 1.11. When 

𝑄𝑄2 = 0, the system is able to undergo complete reorientation whereas 𝑄𝑄2 = 1 implies the 

probe is too restricted to wobble in the cone.28   

  It is worth noting that although the systems explored in this thesis fit well to 

biexponential functions with the aforementioned 𝜏𝜏𝑑𝑑 and 𝜏𝜏𝑚𝑚 time constants, the data 

inherently possess a third time constant which belongs to the inertial component of the 

wobbling behavior. The inertial cone refers to the range of prepared starting positions for 

the probe when light first interacts with the sample, that then undergo a fast relaxation step 

within ~100 fs.28, 39 This fast decay has been observed in multiple types of rotationally 

constricted systems adhering to the aforementioned Szabo model such as water confined 

in reverse micelles28 and CO2 dissolved in ionic liquids5, 34, 35 The presence of the inertial 

component is indicated by a fast drop in 𝑟𝑟(𝑑𝑑) signal at time 𝑑𝑑 = 0. Experimental limitations 

can make it difficult to apply a triexponential fit to 𝑟𝑟(𝑑𝑑) to recover the inertial time constant. 

Tan et al. recover the inertial component by calculating a corrected order parameter 𝑇𝑇2:  
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 𝑇𝑇2 = [2.5 ∗ (𝐴𝐴1 + 𝐴𝐴2)] 1.14 

An additional order parameter 𝑇𝑇2𝑆𝑆2 is obtained as follows: 

 𝑇𝑇2𝑆𝑆2 = [2.5 ∗ 𝐴𝐴2] 1.15 

𝑇𝑇2𝑆𝑆2 is equivalent to the previously mentioned 𝑄𝑄2. The maximum angle sampled by the 

inertial motions of the wobbling probe is then calculated by taking:  

 𝑇𝑇2 = [
1
2

(cos𝜃𝜃𝑖𝑖𝑖𝑖)(1 + cos 𝜃𝜃𝑖𝑖𝑖𝑖)]2 1.16 

Equation 1.16 yields 𝜃𝜃𝑖𝑖𝑖𝑖 and a similar process can be used to obtain the total range of 

angles explored by both the wobbling probe and the slowly diffusing cone: 

 𝑇𝑇2𝑆𝑆2 = [
1
2

(cos 𝜃𝜃𝑑𝑑𝑡𝑡𝑑𝑑)(1 + cos 𝜃𝜃𝑑𝑑𝑡𝑡𝑑𝑑)]2 1.17 

This angle we refer to as 𝜃𝜃𝑑𝑑𝑡𝑡𝑑𝑑 and the effective cone angle is computed from performing 

the same calculations with 𝑆𝑆2. We compute 𝑆𝑆2 via the following:   

 𝑆𝑆2 =
𝐴𝐴2

(𝐴𝐴1 + 𝐴𝐴2) 1.18 

Then, 𝜃𝜃𝑓𝑓𝑓𝑓𝑓𝑓 is solved by computing:  

 𝑆𝑆2 = [
1
2

(cos𝜃𝜃𝑓𝑓𝑓𝑓𝑓𝑓)�1 + cos 𝜃𝜃𝑓𝑓𝑓𝑓𝑓𝑓�]2 1.19 

𝜃𝜃𝑓𝑓𝑓𝑓𝑓𝑓 captures the faster, localized reorientational relaxation motions experienced by the 

probe. It is used in conjunction with 𝜏𝜏𝑑𝑑 to compute the cone diffusion constant 𝐷𝐷𝑑𝑑:33 

 

𝐷𝐷𝑑𝑑 =
𝑑𝑑𝑑𝑑 2 ∗ (1 + 𝑑𝑑𝑑𝑑)2 {𝑙𝑙𝑙𝑙[(1 + 𝑑𝑑𝑑𝑑)/2]  + (1 − 𝑑𝑑𝑑𝑑)/2}

𝜏𝜏𝑑𝑑(1 − 𝑄𝑄2)[2(𝑑𝑑𝑑𝑑 − 1)]

+ 
(1 − 𝑑𝑑𝑑𝑑)(6 + 8𝑑𝑑𝑑𝑑 − 𝑑𝑑𝑑𝑑 2 − 12𝑑𝑑𝑑𝑑 3 − 7𝑑𝑑𝑑𝑑 4)

 
24𝜏𝜏𝑑𝑑(1 − 𝑄𝑄2)

         

1. 20 
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Where 𝑑𝑑𝑑𝑑  equals cos𝜃𝜃𝑓𝑓𝑓𝑓𝑓𝑓 and 𝑄𝑄2 equals the same aforementioned (2.5 ∗ 𝐴𝐴2) value. Taking 

the reciprocal of equation yields 𝐷𝐷𝑑𝑑−1, the inverse wobbling-in-a-cone diffusion constant. 

𝐷𝐷𝑑𝑑−1 describes how long it takes the dipole to explore the range of configurations for the 

localized cone. 𝐷𝐷𝑚𝑚−1, the inverse overall orientational diffusion constant, is calculated by 

taking: 

 𝐷𝐷𝑚𝑚−1 = 6𝜏𝜏𝑚𝑚 1.21 

In which 𝜏𝜏𝑚𝑚 is the slow time constant extracted from the biexponential fit of 𝑟𝑟(𝑑𝑑). 𝐷𝐷𝑚𝑚−1 

describes the time it takes the probe to explore the entire possible range of orientations in 

the cone, while the cone itself simultaneously diffuses due to motions of the surroundings.    

  To summarize, after performing the wobbling in a cone analysis we obtain time 

constants describing how long it takes the probe to explore the cone of angles, the time 

required for cone itself to diffuse, and the angular ranges associated with these motions. In 

conjunction with 2D-IR, this analysis provides a molecular-scale view of the dynamics 

experienced by the vibrational probes and the surroundings.  
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2. Linear versus Nonlinear Infrared Spectroscopy 
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2.1 Limitations of Linear Spectroscopy 

 Linear spectroscopic methods such as FTIR readily determine the frequency of 

vibrational modes in a sample as well as FWHM (full width half max) values for their 

respective peaks. However, a substantial amount of rich dynamic information resides 

underneath the time and ensemble-averaged peaks obtained by methods such as FTIR. 

In the presence of a single subensemble, the line shape takes on a Lorentzian profile 

(Figure 2.1a) whose FWHM is due to homogeneous processes. Inhomogeneities in the 

sample may give rise to subensembles with varying vibrational frequencies due to the VSE 

(Figure 2.1b), though each subensemble still its own distinct homogeneous linewidth. The 

width ascribed to the FTIR peak due to these different subensembles is called static 

inhomogeneity. However, molecular systems are rarely static in time.3 For some oscillating 

vibrational mode within an ensemble of molecules, the frequency of that vibration is 

sensitive to changes imposed by the environment. Motions of solute and solvent alike could 

also force the vibrational probes to sample different subensembles, a process called spectral 

diffusion (Figure 2.1 c). Fitting the FTIR line shape to a pseudo-Voigt can approximate the 

extent of homogeneous versus inhomogeneous dynamics for a sample40-42 but such 

methods cannot determine the rate of spectral diffusion. 2D-IR is able to recover such 

information from a system. The details of how this occurs will be discussed at the end of 
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this chapter, after a discussion on the differences between homogeneous and 

inhomogeneous dynamics as well as the origin of 2D-IR signal.   

Homogeneous broadening arises from motions intrinsic to the vibrational probe, 

though the surroundings can affect the time scales on which homogeneous processes occur. 

This includes vibrational relaxation, molecular reorientation, and dephasing.43 The full 

expression for the homogeneous contribution to the linewidth (Γ) is as follows:  

 Γ =
1
𝜋𝜋𝑇𝑇2

=
1
𝜋𝜋𝑇𝑇2∗

+
1

2𝜋𝜋𝑇𝑇1
+

1
3𝜋𝜋𝑇𝑇𝑡𝑡𝑓𝑓

 2.1 

Herein 𝑇𝑇2 refers to the total dephasing time. Pure phase relaxation (𝑇𝑇2∗), population 

relaxation (T1), and orientational relaxation (Tor) combine to yield the total dephasing time. 

𝑇𝑇2∗ represents pure dephasing, caused solely by fluctuations of either the probe or the 

surroundings that then perturb the frequency of the oscillator. If enough of these 

fluctuations are combined, they contribute to a decay in the macroscopic polarization. T1 

population decay refers to the amount of time it takes an oscillator to relax after vibrational 

excitation. T1 can take on a wide range of values depending on the system of study, 

especially if the surroundings have a large number of vibrational modes that can accept 

. Figure 2.1. Panels a-c show an FTIR peak (black line) with a Gaussian profile. Panel (a) shows a single 
subensemble of oscillators and their homogeneous linewidth with a Lorentzian profile. In (b) additional 
subensembles are drawn in red, each with their own homogeneous linewidth which contribute to static 
inhomogeneity. Panel (c) portrays the process of spectral diffusion in which a probe may move among 
subensembles over time. 
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energy. Alternatively, bonds adjacent to the excited mode may also accept vibrational 

excitation.44 T1 values are typically obtained by running a pump probe experiment. The 

details will not be discussed within but are addressed by Wynne et al.45 Orientational 

relaxation (Tor) refers to how long it takes the dipole to randomize its orientation in space, 

and is often a small contribution to the homogeneous linewidth when considering a bulky 

molecule.38  

   In contrast to homogeneous broadening, inhomogeneous broadening captures the 

distribution of environments in a sample, each of which may experience fluctuations 

differently. One example of this behavior is Doppler broadening. For a set of ideal gaseous 

molecules that follow a Boltzmann distribution, their Maxwell velocity distribution is 

given by the following:  

 𝑓𝑓�𝑣𝑣𝑥𝑥, 𝑣𝑣𝑦𝑦, 𝑣𝑣𝑧𝑧� =
𝑀𝑀

2𝜋𝜋𝑘𝑘𝑏𝑏𝑇𝑇

3/2

exp�−
𝑀𝑀

2𝑘𝑘𝑏𝑏𝑇𝑇
�𝑣𝑣𝑥𝑥2, 𝑣𝑣𝑦𝑦2, 𝑣𝑣𝑧𝑧2��           2.2 

where M is the atomic mass of the atom, kb is the Boltzmann constant, and 𝑓𝑓�𝑣𝑣𝑥𝑥, 𝑣𝑣𝑦𝑦, 𝑣𝑣𝑧𝑧� 

represents the fraction of the sample that has velocities within some range 𝑣𝑣𝑥𝑥, 𝑣𝑣𝑥𝑥 + 𝑑𝑑𝑣𝑣𝑥𝑥 

along each coordinate axis in Cartesian space.43 The amount of Doppler shift exhibited by 

each molecule follows a distribution as a direct result of the Maxwell velocity distribution.  

Inhomogeneous broadening may also arise from localized defects in a crystal structure, or 

the range of frequencies an oscillator could experience depending on the arrangement of 

molecules in the solvation shell. In other words, a non-uniform sample contains non-

uniform electric fields that interact with subsets of the sample and cause changes in 

vibrational energy levels.14   
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  By understanding the interplay between homogeneous and inhomogeneous dynamics, 

the behavior of a vibrational probe can be better quantified and compared to other systems 

via 2D-IR. While 2D-IR by itself cannot explicitly describe the molecular motions that 

give rise to spectral diffusion, 2D-IR can better inform MD simulations of what types of 

processes occur on the femtosecond and picosecond time scales.46 The underlying theory 

that describes the origin of FTIR and 2D-IR signal will now be discussed.  

2.2 Linear Spectroscopy 

  When light interacts with a sample, a macroscopic polarization is prepared. After the 

light source is turned off, the macroscopic polarization evolves over time in accordance 

with the response function of the sample. If the incident light pulses are infinitely short in 

time with envelopes resembling delta functions, the macroscopic polarization equals the 

molecular response at all times.3 Such conditions do not hold true in a laboratory setting 

due to the finite width of the applied external field. Therefore, the macroscopic polarization 

P(1) (t) for a sample is the convolution of the electric field with the response function:  

 𝑃𝑃(1)(𝑑𝑑) = � 𝑑𝑑𝑑𝑑1
∞

0
𝐸𝐸′(𝑑𝑑 − 𝑑𝑑1)𝑅𝑅(1)(𝑑𝑑1) 2.3 

where 𝑅𝑅(1)(𝑑𝑑1) is the first order response at a specific time t1 after light interacts with the 

sample. The electric field of the single pulse is indicated by 𝐸𝐸′(𝑑𝑑 − 𝑑𝑑1), where 𝐸𝐸′ indicates 

the electric field. 𝐸𝐸′ can be expanded to yield a term that has both positive and negative 

frequencies in the form of 𝐸𝐸(𝑑𝑑) ∝ 𝐵𝐵−𝑖𝑖𝜔𝜔01𝑑𝑑 and 𝐸𝐸∗(𝑑𝑑) ∝ 𝐵𝐵+𝑖𝑖𝜔𝜔01𝑑𝑑.  The equation given above 

for the first order macroscopic polarization is only valid for single pulse experiments. 

When the theory outlined within is extended to methods using three incident pulses like 
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2D-IR spectroscopy, the convolution integral must instead account for three pulses and 

must be integrated over three distinct times to obtain a third order macroscopic 

polarization. To better understand what molecular processes constitute the response 

functions and collectively form the macroscopic polarization, it is helpful to take a small 

detour into quantum mechanics.   

 In the absence of a laser pulse, the eigenstates of some molecular system are obtained 

by solving the time independent Schrödinger equation: 

 𝐻𝐻�0|𝑙𝑙⟩ = 𝐸𝐸0|𝑙𝑙⟩           2.4 

Where 𝐻𝐻�0 is the time independent Hamiltonian and 𝐸𝐸0 is the energy associated with some 

eigenstate |𝑙𝑙⟩. When a laser pulse interacts with the sample, the perturbation can be 

accounted for by re-writing the total Hamiltonian as:  

 𝐻𝐻� = 𝐻𝐻�0 + 𝑊𝑊� (𝑑𝑑)  2.5 

in which 𝑊𝑊� (𝑑𝑑) represents the interaction energy between the sample and the incident 

radiation. The unperturbed Hamiltonian 𝐻𝐻�0 lacks time dependence. The interaction energy 

of the pulse with a molecule, 𝑊𝑊� (𝑑𝑑), is related to both the strength of the incident field and 

the transition dipole �̂�𝜇. The transition dipole operator will be discussed in more detail 

shortly. Because the incident field inevitably oscillates with time, the interaction energy is 

expressed as: 

 𝑊𝑊� (𝑑𝑑) = −�̂�𝜇𝐸𝐸(𝑑𝑑) 2.6 

In matrix form, the dipole operator may also be expressed as: 
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 𝜇𝜇 = � 0 𝜇𝜇01
𝜇𝜇01 0 �  2.7 

The transition dipole moment is then defined as the following: 

 ⟨𝑙𝑙|�̂�𝜇|𝑚𝑚⟩ =
𝑑𝑑𝜇𝜇
𝑑𝑑𝑑𝑑

⟨𝑙𝑙|𝑑𝑑�|𝑚𝑚⟩  2.8 

Over the course of vibrational excitation, x describes displacement of the bond’s nuclear 

coordinates relative to the equilibrium position. The dµ/dx term reflects the change in the 

bond’s static dipole as a function of displacement. In a more classical sense, dµ/dx reflects 

change in the bond’s dipole as the bond is contorted in the form of stretching or 

compressing. The dµ/dx coefficient is what gives rise to the intensity of a vibrational mode, 

whereas the ⟨𝑙𝑙|𝑑𝑑�|𝑚𝑚⟩ term gives rise to selection rules of ∆ν= ±1. 

To reiterate, the dipole operator (equation 2.7) describes how strongly light interacts 

with a sample. The equations thus far fail to explain how the molecules will evolve over 

time once the light source is shut off. Oftentimes, it is helpful to describe light interacting 

with an ensemble of molecules by utilizing a density matrix representation. For a system 

where only the ground and first vibrational states are accessible, the density matrix will 

include four terms:  

 𝜌𝜌 = �
𝜌𝜌00 𝜌𝜌01
𝜌𝜌10 𝜌𝜌11� = �

⟨𝑐𝑐0(−∞)𝑐𝑐𝑡𝑡⋆(−∞)⟩ −𝑖𝑖⟨𝑐𝑐0(−∞)𝑐𝑐1⋆(−∞)⟩
𝑖𝑖⟨𝑐𝑐1(−∞)𝑐𝑐𝑡𝑡⋆(−∞)⟩ ⟨𝑐𝑐1(−∞)𝑐𝑐1⋆(−∞)⟩ �     2.9 

The weighting coefficients c0 and c1 describe the likelihood that a molecule is in a given 

state, where 𝑐𝑐02 would give the probability the vibration is in the ground state, and 𝑐𝑐12 

describes the probability it is in the excited vibrational state. The complex conjugate of 

some coefficient 𝑐𝑐𝑖𝑖 is given by 𝑐𝑐𝑖𝑖∗ . The time dependence of the coefficients will be solved 
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for shortly, but right now the matrix is written with respect to t = −∞ to indicate the 

molecules have not yet interacted with light.  If explicit values were written in each of the 

indices, all entries would equal zero except 𝜌𝜌00, which would equal 1. More generally, the 

ensemble density matrix normalized with terms 𝑝𝑝𝑠𝑠 can be algebraically expressed as:  

 𝜌𝜌𝑖𝑖𝑚𝑚 = �𝑝𝑝𝑠𝑠𝑐𝑐𝑚𝑚𝑠𝑠∗
𝑠𝑠

𝑐𝑐𝑖𝑖𝑠𝑠 = ⟨ 𝑐𝑐𝑚𝑚𝑠𝑠∗
 𝑐𝑐𝑖𝑖𝑠𝑠  ⟩  2.10 

Both representations of the matrix above describe a sample that has not been perturbed. 

Describing how the terms of either 2.9 or 2.10 change over time requires use of time 

dependent perturbation theory.  The time dependent Schrödinger equation relates the time-

varying behavior of the wave function to the total Hamiltonian:  

 𝑖𝑖ℏ
𝜕𝜕
𝜕𝜕𝑑𝑑

|𝛹𝛹⟩ = 𝐻𝐻�|𝛹𝛹⟩  2.11 

The wavefunction |𝛹𝛹⟩ can be expanded into an eigenket basis by writing the following: 

 𝑖𝑖ℏ
𝜕𝜕
𝜕𝜕𝑑𝑑
�𝑐𝑐𝑖𝑖
𝑖𝑖

e−
𝑖𝑖𝐸𝐸𝑛𝑛𝑑𝑑
ℏ |𝑙𝑙⟩ = 𝐻𝐻��𝑐𝑐𝑖𝑖

𝑖𝑖

e−
𝑖𝑖𝐸𝐸𝑛𝑛𝑑𝑑
ℏ |𝑙𝑙⟩ 2.12 

𝑐𝑐𝑖𝑖 is the aforementioned weighting constant associated with eigenket |𝑙𝑙⟩, and En is the 

energy associated with that eigenket.  

 In the presence of a time-varying perturbative force like incident radiation, the 

weighting coefficients themselves become time dependent. For some two-level system 

with weighting coefficient c0 for the ground state |0⟩ and c1 for the excited state |1⟩, the 
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following coupled equations result after solving for the time dependence of the weighting 

coefficients: 

 𝜕𝜕
𝜕𝜕𝑑𝑑
𝑐𝑐1(𝑑𝑑) = +

𝑖𝑖
ℏ
𝑐𝑐0(𝑑𝑑)𝐵𝐵−𝑖𝑖𝜔𝜔01𝑑𝑑⟨1|�̂�𝜇|0⟩𝐸𝐸(𝑑𝑑) 2.13 

 𝜕𝜕
𝜕𝜕𝑑𝑑
𝑐𝑐0(𝑑𝑑) = +

𝑖𝑖
ℏ
𝑐𝑐1(𝑑𝑑)𝐵𝐵+𝑖𝑖𝜔𝜔01𝑑𝑑⟨0|�̂�𝜇||1⟩𝐸𝐸(𝑑𝑑) 

2.14 

To solve for the time dependence of the density matrix terms where 𝜌𝜌𝑖𝑖𝑚𝑚 = 𝑐𝑐𝑚𝑚∗ 𝑐𝑐𝑖𝑖  and 𝜌𝜌   =

∑ 𝑐𝑐𝑖𝑖𝑐𝑐𝑚𝑚∗ |𝑙𝑙⟩⟨𝑚𝑚| 𝑖𝑖,𝑚𝑚 , a bit of substitution and algebra reveals the Liouville-von Neumann 

equation:  

 𝑑𝑑𝜌𝜌 

𝑑𝑑𝑑𝑑
= −

𝑖𝑖
ℏ
�𝐻𝐻�,𝜌𝜌 � 2.15 

The time dependence of the density matrix is equivalent to the commutator of the total 

Hamiltonian with the density matrix, [𝐻𝐻�,𝜌𝜌 ], multiplied by a coefficient. A similar result 

can be calculated for each antidiagonal index of the ensemble density matrix:  

 
𝑑𝑑𝜌𝜌𝑖𝑖𝑚𝑚
𝑑𝑑𝑑𝑑

= �
𝑑𝑑𝑝𝑝𝑠𝑠
𝑑𝑑𝑑𝑑

𝑐𝑐𝑖𝑖𝑠𝑠∗𝑐𝑐𝑚𝑚𝑠𝑠
𝑠𝑠

−
𝑖𝑖
ℏ
�𝐻𝐻�,𝜌𝜌𝑖𝑖𝑚𝑚� 2.16 

The 𝑑𝑑𝑑𝑑𝑠𝑠
𝑑𝑑𝑑𝑑

 term accounts for the fact that the normalization constants of an ensemble must 

change if population relaxation causes molecules in the first excited vibrational state to 

decay to the ground state, or if homogeneous dephasing occurs. It is essentially a correction 

factor added on to the Liouville-von Neumann equation. In its current form, equation 2.16  

does not explicitly connect experimentally measured values to the time dependence of the 

density matrix. However, expressing the matrix indices in terms of dephasing and 
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population decay time constants will make the connection between experiment and theory 

much clearer.   

  To reiterate, the total Hamiltonian of an ensemble undergoing perturbation in the form 

of a laser pulse is expressed as 𝐻𝐻� = 𝐻𝐻�0 + 𝑊𝑊� (𝑑𝑑). By expanding the total Hamiltonian into 

the system Hamiltonian and the interaction energy, equation 2.16 can be re-written as: 

 
𝑑𝑑𝜌𝜌𝑖𝑖𝑚𝑚
𝑑𝑑𝑑𝑑

= −
𝑖𝑖
ℏ
�𝐻𝐻�0, 𝜌𝜌 �𝑖𝑖𝑚𝑚 − 𝑖𝑖

𝑖𝑖
ℏ
�𝑊𝑊� ,𝜌𝜌 �nm −

𝜌𝜌𝑖𝑖𝑚𝑚
𝑇𝑇2

 2.17 

The equation above will describe how a single element of the ensemble density matrix 

changes over time in response to an incident field. 𝑇𝑇2 is the same homogeneous dephasing 

time mentioned previously. However, the goal of these mathematics is to ultimately use 

the molecular response functions to obtain the first order macroscopic polarization. To 

work toward that result, it is helpful to calculate the first order change in indices of the 

ensemble density matrix through perturbation theory:   

            𝜌𝜌𝑖𝑖𝑚𝑚
(1) (𝑑𝑑) =

𝑖𝑖
ℏ
�𝜌𝜌𝑚𝑚𝑚𝑚

(0) − 𝜌𝜌𝑖𝑖𝑖𝑖
(0)�𝜇𝜇𝑖𝑖𝑚𝑚 �𝐵𝐵−𝑖𝑖𝜔𝜔𝑑𝑑 � 𝐸𝐸′(𝑑𝑑 − 𝑑𝑑1)𝐵𝐵−

𝑑𝑑1
𝑇𝑇2𝐵𝐵−2𝑖𝑖𝜔𝜔𝑑𝑑1𝑑𝑑𝑑𝑑1  …

∞

0
                   

+ 𝐵𝐵+𝑖𝑖𝜔𝜔𝑑𝑑 � 𝐸𝐸′(𝑑𝑑 − 𝑑𝑑1)𝐵𝐵−
𝑑𝑑1
𝑇𝑇2𝑑𝑑𝑑𝑑1  

∞

0
�                                                                  2. 18 

where 𝜌𝜌𝑖𝑖𝑚𝑚
(1) (𝑑𝑑) is the first order response of one of the off diagonal terms for the ensemble 

density matrix. The details of performing the calculation will not be discussed, but an 

identical process is used for calculating the third order changes in the density matrix 

indices.3 The third order changes will be needed later to obtain the third order macroscopic 

polarization. Assuming the ensemble density matrix is Hermitian,  𝜌𝜌𝑚𝑚𝑖𝑖
(1) (𝑑𝑑) can be found by 
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taking the complex conjugate of 𝜌𝜌𝑖𝑖𝑚𝑚
(1) (𝑑𝑑).     

  The first order response of the on diagonal terms associated with eigenstate 

probabilities in equation (19) have been ignored for good reason. The emitted signal is 

equal to the phase-shifted macroscopic polarization, and the emitted signal at some time t 

is calculated by taking the expectation value of the transition dipole:  

 𝐸𝐸𝑠𝑠𝑖𝑖𝑠𝑠
(1)(𝑑𝑑) = ⟨ 𝜇𝜇(𝑑𝑑) ⟩ = 𝑇𝑇𝑟𝑟�𝜌𝜌 

(1)(𝑑𝑑)𝜇𝜇� 2.19 

As shown above, the expectation value of the transition dipole is equivalent to the trace of 

𝜌𝜌 
(1)(𝑑𝑑)𝜇𝜇, where the trace of some matrix C is defined as: 𝑇𝑇𝑟𝑟(𝐶𝐶) = ∑ 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 . The transition 

dipole is an antidiagonal operator. After taking the product of the transition dipole with 

𝜌𝜌 
(1)(𝑑𝑑), the previously off diagonal terms will now lay on the diagonal. They are then 

summed up to give the emitted signal.  The emitted signal is related to the macroscopic 

polarization and the first order molecular response function via the following equation 

which has been previously shown:  

 𝐸𝐸𝑠𝑠𝑖𝑖𝑠𝑠
(1)(𝑑𝑑) = 𝑖𝑖𝑃𝑃(1)(𝑑𝑑) = 𝑖𝑖 � 𝑑𝑑𝑑𝑑1

∞

0
𝐸𝐸′(𝑑𝑑 − 𝑑𝑑1)𝑅𝑅(1)(𝑑𝑑1) 2.20 

Where R(1) is the first order molecular response function and E’ is the complete electric 

field. The first order molecular response function included in the math above can be more 

directly expressed as the following:  

We will now describe how to extend this formalism to multi-pulse experiments, such as 

2D-IR.  

 𝑅𝑅1(𝑑𝑑1) ∝ 𝑖𝑖⟨ 𝜇𝜇(𝑑𝑑1)[𝜇𝜇(0),𝜌𝜌(−∞)] ⟩                 2.21 



 29 

2.3 The Extension to Third Order Techniques, Including 2D-IR 

  By using iterative substitutions with time dependent perturbation theory as briefly 

mentioned previously, the third-order nonlinear macroscopic polarization can be expressed 

as: 

 
𝑃𝑃(3) ∝ � 𝑑𝑑𝑑𝑑3

∞

0
� 𝑑𝑑𝑑𝑑2
∞

0
� 𝑑𝑑𝑑𝑑1𝐸𝐸3(𝑑𝑑 − 𝑑𝑑3)𝐸𝐸2(𝑑𝑑 − 𝑑𝑑2)
∞

0
𝐸𝐸1(𝑑𝑑 − 𝑑𝑑3 − 𝑑𝑑2

− 𝑑𝑑1)𝑅𝑅(3)(𝑑𝑑3, 𝑑𝑑2, 𝑑𝑑1)  

2.22 

The third order nonlinear response function is then written as the following: 

𝑅𝑅(3)(𝑑𝑑3, 𝑑𝑑2, 𝑑𝑑1) ∝ −𝑖𝑖⟨ 𝜇𝜇(𝑑𝑑3 + 𝑑𝑑2 + 𝑑𝑑1) [𝜇𝜇(𝑑𝑑2 + 𝑑𝑑1)[𝜇𝜇(𝑑𝑑1) [𝜇𝜇(0),𝜌𝜌(−∞)] ] ] ⟩                 2. 23  

The third order response function features three nested commutators, representing the three 

pulses of light that will interact with the sample. The final 𝜇𝜇(𝑑𝑑3 + 𝑑𝑑2 + 𝑑𝑑1) term represents 

the final process measured which is light leaving the sample in the form of an emitted 

signal at time 𝑑𝑑3 + 𝑑𝑑2 + 𝑑𝑑1. The details of deriving this equation have been excluded for 

brevity but can be found in many texts.3, 47 By expanding the nested commutator in equation 

(22), twelve terms result which represent different energetic pathways the sample could 

undergo in response to the three pulses of light.   

  In the expansion below, 𝑅𝑅(3) is the third order response function and index 𝑅𝑅𝑖𝑖  

represents a distinct energy pathway. 𝑅𝑅𝑖𝑖∗  
  represents the complex conjugate of 𝑅𝑅𝑖𝑖 . The 

incident electric field that will interact with the sample, 𝐸𝐸′(𝑑𝑑), can be expanded into its two 

terms 𝐸𝐸′(𝑑𝑑) = 𝐸𝐸(𝑑𝑑) + 𝐸𝐸∗(𝑑𝑑). In this expanded form 𝐸𝐸(𝑑𝑑) ∝ 𝐵𝐵−𝑖𝑖𝜔𝜔𝑑𝑑 and 𝐸𝐸∗(𝑑𝑑) ∝ 𝐵𝐵+𝑖𝑖𝜔𝜔𝑑𝑑, and 

these two terms of the electric field can act upon either the bra or the ket of a state. 

Therefore, each pulse can induce four different interactions. The three incident pulses will 
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cause the response function to have a total of twelve different terms. Summing together the 

twelve 𝑅𝑅𝑖𝑖  terms yields the third order molecular response function. In the expansion below, 

pathways 𝑅𝑅3  and 𝑅𝑅6  along with their complex conjugate analogues have been omitted. 

Their energetic pathways access the second excited vibrational state |2⟩, and are not the 

focus of this discussion because the 1-2 dynamics sometimes differ from the 0-1 dynamics. 

The 1-2 transition is readily observed via 2D-IR spectroscopy nonetheless. The expansion 

excluding terms accessing |2⟩ that yields a total of eight terms is as follows: 

𝑅𝑅(3)(𝑑𝑑3, 𝑑𝑑2, 𝑑𝑑1) ∝ −𝑖𝑖⟨ �̂�𝜇(𝑑𝑑3 + 𝑑𝑑2 + 𝑑𝑑1) [�̂�𝜇(𝑑𝑑2 + 𝑑𝑑1)[�̂�𝜇(𝑑𝑑1) [�̂�𝜇(0),𝜌𝜌(−∞)] ] ] ⟩ = ⋯        

𝑖𝑖⟨𝜇𝜇3𝜇𝜇1𝜌𝜌(−∞)𝜇𝜇0𝜇𝜇2⟩ 
 − 𝑖𝑖�𝜇𝜇2𝜇𝜇0𝜌𝜌(−∞)𝜇𝜇1𝜇𝜇3⟩   (𝑅𝑅1+𝑅𝑅1∗)

  

𝑖𝑖⟨𝜇𝜇3𝜇𝜇2𝜌𝜌(−∞)𝜇𝜇0𝜇𝜇1⟩ 
 − 𝑖𝑖�𝜇𝜇1𝜇𝜇0𝜌𝜌(−∞)𝜇𝜇2𝜇𝜇3⟩   (𝑅𝑅2+𝑅𝑅2∗) 

  

𝑖𝑖⟨𝜇𝜇3𝜇𝜇0𝜌𝜌(−∞)𝜇𝜇1𝜇𝜇2⟩ 
 − 𝑖𝑖�𝜇𝜇2𝜇𝜇1𝜌𝜌(−∞)𝜇𝜇0𝜇𝜇3⟩   (𝑅𝑅4+𝑅𝑅4∗) 

  

                            𝑖𝑖⟨𝜇𝜇3𝜇𝜇2𝜇𝜇1𝜇𝜇0𝜌𝜌(−∞)⟩ 
 −  𝑖𝑖⟨𝜌𝜌(−∞)𝜇𝜇0𝜇𝜇1𝜇𝜇2𝜇𝜇3⟩  (𝑅𝑅5+𝑅𝑅5∗)              2. 24  

        

Visualizing the differences between the energetic pathways above and the difference 

between the 𝑅𝑅1,𝑅𝑅1∗ terms becomes much easier by making use of two sided Feynman 

diagrams. 

2.4 Two Sided Feynman Diagrams: A Tool for Understanding Pulse Sequences 

  Feynman diagrams are meant to serve as a pictorial way of describing the different 

interactions an incident light field will have with a system. An example is shown in Figure 

3. The solid line with an arrow on the far left represents the time axis, and the upward 
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direction represents increased time elapsed.  The labeled tick marks indicate the most 

important times at which evolution of the molecular system occurs.  

Two solid vertical lines lacking arrowheads are drawn to represent the system 

boundary, and the system evolves over time as the lines proceed upward. At all times, the 

sample’s ket is drawn on the left and the bra is drawn on the right. Keeping in mind that  

for some eigenstate |0⟩ the complex conjugate is given by ⟨0|, the Feynman diagram for 

some energetic pathway 𝑅𝑅𝑖𝑖  will be the mirror image of 𝑅𝑅𝑖𝑖∗  
  and vice versa. To be succinct, 

only the 𝑅𝑅𝑖𝑖  pathways will be shown.    

  A solid arrow represents an incident light pulse that interacted with the system, whereas 

a dotted arrow represents signal emitted by the system. Light that interacts with a ket is 

represented by a solid arrow facing the right and has frequency 𝐸𝐸(𝑑𝑑) ∝ 𝐵𝐵−𝑖𝑖𝜔𝜔01𝑑𝑑, where 𝜔𝜔01 

Figure 2.2. A Feynman diagram depicting the time evolution of the two state system in according to 
the R1 energetic pathway. Light interacting with the sample is indicated by solid arrows, whereas a 
dotted arrow indicates signal emitted by the sample.  
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is the energy gap between the ground and first vibrational excited state. Conversely, light 

that interacts with a bra is expressed with an arrow pointing to the left and has frequency 

𝐸𝐸∗(𝑑𝑑) ∝ 𝐵𝐵+𝑖𝑖𝜔𝜔01𝑑𝑑.  

  Regardless of the energetic pathway being described by the Feynman diagram, at time 

𝑑𝑑 = −∞ the sample is assumed to be almost exclusively in the ground state as predicted by 

the Boltzmann distribution. The sample has not yet interacted with light. In the case of 

Figure 3, an electric field with frequency 𝐵𝐵+𝑖𝑖𝜔𝜔01𝑑𝑑 has interacted with the bra and at 𝑑𝑑 = 0 

the interaction is complete. Between  0 and 𝑑𝑑1 another pulse but now with frequency 

𝐵𝐵−𝑖𝑖𝜔𝜔01𝑑𝑑 arrives and excites the ket. At time 𝑑𝑑 = 𝑑𝑑1, this interaction is complete. Both the 

bra and ket are now in the excited vibrational state.   

  Between 𝑑𝑑1 and 𝑑𝑑1 + 𝑑𝑑2, a third pulse arrives at the sample with frequency 𝐵𝐵+𝑖𝑖𝜔𝜔01𝑑𝑑 and 

interacts with the bra. The bra is still in an excited state, therefore the incident radiation 

forces the bra to undergo stimulated emission and the bra ends in the ⟨0| state at 𝑑𝑑 = 𝑑𝑑1 +

𝑑𝑑2. At time 𝑑𝑑 = 𝑑𝑑1 + 𝑑𝑑2 + 𝑑𝑑3, the same emits vibrational echo signal. One distinct advantage 

of Feynman diagrams is that the systems in population and coherence states at some time 

t can be quickly distinguished from each other.  Where the ket on the left hand side could 

be described by some eigenstate |𝑙𝑙⟩ and the bra on the right hand side by ⟨𝑚𝑚|, so long as 

𝑙𝑙 = 𝑚𝑚 the system is in a population state, and if 𝑙𝑙 ≠ 𝑚𝑚 the system is in a coherence state.3, 

48 The distinction of whether the system is in a population state or a coherence will 

determine which line broadening phenomena occur at that point in time.  
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2.5 Rephasing and Non-Rephasing Pulse Sequences 

  Shown below are the Feynman diagrams for pathways 𝑅𝑅1,𝑅𝑅2,𝑅𝑅4 and 𝑅𝑅5 (Figure 2.3). 

Although there are dotted lines drawn in all four diagrams indicative of emitted signal, only 

two of the diagrams produce photon echo through a rephasing pulse sequence: This 

includes pathways R1 and R2. R4 and R5 are associated with a non-rephasing pulse 

sequence.                      

Figure 2.3. Feynman diagrams showing four different energetic pathways that lead to separate terms 
in the third order molecular response function. R1 and R2 are rephasing pathways, whereas R4 and R5 
are non-rephasing pathways. Details regarding their interpretation can be found in the text.  
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  To more clearly specify the differences between rephasing and non-rephasing pulse 

sequences, the system can be analogously described as a 2x2 density matrix as follows: 

 𝜌𝜌 = �
𝜌𝜌00 𝜌𝜌01
𝜌𝜌10 𝜌𝜌11�  2.25 

For the density matrix shown above, the diagonal terms ρ00 and ρ11 represent populations 

of the ground and excited states respectively. After the first interaction with light, which is 

mathematically equivalent to multiplying the density matrix with the dipole operator 

matrix, an off-diagonal term results for the 𝜌𝜌01 index. This is identical to the R1 Feynman 

diagram pictured above possessing a non-zero term for the bra at 𝑑𝑑 = 0 . The non-zero 

oscillatory term for 𝜌𝜌01 is called a (01) coherence. If the nonzero off diagonal term were to 

occur for 𝜌𝜌10 instead, the term would be called a (10) coherence. The coherence established 

in either  𝜌𝜌01 or 𝜌𝜌10 then oscillates with frequency 𝜔𝜔01 corresponding to the energy gap 

between the |0⟩ and |1⟩ vibrational states. Quantum mechanically speaking, the system is 

in a linear superposition of the |0⟩ and |1⟩ eigenkets which causes this oscillation to occur. 

As the coherence oscillates, the individual oscillators’ frequencies will slightly change due 

to varying amounts of VSE in the sample. In other words, dephasing due to both 

homogeneous and inhomogeneous processes occurs.3, 48  

  At 𝑑𝑑 = 𝑑𝑑1 when the sample has interacted with another laser pulse of light, the 

antidiagonal terms are reset to zero and the non-zero entries of the density matrix now 

persist along the diagonal. In terms of the Feynman description, at 𝑑𝑑 = 𝑑𝑑1 the bra and the 

ket have identical values. Both of these results indicate the system is now in a population 

state.  In contrast to the π/2 pulses used in nuclear magnetic resonance, infrared pulses are 

not strong enough to create sufficient excited state population.3 Therefore, even in a 
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population state, c0 will be approximately 1. In the population state, homogeneous 

dephasing still occurs because oscillators can relax from the excited vibrational state to the 

ground vibrational state. The population decay forcibly removes an oscillator’s phase 

relationship with nearby excited oscillators.   

 At 𝑑𝑑 = 𝑑𝑑1 + 𝑑𝑑2, the third and final pulse interacts with the sample. Multiplying the 

density matrix with the dipole operator a third time results in zeroes along the diagonal and 

non-zero terms along the antidiagonal. In the Feynman picture, the bra and the ket contain 

dissimilar values once more. Similar to the system at 𝑑𝑑 = 0, the molecules are in a 

coherence state and oscillate with frequency 𝜔𝜔01. However, R1 is a rephasing pathway. In 

the Feynman diagram for R4, the initial and final coherence states are identical. Similarly, 

if a density matrix formalism were used to describe the time evolution of the system for 

R4, the coherence exists exclusively in 𝜌𝜌10.  

  The process of changing among the phase-conjugate coherences is required for 

rephasing to eventually occur after the light interaction at 𝑑𝑑3. Pulse sequences such as those 

pictured in R1 form the phase-conjugate coherence at t3. This allows the oscillators to 

evovle in a trajectory opposite of how they propagated during the population state. 

Therefore, the oscillators regain their phase relationships that were previously present 

during the first coherence period. A signal is emitted at 𝑑𝑑 = 𝑑𝑑1 + 𝑑𝑑2 + 𝑑𝑑3 regardless of 

whether the pulse sequence used was rephasing or non-rephasing. However, the signal 

obtained from a non-rephasing pulse sequence will exhibit inhomogeneous dephasing that 

is removed from the rephasing signal. 
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2.6 Femtosecond Pulsed Laser Instrumentation 

In a pre-built system (SpectraPhysics, Millenia), a 40 W diode laser bar pumps a 

neodymium-doped yttrium orthovanadate crystal to generate 1064 nm continuous wave 

(CW) output. The output is then frequency doubled in a lithium triborate crystal, producing 

532 nm light. The conversion process generates an output of roughly 5 W49 that proceeds 

to pump a titanium sapphire rod (Ti:Sapph) in a passively modelocked oscillator (Kapteyn-

Murnane Laboratories, Model MTS).  The resultant pulses are centered at 800 nm with a 

full width half max (FWHM) of 50 nm49 and a power of approximately 250 mW. These 

pulses serve as the seed pulses for the regenerative amplifier (SpectraPhysics Spitfire). The 

regenerative amplifier consists of a beam stretcher, an amplification cavity, and a 

compressor.  

  In the beam stretcher, the seed pulses reflect off a diffraction grating multiple times. 

The lower energy components of the light are diffracted by a smaller angle than the higher 

energy frequencies. By properly angling both the dispersive and reflective optics in the 

beam stretcher, the beam path is manipulated so that higher frequencies travel a greater 

pathlength than lower frequencies, and the lower frequencies arrive at the amplifier cavity 

first. In other words, the seed pulse has been intentionally chirped. Stretching the pulse in 

time ensures that the pulse power can be safely increased in the amplification cavity 

without damage to optics. 50 

 To create the pump pules for the amplification cavity, a diode laser excites a 

neodymium-doped yttrium lithium fluoride crystal. The resultant Q-switched pulses are 

centered at 527 nm and have a repetition rate of 1 kHz (SpectraPhysics Empower). The 
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527 nm pump pulse and 800 nm seed pulse are then both aligned onto a Ti:Sapph rod in 

the amplification cavity.   

  The amplified pulses then pass through a compressor which shortens the pulse duration 

with diffraction gratings in a manner similar to what is used for the pulse stretcher. The 

final compressed output power is 1 W of 800 nm light with a pulse duration of 40 fs.2 Each 

pulse contains ~1 mJ of power and the pulse train has a repetition rate of 1kHz.51 

Approximately 500 mW of the 1 W output is aligned into an optical parametic amplifier 

(OPA, SpectraPhysics), and the other 500 mW are directed toward the opposite side of the 

laser table for a separate experiment.   

  The 500 mW directed toward the OPA is then split into three beam paths of varying 

strength. One of the beam paths is directed into a sapphire crystal to generate white light. 

The white light is then overlapped with the other two beam paths on a 3 mm thick β-barium 

borate crystal to generate near-IR signal and idler beams. The signal and idler beams are 

then difference frequency mixed in a 0.5 mm silver gallium sulfide crystal, generating 3-4 

μJ mid-IR pulses that have a pulse duration of approximately 90 fs and a bandwidth of 

approximately 200 cm-1 at the full width half max (FWHM).52  

2.7 2D-IR Instrumentation 

The mid-IR beam mentioned in section 2.6 is then passed through three 5 mm beam 

splitters angled at 45o to create a total of four beams used for 2D-IR data acquisition, the 

weakest of which is used as the local oscillator (LO). The three p-polarized pulses are 

focused with an off-axis parabolic reflector onto the sample in the BOXCARS geometry.53 

A carbon tetrachloride sample with a 50 μm pathlength was used to maximize nonresonant 
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third-order signal by temporally and spatially overlapping the three beams at their focal 

point onto the sample. The vibrational echo was emitted in the phase-matched direction 

and coaligned with an LO into a 0.32 m monochromator with a 75 line/mm grating. The 

heterodyned signal was detected with a liquid N2 cooled 64-element mercury cadmium 

telluride (MCT) linear array detector (Infrared Associates, Inc.). Spectra were collected by 

varying the delay between pulses 1 and 2, and 2 and 3 then Fourier transforming the 

heterodyned signal in order to build up the 𝜔𝜔𝜏𝜏 and 𝜔𝜔𝑚𝑚 axes mentioned below. 

2.8 2D-IR Processing & Analysis 

 An example 2D-IR spectrum is shown in Figure 2.4. A typical 2D-IR spectrum 

possesses two frequency axes, 𝜔𝜔𝜏𝜏 and 𝜔𝜔𝑚𝑚. 𝜔𝜔𝜏𝜏 runs along the horizontal axis whereas 𝜔𝜔𝑚𝑚 

runs along the vertical axis. For ease of understanding, 𝜔𝜔𝜏𝜏 is also sometimes called 𝜔𝜔𝑑𝑑𝑝𝑝𝑚𝑚𝑑𝑑 

and 𝜔𝜔𝑚𝑚 is called 𝜔𝜔𝑑𝑑𝑓𝑓𝑡𝑡𝑏𝑏𝑓𝑓. Alternatively, data may also have the axes labeled 𝜔𝜔1 for 𝜔𝜔𝜏𝜏 and 

𝜔𝜔3 for 𝜔𝜔𝑚𝑚. The presence of two contours, one sitting on top of and one sitting below the 

diagonal (Figure 2.4) is commonly observed in 2D-IR spectroscopy. For a system with 

three vibrational levels given by |0⟩, |1⟩, and |2⟩,  peaks shown on or above the diagonal 

are colored red to represent positive response in the form of ground state bleach and 

stimulated emission occurring from the 0-1 transition. The peak colored blue below the 

diagonal represents negative response in the form of excited state absorption and 

corresponds with the 1-2 transition. In the case of Figure 2.4, the 0-1 and 1-2 contours 

appear to be spaced approximately 80 cm-1 apart along the 𝜔𝜔𝑚𝑚 axis. This distance between 

the 0-1 and 1-2 corresponds with the anharmonicity of the vibrational mode, and is the 

anharmonicity of the Si-H stretch in the case of Figure 2.4. Discussion regarding off 
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diagonal peaks and chemical exchange can be readily found in the literature3 and are briefly 

discussed in Chapters 4 and 5.   

  In Figure 2.4 the 0-1 and 1-2 peaks at Tw = 0.5 ps lack the roundness of the peaks at Tw 

= 5 ps. Herein Tw refers to the delay between pulses 2 and 3 as discussed during Feynman 

diagrams. The change in peak shape from diagonally elongated to uniformly round is a 

result of spectral diffusion. At early Tw = 0.5 ps, the peak is elongated along the diagonal 

because the ensembles of oscillators have not yet fully sampled the full range of solvation 

environments.  

  Properties about a system’s molecular dynamics can be obtained from 2D-IR by 

quantifying the time scales over which spectral diffusion occurs. This is done by finding 

the center line slope (CLS). The CLS is a value that ranges from 0-1 and describes the 

extent to which a peak is elongated along the diagonal as a function of Tw. A value of 0 for 

the CLS indicates a peak that has undergone spectral diffusion and adequately sampled the 

full range of environment configurations. Alternatively, a value of 1 for the CLS indicates 

Figure 2.4 Two example 2D-IR spectra of TriPS in chloroform at an early Tw (0.5 ps) on the left and a 
later Tw (5 ps) on the right. White arrows are drawn to emphasize the pronounced diagonal elongation at 
early Tws. 
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a peak that is still highly correlated and the frequencies have not significantly evolved over 

time.   

  To obtain a value for the CLS of a given peak, the 2D-IR spectrum of a certain Tw is 

cut into slices running parallel to the 𝜔𝜔3 / 𝜔𝜔𝑚𝑚 axis and a Gaussian curve is fit the point of 

maximum signal intensity along the slice. A line is then drawn connecting the maxima of 

the Gaussians and the slope of the line is obtained. The CLS is then plotted as a function 

of Tw and fit to a decaying exponential. CLS analysis is a popular tool for 2D-IR 

spectroscopy for a few reasons: Apodizing data does not interfere with obtaining the correct 

value for the CLS because it depends on the slope instead of a line shape. Secondly, the 

CLS is proportional to the normalized frequency frequency correlation function (FFCF).3, 

48, 54 The normalized FFCF is related to the CLS decay and can be expressed as:  

 𝐶𝐶𝐶𝐶𝑆𝑆(𝑇𝑇𝑊𝑊) =  �∆𝑖𝑖2

𝑖𝑖

𝐵𝐵−
𝑑𝑑
𝜏𝜏𝑖𝑖      2.26 

Where ∆𝑖𝑖2 
 is the frequency fluctuation amplitude associated with some inhomogeneous 

motion i, and 𝜏𝜏𝑖𝑖 is the time scale over which motion i occurs. ∆𝑖𝑖2 and 𝜏𝜏𝑖𝑖 have their i 

subscripts because there are instances in which the CLS may appear to decay as a 

multiexponential instead of a single exponential.  The 𝜏𝜏𝑖𝑖 time constants from the CLS 

decays have been shown to be highly accurate48, 55 for obtaining the FFCF, which is 

expressed as the following:   

 𝐶𝐶 (𝑑𝑑) =
𝛿𝛿(𝑑𝑑)
𝑇𝑇2 

+ �∆𝑖𝑖2

𝑖𝑖

𝐵𝐵−𝑑𝑑/𝜏𝜏𝑖𝑖 2.27  

Where T2 is the total homogeneous dephasing time mentioned before and the 𝜏𝜏𝑖𝑖 values 

are kept identical when switching from equation 2.26 to 2.27. The amplitude from the CLS 
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decay fits and the linear FTIR FWHM are used approximate ∆ and T2 of the full FFCF 

(2.27) by following the procedure of Kwak and co-workers.48, 55 These initial values are 

then applied to a FFCF, where the first-order response function is used to reproduce the 

linear FTIR line shape.54, 56 The FTIR line shape is fit by iteratively varying the amplitudes 

as well as the central frequencies. It is worth noting the CLS method was developed using 

the short-time approximation, so the values for ∆ and T2 are underestimated due to the 

inability of this method to distinguish between homogeneous terms and fast spectral 

diffusion (compared with the time scale of the free induction decay). Therefore, the floated 

∆ and T2 are constrained to only increase from the estimated values.  

  



 42 

3. The Vibrational Heavy Atom Effect and its Impact on 
Relaxation and Spectral Diffusion in Triphenyl Hydride 
Complexes  
 
 
 
Reprinted with permission from: 
 
Pyles, C. G., Olson, C. M., & Massari, A. M. (2018). Vibrational heavy atom effect 
controls relaxation and spectral diffusion in triphenyl hydride complexes. Chemical 
Physics, 512, 98-103. 
 
Copyright © 2018 Chemical Physics.   
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3.1 Chapter Summary 

In this chapter, a series of three triphenyl hydride compounds was investigated in a 

range of solvents by Fourier transform infrared (FTIR), IR pump-probe, and two-

dimensional IR (2D-IR) spectroscopies. The mass of the central atom of the three 

compounds was varied systematically down the group 14 elements of silicon, 

germanium, and tin.  FTIR studies provided evidence that the solvent perturbs the three 

hydride modes in a similar manner, as indicated by identical solvatochromic and 

broadening trends. IR pump-probe measurements showed that the vibrational lifetime of 

the hydride stretch increased when the mass of the central atom increased. Density 

functional theory calculations asserted that the vibrational modes of the three compounds 

are nearly identical except for the hydride stretching and wagging modes. Interestingly, 

frequency-frequency correlation functions obtained from 2D-IR spectra indicated that an 

increasingly large central atom produces small, but measurable changes in the dynamics 

of the solvation shell surrounding each compound. 

3.2 Introduction 

The ability to control the flow of vibrational energy in a molecule has the potential to 

enable bond-specific reactivity.57, 58 Pioneering work by Crim and coworkers showed that 

localizing energy in a vibrational mode that lies along the reaction coordinate activates that 

bond to break upon a subsequent collision or photodissociation event.59-61 A crucial 

condition to achieve this level of control is that the desired chemical reaction must occur 

before intramolecular vibrational redistribution (IVR) is complete, typically on the 

picosecond time scale. IVR converts bond-localized energy into nothing more than 
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molecular scale heat.57, 58 For this reason, confining vibrational energy in a specific degree 

of freedom has remained a perennial theme for several decades. For example, structural 

motifs such as acetylene bridges have been shown experimentally to assert some control 

over IVR and direct product distributions.62 Classical trajectories highlighted the 

complexity of this effect showing that the influence of acetylene groups was difficult to 

predict and had a strong dependence on resonance conditions within the molecular 

structure that spanned the acetylene region.63, 64 IVR has also been studied in the condensed 

phase.44, 65-68 

In contrast to adding IVR blocking substituents, an alternate strategy is to vary the 

atomic masses involved in a vibrational mode. This can be effective for two reasons. First, 

varying the vibrational frequency modulates anharmonic coupling to lower frequency 

modes, as is often found in cases of isotopic substitution. For example, silicon surfaces 

passivated with deuterium rather than hydrogen exhibit decreased reactivity due to the 

shorter vibrational lifetime of the silicon deuteride mode.69 Second, the inclusion of an 

atom with a larger mass can act as a vibrationally insulating element. Rogers and coworkers 

reported that the presence of a heavy central atom prevented IVR on the basis of product 

distributions following decomposition of excited tetraallyl tin radicals.70 Similarly, Arrivo 

and Heilweil showed that vibrational excitation in an OH group bound to a silicon atom 

was conserved throughout collision and formation of a hydrogen bond, implying that even 

in the condensed phase a heavier atom could serve to prevent IVR.71 We refer to this 

phenomenon as the vibrational heavy atom effect (VHAE) to distinguish it from the better 

known “heavy atom effect” in which a massive atom enhances spin-orbit coupling and 
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intersystem crossing.72 The VHAE has found new utility in recent years to extend the 

lifetimes of vibrational probes in nonlinear spectroscopy so that chemical dynamics on 

longer time scales can be measured.73-78 

Classical simulations by Lopez and Marcus confirmed that doubling the mass of a central 

atom inhibits energy transfer between ligands on a metal complex.79 However, a series of 

studies by Wrigley and Rabinovich on allyl tin and lead complexes concluded that, 

although some experimental observations were suggestive of a VHAE, product 

distributions following reaction with hydrogen were not consistent with energy transfer 

blocking by the heavier atom.80, 81 Classical and quantum mechanical calculations have 

emphasized that mass alone cannot always explain many of the experimental reports and 

that local resonances proximal to the heavy atom as well as tunneling must be invoked for 

a more complete description.82, 83 Even amidst the resurgence of interest in the VHAE, 

examples exist in which the vibrational lifetime is unpredictable. For example, Bian and 

coworkers reported that trichlorosilane, triethylsilane, and deuterated chloroform had 

vibrational lifetimes of 148, 6.7, and 15.7 ps, respectively, clearly showing that IVR 

sometimes depends on more than atomic masses alone.74 

The current study compares vibrational energy relaxation (VER) for three triphenyl 

hydride complexes in which the mass of the central atom increases moving down the group 

14 elements in the periodic table. IR pump-probe measurements were carried out on the 

hydride stretching mode (νM-H) in three different solvents to explore the possibility of 

solvent-assisted IVR and intermolecular VER. Complementary DFT calculations 

identified differences in electronic structure, while isotopic substitution was used to test 
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alternate relaxation pathways.  The three compounds were then further analyzed via two-

dimensional infrared (2D-IR) spectroscopy to establish the impact of atomic mass on 

spectral diffusion.  

3.3 Materials & Methods 

Triphenyl silane (TriPS), triphenyl germanium hydride (TriPG), triphenyl tin hydride 

(97% purity, TriPT), tetrahydrofuran (THF, anhydrous, 99.9% purity), dimethylformamide 

(DMF, anhydrous, 99% purity), dimethylsulfoxide (DMSO, 99.9% purity), 1-octanol (99% 

purity), isopropanol (anhydrous, 99.5% purity), ethanol (99% purity), and methanol 

(99.9% purity) were used as received from Sigma Aldrich. Acetone (99.9% purity), 

pentane (98% purity), and 1-butanol (99.9% purity) were used as received from Fisher 

Scientific. Chloroform (anhydrous, 99.9% purity) was purchased from Acros Organics. 

Deuterated TriPS-d1 was synthesized in accordance with previously published 

procedures84 by dissolving LiAlD4 in THF at -10 °C. The THF solution was then added 

dropwise to Ph3SnCl. After reacting for approximately one hour, nearly 99% substitution 

of Cl by D occurred according to 1H-NMR and 2H-NMR spectra. The reaction was 

quenched with water and the product was extracted to yield a pale-yellow oil. 

All solutions studied via linear and nonlinear IR spectroscopies were 5% w/w Ph3M-H 

in various solvents, with M representing Si, Ge, or Sn.  IR measurements were performed 

within 2 hours of solution preparation.  TriPG and TriPT solutions were sonicated and 

filtered through a 0.45 μm syringe filter to minimize scatter. All spectroscopic 

measurements studied a small volume of sample solution sandwiched between two 3 mm 

thick CaF2 windows with a 50 μM Teflon spacer. 
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Fourier-transform infrared (FTIR) spectra were collected on a Nicolet 6700 FTIR 

spectrometer (Thermo Scientific) as an average of 16 scans with a resolution of 0.5 cm-1. 

The FTIR sample chamber was purged with dry air (-100 °F dew point) to minimize 

contributions from water vapor absorption. TriPS and TriPG spectra had their 

corresponding neat solvent spectra subtracted. TriPT spectra were processed by subtracting 

the spectra of Ph3SnCl in corresponding solvents with a small axis offset to remove phenyl 

ligand overtone absorptions that overlapped with the Sn hydride stretch. 

The laser system for 2D-IR and pump probe measurements has been described in 

previous publications52, 85 and Chapter 2 of this thesis. The mid-IR pulses were centered at 

approximately 2160, 2040, or 1840 cm-1 for the Si, Ge, or Sn hydride vibrations, 

respectively. The instrument was continuously purged with dry air (-100 °F dew point) 

from the point of mid-IR generation to signal detection for all data collection. 

IR pump-probe measurements were performed with the pump beam polarization set to 

the magic angle relative to the probe beam (~54.7°) immediately before the sample.36 The 

transmitted probe beam passed through an analyzing polarizer set to transmit p-polarized 

radiation (parallel to the table surface) immediately after the sample. The probe beam was 

then spectrally resolved in a 0.32 m monochromator with a 75 lines/mm grating and 

detected with a liquid-N2-cooled 64-element mercury cadmium telluride (MCT) linear 

array detector (Infrared Associates, Inc.). The spectral resolution of the system was 4 cm-1. 

Vibrational relaxation lifetimes (T1) were obtained by fitting a single exponential decay 

without an offset to the data in the v=0-1 transition region.  The 2D-IR data were analyzed 

with the center line slope (CLS) method and processed with the FTIR spectra to obtain the 
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frequency-frequency correlation function (FFCF) for each hydride mode.48, 55 Density 

functional theory (DFT) calculations were performed for all three hydride complexes in 

Gaussian09 using the restricted B3LYP functional with the LANL2DZ basis set.86 

3.4 Results and Discussion 

FTIR spectra highlighting the hydride stretching mode on TriPS, TriPG, and TriPT in 

pentane, chloroform, and isopropanol are presented in Figure 3.1. 

Figure 3.1. Solvent-subtracted, baselined, and normalized FTIR spectra of the M-H vibrational mode for 
TriPS, TriPG, and TriPT in pentane (black), chloroform (red), and isopropanol (blue). 

 These three solvents were chosen to sample the full ranges of hydride peak widths and 

central frequencies based on an extensive study of the three compounds in a wide range of 

solvents (Figure 3.2). The spectral broadening trends imparted by the solvents are 

consistent for all three compounds: the peaks exhibit the most broadening in chloroform 

and the narrowest spectra in pentane. The hydride stretches also exhibit the same 

solvatochromic shifts with νM-H following the trend of isopropanol < pentane < chloroform, 
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with chloroform inducing the largest red-shift. We have recently shown that the 

solvatochromic trends for TriPS can be attributed to specific hydrogen and halogen 

bonding interactions for isopropanol and chloroform, respectively.46   

Figure 3.3 demonstrates that the identity of the central atom has little influence on the 

extent to which the average frequency is perturbed by the surrounding solvent. The fact 

that the solvent interacts similarly with these three compounds is preliminary evidence that 

any differences observed in hydride relaxation are not due to anomalous differences in 

solvent-assisted relaxation.  

Figure 3.2. Center frequencies for the νSi-H (circles), νGe-H (triangles), and νSn-H (squares) in various solvents. 
Black, red and blue symbols indicate samples in pentane, chloroform, and isopropanol, respectively, that 
were further studied via pump-probe spectroscopy. 



 50 

Figure 3.3. FWHM values for the M-H stretch of TriPS (circles), TriPG (triangles), and TriPT (squares) in 
various solvents. 

The hydride vibrational relaxation times (T1) were determined by IR pump-probe 

spectroscopy for all three compounds in the same set of solvents. Population decays show 

that germanium and tin hydrides (Figure 3.4 b, c) relax notably slower than silicon hydride 

(Figure 3.4a)  regardless of the solvent. This is consistent with the isolating effect of the 

heavier atoms on the vibrational energy in the hydride bond. The vibrational lifetime is 

only slightly longer on average for TriPT relative to TriPG, despite the fact that tin is in 

the period below germanium. 
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Figure 3.4. IR pump probe decays for the hydride stretch on (a) TriPS near 2132 cm-1, (b) TriPG near 2045 
cm-1, and (c) TriPT near 1855 cm-1. Black, red, and blue colors correspond to pentane, chloroform, and 
isopropanol, respectively, in all three frames. Overlaid solid lines of the same color show single exponential 
curves that fit the data. Error is reflected in the fit to single exponential parameters mentioned in Table 3.1.   
 

The data in are well described by single exponential decays without an offset and the 

relaxation lifetimes are compiled in Table 3.1. In chloroform, the hydride T1 values for 

TriPG and TriPT are the same within error, but are statistically longer for TriPT than TriPG 

in isopropanol and pentane. The changes in vibrational lifetime with solvent are subtle 
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among the three different central atom types, but show a mild trend toward faster relaxation 

in more polar solvents. The relative insensitivity of T1 to solvent type indicates that 

intermolecular VER into solvent modes is not a dominant relaxation pathway and that the 

solvent has a minimal influence on intramolecular redistribution.  

Table 3.1. Hydride vibrational lifetimes. Errors represent the standard error of the fit. 

compound 
T1 (ps) 

pentane chloroform isopropanol 

TriPS 17.1 
(±0.3) 

16.3  
(±0.4) 

14.0 
(±0.2) 

TriPS-d1  16 
(±1.4) 

 

TriPG 32.3 
(±0.4) 

33.9  
(±0.5) 

29 
(±1.0) 

TriPT 38.2 
(±0.7) 

34  
(±1.0) 

31.1 
(±0.3) 

    
The VHAE can be understood to first order by treating the rate of vibrational energy 

transfer to a continuum of accepting states with Fermi’s Golden Rule (FGR). The FGR 

treatment predicts that the rate coefficient should be proportional to the coupling matrix 

element, and work by Lederman and coworkers showed that the coupling varies inversely 

with the mass of the central atom.87 Figure 3.5 presents the measured rate coefficients for 

energy relaxation as a function of the inverse mass. The data collected in pentane are 

consistent with the linear dependence on inverse atomic mass and support the notion that 

the VHAE is driven by a decrease in coupling of energy out of the excited hydride mode 

when solvation is non-specific. Similar trends are present in chloroform and isopropanol 

but deviations from linearity are apparent. The strongest deviations occur in chloroform, 

which we recently showed to have halogen bonding interactions with silicon hydrides.36 
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Figure 3.5 indicates that relaxation remains dominated by vibrational coupling, but that 

specific solvent-solute interactions may modulate IVR and/or VER.85, 88 

Figure 3.5. Rate coefficients for energy relaxation as a function of the inverse mass of the central atom (Si 
= circles, Ge = squares, Sn = triangles) in pentane (black), chloroform (red), and isopropanol (blue). The 
solid line is a linear regression fit to the pentane data points only. 

One challenge with comparing these lifetimes directly is that the hydride stretching 

frequency changes with the central atom identity, as shown in Figure 3.1. Frequency shifts 

associated with changes in reduced mass and electronic structure open the possibility for 

alternate relaxation pathways that may utilize a different palette of vibrational modes acting 

as energy acceptors. This would in turn lead to a different relaxation rate that was not due 

to the VHAE. To investigate this possibility, DFT calculations were performed at the 

LANL2DZ level of theory to compare changes in electronic structure induced by the 

central atom. Figure 3.6 shows frequency calculations for the three compounds. The high 

frequency hydride stretches are affected by the reduced mass in the hydride mode, but 
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replacing the central atom has a relatively small impact on the reduced mass.  These mass 

changes alone would lead to shifts of less than 30 cm-1 for Ge-H or Sn-H relative to Si-

H.  Changes in the electronic configuration with different metals lead to more significant 

shifts in the hydride frequency. Nonetheless, most of the non-hydride vibrations are 

minimally perturbed by the central atom identity. The large frequency shifts in the hydride 

allow different combinations of accepting modes for the three compounds. For example, 

TriPS could be efficiently relaxed by transferring two quanta directly into C-C ligand 

modes that reside at exactly half of the Si-H stretching frequency, while the Ge-H nor Sn-

H frequencies are too low to utilize this pathway. Each compound also has one other mode, 

the hydride wagging mode, which is notably sensitive at 830, 740, and 605 cm-1 for TriPS, 

TriPG, and TriPT, respectively.   

  In order to test the role of electronic structure changes on VER, we carried out IR pump-

probe measurements on TriPS-d1 in chloroform in which the hydrogen was replaced with 

deuterium (Figure 3.7). As shown in Table 3.1, we find that the dramatic frequency change 

has no impact on the vibrational lifetime. The DFT calculated frequencies are overlaid in 

Figure 3.6 as well and show that only the hydride stretching and wagging modes are notably 

impacted by deuteration. 
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Figure 3.6. DFT calculated vibrational frequencies and intensities for TriPS (black), TriPG (red), TriPT 
(blue), and TriPS-d1 (green) in the gas phase using the LANL2DZ functional and B3LYP basis set. 
 

Figure 3.7. IR pump-probe decay for the v=0-1 transition of the deuteride stretch (νSi-D) on TriPS-d1 at 1550 
cm-1.  

  Fortuitously, the Si-D wagging mode for TriPS-d1 is nearly identical (609 cm-1) to the 

Sn-H wagging mode for TriPT, yet the hydride relaxation matches that of TriPS. The 

relaxation mechanism must be the same for this vibrational mode on a triphenyl hydride 

complex regardless of whether it is at 2160 cm-1 or 1549 cm-1, and arguably for the TriPG 
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and TriPT hydride frequencies that fall within this range as well. This further supports the 

conclusion that VER is slower in TriPG and TriPT as a result of the VHAE, rather than an 

electronic effect leading to anomalously fast relaxation for TriPS. Despite regular usage to 

extend the dynamic range of vibrational probes in 2D-IR spectroscopy, to the best of our 

knowledge, it has not been demonstrated whether the VHAE impacts spectral diffusion. 

To this end, 2D-IR measurements were carried out on TriPS, TriPG, and TriPT in 

chloroform. These measurements were restricted to chloroform given that it is a strongly 

interacting solvent and would offer the most apparent differences in dynamics. Figure 3.8 

shows representative 2D-IR spectra at short and long Tw values.  

CLS analysis was carried out on all 2D-IR spectra (Figure 3.9 and Figure 3.10). The 

decay times obtained in the CLS decays are an accurate measurement of the system 

dynamics and are shown in Table 3.2 as the τ parameter.  The amplitudes of the exponential 

terms do not give accurately either the dynamic contributions to the FTIR line shape or the 

homogeneous linewidth.  However, it has been shown that the CLS decay can be processed 

with the FTIR line shape to obtain the full FFCF describing the vibrational dynamics of a 

mode.48, 55 The FTIR spectra and CLS decays were used to obtain the FFCF parameters 

shown in Table 3.2, which quantify the dynamics occurring for each compound. 

Differences between the parameters are subtle and in some cases the error bars are 

overlapping, yet there are some trends worth noting. A heavier atom in the hydride bond 

not only extends T1 but also increases the inhomogeneous correlation time, τ. The change 

in central atom apparently has a mild influence on the time scales of frequency fluctuations 
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experienced by νM-H. Furthermore, there is a small but statistically significant decrease in 

the homogeneous linewidth, Γ, as the mass of the central atom increases.  

Figure 3.8. Representative 2D-IR spectra of (top to bottom) TriPS, TriPG, and TriPT in chloroform. Spectra 
in the left column were recorded at Tw = 0.5 ps; spectra on the right column were recorded at Tw = 5 ps. 
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Figure 3.11 demonstrates the trends in correlation time and homogeneous linewidth 

obtained by 2D-IR. The atomic radius of the central atom was chosen as the independent 

variable, since it changes monotonically with the elemental mass. There is no reason to 

expect a linear change in a particular solvation parameter with the atomic radius, and the 

curvatures of these plots are arbitrary. What is of note is that minor differences in molecular 

structure induced by atomic substitution lead to changes in the solvation shell, and small 

but measurable differences in spectral diffusion and homogeneous dynamics. Even though 

the three complexes are structurally similar, the size of the central atom will affect the 

overall molecular diameter and relative degree of exposure of the hydride mode to the 

solvent. In other words, the solvation shell proximal to the hydride mode may vary with 

atomic size, leading to the observed trends in spectral diffusion and homogeneous 

dephasing.  
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Figure 3.9. CLS values as a function of Tw for TriPS (black circles), TriPG (red squares), and TriPT (blue 
triangles). All three CLS decays were plotted to a single exponential and decay to approximately zero at long 
Tws. Error bars represent the standard deviation of CLS values for a given Tw across three scans.  

Figure 3.10. CLS values as a function of Tw (same as ) at shorter Tws and with a logarithmic y-axis to 
highlight subtle differences on this time scale. Error bars represent the standard deviation of CLS values for 
a given Tw across three scans. 
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Table 3.2. FFCF parameters obtained for the three triphenyl hydride compounds in chloroform. 

compound ∆ (cm-1)a  τ (ps)b Γ (cm-1)a 

TriPS 15 
(±2) 

1.5 
(±0.1) 

6.2 
(+0.7/-0.8) 

TriPG 12.8 
(±0.3) 

2.0 
(±0.7) 

4.1 
(+0.7/-1.0) 

TriPT 18.4 
(±0.1) 

2.9 
(±0.6) 

3.6 
(+0.2/-0.3) 

 

a. Errors show the range over which the parameter could be increased while the other parameters floated 
to fit the FTIR line shape 95% as well as the best value 

b. Standard error of the exponential fit 
 

 

Figure 3.11. Trends in FFCF parameters τ (black circles) and Γ (red squares) as a function of atomic radius 
for TriPS, TriPG, and TriPT in CHCl3. 

  



 61 

3.5 Conclusions 

The VHAE was found to prevent IVR and extend the vibrational lifetimes of a series 

of homologous triphenyl hydrides. When solvent-solute interactions were weak, the 

vibrational relaxation rate was inversely related to the mass of the central atom, showing 

that the heavier mass acts to decrease coupling of the excited state to a continuum of 

accepting modes. Stronger, more specific solvent interactions modulate IVR to some 

degree, most likely by varying the density of accepting states, as described by others.88 

Isotopic substitution in the silicon hydride resulted in no change in relaxation rate, 

demonstrating that the observed VHAE is not dependent on resonance conditions or 

changes in electronic structure induced by the heavier atom. 2D-IR measurements revealed 

that small but systematic changes were present in the spectral diffusion experienced by the 

hydride modes in this set of compounds. In the context of using the VHAE to extend the 

lifetime of vibrational probes, this is a cautionary observation that replacing a single atom 

in a molecular structure can lead to subtle structural changes that perturb the solvation shell 

in the vicinity of the sensing mode and modify the observed dynamics. 
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3.6 Full Set of 2D-IR Data 

Figure 3.12: Complete set of averaged 2D-IR spectra for the νSi-H stretch of TriPS in CHCl3 at a range of 
Tws. 
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Figure 3.13. Complete set of averaged 2D-IR spectra for the νGe-H stretch of TriPG in CHCl3 at a range of 
Tws.  
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Figure 3.14. Complete set of averaged 2D-IR spectra for the νSn-H stretch of TriPT in CHCl3 at a range of 
Tws. 
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4. Ultrafast Studies of CO2 (g) as a Precursor to Dissolved Gases 
 

Results herein are co-authored with Ivan C. Spector of the Massari group and can also be 

found in Chapter 5 of the thesis, 

Spector, Ivan. (2020). Two-Dimensional Infrared Spectroscopy of Heterogeneous 

Systems: On the Path to Measuring Charge Transfer in Solution Processed Organic 

Electronic Thin Films. Retrieved from the University of Minnesota Digital Conservancy, 

https://hdl.handle.net/11299/218681.  
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4.1 Chapter Summary 

Two-dimensional IR (2D-IR) spectroscopy was used to study a gaseous CO2 – N2 

mixture under ambient pressure and temperature. Given the low temperature and pressure 

used for these measurements, molecule collisions happen infrequently. This leads to 

minimal J-state scrambling, in which multiple rovibrational transitions on a 2D spectrum 

fail to coalesce into one peak even with significant waiting times (Tw). Instead, we 

observe strong coupling and correlation of quantum mechanical states during the 

vibrationally excited state period. Coherence and population exchange occurring during 

vibrational excitation give rise to off-diagonal features in the 2D-IR spectra. The 

curvature of these features can be used to accurately calculate rotational and rotation-

vibration interaction constants. Spectra were collected on both 70 and 150 lines/mm 

gratings; the higher resolution data reported herein confirmed the predicted off-diagonal 

peak splitting. These results provide an alternative method for determining rotational 

constants of gaseous systems. An understanding of the gas-phase spectra also aids 

interpretation of mixed systems in which CO2 may exist as a combination of gaseous and 

dissolved molecules.  

4.2 Introduction 

Carbon dioxide (CO2) is the most abundant of antropogenic greenhouse gases. The 

literature contains a multitude of experimental and computational studies aimed at both 

understanding its behavior and determining how to use CO2 as an alternative fuel source.89-

93  Despite the depth and quantity of existing reports, it is not clear how CO2 behaves at 

high temperatures and pressures, especially when confined to a storage medium. The nature 
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of the storage medium such as pore size, intermolecular interactions, and glass transition 

temperature can also affect the behavior of the CO2 guest. This chapter aims to understand 

the gaseous behavior prior to containment, whereas Chapter 5 describes CO2 dissolved in 

polymers and Chapter 7 describes the expected results when CO2 adsorbs to a microporous 

structure.  

  Various spectroscopic methods have previously described the behavior of gaseous CO2 

by determining average structures of molecules and molecular clusters.94-97 These 

approaches inevitably use ensemble averaging, making it difficult to determine if structural 

configurations interconvert between one another. Line shape analysis can reveal some of 

the underlying gas-phase dynamics98 but we aimed to better understand the motions of CO2 

on an ultrafast time scale. Prior studies by Mandal et. al used 2D-IR to study the ultrafast 

dynamics of the N2O v3 asymmetric when incorporated with sulfur hexafluoride (SF6) 

under pressures of 17 and 26 atm.99 Pack and coworkers continued this study by measuring 

N2O v3 dynamics under a variety of SF6 pressures, ranging from a gaseous mixture to 

supercritical fluid, and eventually N2O in liquid SF6.100  The studies conducted with a 

pressure of SF6 ≤26 atm yield intriguing results; At early waiting times (0.2 ps) rotational 

quantum numbers are conserved despite interconversion of the P- and R- branch species. 

However, molecular collisions occurring within the first ten picoseconds scramble the J-

quantum numbers99 and the line shape begins to more closely resemble that of N2O in 

liquid SF6. The N2O v3 dynamics show evidence of free rotor character at all gas and 

supercritical densities, but an increase in SF6 pressure makes collisions happen more 

frequently, thereby expediting the CLS decay for both diagonal and antidiagonal features 
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in the spectra.100  Linear spectroscopic methods are unable to glean these insights about 

gas phase dynamics, highlighting the utility of 2D-IR spectroscopy.   

  In this chapter, I describe the 2D-IR spectra of a dilute CO2 – N2 mixutre under ambient 

pressure and temperature (1 atm, 294 K). The CO2 system uses a sufficiently low pressure 

such that rotational quantum numbers are conserved for nearly 100 ps and minimal J-

scrambling occurs due to the infrequency of collisions. The off-diagonal features of a 2D-

IR spectrum can also help determine rotational constants and anharmonic correction terms 

through a series of fitting steps which I describe in detail. The results herein reinforce the 

capability of 2D-IR to measure gas phase dynamics, even in dilute systems. Additionally, 

these results help inform more complex studies such as CO2 dissolved inside polymers 

which I describe in Chapter 5.   

4.3 Materials & Methods 

Two 3 mm CaF2 windows are separated by a 1 mm spacer in a custom-machined sample 

cell. Mass flow controllers (Unit Instruments Inc., UFC-1100) applied a continuous flow 

of carbon dioxide (99% purity, Airgas) through the cell during the measurements. High 

purity N2 (99.9% purity, Airgas) was added as necessary to achieve 1 atm of pressure. 

Samples studied via 2D-IR typically had an optical density of 1.5 mOD at the P(2) 

rotational-vibrational band in the CO2 asymmetric stretch.  The absorption coefficient for 

CO2 at 300 K of 0.025 Pa-1m-1 (or 2.53 atm-1mm-1),101 allows for estimating the partial 

pressure of CO2 which was approximately 0.0006 atm for all measurements.  

The 2D-IR instrument has been described in previous publications 102, 103 and Chapter 2 

of this thesis. Mid-IR pulses (3 µJ/pulse, 1 kHz repetition rate, 90 fs duration FWHM, ~200 
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cm-1 bandwidth FWHM) were tuned to the CO2 asymmetric stretching region (~ 2340 cm-

1). After dividing into three ~1 µJ p-polarized pulses, and the beams were focused on the 

sample in a BOXCARS geometry.104 The vibrational echo generated by the sample must 

then be coaligned with a local oscillator pulse to obtain phase information.  The signal was 

spectrally resolved in a 0.32 meter monochromator with a 75 or 150 line/mm grating, and 

detected with a liquid N2 cooled 64-element mercury cadmium telluride (MCT) linear array 

detector (Infrared Associates, Inc.). The spectral resolution of the detection system was ~ 

4 cm-1 and 2 cm-1 using 75 and 150 line gratings, respectively.  Approximately 90% of the 

incident IR beams are absorbed by atmospheric CO2, necessitating a constant positive 

pressure of dry N2 and sealing the instrument throughout all measurements. Failure to 

adequately purge the instrument resulted in complete loss of signal. 

4.4 Results and Discussion 

2D-IR plots shown in Figure 4.1 show CO2 at a short (1 ps) and long (100 ps) waiting 

time, denoted Tw. Each plot includes the FTIR spectrum of CO2 at the top to highlight the 

similarities between the diagonal slice of the 2D spectrum and the linear absorption. The 

CO2 spectrum has a P- branch due to J – 1 transitions during a v ± 1 transition and an R- 

branch due to J + 1 transitions during a v ± 1 transition.98 However, the molecular symmetry 

of CO2 (D∞h) and spin statistics98 dictate that only rotational transitions from even J states 

are allowed. This means the P- and R-branches only show every other transition beginning 

with P(2) and R(0), respectively. The peak spacing within each branch is given by 4B 

instead of the typical 2B, where B is the rotational constant, and the P(2) and R(0) peaks 

are separated by 6B instead of the usual 4B due to the absence of the P(1) peak.98, 105  
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Figure 4.1. 2D-IR spectra of gaseous CO2 at 6×10-4 atm diluted in N2 to 1 atm at a) Tw = 1 ps and b) Tw = 
100 ps. The FTIR spectrum of CO2 is plotted above each 2D-IR spectrum for reference. 
 

Red contours along the diagonal represent oscillators undergoing ground state bleach. In 

the context of CO2 more specifically, this refers to oscillators which are excited from and 

emit vibrational echo in the same branch. The lower-frequency portion of the transitions 

along the diagonal represent the P- branch, whereas peaks further along the diagonal 

toward 2400 cm-1 belong to the R- branch. The specific pathways that result in on-diagonal 

intensity are shown in Figures 2a and 2b. Blue peaks following the diagonal represent 

signal from excited state absorption. The excited state absorption is shifted down the ω3 

axis relative to the ground state bleach, and the magnitude of this shift represents the 

vibrational anharmonicity. For CO2 (g) this value is 24 cm-1 and is in agreement with 

previous results.106 It is worth noting that the FTIR contain significantly more distinct 

peaks; Resolution limitations of the 2D-IR spectrometer make it difficult to separate each 
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individual rovibrational transition.   

  Peaks along the antidiagonal direction are indicative of J-state conservation99, 100 and 

result in an “x” type parttern in the 2D spectra. Excited state population exchange occurring 

during waiting time Tw is one example of a process that leads to off-diagonal features (see  

Figure 4.2 panel c and d).  A four-wave mixing experiment can give rise to 36 different 

density matrix pathways, though 6 are highlighted to aid in interpreting the “x” pattern on 

the 2D spectra. 

Figure 4.2. Six density matrix pathways which lead to 2D-IR signals for (a and b) ground state bleach, (c 
and d) population exchange, and (e and f) coherence exchange. Straight arrows represent the system 
interacting with an IR pulse on either the bra or ket side of the density matrix (solid and dashed arrows 
respectively); wavy lines indicate emission of vibrational echo signal. 
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For given rotational-vibrational state |v, J⟩,  the P- and R- branches provide two different 

pathways for creating that state via the first two pulse interactions of a 2D-IR experiment. 

When the state does not undergo J-scrambling (i.e spectral diffusion) during Tw, the state 

can likewise be stimulated to emit vibrational echo by two pathways back to the ground 

vibrational state.  For example, the |1, 1⟩ state can be formed by exciting either the the R(0) 

or P(2) transitions, denoted |0, 0⟩ or |0, 2⟩ respectively. The |1, 1⟩ can then be stimulated 

to emit from that state back to either of the two starting states.  In this example, excitation 

to |1, 1⟩ via the P(2) followed by emission from |1, 1⟩ to R(0) results in an off-diagonal 

peak.   

Moderately dense samples can undergo J-scrambling via molecular collisions and exhibit 

line shape coalescence, i.e the peak loses its “x” character and appears more rounded even 

at early Tws. The resulting peak shapes bear more resemblance to the vibrational probe 

dissolved in a liquid99, 100 than that of a free rotor. However, this study is carried out at 

ambient pressure and temperature such that the average collision time is ~200 ps. The shape 

of the outer contours of the  2D-IR spectrum at Tw = 100 ps (Figure 4.1 b) show weak 

evidence of J-scrambling. However, taking the summation of the off-diagonal contours and 

normalizing by the on-diagonal intensity107, 108 for a range of Tws exhibits a monotonic 

increase indicative of J-scrambling. The off-diagonal growth is too slow to determine a 

time constant for this process with the limited data range. However, the long vibrational 

relaxation times for gaseous species make it possible to directly measure these dynamics 

on instruments with longer delay times.99, 100 To summarize, these measurements spanning 
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the a Tw of 100 ps show quantum states preserved for the vast majority of the CO2 

oscillators.  

Figure 4.3. Off-diagonal intensity for the v=0-1 transition normalized by the on-diagonal intensity as a 
function of Tw. 
 

The peaks laying along the diagnonal follow a mostly straight line, yet the antidiagonal 

contours in Figure 4.1 posess a downward curvature. Transition frequencies in the P- and 

R- branches can be predicted with Equations 4.1 and 4.2:98 

 νP(𝐽𝐽) = 𝜈𝜈0 − 2 𝐽𝐽 𝐵𝐵𝑓𝑓 − 𝐽𝐽 (𝐽𝐽 − 2)𝛼𝛼𝑓𝑓 4.1 

 νR(𝐽𝐽) = 𝜈𝜈0 + 2(𝐽𝐽 + 1)𝐵𝐵𝑓𝑓 − (𝐽𝐽 + 1)(𝐽𝐽 + 3)𝛼𝛼𝑓𝑓 4.2 

Where these equations adjust the rotational constant 𝐵𝐵v for each vibrational quantum state 

v. This is done through the use of the equilibrium rotational constant 𝐵𝐵e, that is adjusted 

by the rotation-vibration interaction constant, 𝛼𝛼𝑓𝑓:  

𝐵𝐵𝑣𝑣 = 𝐵𝐵𝑓𝑓 −  𝛼𝛼𝑓𝑓 �𝑣𝑣 +
1
2�

 4.3 
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The peak frequencies of transitions in the R-branch get closer with increasing J, whereas 

they become further apart in the P-branch. This is due to the 𝛼𝛼𝑓𝑓-dependence as seen in 

Equations 4.1 and 4.2. The transitions in both branches also grow increasingly closer in 

energy as the frequencies increase, due to J’s own increase toward negative and positive 

frequencies in the P- and R-branches, respectively. A spectrum schematic in Figure 4.4 

demonstrates both of these trends, wherein the peaks growing closer with increasing 

frequency results in crosspeaks that curve downward. This behavior results from the 

influence of vibrational excitation on the rotational constant (𝐵𝐵v). 

Figure 4.4. Schematic of a typical rotational-vibrational spectrum in which the transition spacing decreases 
in both P- and R-branches toward higher frequencies. The lower frame shows the resulting off-diagonal peaks 
that occur with downward curvature, as seen in experimentally in Figure 1. 
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The coordinates of an off-diagonal peak in the 2D-IR spectrum are given by (𝜔𝜔1, 𝜔𝜔3).  

For quadrant II (upper left), the position can be solved for by using by Equations 4.1 and 

4.2 for the x and y-axis values respectively; the x- and y-axis values in quadrant IV (lower 

right) are given by Equations 4.2 and 4.1, respectively, for each particular rotational 

quantum number. 

One can then construct Equation 4.4 that gives the y-coordinate as a function of an x-

coordinate for the peaks in off-diagonal quadrants II and IV. This results in a curve that 

can be used to fit experimental 2D-IR data: 

 
𝜔𝜔3 = 𝜈𝜈0 + 10𝐵𝐵𝑓𝑓 + 4𝐶𝐶𝐵𝐵𝑓𝑓 − 6𝛼𝛼𝑓𝑓𝐶𝐶 −

3𝐵𝐵𝑓𝑓2

𝛼𝛼𝑓𝑓
− 8𝛼𝛼𝑓𝑓 − 𝛼𝛼𝑓𝑓𝐶𝐶2 4.4 

where: 

 
𝐶𝐶 = ��1 −

𝐵𝐵𝑓𝑓
𝛼𝛼𝑓𝑓
�
2

− �
𝜔𝜔1 − 𝜈𝜈0
𝛼𝛼𝑓𝑓

� 
4.5 

Equation 4.4 gives the off-diagonal values for 𝜔𝜔3 as a function of 𝜔𝜔1 on the 2D-IR axes.  

The peak positions in these coordinates were determined by fitting vertical slices across 

the data at Tw = 1 to Gaussian curves to identify the maxima, which are plotted in Figure 

4.5.  Equation 4.4 was then fitted to these data using 𝜈𝜈0, 𝐵𝐵𝑓𝑓, and 𝛼𝛼𝑓𝑓 as adjustable 

parameters. The calibration of the y-axis values in the 2D-IR instrument gives rise to the 

largest source of uncertainty in the fit, though these values are typically accurate to within 

1-2 cm-1.  To circumvent this we used the crossing point of the on- and off-diagonal ridges 

(2351 cm-1) as 𝜈𝜈0 and then allowed 𝐵𝐵𝑓𝑓 and 𝛼𝛼𝑓𝑓 to float in the fitting procedure. This yields 

𝐵𝐵𝑓𝑓 = 0.39 cm-1 and 𝛼𝛼𝑓𝑓 = 0.0029 cm-1, which are within 0.1% and 7% of the literature values 

for 𝐵𝐵𝑓𝑓 and 𝛼𝛼𝑓𝑓, respectively.109, 110  In the absence of 𝛼𝛼𝑓𝑓 there is no curvature in the off-
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diagonal regions.  However, the effect of this anharmonic correction term is amplified by 

terms in which 𝛼𝛼𝑓𝑓 is a product with 𝐵𝐵𝑓𝑓.  This analysis shows that these rotational-

vibrational parameters can be determined with reasonable accuracy from a 2D-IR plot by 

simply fitting the curvature of the off-diagonal peaks, despite lacking the spectral 

resolution to resolve every individual rotational-vibrational transition as seen in the FTIR 

spectra.  

Figure 4.5. Off-diagonal peak positions extracted from the 2D-IR spectrum at Tw = 1 ps overlaid with 
Equation 3 (solid black line) using best fit parameters: 𝜈𝜈0 = 2351 cm-1, 𝐵𝐵𝑓𝑓 = 0.39 cm-1, 𝛼𝛼𝑓𝑓 = 0.0029 cm-1. 
 

A four wave mixing experiment results in 36 possible quantum pathways99 though for 

simplicity this discussion will only focus on 6. Figure 4.2 a-d shows four different 

pathways which produce positive signal (red contours) representing ground state bleach. 

2D-IR can prepare vibrationally excited state populations (blue contours) but is also 

sensitive to rotational-vibrational coherences (i.e. Figure 4.2e and f) which cannot be 

measured via FTIR. After the Tw waiting time, P/R coherences can be stimulated to emit 
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at either a P- or R-branch frequency and this will produce a new pair of off-diagonal peaks 

in quadrants II and IV.  For example, an oscillator that experiences excitation through 

interaction with the P(2) transition could then be stimulated to emit vibrational echo at R(0) 

(Figure 4.2c) or R(2) (Figure 4.2f).  Assuming 𝐵𝐵𝑓𝑓 is orders of magnitude larger than 𝛼𝛼𝑓𝑓, 

these off-diagonal peaks are separated by approximately 4𝐵𝐵𝑓𝑓.  Figure 4.6 shows that one 

can in fact resolve these peak pairs using a higher resolution grating at the detection side 

of the 2D-IR instrument.  The peak separation here is 2.24 cm-1 on average, corresponding 

to 𝐵𝐵𝑓𝑓 = 0.56 cm-1; this value does not match the literature as closely as that obtained by 

fitting the curvature of the full off-diagonal dataset, but it is still within a factor of two.  

 

Figure 4.6. Absolute value 2D-IR spectrum at Tw = 1 ps for CO2 gas measured with a higher resolution 
diffraction grating to identify peak twinning in the off-diagonal quadrants. 
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  Understanding the 2D spectra of gaseous species becomes important when 

determining the origin of peaks for CO2 dissolved in systems such as polymers. A sample 

with uneven thickness or crater-like defects may result in voids consisting of only CO2 

(g) and no polymer. If the beam focal volume is sufficiently large that these voids are 

probed during a measurement in addition to the polymeric sample, the resulting 2D 

spectrum will possess features belonging to both gas-phase and dissolved CO2. The two 

species have distinctly different 2D spectra (Figure 4.7) and the gaseous signal can be 

subtracted with some success. However, subtraction methods are limited by factors such 

as laser drift that may occur between the acquisition of the sample spectrum and the 

gaseous spectrum.  

Figure 4.7. 2D-IR spectra at Tw = 0.5 ps for a) CO2 gas dissolved inside PMMA, b) CO2 gas by itself, and 
c) the resultant spectrum upon subtracting b from a.  

Another topic worth addressing is the presence of a Fermi resonance in CO2 between 

the symmetric stretch and doubly degenerate bending modes: At this point, it is unclear 

whether the Fermi resonance contributes dynamic behavior to the asymmetric stretch in 

the case of this work as well as Chapter 5.  Prior findings by Brinzer et al. describing CO2 

dissolved inside ionic liquids demonstrate anharmonic coupling between the asymmetric 

stretch and the thermally excited bend, giving rise to a shoulder red-shifted from the 
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asymmetric stretch.106 The authors note that the 2D-IR spectra posess unexplained 

spectral features that may have some contribution from Fermi resonances,111 yet the 

frequency assignments do not match existing gas-phase data.111 This only further 

emphasizes the need to study the ultrafast behavior of CO2.  An intimate knowledge of 

the CO2 (g) spectrum also prevents one from ascribing gaseous artifacts as crosspeaks 

belonging to the dissolved sample. Improved sample preparation methods can almost 

entirely omit these artifacts and will be referenced in the next chapter, as well as a 

discussion on how CO2 behaves when dissolved inside polymeric matrices. 

4.5 Conclusions 

 Given the abundance of  anthropogenic CO2 and its perilous affects on the climate, it 

has become increasingly important to determine ways to somehow trap, separate, or 

repurpose excess CO2. An understanding of the gas-phase dynamics is key to optimizing 

simulations that can then model and predict the dynamic behavior of separations. 2D-IR 

is uniquely suitable for measuring the dynamics of gaseous molecules undergoing 

collisions at ambient conditions. Herein I presented the 2D-IR spectra of CO2 under 

ambient temperature and pressure to highlight spectral features arising from conservation 

of quantum mechanical states. The data did not exhibit spectral diffusion i.e J-scrambling 

due to the low gas pressures used, such that a significant amount of time elapses between 

each molecular collision.  However, the curvature of off-diagonal features can be used in 

analyses that then yield rotational constants for gaseous systems even in the absence of 

high resolution instruments. These results also provided a foundation for understanding 
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the spectra of CO2 dissolved inside more complex systems such as polymers, which will 

be described in the next chapter.  

4.6 Full Set of 2D-IR Data 

 

Figure 4.8. Full set of 2D-IR spectra probing the asymmetric stretch of gaseous CO2 at a range of waiting 
time Tws, as indicated in the upper left hand corner of each plot. 
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5. CO2 Diffusion in Polymeric Matrices 
 
Reprinted with permission from:  
 
Pyles, C.G.; Gretz, G.M.; Spector, I.C.; Massari, A.M. “Ultrafast Dynamics Experienced 
by Carbon Dioxide Diffusing Through Polymer Matrices” J. Phys. Chem. B. 2021, 125, 
31, 8997-9004. 
 
Copyright © 2021 American Chemical Society.  
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5.1 Chapter Summary 

In this chapter, Fourier transform infrared, pump-probe polarization anisotropy, and 

two-dimensional infrared spectroscopies were used to study the steady-state and time-

dependent behavior of carbon dioxide dissolved in three different polymer systems. Gas 

reorientation dynamics in poly(methyl methacrylate), poly(methyl acrylate), and 

poly(dimethylsiloxane) were sensitive to the nature of chemical interactions between the 

gas and polymer, as well as whether the polymer was in a glassy or rubbery phase.  The 

homogeneous dynamics experienced by the asymmetric stretching vibration were found to 

be fastest for rubbery polymers with weak, non-specific gas-polymer interactions.  Spectral 

diffusion was absent for the carbon dioxide vibrational mode in glassy poly(methyl 

methacrylate), but was activated for the chemically similar but rubbery poly(methyl 

acrylate).  The vibrational dynamics are shown to have a direct correlation with the 

diffusivity of carbon dioxide through the polymer matrices.  

5.2 Introduction 

Carbon dioxide (CO2) is the most abundant of anthropogenic greenhouse gases. In 2015, 

temperatures increased by nearly one degree Celsius relative to pre-industrial times due in 

part to CO2. Carbon dioxide removal (CDR) technologies could help society mitigate 

further CO2 emissions, but they are limited by their efficiency and scalability.112, 113 Mixed-

matrix membranes are one promising CDR method. These systems often contain 

nanoporous CO2 capturing agents (e.g zeolites or metal-organic frameworks) inside a gas-

permeable polymer.114, 115 Gas diffusion through these membranes relies on polymer 

motions that span a wide range of time scales from tens to hundreds of picoseconds.23, 26, 
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116-120 In order to maximize their potential, methods must be developed that are capable of 

measuring and accurately modeling the ultrafast dynamics of the polymeric matrix and its 

interactions with CO2 guests.  

Gas diffusion is typically described at a molecular level by the free volume model in 

which the gas resides in microcavities whose boundaries are defined by polymer chains.116, 

121-123 These volumes are dynamic and undergo structural fluctuations that can perturb the 

molecular structure of encapsulated gas molecules. These fluctuations depend on 

temperature and pressure, and exhibit phase transitions such as the glass transition 

temperature, Tg, above which segmental mobility is thermally activated.124 Polymers below 

their characteristic Tg are referred to as glassy; those above Tg are termed rubbery.  

Microcavity structural dynamics are significantly enhanced above Tg.116, 121-123 Gas 

diffusion then proceeds by collective polymer motions that create transient conduits 

through which the gas molecule is able to move in stochastic jumps to reach an adjacent 

microcavity.116, 121-123 

In this study, I use IR pump-probe polarization anisotropy and two-dimensional infrared 

(2D-IR) spectroscopies to monitor the structural dynamics of several polymeric matrices 

as reported by a CO2 guest that is encapsulated in and diffusing between polymeric 

microcavities. I compare the ultrafast vibrational and reorientational dynamics of the CO2 

asymmetric stretching mode (ν3) in poly(methyl methacrylate) (PMMA), poly(methyl 

acrylate) (PMA), and poly(dimethylsiloxane) (PDMS) (Table 5.1).  
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Table 5.1. Chemical structure of polymers studied with glass transition temperatures (Tg) and mutual 
diffusion coefficients (D). The top row of Tg values are obtained from DSC measurements, and the bottom 
from the literature.  

 

  
 

 
poly(methyl methacrylate) 

(PMMA) 

poly(methyl acrylate) 

(PMA) 

poly(dimethylsiloxane) 

(PDMS) 

Tg, °C 
-124 

(-123) 125 

-18 

(3) 125 

93 

(108) 125 

D, cm2/s 2.43 × 10-9 at 298 K 126 3.68 × 10-8 at 308 K 127 2.6 × 10-5 at 308 K 116 

 

This particular set of polymers offers a valuable comparative study since PMMA and 

PMA are chemically similar and are known to have specific interactions with CO2,128, 129 

but PMMA is glassy at room temperature while PMA is rubbery.  PDMS is rubbery at 

room temperature like PMA,125 but lacks the chemical specificity for CO2 at the low 

pressures used herein.130, 131 The results demonstrate that time-dependent frequency 

fluctuations and molecular reorientation of CO2 are directly correlated with the polymeric 

structural dynamics above the glass transition temperature.  We also show that the ultrafast 

dynamics reported by the CO2 guest are readily mapped onto the characteristic diffusivity 

of CO2 in each of the polymer systems.  
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5.3 Materials & Methods 

5.3.1 Polymeric Sample Preparation 

Approximately 0.2 g of poly(methyl methacrylate) (PMMA, average Mw ~15,000, Sigma 

Aldrich)  were dissolved in 5 mL of chloroform (99.9% purity, anhydrous, Acros 

Organics). After placing 1 mL of this solution on a CaF2 window, the sample was spin-

coated for 2 minutes at 200 RPM with an acceleration of 40 RPM/s. This resulted in a film 

with a thickness of approximately 45 µm. Two spin cast films pressed against each other 

were heated to 80 °C under a pressure of ~0.6 N/cm2 for 2-3 hours to eliminate air gaps 

between the film and windows caused by surface irregularities. The resulting sample was 

used for measurements at room temperature. Heated PMMA studies described later in this 

work required thicker films. 3 mL aliquots of the previously mentioned PMMA solution 

were drop cast on CaF2 windows to create films with an estimated thickness of 150 µm. 

Drop cast films pressed against an additional CaF2 window were then heated to 80 °C under 

a pressure of ~0.6 N/cm2 to eliminate air gaps. 

Poly(methyl acrylate) (PMA,  ~40 wt. % in toluene, average Mw ~40,000, Sigma 

Aldrich) was dried under vacuum (~10-7 torr) for 72 hours to evaporate the toluene. The 

resulting polymer was highly viscous. A thin film was created by annealing a small volume 

of the polymer between two CaF2 windows and exerting a pressure of ~0.6 N/cm2 with a 

spacer in place to create an 80 µm film. 

Thin cross-linked poly(dimethylsiloxane) (PDMS) elastomer films were created with a 

Sylgard 184 silicone elastomer kit purchased from Dow Corning. The elastomer base 

(Sylgard-184A) and curing agent (Sylgard-184B) were combined in a 10:1 mass ratio. A 



 86 

50 µm Teflon spacer and 25 µm Teflon spacer were stacked on top of a 3 mm thick CaF2 

window. After cutting a 1.5 cm diameter hole from the middle of each spacer, the elastomer 

mixture was doctor-bladed across the opening of the stacked spacers. The sample cured for 

2 days at ambient conditions resulting in a transparent film roughly 75 µm in thickness. 

PDMS films retained elasticity and flexibility following the curing process. 

During data acquisition, CaF2 windows containing the polymer thin film samples sat 

inside a custom built gas-flow cell. Mass flow controllers (Unit Instruments Inc., UFC-

1100) applied carbon dioxide (99% purity, Airgas) with a positive pressure ranging from 

6-12×10-4 atm across the thin films. The CO2 asymmetric stretch (ν3) provided 

spectroscopic evidence of gas dissolving within the thin films. Flow rates ranged between 

.006-.009 atm of positive pressure to provide roughly 100-200 milliOD of infrared 

absorption in each sample. All Fourier transform infrared (FTIR) spectra of polymer 

samples were collected with a Nicolet 6700 FTIR spectrometer (Thermo Scientific) as an 

average of 16 scans with a resolution of 1 cm-1.  

Differential Scanning Calorimetry (DSC) measurements of neat polymer samples prior 

to adhering to CaF2 windows were collected on a TA Instruments Q1000. PMMA was 

heated from 40°C to 150 °C at a rate of 10.00 °C/min, then cycled back down to 40 °C. 

PMA was heated from room temperature to 40 °C, cooled to -50 °C, then brought back to 

room temperature at a rate of 10.00 °C/min. PDMS was heated from room temperature to 

40 °C, cooled to -160 °C, then brought back to room temperature at a rate of 10.00 °C/min.  
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5.3.2 Ultrafast Data Collection (2D-IR, pump probe anisotropy) 

The laser instrumentation for pump probe and 2D-IR measurements has been described 

previously52, 85 and in Chapter 2 of this thesis. The mid-IR pulses were centered at 

approximately 2340 cm-1 corresponding to the CO2 asymmetric stretching region for all 

spectroscopic measurements. Failure to purge the laser enclosure allowed atmospheric CO2 

to absorb ~90% of the generated mid-IR and eliminated all signal. Thus, the entire 

instrument was sealed and continuously purged with dry N2 during all data collection.  

For 2D-IR measurements, the mid-IR centered at 2340 cm-1 was split into three paths (~1 

µJ per pulse) and pointed onto the sample in the BOXCARS geometry.53 The vibrational 

echo generated by the sample was interfered with a local oscillator (0.3-0.5 nJ per pulse). 

The x- or ω1-axis was created by varying the delay time between the first two pulses and 

then taking the Fourier transform of the result. The y- or ω3-axis was optically Fourier 

transformed by spectrally resolving the heterodyned signal in a 0.32 m monochromator 

(150 line/mm grating, resolution 2 cm-1). Signal was detected with a liquid N2 cooled 64-

element mercury cadmium telluride (MCT) array detector (Infrared Associates, Inc.)  The 

data were analyzed by the centerline slope (CLS) method.132, 133 Due to the narrowness of 

the 2D-IR peaks (~5 cm-1), the centerline was defined by fitting Gaussian slices parallel to 

the ω1 axis instead of the ω3 axis, then taking the reciprocal of the resultant slope. 

Pump-probe anisotropy measurements were performed by splitting the aforementioned 

mid-IR into two beam paths, denoted the pump and probe. The pump beam transmitted 

through a λ/2 waveplate (Altechna, 4500 nm) to rotate the p-polarized light to 45°. The 

probe beam was kept p-polarized. A mid-IR polarizer was placed in the pump beam path 
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immediately before the sample and set to 45°. An analyzer polarizer placed immediately 

after the sample in the probe path was rotated – 45o and +45o relative to the pump, to resolve 

parallel (S||(t)) and perpendicular (S⊥(t)) contributions to the population decay. A final 

polarizer was placed immediately before the monochromator entrance slit and rotated to 

maximize probe transmission without the analyzer in place. After installing the analyzer, 

the final polarizer was rotated +/- a few degrees to ensure the probe intensity through the 

sample (without the pump) was equivalent for the parallel and perpendicular orientations.37, 

134  Polarization anisotropy data were collected out to 105 ps for analysis. 

The parallel (𝑆𝑆∥(𝑑𝑑)) and perpendicular (𝑆𝑆⊥(𝑑𝑑)) signals give rise to the population decay 

through the following relation:37  

 𝑃𝑃(𝑑𝑑) =
𝑆𝑆∥(𝑑𝑑) + 𝑆𝑆⊥(𝑑𝑑)

3
 5.1 

The orientational dynamics can be characterized by the polarization anisotropy, r(t):37 

 𝑟𝑟(𝑑𝑑) =
𝑆𝑆∥(𝑑𝑑) − 𝑆𝑆⊥(𝑑𝑑)
𝑆𝑆∥(𝑑𝑑) + 2𝑆𝑆⊥(𝑑𝑑)

 5.2 

Wobbling in a cone analysis was conducted as described on page 11 in section 1.3.4  
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5.4 Results and Discussion 

Figure 5.1. Normalized FTIR spectra of the CO2 0-1 asymmetric stretch in PMMA (black), PMA (red), 
and PDMS (blue). 
 

 Figure 5.1 shows FTIR spectra of the asymmetric stretching vibration (ν3) of CO2 

dissolved in thin films of PMMA, PMA, and PDMS. The spectra are characteristic of CO2 

dissolved in the condensed-phase, lacking all of the rotational-vibrational features that are 

typically associated with gas-phase molecules. The CO2 solute is solvated by interactions 

with the polymeric microcavity rather than existing as a gas-phase molecule in small voids 

within the polymer film. These dynamic interactions facilitate gas diffusion through the 

polymer and lead to the vibrational dynamics described below.  The frequency of ν3 ranges 

2338 to 2339 cm-1 in these three polymers, and serves as a molecular probe of the chemical 

structure and dynamics. It has been noted by others that the asymmetric stretch is 

solvatochromic and readily senses differing chemical environments.106 The three FTIR 
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spectra were fit to pseudo-Voigt functions to obtain peak centers and full width at half 

maximum (FWHM) values (Table 5.2).    

Table 5.2 Values extracted from a pseudo-Voigt fit to the FTIR spectra in Figure 5.1.  

polymer peak center 
(cm-1) 

combination 
band shift 

(cm-1) 
FWHM 
(cm-1) 

Gaussian Lorentzian 

PMMA 2338.2 13.1 4.8 32 % 68 % 

 2325.1  4.5 60 % 40 % 

PMA 2339.0 12.4 4.6 46 % 54 % 

 2326.6  4.0 92 % 8 % 

PDMS 2338.6 10.6 5.7 7 % 93 % 

 2328.0  7.1 99 % 1 % 
 

The peak shapes in PMA and PMMA are identical except for their center frequencies. 

The ν3 of CO2 in PDMS is similar in frequency to the methacrylate polymers but slightly 

wider and with a notably higher Lorentzian character. All three spectra also exhibit a small 

red-shifted peak that has been previously assigned to a vibrational hot band originating 

from coupling of ν3 to a thermally excited bending mode near 667 cm-1.106, 135 The 

amplitude and frequency shift of this hot band from the ν3 mode is reflective of the coupling 

strength between the stretch and bend vibrations.106, 5, 34, 135 Table 5.2 shows that this 

combination band shift is 13.1, 12.4, and 10.6 cm-1 for CO2 solvated in PMMA, PMA, and 

PDMS, respectively.  This stronger coupling of the stretch to the bending motion will be 

shown to have a direct impact on the vibrational dynamics.  

 The subtle differences in FTIR peak shapes arise from a combination of homogeneous 
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and inhomogeneous broadening experienced by CO2 in these three polymeric 

environments. These broadening processes are dynamic in nature: homogeneous 

broadening originates from ultrafast vibrational population relaxation (T1), molecular 

reorientation (Tor), and pure dephasing (T2*) within the polymer matrices, whereas 

inhomogeneous broadening is born out of spectral diffusion dynamics over a wide range 

of time scales.107, 136 The latter dynamics can range from ultrafast frequency fluctuations 

caused by the surrounding chemical environments to slow, pseudo-static ensembles that do 

not interconvert on the time scale of these measurements. The remainder of this study will 

focus on decomposing the seemingly similar FTIR line shapes in Figure 5.1 to reveal 

dramatic differences in their underlying dynamics.   

Population and orientational dynamics were characterized by polarization-controlled IR 

pump-probe measurements on the CO2 ν3 mode in PMA, PMMA, and PDMS. Figure 5.2 

shows the ν3 population relaxation for CO2 in PMMA, PMA, and PDMS. It is clear that 

there is more than one dynamic process captured in these decays. All three systems were 

best modeled with a biexponential decay; the best fit parameters are tabulated in Table 5.3. 

The longer time constant obtained from each biexponential fit was ascribed to population 

relaxation, T1. 



 92 

Figure 5.2. Normalized population decays measured for the 0-1 ν3 for CO2 in PMMA (black), PMA (red), 
and PDMS (blue). Markers show experimental data, solid lines show best biexponential fit.  
 
Table 5.3. Population and orientational decay time constants for CO2 in PMA, PMMA, and PDMS. 

polymer 
vibrational 

lifetime (T1) 
(ps) 

τfast (ps) r(t) decay 
time, (ps) 

Dc-1, cone 
diffusion 

constant (ps) 

PMMA 53 (±1.1) 0.88 (±0.12) 1.3 (±1.3) 25 (±12) 

PMA 47 (±1.5) 0.82 
(±0.072) 0.66 (±0.45) 7.9 (±0.82) 

PDMS 62 (±0.98) 0.24 
(±0.016) 0.67 (±0.11) 5.8 (±0.53) 

*Standard error obtained via fitting time constants with a 95% confidence interval 

CO2 is a small symmetric molecule with only four vibrational modes. Relaxation of ν3 

proceeds by intramolecular redistribution (IVR) into these few modes and intermolecular 

energy transfer to accepting modes and phonons in the polymeric matrices in which it is 

solvated. Previous studies of the asymmetric stretch relaxation in ionic liquids have shown 

that relaxation proceeds through anharmonic coupling to the CO2 bending vibration at 667 
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cm-1.106 The ν3 lifetimes for these three different polymer environments demonstrate that 

the relaxation time is approximately 10 ps faster in the methacrylate polymers (PMA and 

PMMA) than in PDMS.  This is consistent with the stronger coupling shown by the larger 

peak splitting between the asymmetric stretch and hot band vibrations in the FTIR and 

Table 5.2. Relaxation likely proceeds by IVR and transfer to the CO2 bending mode plus a 

phonon to conserve energy in a mechanism that has slight differences in coupling between 

CO2 and the respective polymers.65, 137, 138 In order to better ascertain the origin of the τfast 

component in the pump probe decays, we then performed pump probe polarization 

anisotropy (Figure 5.3).  

Figure 5.3. Polarization anisotropy decays for PMMA (black), PMA (red), and PDMS (blue).  Overlaid 
solid lines are biexponential fits. 

Polarization anisotropy, r(t), for the ν3 mode reveals that CO2 rapidly reorients while 

solvated in microcavities in all three polymer environments. Each anisotropy decay was 

successfully fit by a biexponential function including a fast exponential decay with a time 
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constant of less than 2 ps (Table 5.3). An exceptionally long time constant was required to 

capture molecular reorientation taking place on time scales longer than we are able to 

resolve.  

Table 5.4. Full results of biexponential fits for pump probe anisotropy of CO2 dissolved in the three 
polymer systems. 

Sample τ1 (ps) amp. 1 % Fast τ2(ps) amp. 2 % 
Slow 

PMA, CO2 (g) 0.66 
(±0.45) 

0.11  
(±0.12) 38% 1363 

(±1912) 
0.18 

(±0.0041) 62% 

PMMA, CO2 
(g) 

1.3 
(±1.3) 

0.080 
(±0.050) 24% 680 

(±670) 
0.25 

(±0.016) 76% 

PDMS, CO2 (g) 0.67 
(±0.11) 

0.16  
(±0.018) 55% 47000 

(±64E4) 
0.13 

(±0.0031) 45% 

 

An offset in the r(t) decay persists at long times for all three samples that increases in 

order from PDMS < PMA < PMMA. This is likely due to interactions between the CO2 

probe and polymer backbone that prevent it from reorienting, and the strength of those 

interactions increases from PDMS < PMA < PMMA. Previous work has shown that the ν2 

bend degeneracy is broken through Lewis acid-base type interactions between the carbonyl 

functional groups in PMMA and CO2, which are also present in PMA.128, 129 Although CO2 

can perturb the methyl chains in PDMS at pressures exceeding approximately 1-2 MPa, 

the pressures used herein are orders of magnitude too small for such interactions to be 

readily observable. When these high pressures are used, the ν3 stretch red shifts from 2338 

cm-1 by up to 3 cm-1.130, 131 The lack of specific chemical interactions occurring in PDMS 

for the pressures of CO2 used give it the smallest r(t) offset.  Figure 5.3 also implies that 

the interaction is stronger between CO2 and PMMA than it is between CO2 and PMA, as 
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shown by the larger r(t) offset at long waiting times.  As stated above, at room temperature, 

PMA is above its Tg whereas PMMA is glassy. We hypothesize that the interaction strength 

between CO2 and PMA is weakened by the structural dynamics experienced by the gas 

molecule in the rubbery polymer microcavity. 

The r(t) data were analyzed by a wobbling-in-a-cone model in which the vibrational 

transition dipole is envisioned to reorient rapidly within a limited range of angles (the cone 

angle, θc), and  more completely on longer time scales.37, 139, 140 Using the time constants 

from the biexponential fits to r(t), this treatment allows one to determine the cone diffusion 

constant, Dc, which reflects the time required for the dipole wobbling inside the cone to 

explore its full range of angles. Fitting the longer-lived contribution of r(t) extracts Dm-1, 

the inverse orientational diffusion constant. This constant characterizes the time scale 

required for the entire cone to reorient, upon which r(t) decays to zero. The Dc values for 

CO2 in the three polymers are tabulated in Table 5.3 and show that reorientation in PMA 

is more similar to PDMS.  The full parameter list from wobbling-in-a-cone analysis is 

provided in Table 5.5.   

Table 5.5. Parameters obtained from wobbling-in-a-cone analysis of CO2 in the three polymers.  

polymer θin θtot Dc-1 Dm-1 

PMMA 21 
(±12) 

31 
(±17) 

25 
(±12) 

2.5×10-4 
(±1.2×10-4) 

PMA 26 
(±16) 

40 
(±0.50) 

7.9 
(±0.82) 

1.3×10-4 
(±7.7×10-5) 

PDMS 27 
(±3) 

47 
(±0.45) 

5.8 
(±0.53) 

3.6×10-6 
(±3.3×10-6) 
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It is surprising that the similarity in reorientation dynamics is found between PMA and 

PDMS, rather than with the chemically similar PMMA. Though localized chemical 

interactions may hinder the cone diffusion, DSC measurements (Table 5.1, Figure 5.4) 

indicate that PMMA prepared for this study encounters Tg at 93 °C, whereas the transition 

occurs at -18 °C for PMA and -124 °C for PDMS. Thus, at room temperature where the 

spectroscopic data presented above were collected, PMMA is in a glassy state, while PMA 

and PDMS are both in a rubbery state. This demonstrates that polymer structural motions 

above Tg exert a stronger influence on CO2 reorientation dynamics than the chemical 

interactions with the carbonyl groups in PMMA and PMA. 

 

Figure 5.4. DSC measurements indicate the PDMS sample (blue) encounters the glass transition at -124oC, 
whereas this transition occurs at -18oC for PMA (red) and 93oC for PMMA (black). Literature values for 
transitions are shown in Table 5.1 in parentheses. 
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2D-IR spectroscopy was used to further probe the polymer dynamics experienced by the 

CO2 guest and to disentangle the homogeneous and inhomogeneous contributions to the IR 

linewidth.107, 141-145 Figure 5.5 shows the 2D-IR spectra of CO2 in PMMA, PMA, and 

PDMS thin films. The ω1 axis represents the frequencies of IR light used to excite the CO2 

molecule; the ω3 axis represents the emitted IR frequencies of CO2 molecules after 

interacting with their polymeric environments for a specified waiting time, Tw. The red 

contours in Figure 5.5 indicate positive signal belonging to ground state bleach of the v=0-

1 vibrational transition. Taking a slice along the diagonal of the 0-1 peak would reveal an 

absorption spectrum that is nearly identical to the FTIR spectrum. Blue contours depict 

negative signal corresponding to excited state absorption due to a v=1-2 transition. The 

anharmonicity of the vibrational mode being probed dictates the separation between the 

centers of the 0-1 and 1-2 peaks along the ω3 axis and is measured here to be 24.8 cm-1.  

A first observation from Figure 5.5 is that the 2D-IR spectra in these three polymers are 

quite different despite their relatively similar FTIR spectra. At early waiting times (Tw = 

0.5 ps), the ν3 peaks in the PMMA and PMA samples (Figure 5.5a and Figure 5.5c, 

respectively) are elongated along the diagonal. Fluctuations of the polymer surroundings 

during the waiting time of 0.5 ps perturb the ν3 mode so that it is stimulated to emit different 

frequencies of light than it had initially absorbed. This decorrelation of vibrational 

oscillators, or spectral diffusion, has not occurred to an appreciable degree even after 10 ps 

for PMMA or PMA (Figures Figure 5.5b and Figure 5.5d, respectively).  In PDMS, 

however, even at Tw = 0.5 ps, the 0-1 and 1-2 contours have already taken on a rounded 
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shape indicative of nearly complete spectral diffusion (Figure 5.5e). At 10 ps, the PDMS 

peak does not qualitatively appear to grow rounder (Figure 5.5f).  

Off-diagonal peaks are present between the on-diagonal asymmetric stretch and hot band 

peak for all three polymers due to energetic exchange between the CO2 bend and the 

asymmetric stretch.106 Brinzer and coworkers showed through simulations that the rate of 

random thermal fluctuation between the ground and first excited bending state will dictate 

the appearance of the 2D-IR spectrum.106 In previous studies, these off-diagonal features 

have been shown to grow in with Tw, indicating thermal exchange with the bending mode 

on a time scale that is comparable to the waiting times.5, 34, 106, 135  A thorough analysis of 

the off-diagonal intensity in these 2D-IR spectra show that the peaks actually do not grow 

in intensity with Tw (Figure 5.6) for any of the polymeric systems studied here.  

  In the case of PDMS, off-diagonal peaks are present and do not increase with Tw; In 

the cases of PMMA and PMA, off-diagonal peaks are not clearly resolved and show no 

evidence of growing in. Therefore energy is transferred quickly compared to the 

measurement time scale and peaks are present even at the shortest waiting times. This rapid 

exchange of thermal energy with the bending mode causes off-diagonal peaks to have 

constant normalized amplitude at all Tws. Qualitative comparisons of the 2D-IR spectra 

show that spectral diffusion of the CO2 ν3 mode in PMA and PMMA proceeds slowly in 

comparison to PDMS. The rate at which spectral diffusion occurs can be quantified by 

extracting the center line slope (CLS) as a function of Tw.48 
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Figure 5.5. 2D-IR spectra of the CO2 ν3 mode, dissolved in PMMA (a, b), PMA (c, d), and PDMS (e, f) at 
Tw = 0.5 ps (left column) and Tw = 10 ps (right column). 
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Figure 5.6. Off-diagonal intensity normalized by the on-diagonal intensity at the emission frequency for 
PMMA (black circles), PMA (red squares), and PDMS (blue triangles).  The data demonstrate that the off-
diagonal intensity does not grow in as Tw is increased for any of the polymeric systems.   
 

A CLS value of one represents a completely correlated set of vibrational probes. The 

CLS becomes zero when vibrational oscillators completely de-correlate over the elapsed 

waiting time. The CLS values are plotted in Figure 5.7 for the 2D-IR spectra collected from 

several sample scans for each of the three polymer types. The fit parameters are tabulated 

in Table 5.6.  

  PDMS has a minimal CLS offset at long Tws compared to those exhibited by PMA and 

PMMA. The near baseline CLS indicates that the ν3 mode on CO2 in PDMS experiences 

relatively fast structural dynamics that perturb its frequency and lead to complete spectral 

diffusion. The CLS values show that CO2 in PDMS experiences the most decorrelation of 

its oscillator frequencies, just as it showed the most decorrelation of dipole orientations in 

Figure 5.3.  
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Figure 5.7. CLS as a function of Tw for PMMA (black circles), PMA (red squares), and PDMS (blue 
triangles) measured at 25 °C. Each set of data were fit to a single exponential with an offset. Open green 
triangle markers show CLS values measured in PMMA sample heated to 150 °C. 
 
Table 5.6. Amplitudes (A1) and time constants (τ1) for single exponential decay plus constant (A0) fit to 
CLS values as a function of Tw. 

Sample A1 τ1 (ps) A0 
PMMA 0.19 (±40) 825 (±10) 0.66 (±40) 
PMA 0.096 (±0.016) 22 (±12) 0.54 (±0.01) 

PDMS 0.049 (±0.007) 12 (±5) 0.029 (±0.005) 
 

The CLS offsets are higher for PMMA and PMA, with PMMA showing almost no 

spectral diffusion over 100 ps. Recalling that a fundamental difference between these 

chemically similar polymers is that PMA is rubbery while PMMA is glassy at room 

temperature, we hypothesized that the thermally activated dynamics in PMA are the source 

of CO2 spectral diffusion dynamics. To test this hypothesis, the PMMA sample was heated 

above Tg to 150 °C and 2D-IR spectra were collected (Figure 5.8). The CLS values 
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extracted from these 2D-IR spectra are shown as green triangles in Figure 5.7.  As expected, 

the data lay on top of the CLS values for PMA when the PMMA sample is above Tg.  Upon 

activating segmental mobility above Tg, the two methacrylate polymers have remarkably 

similar spectral diffusion.  

Comparing the time scales of the CLS decays in Table 5.6 to those of polarization 

anisotropy in Table 5.2, we must further conclude that the vibrational dynamics captured 

in the CLS do not originate from CO2 reorientation. For one thing, the fast reorientation 

time constants obtained from the r(t) fits are an order of magnitude faster than any of those 

obtained from the CLS. Furthermore, CO2 reorientation in PDMS is quite similar to PMA 

but the two systems have dramatically different time constants for spectral diffusion. 

Additionally, the r(t) in PDMS has a nonnegligible offset of ~0.1 at tens of picoseconds 

(where r(t) can have a maximum value of 0.4), yet the CLS offset is nearly at the baseline 

after tens of picoseconds. Therefore, CO2 probes in PDMS have almost completely 

sampled their range of possible vibrational energies, despite incomplete reorientation. 
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Figure 5.8. 2D-IR spectra of PMMA heated above its Tg mimic those of PMA which is well beyond its Tg at 
room temperature. Shown is Tw = 0.5 ps (upper left) and Tw = 20 ps (upper right). The 1-2 transition was 
chosen for analysis due to on-diagonal scatter and partial gas phase contribution. 

 
Figure 5.9. CLS plotted as a function of Tw for the 0-1 (black) and 1-2 (green) peak associated with the 
asymmetric stretch of CO2 in PMMA, collected at room temperature. Though the 1-2 has more noise, the 
data points follow a similar trend at long Tws. These values were tabulated to confirm the validity of 
comparing the CLS values of the 1-2 in heated PMMA to those of the 0-1 in room temperature PMA. 
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The 2D-IR spectra can be used to determine the amplitudes and time scales for 

homogeneous and inhomogeneous contributions to the linear FTIR spectra in Figure 5.1 

through the frequency-frequency correlation function (FFCF).48, 107 The calculated FFCF 

parameters are shown in Table 5.7. T2 represents the homogeneous dephasing time for each 

sample and encompasses pure dephasing, molecular reorientation, and population decay. 

Γ expresses the homogeneous contribution to linewidth. For the tabulated values shown 

below, 𝜏𝜏1 gives the time scale on which inhomogeneous processes occur that yield the ∆1 

contribution to the overall peak width. Any inhomogeneous processes that are too slow to 

be captured by 𝜏𝜏1 become contributors toward the inhomogeneous offset, ∆0.   

Table 5.7. Parameters obtained from the FFCF fit of the CO2 ν3 mode when dissolved in PDMS, PMMA, 
and PMA. 

 

The homogeneous portions of the line shapes, get progressively larger from PMMA < 

PMA < PDMS.  Neglecting the vibrational lifetime for CO2 (which is relatively long in all 

three polymer systems and has a minimal contribution to the homogeneous linewidth), the 

progression of Γ shows that the fast, homogeneous frequency fluctuations experienced by 

CO2 are fastest in PDMS, which is above its Tg and has only weak non-specific interactions 

with the gas molecules.  In contrast, PMMA, which is below its Tg and has stronger 

intermolecular interactions with CO2, has only unresolvably fast dynamics in Γ and 

unresolvably slow dynamics in the inhomogeneous terms in Table 5.7.  From the Dc-1 values 

Sample T2 (ps) Γ (cm-1) 𝝉𝝉𝟏𝟏 (ps) ∆1 (cm-1) ∆0 (cm-1) 
PMMA 17 (±4) 0.6 (±0.2) 825 (±10) 0.8 (±0.5) 1.7 (±0.4) 
PMA 11 (±2) 1.0 (±0.2) 22 (±12) 0.7 (±0.2) 1.6 (±0.1) 
PDMS 7.8 (±0.6) 1.4 (±0.1) 12 (±7) 1.5 (±06) 1 (±0.3) 
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calculated previously, we know that orientational contribution to Γ will also increase in 

order of PMMA < PMA < PDMS due to the wobbling cone diffusion becoming faster. 

However, the contribution is most likely small in magnitude compared to the 

aforementioned frequency fluctuations. As shown above, dipole reorientation is not a 

prerequisite for spectral diffusion.  

Interestingly, we again find that CO2 spectral diffusion in PMA more closely resembles 

that of PDMS rather than the chemically similar PMMA. It appears that the segmental 

motions that are activated in PMA above its Tg contribute to the ν3 frequency fluctuations 

that lead to spectral diffusion on the time scale of 22 ps.  This time scale has overlapping 

error bars with the 12 ps frequency fluctuations in PDMS.  The somewhat slower dynamics 

in PMA are characteristic of the chemical differences from PDMS and might be determined 

through computer simulations of the two polymer systems, but is completely distinct from 

the unresolvably fast and slow dynamics in PMMA.  However, on very long time scales 

captured by ∆0 in the FFCF, the acrylate polymers are marginally more similar, perhaps 

implying that the chemical interactions play a role in spectral diffusion in this temporal 

regime.  

5.5 Conclusion 

Despite the insensitivity of the FTIR spectra, the asymmetric stretching vibration of CO2 

solvated in three different polymeric environments can be used to probe the time-dependent 

structural dynamics of the gas and its surroundings. The dynamics of this small molecule, 

as reported by a vibrational mode, are surprisingly rich with details about its chemical and 

physical interactions with the polymer matrix. I find that molecular reorientation of CO2 
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and spectral diffusion of its ν3 mode are more similar in PMA and PDMS than in PMMA, 

despite the chemical similarities between PMA and PMMA. Dynamic differences above 

Tg appear to weaken the intermolecular forces between CO2 and the polymer matrix 

without significantly changing the rate of vibrational relaxation of this mode. This results 

in more liberal molecular reorientation and spectral diffusion on the time scale of tens of 

ps. The dynamics that are accessible through time-resolved vibrational measurements of 

ν3 appear to play a direct role in diffusion of CO2 through polymer matrices.  

The relevance of the dynamics measured in this study can be shown by comparison to 

the mutual diffusion coefficients of CO2 through these polymer systems, as reported in the 

literature (Table 5.1).  Within the Stokes-Einstein relationship, we can treat the inverse of 

each diffusion coefficient as a measure of the relative viscosity, 𝜂𝜂𝑓𝑓𝑓𝑓𝑡𝑡, of each polymer 

towards the movement of CO2 through its interior.  Figure 5.10 plots the cone reorientation 

times, Dc-1, and the homogeneous dephasing times, T2, measured in this study as a function 

of this relative viscosity parameter.  The figure clearly shows that there is a correlation 

between reorientation and dephasing dynamics with faster gas diffusion. I recognize that 

correlation is not necessarily causality, but my results show that when the polymer is less 

viscous to CO2, the gas molecules reorient faster and their vibrations dephase more 

efficiently. A comparison of these measured dynamics could be combined with molecular 

dynamics simulations in the future to obtain an atomistic perspective of CO2 transport 

through mixed-matrix membranes.     
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Figure 5.10. The CO2 cone diffusion times and spectral dephasing times as a function of the relative viscosity 
parameter (the inverse of the mutual diffusion coefficients for CO2 in each of the three polymers studied). 
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5.6 Full Set of 2D-IR Data 

 

Figure 5.11. 2D-IR spectra of the CO2 ν3 mode, dissolved in PDMS at a range of waiting time Tw values. 
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Figure 5.12. 2D-IR spectra of the CO2 ν3 mode, dissolved in PMMA at a range of waiting time Tw values. 
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Figure 5.13. 2D-IR spectra of the CO2 ν3 mode, dissolved in PMA at a range of waiting time Tw values. 
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6. Carbon Dioxide in Microporous Structures  
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6.1 Chapter Summary 

In this chapter, FTIR spectroscopy was used to study the behavior of CO2 adsorbed to 

microporous structures such as MIL-53(Al) and ZIF-8. Pseudo-Voigt fits were used to 

describe possible differences in the dynamics of CO2 dissolved inside the various 

structures. Preliminary 2D-IR studies of CO2 adsorbed to MIL-53(Al) are presented, 

though the results were unable to provide significant dynamic insight due to artifacts such 

as scatter. The limitations of my current ultrafast spectroscopic setup are addressed, and I 

briefly discuss some scatter-reduction strategies that were attempted and might be 

employed in the future. 

6.2 Introduction 

Over the span of a single decade, the number of new publications discussing metal 

organic frameworks (MOFs) have dramatically increased from 500 to over 4,000 per 

year.146 This newfound fascination with MOFs is for good reason too: they have a wide 

variety of potential applications including catalysis,147-149 gas storage,150-154 chemical 

sensing,155-158 drug delivery,159-161 water purification,162 and luminescence.157, 163, 164  

  The most basic of MOFs are constructed by linking metal cations with organic ligands 

to form a 3D network. Typically transition metals or lanthanides serve as the metal cation. 

However, some variations of MOFs may use elements such as aluminum or zinc instead. 

Examples of this include MIL-53(Al), and zeolitic imidazolate framework-8 (ZIF-8).  

Whether the guest molecule is solvent, an ion, or a gaseous molecule, the guest typically 

occupies the inner void of the pore. Most MOFs are designed to be microporous materials, 

to ensure the best mass to surface area ratio for the applications mentioned above. 
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Microporous materials are classified by having pore sizes of 2 nm or smaller.165. Standard 

synthetic methods usually entail a one-pot hydrothermal or solvothermal reaction, making 

MOFs a feasible reality for industrial purposes.   

 Though MOFs have many applications, we focus on exploiting their gas storage 

capabilities. CO2 is the most abundant of anthropogenic greenhouse gases leading to 

climate change. Carbon dioxide removal (CDR) technologies could help society mitigate 

further CO2 emissions, but they are limited by their efficiency and scalability.112, 113 Mixed-

matrix membranes are one promising CDR method. These systems often contain 

microporous CO2 capturing agents (e.g zeolites or metal-organic frameworks) inside a gas-

permeable polymer.114, 115  

  Metal organic frameworks (MOFs) were previously regarded as rigid structures, but in 

recent years more MOFs have been shown to exhibit linker-dependent flexibility166, 167. 

There are even instances of MOFs in which the pore size expands depending on how much 

guest molecule is present,167 including MIL-53(Al).168, 169  Because of MIL-53’s 

demonstrated ability to selectively bind large quantities of CO2,153 it presents itself as a 

potentially excellent solution for environmental cleaning purposes. If the dynamics of CO2 

adsorbed onto MIL-53(Al) change as a function of ambient gas pressure, analysis of 2D-

IR spectra may help determine the fundamental reasoning for pore flexibility. A more 

flexible pore structure may be able to enhance gas loading capabilities for a given MOF. 

Understanding the dynamics of CO2 adsorbed onto a family of flexible MOFs would inform 

synthetic chemists how to create structures with enhanced flexibility and improved gas 

loading ability.  
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  In this chapter, I describe the processes for activating and loading CO2 onto 

microporous structures, their resultant FTIR spectra, and the setbacks associated with 

ultrafast data collection. 

6.3 Materials & Methods 

6.3.1 MIL-53(Al) KBr Pellet Preparation 

 Basolite® A100 powder, also known as MIL-53(Al), was purchased from Sigma 

Aldrich. MIL-53(Al) powder was soxhlet extracted in DMF at 160 oC for 48 hours to ensure 

purity. After soxhlet extraction, the powder dried in an oven at 150 oC for minimum 24 

hours to evaporate the majority of remaining DMF solvent. KBr powder (Sigma Aldrich, 

99% purity) was stored in the same oven at 150oC for an indefinite amount of time until 

immediately before use in creating KBr pellets.   

  The soxhlet extracted powder was combined with KBr to create a ~10% by weight 

MIL-53(Al) mixture. Approximately 100 mg was loaded into a 13 mm KBr pellet press 

(Pike Technologies) and held under 8 tons of pressure for 15 minutes.     

6.3.2 ZIF-8 KBr Pellet Preparation 

Zinc 2-methylimidazole metal-organic framework (ZIF-8) was purchased from Strem 

Chemicals, Inc. The powder was kept at ambient temperature and moisture when not in 

use. KBr powder (Sigma Aldrich, 99% purity) was stored in an oven at 150oC for an 

indefinite amount of time until immediately before use in creating KBr pellets. ZIF-8 and 

KBr were combined to create a ~5% by weight ZIF-8 mixture. Approximately 70mg was 

loaded into a 13mm KBr hand pellet press (Pike Technologies) and compressed under 130 

foot pounds of torque for 15 minutes.  
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6.3.3 MIL-53(Al) Sample Activation  

 MIL-53(Al) samples were activated following procedures adapted from the 

literature153, 170 to account for lower vacuum pump pressures used. To expunge any 

remaining H2O and DMF, a MIL-53 sample was encased between two 25.4 mm diameter 

3 mm thick CaF2 windows inside the sample holder of a cryostat (Janis VPF-100). The 

cryostat was equipped with two external 50.8 mm diameter 3mm thick CaF2 windows, 

allowing for optical measurements during the activation process. A dual stage rotary vane 

vacuum pump (TriVac D16A) brought the sample from atmospheric pressure down to 

approximately 50 torr. The sample temperature was controlled by a thermocouple 

connected to a controller (Lake Shore Cryotronics 325). Sample temperatures were raised 

by approximately 10 K every 10 minutes to prevent sample and CaF2 window damage. 

After reaching 500 K, the high-temperature low-pressure environment was maintained for 

18 hours to activate the sample. FTIR spectra were obtained before and after evacuation to 

ensure adequate release of DMF and water from the sample pores.     

  Following activation, MIL-53 samples were cooled to room temperature, then 

transported from the cryostat to a gas flow cell under an inert N2 atmosphere. A system of 

two mass flow controllers were attached to N2 and CO2 regulators, and allowed for fine 

adjustments of the ratio of carrier (N2) to analyte (CO2) that flowed over the MIL-53 

substrates. 

6.3.4 ZIF-8 Sample Activation 

ZIF-8 samples were activated according to procedures adapted from the literature.171, 

172 Similar to MIL-53(Al) samples, ZIF-8 samples were suspended between two 25.4 mm 
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diameter 3 mm thick CaF2 windows inside the sample holder of a cryostat (Janis VPF-100). 

A dual stage rotary vane vacuum pump (TriVac D16A) brought the sample from 

atmospheric pressure down to approximately 50 torr. The sample temperature was 

controlled by a thermocouple connected to a controller (Lake Shore Cryotronics 325). 

Sample temperatures were raised by approximately 10 K every 10 minutes to prevent 

sample and CaF2 window damage. After reaching 400 K, the high-temperature low-

pressure environment was maintained for 18 hours to activate the sample.  

Following activation, ZIF-8 samples were cooled to room temperature, then transported 

from the cryostat to a gas flow cell under an inert N2 atmosphere. A system of two mass 

flow controllers were attached to N2 and CO2 regulators, and allowed for fine adjustments 

of the ratio of carrier (N2) to analyte (CO2) that flowed over the ZIF-8 substrates. 

6.3.5 FTIR Spectra Collection 

All FTIR spectra were collected using a Nicolet 6700 FTIR spectrometer (Thermo 

Scientific). The resolution was 1 cm-1 at 16 scans. A section of the gas flow cell lacking 

KBr pellet was used as the background for all spectra. 

6.3.6 Ultrafast Data Collection 

The laser instrumentation for pump probe and 2D-IR measurements has been described 

previously.52, 85 Briefly, a regeneratively amplified Ti:Sapphire laser (Spectra-Physics, 800 

nm, 40 fs pulse duration FWHM, 30 nm bandwidth FWHM) pumped an optical parametric 

amplifier (Spectra-Physics OPA 800-C) with a 1 kHz repetition rate. The resultant signal 

and idler beams were difference frequency mixed within a AgGaS2 crystal to generate ~3 

µJ mid-IR pulses (200 cm-1 FWHM, 90 fs FWHM). The mid-IR pulses were centered at 



 117 

approximately 2340 cm-1 corresponding to the CO2 asymmetric stretching region for all 

spectroscopic measurements. Failure to purge the laser enclosure allowed atmospheric CO2 

to absorb ~90% of the generated mid-IR and eliminated all signal. Thus, the entire 

instrument was sealed and continuously purged with dry N2 during all data collection.  

For 2D-IR measurements, the mid-IR centered at 2340 cm-1 was split into three paths (~1 

µJ per pulse) and pointed onto the sample in the BOXCARS geometry.53 The vibrational 

echo generated by the sample was interfered with a local oscillator (0.3-0.5 nJ per pulse). 

The x- or ω1-axis was created by varying the delay time between the first two pulses and 

then taking the Fourier transform of the result. The y- or ω3-axis was optically Fourier 

transformed by spectrally resolving the heterodyned signal in a 0.32 m monochromator 

(150 line/mm grating, resolution 2 cm-1). Signal was detected with a liquid N2 cooled 64-

element mercury cadmium telluride (MCT) array detector (Infrared Associates, Inc). 

6.4 Results and Discussion 

FTIR spectra of ZIF-8 and MIL-53(Al) samples before and after loading with CO2 (g) 

are shown in Figure 6.1. I focus my analysis on the ν3 stretch of CO2 due to its known 

sensitivity to both solvatochromic shift106, 173 and ultrafast dynamics.174 The spectra were 

fit to pseudo-Voigt functions and the pertinent values from this fit are displayed in Table 

6.1. The ZIF-8 spectrum is dominated by a Gaussian contribution to the line shape (82%) 

whereas the MIL-53(Al) spectrum is dominated by a Lorentzian shape (95%). This 

difference between the two samples is intriguing given the pseudo-Voigt fits of CO2 

dissolved in polymers (Chapter 5) possessed mostly Lorentzian character. However, the 

linewidth contributions obtained from the FFCF indicated all three CO2-polymer systems 
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were actually dominated by inhomogeneous dynamics. This discrepancy between the 

linear fit and ultrafast variables highlights the need to study these systems via 2D-IR 

spectroscopy for a more accurate analysis of the dynamics.   

 

Figure 6.1. FTIR spectra of CO2 ν3 stretch when adsorbed to ZIF-8 (a) and MIL-53(b) KBr pellets. Black 
lines in both spectra correspond to the respective samples before activation and CO2 loading.  
 

Table 6.1. Pseudo-Voigt parameters extracted from FTIR spectra of CO2 loaded on ZIF-8 and MIL-53(Al) 
KBr pellets. 

Sample Center 
Freq. (cm-1) FWHM (cm-1) % Gaussian: % Lorentzian: 

ZIF-8 2336 5 82 18 
MIL-53(Al) 2337 3 5 95 

 

One important feature to note in both spectra is the magnitude of the baselines and their 

slight curvature. Mie scattering is especially efficient in the 2000-3000 cm-1 range for 

objects with a radius of approximately 4-7 µm.175 Work by Taheri et al. suggests that the 

particle size of MIL-53(Al) clusters is sensitive to the synthesis temperature. They 

successfully synthesized particles ranging from 1.5-3.6 µm by adjusting the reaction 

temperature from 473 to 493 K.176 However, alternative findings from Embrechts states 
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the particle size is dictated by the concentration of organic linker. By manipulating this 

variable, they successfully synthesized MIL-53(Al) particles ranging from <0.1 – 1.2 

µm.177 A single MIL-53(Al) particle would not contribute significant scatter via Mie 

mechanisms, but the aggregation of multiple MIL-53(Al) particles could give rise to the 

observed background (Figure 6.1b). These difficulties could hold true for ZIF-8 samples 

as well, with reported particle sizes ranging from <20 nm to 2.8 µm.178, 179 Similar 

phenomena are reported for samples like nanoporous silica in which a heterogeneous 

distribution of absorbing material in the matrix causes micron-sized regions that both 

absorb and scatter to a significant degree.180 

 Attempts at collecting ultrafast spectra of the MIL-53(Al) and ZIF-8 samples loaded 

with CO2 were ultimately hindered by scatter. The current setup is unable to circumvent 

the scatter, as shown by a sample spectrum in Figure 6.2. Scatter from these samples 

primarily manifests along the diagonal (ω1 = ω3), however Fourier ringing also persists 

across the ω1 axis. The integrated intensity (𝐼𝐼) captured by the MCT detector can be 

expressed as the following:181  

 𝐼𝐼 ∝ |𝐸𝐸𝐿𝐿𝐿𝐿 + 𝐸𝐸𝑠𝑠𝑖𝑖𝑠𝑠𝑖𝑖𝑡𝑡𝑡𝑡 + 𝐸𝐸1,𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑑𝑑𝑓𝑓𝑓𝑓 + 𝐸𝐸2,𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑑𝑑𝑓𝑓𝑓𝑓 + 𝐸𝐸3,𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑑𝑑𝑓𝑓𝑓𝑓|2 6.1 

Where 𝐸𝐸𝐿𝐿𝐿𝐿 represents the electric field of the local oscillator (LO) and 𝐸𝐸𝑠𝑠𝑖𝑖𝑠𝑠𝑖𝑖𝑡𝑡𝑡𝑡 is the 

vibrational photon echo from the sample that is heterodyned by the LO. The resultant 

interferogram must then be Fourier transformed to yield the desired 2D-IR spectrum.  

Each of the beams used in the BOXCARS geometry generates its own scatter when 

interacting with the sample (𝐸𝐸1,𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑑𝑑𝑓𝑓𝑓𝑓 , etc.) and this subsequent scatter also interferes with 

the LO. Some of the terms in 6.1 can be subtracted off through the use of an optical 
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chopper, and I attempted to employ experimental schemes using multiple choppers and 

shutters like those found in the literature.182 The existing body of 2D-IR research contains 

various methods of scatter reduction, some of which are practiced in our own lab such as 

fibrilliation. To summarize, fibrillation refers to reflecting both beam 3 and the LO off a 

delay stage that has a piezo actuator (PZA) equipped. A wave-form generator drives the 

PZA with a triangle-wave at ~17 Hz to cancel out scatter from beam 3 with the LO.181 

Other methods of scatter reduction include techniques such as pulse shaping183, 184 and 

phase cycling.185, 186   

Figure 6.2. Sample 2D-IR spectrum at Tw = 3 ps for CO2 in MIL-53(Al). The black circled region is a 
possible 1-2 peak but it is obfuscated by both scatter and gaseous CO2.  
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  Thus far, the existing 2D-IR literature has only measured dynamics in three MOF 

systems:  The first studied functionalized MOFs that had Fe-bound carbonyls added to 

serve as a vibrational probe.187 Subsequent studies by Nishida examined hydroxyl ligands 

in MIL-53(Al).188 Most recently, Hack et al. examined dynamics of protonated water 

clusters encapsulated by a zeolite.189 They successfully observed enhanced inhomogeneous 

broadening at an early Tw compared to bulk water due to confinement, as well as cross 

peaks occurring between free and hydrogen-bonded H2O molecules.189 The sensitivity of 

water to the surroundings is a promising sign that 2D-IR is an excellent method for studying 

even more MOF-guest systems such as CO2 in MIL-53(Al).  

 CO2 in MIL-53(Al) is a particularly interesting future system of study due to the 

presence of spectrally separated gas adsorption conformations. The ν3 stretch of CO2 has 

been shown to occur at 2337 cm-1 when low pressures of gas are used and the molecules 

exist as monomers inside the porous framework. With sufficiently high pressures, CO2 

dimers begin to form and a second peak appears at 2334 cm-1.153 If CO2 molecules follow 

a mechanism of hopping from isolated pores to occupied pores to form a dimer, then 

crosspeak behavior between the 2334 and 2337 cm-1 peaks could be correlated with 

mechanisms of gas diffusion in MIL-53(Al). Other microporous structures such as ZIF-8 

with flexible pores also exhibit pressure-dependent absorption behavior.190 2D-IR spectra 

of such systems could provide valuable insights on gas diffusion mechanisms in 

microporous structures to inform the synthesis of better CDR technologies.    
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6.5 Conclusion 

I was unable to obtain ultrafast data of CO2 loaded on MIL-53(Al) and ZIF-8. The 

literature contains additional scatter reduction strategies that could be tried as an alternate 

means of data collection.189 Given the lack of 2D-IR data describing guest molecules in 

microporous structures such as MOFs and zeolites, the aforementioned samples present an 

interesting avenue of research worth exploring in the future. 2D-IR possesses the required 

sensitivity to probe subtle changes in the surroundings of a vibrational probe, which would 

allow us to learn more about the dynamics of guest molecules. 
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7. Ruthenium Hydride Fromation in Sol-Gel Glasses Results in 

Different Ultrafast Vibrational Dynamics 

Reproduced from 
 
Pyles, C.G.; Patrow, J.G.; Cheng, Y.; Tonks, I.; Massari, A.M.; "Ruthenium Hydride 
Fromation in Sol-Gel Glasses Results in New Ultrafast Vibrational Dynamics" J. Chem. 
Phys. 2022, submitted.  
 
Copyright © AIP Publishing. 
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7.1 Chapter Summary 

In a recent study, Ru3(CO)12 entrapped in a silica sol-gel was found to be catalytically 

inactive,2 yet the entrapped hydride is catalytically active. I performed FTIR, 2D-IR, and 

infrared pump probe spectroscopies to ascertain the origins of the enhanced catalytic 

activity. My comparative studies examined Ru3(CO)12 dissolved in THF, the encapsulated 

hydride [HRu3(CO)11]- which forms upon alumina gelation, and the synthesized hydride 

[NEt4][HRu3(CO)11] in bulk THF. These studies also show a 2D-IR probe like the 2019 

cm-1 CO stretch in each hydride is highly sensitive to both local and long-range 

surroundings, as evidenced by inhomogeneous offsets that had a small yet genuine 

difference in their magnitude upon introduction of the alumina matrix. Though more 

information is needed to ascertain the origins of catalytic activity for this system, 2D-IR 

nonetheless revealed new information about the nature of the THF solvent shell in these 

three samples.  

7.2 Introduction 

The dynamics of molecules in the first solvation shell around a catalyst are key to 

enabling reactants to reach a transition state and form products.191-194 These time-dependent 

solvent-solute interactions stabilize or destabilize the transition state, thereby directly 

influencing the rate coefficient.195-199 It is for precisely this reason that catalytic rate 

constants are always solvent specific.200-203 The random, thermally-driven motions of 

solvent molecules effectively allow the catalyst (and substrate) to sample the energetic 

landscape that spans the reaction coordinate. In biomacromolecules for example, key 

structural motions for the reactivity of enzymes have been tied to the dynamics of the 
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surrounding solvation layer.204-209 Ultrafast dynamics in the solvation shell have also been 

implicated in mechanistic steps for organometallic catalysts.210, 211 

In addition to changing the identity of the solvent itself, the reactivity of catalysts can 

also be controlled by encapsulation in small volumes of solvent inside of solid support 

matrices, such as zeolites or sol-gel glasses.212-216 Alumina sol-gels have been shown to 

increase the catalytic activity of homogeneous catalysts entrapped inside of the sol-gel 

pores.217-219 In a recent study, it was shown that encapsulation of Ru3(CO)12 in alumina sol-

gels increased its catalytic activity for hydrogenation reactions.218 It was proposed that the 

improved activity originated from the formation of catalytically-active metal hydrides 

during the sol-gel aging process;219 metal hydrides have a long history in chemical 

catalysis.220-222 In a subsequent study, our group demonstrated definitively that the 

ruthenium hydride ([HRu3(CO)11]-) was indeed formed within the alumina sol-gel glass,223 

however, we did not explore how solvent dynamics in nanoscopic pores might contribute 

to catalytic activity. 

To address this question, infrared pump-probe and two-dimensional infrared (2D-IR) 

spectroscopy were performed on Ru3(CO)12, its alumina sol-gel entrapped counterpart 

[HRu3(CO)11]-, and a synthesized version of the hydride [NEt4][HRu3(CO)11]. This series 

of samples allows me to determine if changes in the dynamics are due to the alumina sol-

gel backbone or perturbation of the solvent shell upon formation of the hydride.  

I show that the vibrational lifetimes of the Ru-bound carbonyl modes are dramatically 

changed for the hydrides regardless of whether they are encapsulated by sol-gel or 
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surrounded by bulk THF. This suggests that the surrounding solvent, not the alumina 

backbone, is the main energy-acceptor during vibrational energy relaxation (VER). 

2D-IR studies report on the structural dynamics of the solvation shell surrounding the 

carbonyl modes for the three samples. These studies also allowed me to quantify how 

intramolecular vibrational energy redistribution from carbonyl modes attached to the 

ruthenium centers change with sol-gel entrapment. 

7.3 Experimental 

7.3.1 Materials 

Ru3(CO)12, aluminum isopropoxide (Al(O-i-Pr)3), and tetrahydrofuran (THF) used for 

alumina sol-gel studies were purchased from Millipore-Sigma and used as received.  

Sodium borohydride (NaBH4) used in the air- and moisture-sensitive synthesis of 

[NEt4][HRu3(CO)11] was purchased from Millipore-Sigma and dried in vacuo prior to use. 

The solvents used in the synthesis of [NEt4][HRu3(CO)11] (THF, pentane, dichloromethane 

and Et2O) were dried through activated alumina on a Pure Process Technology solvent 

purification system.   

7.3.2 Sol-Gel Formation 

Ru3(CO)12 alumina sol-gels were prepared according to a previous procedure.218 

Approximately 0.02 mmol of Ru3(CO)12 were dissolved in 1 mL of tetrahydrofuran (THF) 

and stirred. Separately, approximately 6 mmol of Al(O-i-Pr)3 were dissolved in 4 mL of 

THF, which was then decanted into the stirring Ru3(CO)12 solution. The mixture was stirred 

for 20 min. For the FTIR, pump-probe and 2D-IR measurements, the Ru3(CO)12/Al(O-i-

Pr)3 mixture was sandwiched between two calcium fluoride (CaF2) windows with a 50 
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micron spacer that had two small strips cut out of the spacer (one on top and one at the 

bottom) to allow for the introduction of water. The sandwiched sol-gel sample was then 

placed in a homemade solvent cell built such that water surrounded the sample edges. This 

allowed water to diffuse into the Ru3(CO)12/Al(O-i-Pr)3 mixture and catalyze the alumina 

sol-gel formation.  

7.3.3 Synthesis of [NEt4][HRu3(CO)11 

In a glovebox, Ru3(CO)12 (106 mg, 0.166 mmol), NaBH4 (33 mg, 0.87 mmol), and 17 

mL THF were added to a 20 mL scintillation vial along with a small stir bar. The reaction 

was then sealed with a Teflon screw cap and stirred for 40 min at room temperature. 

[Et4N]Br (42 mg, 0.20 mmol) was then added to the solution, and the reaction was stirred 

for another 1 h. The solution was filtered through a pipet plug and concentrated to 2 mL 

by vacuum. 15 mL pentane was added to the solution to form a precipitate. The resulting 

suspension was filtered and the precipitate was washed with 2 mL pentane. The 

precipitate was then dissolved in CH2Cl2, and crystallization of [NEt4][HRu3(C)11] was 

achieved by vapor diffusion of Et2O into CH2Cl2, yielding [NEt4][HRu3(C)11] as reddish-

brown crystals. Yield: 95 mg (0.13 mmol, 77%) 

7.3.4 FTIR Measurements 

All FTIR spectra were collected using a Nicolet 6700 FTIR spectrometer (Thermo 

Scientific). The resolution was 1 cm-1 at 16 scans. The spectrum of Ru3(CO)12 in THF and 

[NEt4][HRu3(CO)11] in THF were collected with THF as the background. The spectra of 

Ru3(CO)12 entrapped in the alumina sol-gel were collected with a background of air.  
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7.3.5 2D-IR Measurements 

The 2D-IR setup has been described previously.8,9 Briefly, a regeneratively amplified 

Ti:Sapphire laser (Spectra-Physics, 800 nm, 40 fs pulse duration FWHM, 30 nm bandwidth 

FWHM, 600 mW) pumped an optical parametric amplifier (OPA) (Spectra-Physics) with 

a repetition rate of 1 kHz. Near-IR signal and idler beams generated by the OPA’s beta-

barium borate (BBO, 3 mm thick) crystal were difference frequency mixed in a silver 

gallium sulfide crystal (AgGaS2, 0.5 mm thick), generating 3 µJ mid-IR pulses. The final 

output pulses had a spectrum that was centered at 2040 cm-1 (THF sample) or 2020 cm-1 

(sol-gel sample). The bandwidth was approximately 200 cm-1 (FWHM). The mid-IR pulse 

train was split into three separate beams and focused onto the sample in the BOXCARS 

geometry.10 The generated vibrational echo was overlapped with a local oscillator and sent 

to a spectrometer with a spectral resolution of 4 cm-1 and detected with a liquid nitrogen 

cooled 64-pixel mercury cadmium telluride (MCT) linear array detector (Infrared 

Associates, Inc.).  The entire mid-IR beam path was purged with dry air (-100°F dew point). 

7.4 Results and Discussion 

Prior work performed by our group showed that Ru3(CO)12 reacts with Al(O-i-Pr)3 and 

water to form [HRu3(CO)11]- entrapped in an alumina sol-gel.227 The ruthenium complex 

becomes catalytically active following encapsulation. Despite successfully identifying the 

products of the sol-gel reaction, the impact of confined solvent on catalytic activity 

remained unclear. FTIR, infrared pump probe, and 2D-IR spectroscopy were used to 

compare the behavior of bulk and confined THF as sensed by the carbonyl probes.   

  The FTIR spectrum of Ru3(CO)12  in THF shows three distinct peaks at 2005 cm-1, 2030 
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cm-1 and 2060 cm-1 Figure 7.1. These peaks have been assigned as the E′ (radial), A2′ 

(axial) and E′ (axial) carbonyl modes on the ruthenium molecule.224-226 Sol-gel formation 

results in a loss of one carbon monoxide ligand from the complex and drastic changes to 

the spectrum. The synthesized version of the hydride, [NEt4][HRu3(CO)11], has an FTIR 

spectrum almost identical to that of the sol-gel Figure 7.1. 

Figure 7.1. Normalized FTIR spectra of Ru3(CO)12 In THF (black) and entrapped in the alumina sol-gel 
(red). Upon sol-gel formation, the modes in Ru3(CO)12 undergo a dramatic red shift. The spectrum of the 
synthesized [NEt4][HRu3(CO)11] dissolved in THF is also shown (blue). 

 To investigate the potential role of solvent environment in the increased catalysis of the 

encapsulated ruthenium, we performed pump-probe measurements aimed at identifying 

changes in vibrational coupling. We compare the dynamics of three different samples: 

Ru3(CO)12 in THF, [HRu3(CO)11]- formed in the alumina sol-gel, and synthesized 
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[NEt4][HRu3(CO)11] in THF. The congested nature of the FTIR spectra lead to convoluted 

pump probe spectra for all three samples as shown in Figure 7.2. 

Figure 7.2. Pump-probe spectra of a) Ru3(CO)12 in THF, b) [HRu3(CO)11]- entrapped in the alumina sol-
gel, and c) [NEt4][HRu3(CO)11] in THF. 
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Relaxation of a higher frequency peak into a lower energy mode contributes 

vibrational excitation that can artificially lengthen the vibrational lifetime. Therefore, the 

blue edge of the highest energy carbonyl modes (2065 or 2019 cm-1) in the pump probe 

spectra was chosen for all lifetime analyses to avoid such artifacts. Population decays were 

fit to biexponential functions for all three samples. Figure 7.3 shows the population decay 

of the carbonyl stretch for Ru3(CO)12 in THF, [HRu3(CO)11]- in the alumina sol-gel, and 

the synthesized hydride.   

Figure 7.3. Pump probe population decay for the carbonyl stretch of Ru3(CO)12 in THF (black), 
[HRu3(CO)11]- in the alumina sol-gel (red), and [NEt4][HRu3(CO)11] in THF (blue). Markers represent 
experimental data, solid lines show best biexponential fit.  

The most salient dynamic difference between the three samples is the vibrational 

lifetime of the original Ru3(CO)12 complex dissolved in THF (T1 = 130±15 ps) compared 

to that of [HRu3(CO)11]- in the sol-gel (T1 = 30±8 ps) and the synthesized hydride dissolved 

in THF (T1 = 37±2 ps). Both hydrides exhibit drastically faster lifetime decays compared 

to Ru3(CO)12 regardless of whether encapsulated by alumina or solvated entirely by THF. 
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The vibrational lifetimes for the hydride in the sol-gel and THF being within error of one 

another suggest that the chemical environments are similar. This is not necessarily 

surprising as there is expected to be a significant amount of THF inside the alumina sol-

gel pores. Ignoring the error, the carbonyl mode encapsulated by the sol-gel relaxes 9 ps 

quicker than the same mode in THF. This discrepancy could be explained by new routes 

of vibrational energy relaxation (VER) that become available as the sol-gel becomes 

increasingly crosslinked.  Modified THF bath modes inside the sol-gel pores, newly formed 

low-lying energy-accepting modes among the alumina sol-gel matrix, or finite amounts of 

water in the pores could all provide alternate mechanisms of VER that expedite vibrational 

relaxation. 

The synthetic route and its respective product [NEt4][HRu3(CO)11] are water 

sensitive,227 necessitating the use of dry THF in the synthesized hydride ultrafast 

experiments. Ru3(CO)12 was studied in a 1:5 solution of water and THF as an alternative 

system to determine whether water expedites VER. The ratio of solvents used replicates 

those of prior FTIR kinetic study measurements227 and the original synthetic process.228 

Including water decreases the carbonyl vibrational lifetime from 130 to 110±2 ps. 

However, this solvent mixture used does not necessarily capture the same molar ratio found 

in the confined environment of a sol-gel pore. The sol-gel sample cell was constructed to 

allow water to slowly diffuse into the aluminum / ruthenium mixture and catalyze gel 

formation. Forming crosslinks too quickly results in a sample that scatters significant light 

before an adequate number of Tws have been collected. The similarity in T1 values for the 

synthesized hydride in dry THF and sol-gel encapsulated hydride imply that the pores 
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contain predominantly THF. Subsequent 2D-IR experiments can better ascertain the origin 

of both dynamic similarities and differences between the two hydrides and the original 

ruthenium compounds.   

  Solvent dynamics of the three compounds were further studied via 2D-IR. We focus 

our analysis on the 2060 cm-1 and 2014 cm-1 modes in the THF and hydride vibrational 

spectra, respectively, since these avoid overlap with other spectral features. The dynamics  

were analyzed as a function of Tw via the center line slope (CLS) method.54 A plot of the 

CLS values as a function of waiting time (Tw) is shown in Figure 7.4. Data beyond 10 ps 

was not obtainable for the sol-gel. The significantly shorter vibrational lifetime and solid-

state nature of the sample leads to increasingly worse signal to noise as a function of Tw.  

For the Ru3CO12 and [NEt4][HRu3(CO)11] samples in THF, CLS values were obtained out 

to 70 ps. 

Figure 7.4. CLS decays for Ru3(CO)12 in THF (black), [HRu3(CO)11]- in the alumina sol-gel (red), and 
[NEt4][HRu3(CO)11] in THF (blue). 
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 Each CLS decay was fit to an exponential plus an offset. The time constants for the 

exponential decays are the same within error (Table 7.1). In THF the original Ru3CO12 

compound has a τ1 = 2.6 ± 0.9 ps. For the hydride in the alumina sol-gel, τ1 = 3 ± 1 ps and 

in THF τ1 = 2.4 ± 1 ps. This shows that the fast frequency fluctuations experienced by the 

CO ligands for the Ru3CO12 and hydride compounds occur on similar time scales. The 

alumina sol-gel matrix is unlikely to be the cause of these fluctuations, given the THF 

samples lack sol-gel and the alumina backbone itself is expected to be quite rigid. 

Therefore, these motions most likely stem from the surrounding THF molecules which are 

the major component of the ruthenium complex solvent shells. The three τ1 values being 

within error of each other suggest that the shorter time scale motions in THF and the 

alumina sol-gel are the same. 

The similarities in shorter time scale dynamics among the three samples can be 

rationalized by referring to previous studies conducted by Yamada et al., which examined 

the effects of nanoconfinement on solvent reorientational dynamics in nanoporous silicate 

sol-gel glasses.229 In these nanoconfined spaces, the fastest observable solvent motions 

occurred on time scales similar to bulk solvent motions. These motions were attributed to 

solvent molecules far enough away from the walls of the pore that they were essentially 

bulk-like. Conversely, slower solvent dynamics arose from solvent molecules interacting 

with the surfaces of the silica nanopore. Therefore the similarities in τ1 among the three 

samples imply that the carbonyl groups are sensing solvent molecules that behave like the 

bulk and instead of something with restricted motion such as surface-adsorbed molecules, 

like those found near the walls of a nanopore.   
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  In our own studies the slower motions of the surroundings, which include the solvent 

and the alumina backbone, manifest as varying degrees of offset in the CLS decay (Figure 

7.4). Efficient vibrational energy relaxation in the three samples along with instrumental 

limitations limit the range of Tws whose CLSs can be successfully measured. The 

magnitude of CLS offset can nonetheless be used to identify differences in slow dynamics 

sensed by the carbonyl ligands among the Ru3CO12, sol-gel, and synthesized hydride. For 

all Tws past ~6 ps, the CLS offset is largest in the sol-gel, similarly large for the synthesized 

hydride in THF, and nearly zero for the original Ru3CO12 compound. The sol-gel offset 

which exceeds that of the hydride implies that solvent molecules near the walls of an 

alumina nanopore and motions of the alumina walls contribute toward slower dynamics. 

However, the offset of the hydride dissolved in THF differs by less than 10% from the sol-

gel, implying that bulk solvent motions are the primary source of the slower dynamics.  

The CLS decays were used to quantify the homogeneous and inhomogeneous 

contributions to the FTIR linewidth via the frequency-frequency correlation function 

(FFCF).48 The following correlation function was assumed for the fitting:  

 
𝐶𝐶(𝑑𝑑) =

𝛿𝛿(𝑑𝑑)
𝑇𝑇2

+ ∆12𝐵𝐵
𝑑𝑑
𝜏𝜏1 + Δ02 

 

7.1 

Where T2 is the pure dephasing time associated with the homogeneous linewidth, and Δ1 

and τ1 are the inhomogeneous magnitude and time constants, respectively and Δ0 is the 

contribution to the linewidth from long time scale dynamics. The results of the FFCF fitting 

analysis are shown in Figure 7.1. Upon entrapment in the sol-gel, the FTIR linewidth 



 136 

decreases from 12 cm-1 to ~10 cm-1. For the hydride dissolved in THF, the linewidth 

narrows to ~11cm-1.  

In the THF case, the homogeneous dynamics (Γ) contribute about 25% of the total 

FTIR linewidth while in the sol-gel and synthesized hydride they contribute about 20%. 

Therefore, the relative homogeneous contributions to the FTIR linewidth decrease while 

the relative inhomogeneous contributions to the FTIR linewidth (summation of Δ1 and Δ0) 

increase upon replacing a carbonyl ligand with a hydride. This suggests the presence of 

slower overall solvent dynamics for both hydrides compared to Ru3CO12 in bulk THF. If 

the slowed dynamics were primarily due to alumina modes, the hydride dissolved in THF 

would not experience a relative increase in the inhomogeneous linewidth similar to that of 

the sol-gel. 

Table 7.1. FFCF Fit Parameters of the Ruthenium Compounds 

For both hydrides, the measurable spectral diffusion (Δ1) shrinks while the static 

inhomogeneous offset, Δ0, increases. Ru3(CO)12 is likely to be found near the 

walls/surfaces of a nanopore. Molecules near the pore wall will be more sensitive to the 

slower orientational motions exhibited by solvent molecules interacting with the pore wall 

along with the expected slower dynamics of the alumina itself. This will lead to an increase 

Sample ωCO (cm-1) T1(ps) 𝚪𝚪(cm-1) Δ1(cm-1) τ1(ps) Δ0(cm-1) 

THF 2060.04(±0.08) 130(±15) 2.9(±0.2) 4.57(±0.03) 2.6(±0.9) 2.00(±0.05) 

Sol-Gel 2014.20(±0.09) 30(±8) 1.9(±0.3) 2.74(±0.05) 3(±1) 3.14(±0.03) 

Hydride 2013.90(±0.07) 37(±2) 2.1(±0.2) 3.7(±0.08) 2.4(±1) 2.96(±0.05) 
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in Δ0. Concomitantly, these molecules will be less sensitive to the bulk like motions of 

solvent molecules farther away from the pore wall leading to a decrease in Δ1. These 

processes most likely do contribute to some degree to the sol-gel inhomogeneous 

dynamics, as shown by the sol-gel hydride having a Δ1 smaller than that of the hydride in 

the bulk THF, and a Δ0 which exceeds that of the hydride in bulk THF. However, this 

rationale cannot explain the inhomogeneous dynamics of the hydride dissolved in THF that 

more closely resemble those of the sol-gel than the original Ru3CO12 molecule.  

The similar FFCF parameters among the hydrides could be due to two possible 

scenarios: Either the carbonyl modes are significantly more sensitive to spectral diffusion 

induced by solvent motions rather than the alumina sol-gel backbone, or on average the 

sol-gel carbonyl probe is sufficiently close to the center of a nanopore that the solvent 

dynamics experienced resemble those of bulk solvent. XRD studies of water-catalyzed 

alumina sol gels like those used in this work indicate the structures are highly amorphous 

when the reaction takes place at room temperature, as evidenced by the lack of distinct 

diffraction peaks.230  

The amorphous nature of the alumina sol-gel means the dynamics observed most likely 

probe a range of pore-sizes. This could allow measuring dynamics that are a combination 

of solvent motions near the walls and those in the middle of a pore. Additionally, the 

significant increase in Δ0 that persists for the hydride in bulk THF could also mean that the 

solvent shell undergoes new patterns of long-range ordering that did not exist for the 

original Ru3CO12 molecule, and this new ordering dominates the inhomogeneous 
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dynamics. This would cause the inhomogeneous dynamics to slow regardless of whether 

the probe is confined in a nanopore or bulk solvent. 

It is important to note that [HRu3(CO)11]- is used to probe the sol-gel environment while 

Ru3(CO)12 is used to probe the THF environment. [HRu3(CO)11]- almost assuredly couples 

differently to the surrounding solvent environment as evidenced by expedited vibrational 

relaxation for both hydrides. We have previously shown that formation of the hydride 

places additional electron density on the Ru nuclei. The Ru nuclei then participate in 𝜋𝜋-

backbonding and place additional electron density placed on the carbonyl ligands which 

shift their vibrational frequencies.227 A shift in vibrational frequency can allow for better 

energy-match between solvent and solute vibrational modes, which would expedite VER. 

However, it is unlikely that the molecule couples differently to short time scale modes 

compared to longer time scale modes given that THF motions appear to drive the majority 

of the observed dynamics. Differences in coupling strength for long versus short motions 

would be a possibility if fast motions were dominated by solvent and slow motions are 

driven by the alumina back-bone. The comparison of the hydride in bulk-THF and the sol-

gel encapsulated hydride show this is not the case. 

7.5 Conclusion 

Due to the amorphous nature of the alumina sol-gel, the measured dynamics of the 

encapsulated hydride [HRu3(CO)11]- most likely survey solvent dynamics across a range 

of pore sizes. Despite this, the inhomogeneous offset for the synthesized hydride 

[NEt4][HRu3(CO)11] in bulk THF nearly matches that of the encapsulated hydride, meaning 

the main contributor to slow inhomogeneous dynamics is most likely a newly formed and 
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highly ordered solvent shell.  Ru3(CO)12 entrapped in a silica sol-gel was found to be 

catalytically inactive,2 yet the entrapped hydride is catalytically active.  

Subsequent studies of the synthesized hydride’s catalytic activity in bulk THF versus 

an alumina sol-gel with a controlled pore size distribution could help determine the origin 

of the catalytic behavior. These studies also show a 2D-IR probe like the 2019 cm-1 CO 

stretch in each hydride is highly sensitive to both local and long-range surroundings, as 

evidenced by inhomogeneous offsets that had a small yet genuine difference in their 

magnitude upon introduction of the alumina matrix. Though more information is needed 

to ascertain the origins of catalytic activity for this system, 2D-IR nonetheless revealed 

new information about the nature of the THF solvent shell in these three samples.  
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7.6 Full Set of 2D-IR Data 

Figure 7.5. 2D-IR spectra of the carbonyl stretches of Ru3CO12 in THF at a range of Tws.  
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Figure 7.6. 2D-IR spectra of the carbonyl stretches of sol-gel encapsulated [HRu3(CO)11]-at a range of Tws. 
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Figure 7.7. 2D-IR spectra of the carbonyl stretches of [NEt4][HRu3(CO)11] in THF at a range of Tws. 
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