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Abstract 

 The human body is a unique and complex visual stimulus, the accurate 

representation of which is critical for social interaction/communication, acquisition of 

complex skills, and even basic survival. In a series of studies, using behavioral and 

neuroimaging techniques, the visual representation of some of the basic features of body 

perception (e.g., individual parts and their relationships) were explored. First, using a 

behavioral adaptation paradigm, sensitivity to the relative proportions between limbs was 

explored. We found that human observers were highly sensitive to relative limb proportion 

and further demonstrated that this effect appears to depend on body and limb specific 

mechanisms. Second, an fMRI experiment was used to assess the sensitivity of body-

selective cortical areas to the spatial configuration of pairs of limb parts. We found that 

activity in body-selective areas systematically varies with the typicality of their spatial 

configuration. Finally, advanced sub-millimeter fMRI techniques were used investigate 

whether body-selective cortex contained subordinate representations of body stimuli (e.g., 

their individual parts). We found that the body-selective area of the right extrastriate cortex 

yields the highest responses to hands above all other stimuli. Furthermore, advanced spatial 

mapping techniques revealed that this cortical area contains spatially consistent clusters of 

voxels which preferentially respond to hands. Taken together, these results help to clarify 

how individual body parts and the relationships between them are represented within the 

human visual system. 
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1. Background 

 Our visual world is filled with a chaotic, dynamic assortment of information. As 

such, our visual system is faced with an immense computational challenge: turning this 

mass of information into a usable set of data in order to drive behavior. In short, our visual 

system must be able to take often ambiguous, noisy information across a wide dynamic 

range of color, luminance, and scale, and rapidly process and apply a usable subset of this 

information within a given set of task constraints. While we are faced with an enormous 

number of complex stimuli and tasks which exemplify these challenges, perhaps one of the 

most unique and prevalent examples is the perception of the human body in the natural 

world.  

 Much like the face, the human body is a stimulus that occurs quite frequently in our 

daily life and carries with it a great deal of information. The ability to quickly detect and 

analyze a human figure in the natural world has implications not just for general purpose 

social interactions, but for safety and survival even in today’s modern world. However, 

detecting and extrapolating data from a potential human figure is no easy feat. There is 

inherently a high degree of stimulus variance, given the wide range of body types and 

clothing. Because of their agency and mobility (regardless of whether they are currently in 

motion), human bodies additionally have a vast range of poses in which they can move and 

rest, making them prone to self-occlusion. This mobility also means they are quite likely 

to be occluded by other objects in their environment, further diminishing the available 

information. Finally, humans are a very curious, explorative creature, meaning there is an 

imaginative range of settings and contexts in which you may or may not expect to find a 

person. As such, the visual system must be equipped with mechanisms able to handle this 

wide range of potential variation. 

 In the past 50 years, the fields of neuroscience and psychophysics have unveiled 

mechanisms and linking principles of the visual system; it is now widely held that the 

object recognition processing stream consists of a hierarchy of areas, each of which is tuned 

to features of incrementally higher complexity. Furthermore, face selective areas have been 

found throughout the visual system of humans and non-human primates, demonstrating the 

same type of hierarchical structure. Consistent with these principles and findings are 

studies which have found patches of neurons in mid and high level visual areas that appear 
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to be selective for individual body parts (Bracci et al., 2015; Downing et al., 2001; Orlov 

et al., 2010; Peelen & Downing, 2005; Taylor et al., 2007). Such findings have been 

displayed in both humans and non-human primates (Desimone et al., 1984).  

 While these areas do exist, the precise nature of their computational role remains 

elusive. Specifically, it is important to consider and identify features we as observers 

appear to be sensitive to within a behavioral context. From there, one can then begin to 

consider what computations/featural processing these brain areas may be responsible for. 

What individual features are these areas responsible for processing? How do these areas 

ultimately yield a representation of human bodies, and do we see parallels between similar 

high-level categories (e.g., faces) in both basic single level and hierarchical processing? 

Finally, what have we learned from comparative studies in other species (e.g., non-human 

primates) and do these results agree with those found in humans?  

 

 Human Behavior/Psychophysics  

 The psychophysics of static human bodies is an area which is relatively 

understudied when compared to other visual categories, such as faces and “biological 

motion” (i.e. body movements). Given the similar role of face and body perception in both 

social and survival situations, as well as their inherent linkage, one may be able to draw 

parallels between the vast literature of face and biological motion perception, to that of 

body perception. For instance, do we see evidence of sensitivity (or lack thereof) to 

stimulus attributes such as orientation/viewpoint and gender? Do we expect to see evidence 

of a parametrically organized feature space of bodies and body parts, similar to the ‘face 

space’ described by Leopold and colleagues (Leopold et al., 2001)? And finally, do we see 

the type of configuration-based effects for bodies which are characteristic of faces (Maurer 

et al., 2002)? 

 Given that adaptation to gender has been demonstrated for both faces (Webster et 

al., 2004) and point light walkers (Troje et al., 2006), it would be plausible to assume the 

same would be true for static bodies. Using an adaptation paradigm in which subjects 

viewed morphed silhouettes which varied on a gender continuum, Palumbo and colleagues 

(Palumbo et al., 2013) revealed that there do appear to be adaptation effects for gender. 

Subjects experienced strong shifts in their point of subjective equality (PSE) when adapting 
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to extreme ends of the continuum (e.g., adapting to female shifted percepts of gender in the 

direction of male). However, such a phenomenon has been demonstrated using cross 

category adaptation, showing that adapting to faces and testing on bodies (or vice versa) 

yields similar effects (Ghuman et al., 2010; Kessler et al., 2013; Palumbo et al., 2015; 

Weigelt et al., 2010). Thus, it may be the case that this is a high level, cognitive after-effect 

which feeds back to visual areas rather than a sensitivity and adaptation to the explicit 

visual features of genders. Nonetheless, it is possible that the effect is due to an interaction 

of both cognitive and visual features, a hypothesis which has been supported by failing to 

achieve gendered biological motion adaptation when adapting to faces (Hiris et al., 2016). 

As such, further investigation is needed to disentangle the precise root of this effect, 

particularly in the context of static human body stimuli. 

 Another likely feature of interest, which has been frequently studied across a wide 

range of visual categories, is that of viewpoint. For instance, do we expect sensitivity to 

the viewing angle of a body stimulus? Does exposure to a given viewpoint bias further 

perceptions of differing viewpoints? And how does viewpoint interact with other stimulus 

attributes? Adaptation paradigms, in which observers are exposed to a given viewpoint (i.e. 

rotations in depth about a vertical axis) for long durations, has be use to probe this question 

in the case of faces (Fang & He, 2005; Ryu & Chaudhuri, 2006) as well as general object 

categories (Fang & He, 2005). In both cases, it has been shown that there is indeed a degree 

of sensitivity to viewpoint, in that observers experienced shifts in perceived viewpoint (i.e., 

after-effects) after adapting to a given viewpoint. Given these findings, what do we expect 

from static bodies? Lawson and colleagues (2009) used a similar adaptation paradigm to 

that of Fang & He (2005) to address this question. They found large after-effects as a result 

of viewpoint adaptation, suggesting that we do indeed see similar effects of viewpoint 

tuning with bodies as we do with faces and other objects, thereby suggesting sensitivity to 

viewpoint in terms of rotation in depth of the target. Intriguingly, it has also been shown, 

using concurrent adaptation paradigms, that effects of adaptation to gender, body size, and 

full body pose persist through various changes in viewpoint (Kessler et al., 2013; Sekunova 

et al., 2013). Such effects have also been demonstrated, although to a lesser extent, in the 

context of biological motion using identity and viewpoint (Jokisch et al., 2006). However, 

robustness to viewpoint in body perception demonstrated by these concurrent paradigms 



4 
 

isn’t necessarily surprising. Given the degree of articulation and wide range potential 

presentation locations and viewpoints, it seems plausible to maintain sensitivity to features 

irrespective of changes in viewpoint and orientation. 

 Perhaps one of the obvious features to explore would be that of configuration. In 

essence, are we sensitive to canonical representations of the configuration of body parts 

which form a wholly configured pose? In the field of face perception, configural effects 

have long been noted, specifically in the context of face inversion. The classical finding is 

that inversion disproportionately affects face perception relative to other object categories, 

in terms of performance in identification, emotional discrimination, amongst others. Initial 

theories surrounding this phenomenon attributed the impact of inversion to the disruption 

of configural processing (Valentine, 1988; Yin, 1969). Similar effects have additionally 

been noted for biological motion using point light walkers. For instance, it has been 

revealed that inversion of point light walkers impairs the ability of observers to 

discriminate the walker’s direction of motion (Hirai et al., 2011; Troje, 2003; Troje & 

Westhoff, 2006).  

 Do we see evidence of similar inversion effects in body perception? Two studies 

by Reed and colleagues used classic face inversion paradigms to reveal that we do indeed 

see negative impacts, both in RT and accuracy, when whole bodies are inverted. 

Specifically, Reed and colleagues (2003) used a change detection paradigm with either 

upright or inverted faces, bodies, and houses. It was found that, just as with faces, inverted 

bodies led to an increase in RT and a decreases in accuracy, whereas inverting houses 

yielded no change in performance when detecting changes in the small changes in 

category-dependent features. To examine body inversion effects in further detail, Reed and 

colleagues (2006) had subjects discriminate changes between individual body parts or 

scrambled collections of body parts. In this case, inversion had no impact on performance. 

Collectively, these results suggest that inversion may be disrupting feature discrimination 

in the case of whole, configured bodies rather than the individual components, which is 

consistent with the classical notions surrounding inversion effects in faces (Valentine, 

1988; Yin, 1969). 

 More recent studies have sought to further disentangle potential interactions with 

body inversion effects. For instance, Kessler and colleagues (2013) have shown that there 
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is a persistence of gender adaptation when fully inverting bodies, suggesting that we may 

not have as great of sensitivity to dramatic inversion effects for bodies as we do for faces. 

Furthermore, it has been demonstrated that the removal of the head or blocking of the facial 

features dramatically decreases the body inversion effect (Brandman & Yovel, 2010; 

Minnebusch et al., 2009; Yovel et al., 2010), suggesting that body inversion effects may 

be simply due to engagement of the face processing network. Taken together, these results 

leave a somewhat muddled impression. However, the somewhat conflicting results may 

again be explained by the necessary robustness to dramatic variation in appearance and 

presentation mandated for the perception of bodies. Thus, while there may be configural 

mechanisms at play for bodies, perhaps probing these mechanisms using inversion is not 

the optimal approach. 

 While the features such as gender, viewpoint, and configuration are important and 

necessary to consider, it is worth asking whether there has been any investigation into low 

to mid-level elements of body perception. What are the attributes that behaviorally define 

body parts, such as color, length/proportion/ratio of parts, etc.? Are these features 

represented orthogonally or on an inter-related plane of representation? Similar questions 

have been addressed in the domain of face perception. In face perception, for instance, 

Leopold and colleagues (2001) have demonstrated the sensitivity to aspect ratios and 

various face shape profiles and the continuum of these features. While no such studies have 

been directly conducted for body perception, the sensitivity to body size (e.g., the fatness 

and thinness) of whole bodies and parts has been demonstrated with adaptation (Glauert et 

al., 2009; Winkler & Rhodes, 2005). Nonetheless, major gaps remain in the behavioral 

domain as a whole, and in order to begin building a full picture of the intermediate features 

responsible for achieving a complete human body percept, these questions must be 

addressed. 

 

 Comparative Neurophysiology  

 Some of the first evidence for neural selectivity for human bodies comes from 

single unit studies of non-human primates. Individual neurons have been found in the 

inferior temporal cortex (IT) of Rhesus Macaques which are exclusively sensitive to 

biological stimuli such as hands and faces (Desimone et al., 1984; Gross et al., 1972). The 
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neurons in question typically showed robustness to variations in stimulus properties such 

as size, viewpoint, and orientation. Furthermore, while neurons were found which showed 

tuning to more mid-level object classes (e.g., squares, circles), sharpest tuning was found 

in neurons selective for faces and body parts. In the wake of these initial single unit 

recording studies, large scale, multi-electrode recording methods have been used to 

confirm these findings, revealing that a large proportion of neurons in IT show strong, 

exclusive tuning to face and body features (Kiani et al., 2007; Pinsk et al., 2009) as well as 

other complex objects, with dissociations made between animate and inanimate stimulus 

classes (Kriegeskorte et al., 2008).  

 Further studies have now revealed between 6 and 8 large face-selective patches of 

neurons, located in relatively consistent locations within the macaque IT, parietal, and 

occipital cortex. This set of patches is now commonly referred to as the ‘face patch 

network’ and is hypothesized to represent a unified network for processing face stimuli 

(Grimaldi et al., 2016; Meyers et al., 2015; Sebastin Moeller et al., 2008; Doris Y. Tsao et 

al., 2006; Vanduffel et al., 2014). Likewise, two to three large, consistently localized body-

selective patches have been identified in the macaque using fMRI. They are typically 

located within the middle of the superior temporal sulcus (mSTS) and the anterior superior 

temporal sulcus (aSTS) (Bell et al., 2008; Pinsk et al., 2005, 2009; Popivanov et al., 2012; 

Doris Y. Tsao et al., 2003) and suggest that a similar, ‘body patch network’ may also exist 

as a separate processing network in the macaque visual cortex. 

 Given the existence of localized areas selective for bodies in the macaque, the 

precise nature of their response properties, and ultimately their potential role in an 

integrated body processing network must be considered. The initial single unit findings of 

Desimone and colleagues (1984) and Gross and colleagues (1972) suggest that the response 

properties of neurons within these patches are invariant to low level features, such as 

orientation of local stimulus elements, viewpoint (in terms of rotation of the viewing 

angle), and image scaling. This is consistent with both a wide range of studies 

demonstrating that object-selective IT neurons typically show invariance to low level 

features and image transformations as well as the prevailing view that high level vision is 

robust to such features (Booth & Rolls, 1998; DiCarlo et al., 2012; DiCarlo & Cox, 2007; 

Vogels & Orban, 1996; Wallis & Rolls, 1997). In order to elucidate the precise low-level 
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features and transformations to which body-selective areas display robustness, Popivanov 

and colleagues (2015) conducted a rigorous single-unit based investigation of the mSTS 

body patch. They found that neurons in this patch were highly invariant to both image size 

and translation. However, they did find modulation of firing rates as a function of 

orientation, with strong reductions in firing rate occurring when bodies were rotated 45 

degrees or greater from their ‘typical’ orientation on the Y axis (where 180 degrees would 

be full inversion of the body). Furthermore, they found that these neurons had a strong 

lower visual field bias. Taken together, these results show robustness to the type of 

variation we would expect to encounter with human bodies; bodies often translate across 

the visual field and vary widely in scale. These results also suggest sensitivity to the 

typicality by which bodies are viewed and the potential consequences of different views. 

Specifically, we tend to foveate the face during social interactions, consequently placing 

the body in the lower visual field. We also rarely see misoriented or inverted bodies. Thus, 

receptive fields for human bodies have likely developed as a result of this typicality. 

 Evidence showing invariance to low level features, as well as the relatively high 

position in the visual hierarchy, would suggest that perhaps shape characteristics of bodies 

and body parts themselves may be the feature to which mSTS body patch neurons are 

tuned. Such a theory is consistent with previous findings of shape dimension coding in 

macaque IT (Bao & Tsao, 2018; Caspari et al., 2014; Kayaert et al., 2003, 2005; Op De 

Beeck et al., 2001). However, one could also argue that the representation might exist on 

the dimensions of nearest neighbor representation (e.g., arm is similar to hand given its 

spatial proximity in either 2D image or 3D global space). The latter theory would be 

consistent with the apparent experiential/typicality based tuning noted above (Popivanov 

et al., 2015) for features such as orientation and visual field bias. In line with the former 

hypothesis, Popivanov and colleagues (2015) found that mSTS body patch neurons 

typically showed similar firing rates to silhouettes of bodies. Furthermore, they found 

elevated firing for object categories that were visually similar to bodies, such as animals 

with particularly pronounced limbs, suggesting representation based on the similarity of 

body-like components. Consistent with this notion are findings from multimodal studies in 

macaques. Using fMRI, single and multi-unit electrodes, and LFP recordings, several 

groups have found that the mSTS body patch seems to code bodies based on gross 
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similarity of the whole body (e.g., similarity both within and across species) as well as 

between individual body parts, in that, for example, hands and feet seem to be represented 

similarly, based on their visual similarity (Kalfas et al., 2017; Popivanov et al., 2014, 2016). 

Together, current evidence suggests that mSTS seems to be sensitive to high level shape-

based features which are consistent with bodily features. 

 While evidence above suggests a shape-based representation for bodies in the 

mSTS patch, is there evidence for selectivity of higher-level visual features (e.g., identity, 

posture, etc.)? And what do we observe from aSTS? Finally, is there evidence suggesting 

an integration of these two body selective areas? These questions have only recently been 

undertaken; however, the limited evidence is nonetheless compelling. Kumar, Popivanov, 

and Vogels (2017) explored responses of the mSTS and aSTS body patches to identity, 

posture, and viewpoint/orientation using single unit and LFP recording. They found that 

responses in the aSTS patch are far more robust to viewpoint and orientation than those of 

the mSTS patch. Furthermore, they observed that while both changes in posture and 

categorical identity could be readily decoded in both mSTS and aSTS, decoding 

performance was significantly higher in the aSTS. These results illustrate a shift from mid 

to higher level features as information flows to higher level body areas, a finding which is 

consistent with observations in the face patch network (e.g., Meyers et al., 2015).  

 Given the apparent transformation of information coding when moving up the 

hierarchy, and the consistency with face patch findings, it seems sensible to assume these 

body patches represent an inherently linked processing network. Premereur and colleagues 

(2016) explored this question using a combined fMRI-microstimulation paradigm in which 

BOLD activity across both face and body patches was observed during direct stimulation 

of various face and body patches. They found that the mSTS and aSTS body patches do 

indeed appear to communicate, more so in a feedforward than in a feedback fashion. The 

same was found to be true for the face patch network. Intriguingly, they also found that 

these two networks appear fairly independent; activation of either the face or body patch 

network elicits very little activity in the opposing network. Thus, it appears as though the 

mSTS and aSTS do in fact represent a distinct and independent processing network for 

body stimuli. 
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 Taken together, it is clear that in non-human primates, body stimuli represent a 

special stimulus class, the perception of which is underpinned by dedicated neural circuitry. 

The representation of bodies appears to be split across at least two cortical areas, a patch 

of neurons in the middle STS and in the anterior STS. Current evidence suggests a shape 

and viewpoint-based representation in the middle STS patch, while representation in the 

anterior STS is geared more towards higher level features, such as identity and pose. 

Finally, causal evidence from direct stimulation suggests that these two patches do indeed 

communicate with one another, representing a relatively distinct and independent 

processing network for body stimuli. While further work is needed to elucidate the precise 

stimulus features being coded by these patches, as well as their relative contribution to the 

perceptual representation, evidence for a body processing network in non-human primates 

is unequivocal. 

    

 

 Human Neuroscience 

 When considering the results above in 1.2, it seems likely that we would expect to 

see neural signatures in humans for the perception of human bodies. Indeed, a wealth of 

research has been conducted on this subject using a wide range of techniques, from non-

invasive electrophysiology (EEG, MEG) to fMRI. Several groups have additionally been 

able to tackle this question with intracranial recordings. Furthermore, causal implications 

have been explored as the result of lesions and disease states as well as using methods of 

temporary inactivation (e.g., TMS). Collectively these results have begun to shed light on 

the features and associated mechanisms underpinning human neural processing of the 

human body.  

 

1.3.1 Electrophysiology 

  Several studies have used non-invasive electrophysiology (namely EEG) to reveal 

fast detection mechanisms for human body stimuli and animate stimuli as a whole (H. Liu 

et al., 2009; Thorpe et al., 1996; VanRullen & Thorpe, 2001). Furthermore, in conjunction 

with the well-known finding of the N170 ERP component for face perception (Bentin et 
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al., 1996; Bötzel et al., 1995), there has been found to be a similar ERP component for 

human bodies. Thierry and colleagues (2006) first noted the presence of a component 

elicited exclusively by human body stimuli, finding a negative signal approximately 190 

ms post stimulus onset. As such, this component has been since referred to as the N190. 

Thierry and colleagues (2006) further explored the response properties of this component, 

discovering generalization to both stick figures and silhouette depictions of bodies. Using 

source localization methods, they found the origin of the signal to be around the right 

posterior extrastriate cortex. More recent investigations of the N190 component have 

supported this source localization and have additionally shown sensitivity to body parts 

presented in isolation as well as sensitivity to inversion effects (Mohamed et al., 2011; 

Moreau et al., 2018; Taylor, Roberts, et al., 2010). 

 Further work has explored electrophysiological signatures of body perception using 

intracranial LFP recordings secondary to seizure monitoring in epilepsy patients. The first 

study to examine body perception found electrodes sensitive to human bodies in both the 

posterior STS as well as the ventral temporal lobe, around the fusiform gyrus. However, 

arrays were not placed in the lateral occipital/extrastriate cortex and thus no data was 

available for this region (McCarthy et al., 1999).  Pourtois and colleagues (2007) examined 

responses in a patient with an electrode array placed across the extrastriate cortex. An 

electrode was found near the middle temporal gyrus/inferior temporal sulcus boundary that 

responded significantly stronger to bodies than all tested categories. Consistent with EEG 

findings, these responses were found to peak approximately 190 ms from onset, with a 

peak at 250 ms. Finally, Kadipasaoglu and colleagues (2016) examined intracranial 

responses to a wide variety of different visual categories across 26 patients. They found 

electrodes around the STS, the lateral extrastriate cortex, and the ventral temporal cortex 

showing strong responses for human bodies. 

 Recently, studies have employed MEG to explore body representation in humans. 

Several investigations of general object perception, which made use of vast, comprehensive 

stimulus sets, have noted the decodability of animate vs inanimate stimuli, as well as 

subordinate classes (e.g., bodies versus animals) (Carlson et al., 2013; Cichy et al., 2014; 

Contini et al., 2017). Furthermore, these studies have shown that this decodability arises 

relatively early post stimulus onset versus other object categories. In specific investigations 
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of body processing, Ishizu and colleagues (2010) examined differential effects for bodies 

and faces. They observed results consistent with EEG findings in that the typical time series 

peak for bodies occurred approximately 190 ms post stimulus onset. Moreover, source 

localization suggested the lateral extrastriate cortex (with right hemispheric dominance) 

was the source of the signal. Meeren and colleagues (Meeren et al., 2013) also investigated 

differential effects for bodies and faces, finding similar time series data to Ishizu and 

colleagues (2010). Furthermore, source localization suggested that, in addition to lateral 

extrastriate areas, major signal contributions came from the fusiform gyrus within the same 

response time frame, with large activation in orbitofrontal regions following shortly 

thereafter. 

 Collectively, these results demonstrate a reasonable degree of consistency with 

findings in non-human primates, in that there seem to be specific areas of the ventral visual 

stream which are associated with selective processing for human stimuli. Moreover, the 

precise stimulus features necessary for eliciting these responses (e.g., inversion, abstract 

depiction) parallel the results in non-human primates, suggesting relatively high-level 

representation for body stimuli. As such, these results lay a strong foundation for more in-

depth evaluations of the featural coding as well as the cortical source of these signals. 

 

1.3.2 fMRI 

 Some of the most compelling evidence suggesting the importance, specialization 

for, and sensitivity to human bodies, as well as their subordinate features, comes from 

exploration with functional MRI (fMRI). The advent of fMRI has yielded an explosion of 

findings in human visual neuroscience as a whole, revealing that the perception of 

phenomenologically important of visual categories, such as faces and biological motion, 

appears to be underpinned by dedicated brain regions (e.g., the Occipital Face Area 

(Dubois et al., 1999; Halgren et al., 1999) and Fusiform Face Area for faces (Kanwisher et 

al., 1997); the posterior Superior Temporal Sulcus for biological motion (Grossman & 

Blake, 2002; Puce & Perrett, 2003)). Within this body of work, it has been shown that there 

appear to be two areas of the human visual cortex which are selective for static human body 

stimuli: the Extrastriate Body Area, or EBA (Downing et al., 2001) and the Fusiform Body 

Area, or FBA (Peelen & Downing, 2005).  
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 Downing and colleagues (Downing et al., 2001) were the first to reveal an area of 

the visual cortex selective for human bodies. Using a basic block design paradigm, they 

presented numerous visual categories to human subjects (e.g., faces, bodies, body parts, 

tools, and various other inanimate objects). They found a bilateral (though right-dominant) 

area in the lateral extrastriate visual cortex that responded significantly higher when whole 

bodies and/or individual body parts were contrasted with other combinations of visual 

categories (including faces). The area in question was found consistently within the middle 

temporal gyrus and superior temporal sulcus, and partially overlapped with motion 

selective area MT. Further experiments by Downing and colleagues (Downing et al., 2001) 

showed robustness of the responses to variation in low level features of the bodies; stick 

figures, silhouettes, and line drawings of bodies and individual body parts elicited a similar 

activity profile, demonstrating robustness to abstract forms/variation in low level features. 

Finally, Downing and colleagues (Downing et al., 2001) were able to show that, while this 

area showed larger responses to animals than to control objects, the response to human 

bodies was still higher than both, solidifying that this appears to be an area with tuning to 

primarily human body stimuli. Given its location and selectivity profile, Downing and 

colleagues (Downing et al., 2001) coined the term Extrastriate Body Area, or EBA, to 

describe this cortical area.  

 Shortly after the discovery of the EBA, Peelen & Downing (Peelen & Downing, 

2005) replicated the results of Downing and colleagues (Downing et al., 2001) using nearly 

identical stimuli and procedures. However, they additionally found an area which appeared 

to show comparable selectivity to human bodies as the EBA. This area was found to be 

within the right fusiform gyrus (again, consistent with source localization studies in 1.3.1), 

neighboring and partially overlapping with face-selective FFA. Additional experiments 

showed that not only was this area indeed exclusive in its selectivity to human bodies, but 

also demonstrated the same robustness to low level features (e.g., similar responses to stick 

figures, silhouettes) as the EBA. Furthermore, this area appeared to show slightly higher 

sensitivity than the EBA to the scrambling of image components. In light if its selectivity 

profile and anatomical location, this region was denoted as the Fusiform Body Area, or 

FBA. 
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 When considering these findings, one major question must be addressed before 

further dissecting the functionality and subordinate response properties of these cortical 

areas: given their overlap with neighboring, non-body selective cortical areas, are the EBA 

and FBA truly distinct cortical areas? In the context of EBA and its proximity to/overlap 

with motion selective area MT, it has been shown, using both univariate (Taylor et al., 

2007) and multivariate (Downing et al., 2007) analysis techniques, that there are indeed 

dissociable responses to bodies and motion from EBA and MT, respectively, and that the 

non-overlapped portions of EBA respond at chance level to motion. It has been argued that 

much of the overlap observed in initial studies of EBA was due to low resolution imaging 

and spatial smoothing during preprocessing. Using high resolution, non-smoothed data, it 

has been revealed that not only is this overlap quite minimal, but that EBA actually consists 

of three distinct patches surrounding area MT (Ferri et al., 2013; Weiner & Grill-Spector, 

2011). 

 Regarding the FBA and its proximity and overlap with face selective FFA, findings 

have mirrored that of the EBA. It has been shown that, while these areas neighbor and 

potentially overlap (depending on resolution and preprocessing), both individual voxels 

within the FFA and FBA tend to show exclusive selectivity to either faces or bodies, 

respectively, without showing selectivity to the converse (Schwarzlose et al., 2005; Taylor 

et al., 2007; Weiner & Grill-Spector, 2013). Thus, it appears that not only do we have 

cortical areas selective for human bodies, but these areas do show a relatively distinct 

response profile to this stimulus category. 

 Since their respective discoveries, many groups have sought to further understand 

the underlying mechanisms and overall roles the EBA and FBA play in the perception of 

human bodies. The initial findings of Downing and colleagues (Downing et al., 2001) and 

Peelen & Downing (Peelen & Downing, 2005) already demonstrate the robustness to low 

level features, in that stick figures and silhouettes yield comparable BOLD responses from 

these areas. Such a finding is consistent with similar results illustrated in non-human 

primates and in humans using EEG (see 2.2 and 2.3.1 for details). In line with these findings 

is a result from Op de Beeck and colleagues (2010), who showed that color versus black 

and white images of bodies (as well as faces and various other objects) had little impact on 

the response magnitude in cortical areas tuned to each category. Taken together, these 
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results suggest that, so long as the visual features are consistent with the abstract form of 

bodies, then they will be coded as such. This has an intuitive appeal, given our 

phenomenological ability to decipher various abstract forms of human representation in 

mediums such as surrealist and impressionist art. However, if low level features are 

discounted, to what features are the EBA and FBA sensitive? 

 Given the importance and behavioral sensitivity to viewpoint and reference framed, 

noted above in 1.1.1, it has been proposed that the EBA and FBA are sensitive to these 

phenomena. Taylor, Wiggett, and Downing (2010) directly investigated the phenomenon 

of viewpoint using an fMRI adaptation paradigm in which subjects were shown human 

bodies across a wide range of viewpoints. They found that, in both EBA and FBA, there 

was a degree of viewpoint tuning (e.g., increasing rebound in adaptation with increasing 

angular viewpoint differences). However, it was further shown that these effects could be 

abolished with post stimulus masking. The interpretation of this result was that the 

viewpoint dependent tuning in EBA and FBA was driven by later waves of neural activity. 

Thus, while evidence exists which favors viewpoint tuning in these areas, the precise nature 

of the mechanism remains unclear. 

 The question of viewpoint tuning has been further addressed, albeit in somewhat 

more abstract terms, by looking at phenomena such as reference frames and view typicality. 

Chan, Peelen, and Downing (2004) as well as Saxe, Jamal, and Powell (2006) probed 

whether the EBA showed a variable BOLD response pattern to egocentric versus 

allocentric viewpoints. Both groups found higher responses in the right EBA (but not left 

EBA) for allocentric versus egocentric viewpoints. This was taken to suggest that the right 

EBA is perhaps more sensitive to representation of other animate agents in the visual 

environment, as opposed to self-representation. Chan and colleagues (2010) investigated 

whether view typicality impacted BOLD responses to human bodies (both whole and 

individual parts) as well as faces. They presented subjects with vertically split stimuli (e.g., 

a left or right side of a body) on either left or right of fixation. They found that when stimuli 

where in their typically experienced viewpoints (e.g., left side of the body in the right visual 

field), a higher BOLD response was elicited, contributing further evidence toward the 

viewpoint sensitivity of the EBA. 
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 These findings suggesting viewpoint tuning in the EBA are indeed consistent with 

viewpoint dependency found in the mSTS body patch in non-human primates (see 2.2), in 

nearby face selective areas (Ewbank et al., 2011; Ewbank & Andrews, 2008; Fang et al., 

2007), and in general object selective areas such as the Lateral Occipital Complex (LOC) 

(Kourtzi et al., 2003). However, it is also worth considering that biological motion sensitive 

posterior superior temporal sulcus (pSTS) appears to have a viewpoint invariant 

representation of biological motion (Grossman, 2010). One argument for this incongruency 

could be made on the grounds that former mentioned face, object, and static body selective 

areas all exist within the ventral visual hierarchy, while pSTS exists within the dorsal 

hierarchy. Given the inherent motion-based variability in biological motion as well as the 

action-based processing of the dorsal hierarchy (Goodale & Milner, 1992; Rizzolatti & 

Matelli, 2003), invariance to viewpoint may ultimately lead to action-based representation, 

whereas viewpoint tuning may help contribute to more precise object templates in ventral 

areas. Nonetheless, further work is needed to solidify this theory, and to explore these 

representational questions in greater depth. 

 Given that both the EBA and particularly the FBA are located at a relatively high 

position in the ventral visual hierarchy, as well as evidence of shape-based tuning in the 

macaque body patches (see 1.2), one may find robustness to low level features not 

surprising and that higher level features such as shape may be a likely candidate for 

selectivity. Furthermore, evidence from face literature suggests that neighboring face 

selective cortical areas show significant tuning to face shape, feature distribution, and 

aspect ratio of these features (Gilaie-Dotan & Malach, 2007; Jiang et al., 2006; Yovel & 

Kanwisher, 2004). Bracci and colleagues (2015) recently investigated the representation of 

individual body parts using representation similarity analysis (RSA). Data were compared 

to models based on attributes such as stimulus shape (based on ratings of perceived 

similarity), physical proximity (in image space), and semantic relationship (in regards to a 

semantic/functional word model). They found that patterns of activity in both the EBA and 

FBA were most consistent with shape-based models, while frontal and parietal regions 

were more consistent with semantic models. This result is consistent with the findings of 

Orlov, Makin, and Zohary (2010), who had analyzed responses to body parts throughout 

the entirety of the occipital-temporal cortex. They found that ROIs in both lateral occipital 
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and ventral temporal cortex showed specificity to arms typically showed high responses to 

legs, and vice versa. The same was true of hand and foot ROIs, again suggesting a shape-

based representation relative to physical distance. Moreover, these results are consistent 

with findings in the mSTS body patch in macaques (Kalfas et al., 2017; Popivanov et al., 

2014, 2016).  

 However, a recent study has demonstrated that, while shape does appear to be a 

feature for which body selective areas are strongly tuned, interactions appear to exist 

between shape and other lower level features. Proklova, Kaiser, and Peelen (2016) that 

neither shape or textures are necessarily predictive of the patterns of activity in occipital 

temporal cortex for animate versus inanimate stimuli. This is specifically noted in boundary 

cases where shape can be very similar (e.g., snake vs. rope, bird vs. plane, etc.). They 

conclude that there is a necessary interaction between these features that defines the 

response profiles, particularly in the case of ill-defined category boundaries. 

 Additionally, investigations into tuning for higher level features (e.g., gender, body 

weight) have ultimately contributed evidence in favor of shape-based tuning. Hummel and 

colleagues (2013) demonstrated, in the context of an fMRI adaptation paradigm, that the 

FBA, but not the EBA, shows strong adaptation effects when presenting bodies of variable 

fatness and thinness. Aleong and Paus (Aleong & Paus, 2009) also showed fMRI 

adaptation effects related to body size exclusively in the FBA, and further found similar 

effects for gender in both EBA and FBA. While both of these stimulus features may be 

regarded as high level, the result is the same: modulation of shape-based features of the 

standard human body template.  

 As we move from lower to higher level features, we begin to see a surge in literature 

as well as an apparent differentiation in the roles of the EBA and FBA. Taylor, Wiggett, 

and Downing (Taylor et al., 2007) developed an experiment in which subjects were 

presented with body parts in increasing size and superordinate relationship (e.g., finger  

hand  arm  full body). They found that the EBA (in both hemispheres) appears to show 

increasing activation with increasing body part size/superordinate relationship. 

Conversely, the FBA showed something like a step function, in that there was generally 

low, undifferentiable activity for any given individual body part, but a large response for 

whole, configured bodies. This finding has been further demonstrated using scrambled 
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versus whole images of bodies, finding that the FBA typically shows greater sensitivity to 

scrambling, in terms of reduced activation, than the EBA (Bauser & Suchan, 2015). The 

interpretation of these findings has been that the EBA is responsible for the representation 

of individual parts, irrespective of configuration, while the perhaps integrates the 

information of the individual parts, and ultimately represents information pertaining to 

wholly configured bodies.  

 Consistent with this interpretation are findings that features which may be attributed 

more to the whole body (rather than individual parts) modulate responses in the FBA, but 

not EBA. Examples include global body size (Aleong & Paus, 2009; Hummel et al., 2013), 

pose and posture (Cross et al., 2010), identity (Hodzic et al., 2009), and integration of face 

and body information (Bernstein et al., 2014). Furthermore, it has long been proposed that 

neighboring FFA plays a role in holistic, configural representations of faces, while OFA is 

more selective for face parts (Henriksson et al., 2015; Loffler et al., 2005; Schiltz & 

Rossion, 2006; Yovel & Kanwisher, 2004, 2005). Given the relatively similar positions of 

EBA to OFA and FFA to FBA, a similar relationship for body processing would seem 

rational. While current results are consistent with this interpretation, further work is needed 

to solidify these organizational principles. Nonetheless, considering the EBA to be ‘part 

sensitive’ and FBA to be ‘whole sensitive’ seems to be a useful manner by which to both 

categorize these cortical areas and begin building a further framework for their role in 

representation. 

    

1.3.3 Disorders, Lesions, and TMS 

 In an effort to establish causal roles of various cortical regions selective for human 

bodies it is important to consider cases of lesions and disorders which may either disrupt 

or abolish the areas of interest. Additionally, the recent advent of Transcranial Magnetic 

Stimulation (TMS) has enabled experimenters to temporarily inactivate regions of cortex, 

thereby experimentally simulating the impact of a lesion. Moreover, such studies not only 

afford the opportunity to draw causal inferences but can reveal double dissociations, 

underscoring the processing specificity of cortical regions. 

 In the context of lesions, a small number of case reports have noted specific 

processing deficits for human bodies, in the absence of deficits for other visual categories 
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(Sacchett & Humphreys, 1992; Suzuki et al., 1997). However, as these investigations 

occurred before knowledge of cortical areas selective to body stimuli, these investigations 

did not speculate as to the roles of such areas, nor did they give precise descriptions of the 

areas involved. More recently, Grewe and colleagues (2015) described the case of an 

epileptic patient with widespread damage to the right fusiform gyrus. This patient showed 

greatly reduced performance on mental rotation and viewpoint tasks for bodies, but not for 

faces. As such, a causal role for the fusiform gyrus (presumably the FBA) in body 

perception is thereby implied. In order to draw more targeted conclusions, which are 

difficult given single cases, Moro and colleagues (Valentina Moro et al., 2008) conducted 

a large, multicase study in which they investigated “body agnosia” in 28 patients. Using a 

two-choice match-to-sample task, featuring bodies, body parts, faces, and objects, they 

showed that damage to areas surrounding the middle temporal gyrus and inferior temporal 

sulcus (i.e., the location of the EBA) typically resulted in the highest reduction of 

performance. Further, they found a slight right hemisphere bias for this effect. 

Additionally, damage to the areas surrounding the fusiform gyrus (i.e., the locations of the 

FBA), again with a right hemisphere bias. Those with damage to these areas occasionally, 

but not necessarily, showed deficits in face processing. Moreover, these patients with 

occipital-temporal damage only showed agnosia to body form, and not body action. The 

converse was found to be true for damage to frontal-parietal areas, implying a double 

dissociation for static body perception in the EBA and FBA.  

 Disease-state evidence for processing deficits for human body stimuli has 

additionally come from the prosopagnosia literature. Prosopagnosia, colloquially referred 

to as face blindness, is a rare condition in which patients suffer from deficits in facial 

processing, such as identification. Often this occurs at the result of trauma to or lesions of 

the occipital-temporal cortex (Landis et al., 1986; Levine & Calvanio, 1989; Meadows, 

1974), such as in some of the cases noted by Moro and colleagues (Valentina Moro et al., 

2008). As a result, these findings have implied a causal role for the FFA in face perception 

(Barton et al., 2002; Uttner et al., 2002). Given the inherent relation between face and body 

stimuli as well as the neighboring of the FFA and the FBA on the fusiform gyrus, it is 

plausible to assume that lesion-related face processing deficits may also yield similar 

deficits for bodies. However, the evidence is currently limited and somewhat contradictory. 
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Susilo and colleagues (Susilo et al., 2015) described a patient who had a large portion of 

their right ventral temporal lobe removed as the result of a arteriovenous malformation. 

Difficulty recognizing faces was one of the first symptoms this patient experienced before 

diagnosis and following excision. However, after excision of the right temporal lobe (and 

with it, the FFA and FBA), the patient was found to experience no deficits in body detection 

or sex, posture, identity, and expression discrimination. Somewhat conversely, Moro and 

colleagues (2012) examined a patient with bilateral damage to the ventral temporal lobes 

(including both fusiform gyri) as the result of a post-operative stroke. This patient showed 

reduced discrimination performance as well as reduced identification performance for both 

face and body stimuli, indicating a co-occurrence of prosopagnosia and body agnosia.   

 In rare cases, prosopagnosia does not result from any discernable cause. Such cases 

are often referred to as congenital or developmental prosopagnosia (Behrmann & Avidan, 

2005; Le Grand et al., 2006; McConachie, 1976). In the majority of these cases, the patients 

do not show deficits to any other visual categories, including bodies (B. C. Duchaine & 

Nakayama, 2006; B. Duchaine & Nakayama, 2005; Susilo & Duchaine, 2013), although 

there have been reports of general object recognition deficits in developmental 

prosopagnosia (De Gelder et al., 1998; Farah, 1996). Recently, two recent studies have 

noted the presence of body agnosia in conjunction with developmental prosopagnosia. 

Righart and De Gelder (2007) examined four developmental prosopagnosia patients with 

normal object recognition in the context of an ERP study. They found that latencies for 

both faces and bodies were significantly more variable for prosopagnosia patients and that 

the magnitude of these ERPs was greatly reduced. Furthermore, they showed an absence 

of the typical inversion effect commonly seen in face ERP studies; whereas controls 

showed reduced amplitudes for inverted faces and bodies, inversion resulted in no 

significant variation in amplitude in three of the four patients tested. Biotti, Gray, and Cook 

(2017) examined a group of twenty patients with developmental prosopagnosia in a 

delayed match-to-sample paradigm using faces, bodies, body parts, and cars. On a group 

analysis level, patients with developmental prosopagnosia showed a generally reduced 

performance for bodies and body parts, with significant effects additionally being found 

for several individual cases. There additionally appeared to be a reduction in performance 
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for cars, though the magnitude of this effect was significantly smaller than bodies and was 

found in less individual cases.  

 Finally, recent studies have made use of TMS in an attempt to causally implicated 

apparent body selective regions in the processing of body stimuli. As the fusiform gyrus, 

and thus the FBA, does not sit adjacent to the skull, it is regarded as ‘out of range’ for 

typical TMS systems. As such, these studies have focused solely on the EBA. Urgesi, 

Berlucchi, & Aglioti (2004) employed a delayed match-to-sample task with body parts, 

face parts, and motorcycle parts while subjects underwent TMS of the right EBA. They 

found a performance reduction only in the body part condition when stimulation was 

applied to the right EBA. Pitcher and colleagues (2009) used a similar paradigm, but 

additionally examined stimulation of the right OFA and right LO complex. They found a 

triple dissociation for stimulation; OFA stimulation only reduced face performance, EBA 

stimulation only reduced body performance, and LO stimulation only reduced object 

performance. Urgesi and colleagues (2007) had subjects perform a delayed match-to-

sample task for the poses of upright or inverted bodies while TMS was applied to the right 

EBA 150 ms post stimulus onset. They found that EBA stimulation reduced performance 

during the inverted but not the upright task, which was interpreted to show that the EBA 

was necessary for the processing of local but not global features of bodies. Finally, van 

Koningsbruggen, Peelen, and Downing (2013) had subjects detect people or cars in briefly 

presented scenes. When TMS was applied to the right EBA, they saw a reduction in d prime 

as well as an increased reaction time for people but not for cars, revealing the specificity 

of the EBA for body stimuli. Furthermore, the effects were noted when stimuli were 

presented in both left or right visual hemifields, indicating that while there is lateralization 

of the EBA, this doesn’t correspond hemifield biases.  

 Taken together, there exists a fairly large body of evidence in line with the notion 

that both the FBA and the EBA play a causal role in the perception of human bodies. TMS 

evidence provides a fairly consistent line of evidence, specifically when considering the 

triple dissociation revealed by Pitcher and colleagues (2009). However, there is a degree 

of inconsistency in the lesion literature, both in the presence and absence of prosopagnosia. 

One potential explanation for this inconsistency the variable damage to white matter across 

lesion patients. It has been shown that there exist disturbances in both the functional 
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(Avidan & Behrmann, 2009; Lohse et al., 2016) and structural (Gomez et al., 2015; Thomas 

et al., 2009) connectivity of developmental prosopagnosia patients. Thus, one theory would 

be that the variation in both lesion and developmental prosopagnosia patients could be due 

to the preservation of essential white matter tracts that allow still-intact nodes of the face 

or body network to function. 

  

 Conclusions 

 This chapter has served to detail an extensive assortment of literature pertaining to 

the features and representational elements which underpin the perception of human bodies. 

Human behavior, as well as neural recording in humans and non-human primates, have 

yielded multiple lines of converging evidence, revealing robustness to low level features, 

tuning for high level components such as gender and identity, and strong evidence in favor 

of shape-based coding of body information. Furthermore, at least two cortical areas of both 

human and non-human primate have been implicated in body perception, each of which 

show a distinct feature tuning and potentially hierarchical organization. Moreover, lesion 

and TMS studies have served to establish a causal link between these areas and perceptual 

ability surrounding human body stimuli. 

 While a great deal of progress has been made on this subject, many open questions 

still remain. In the context of the following chapters, two fundamentally important areas 

will be explored which have been thus far underexplored. Firstly, more basic aspects of 

how independent body parts are represented and related to one another (e.g., via simple 

spatial relationships) will be investigated using both psychophysics and fMRI. Secondly, 

the representation of individual body parts within body-selective cortical regions will be 

explored using cutting edge, sub-millimeter fMRI methodology.  
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2. Visual adaptation selective for individual limbs reveals 

hierarchical human body representation 

 The spatial relationships between body parts are a rich source of information for 

person perception, with even simple pairs of parts providing highly valuable information. 

Computation of these relationships would benefit from a hierarchical representation, where 

body parts are represented individually. We hypothesized that the human visual system 

makes use of such representations. To test this hypothesis, we used adaptation to determine 

whether observers were sensitive to changes in the length of one body part relative to 

another. Observers viewed forearm/upper arm pairs where the forearm had been either 

lengthened or shortened, judging the perceived length of the forearm. Observers then 

adapted to a variety of different stimuli (e.g., arms objects, etc.) in different orientations 

and visual field locations. We found that following adaptation to distorted limbs, but not 

non-limb objects, observers experience a shift in perceived forearm length. Furthermore, 

this effect partially transferred across different orientations and visual field locations. 

Taken together, these results suggest the effect arises in high level mechanisms specialized 

for specific body parts, providing evidence for a representation of bodies based on parts 

and their relationships. Portions of this work were presented at the 2017 Vision Science 

Society (VSS) annual meeting (Bratch, Engel, et al., 2017), and this work has been 

accepted for publication in the Journal of Vision. 
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 Introduction 

The perception of human bodies is critical for social behavior (cf. Hu et al., 2020). 

The determination of the spatial relationships between body parts, referred to here as pose 

estimation, is a particularly important source of information for a range of visual functions, 

including the recognition and interpretation of the actions of others. Because of its practical 

importance, the computational problem of pose estimation has recently received 

considerable attention (cf .Cao et al., 2019; Chen & Yuille, 2014). A key question has been 

how to represent body structure for efficient and robust pose computation. One approach 

is to represent body structure in terms of parts (e.g. hands, elbow, shoulder, etc.) 

constrained by their plausible spatial relationships (distance and angle). Visual 

computation then proceeds hierarchically first integrating low-level features into parts, 

then to part relationships, and finally to whole bodies (Chen & Yuille, 2014; Park et al., 

2018). 

Human neuroimaging studies have provided evidence consistent with this 

hierarchical computation, specifically identifying distinct representations for body parts vs. 

whole bodies. Studies of body selective cortical areas have demonstrated a cortical region 

sensitive to individual parts, but insensitive to their configuration/spatial relationships (the 

extrastriate body area or EBA, (Downing et al., 2001)). Conversely, research has found a 

region which is sensitive to the configuration of body parts as a whole, but not necessarily 

the individual parts themselves (the fusiform body areas or FBA, (Peelen & Downing, 

2005)). Such findings are consistent with the idea of an underlying neural mechanism for 

pose estimation based on a hierarchical organization of parts and relationships. 

Recently, a number of investigations have used adaptation to explore perceptual 

representations of bodies. Adaptation, the process by which the visual system routinely 

updates its sensitivity to visual features, has been shown to operate at many levels of visual 

processing, from low-level features such as orientation, spatial frequency and color, to 

higher level properties including viewpoint and shape, and class-specific attributes such as 

inter-eye distance, identity, and gender of faces (cf. Blakemore & Campbell, 1969; 

Kaliukhovich & Vogels, 2016; Webster, 2015 for a review). Adaptation studies have also 

revealed interactions between lower and higher-level representations, possibly involving 

unidirectional and bidirectional signaling within the visual hierarchy (He et al., 2012; X. 
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Liu & Engel, 2020; H. Xu et al., 2008). While previous adaptation studies on body 

representation have revealed effects along high level dimensions including gender 

(Ghuman et al., 2010; Kessler et al., 2013; Palumbo et al., 2013, 2015; Weigelt et al., 2010) 

as well as viewpoint (Lawson et al., 2009) size and weight (Ambroziak et al., 2019; Brooks 

et al., 2018; Glauert et al., 2009; Winkler & Rhodes, 2005), the hierarchical nature of body 

perception remains underexplored using adaptation. 

 Here, we investigated the hierarchical nature of body perception using adaptation. 

Specifically, we tested for the existence of distinct adaptable, high-level representations of 

individual body parts. We generated a set of forearm/upper arm limb pairs where the 

forearm had been lengthened or shortened. Observers viewed these arms and judged 

whether their forearms appeared too long or too short before and after adapting to arms, 

and other similar but semantically distinct objects, across different stimulus orientations 

and visual field locations. If adaptation arises from high level body-part specific 

mechanisms, then it should transfer across visual field orientations and locations but not 

transfer to visually similar images of other body parts and non-body objects. 

 

 Experiment 1  

 Neurons that represent high-level visual features have receptive fields whose 

responses are relatively invariant to low-level manipulations such as retinal position and 

orientation (Gross et al., 1969). If visual adaptation causes changes in the response 

properties of such neurons, then effects of adaptation should transfer to different 

orientations. If, on the other hand, adaptation arises from neurons in early visual areas, 

where receptive fields are sharply tuned for orientation, then its effects should be relatively 

orientation-specific. The goal of Experiment 1 was to distinguish between these 

alternatives by measuring the extent to which adaptation to body parts transfers to other 

orientations in the visual field. Observers judged forearm length across two different 

orientations and subsequently adapted to a shortened forearm in one orientation. The shift 

in perceived forearm length was then assessed across the adapted and non-adapted 

orientations. 
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2.2.1 Materials & Methods 

 

2.2.1.1 Observers 

Ten observers (7 male; 3 female) participated in Experiment 1. All observers had 

normal or corrected to normal vision, were naive to the purpose of the experiment, and 

provided written informed consent. The experiment was approved by the Institutional 

Review Board of the University of Minnesota and procedures conformed to the Declaration 

of Helsinki. 

 

2.2.1.2 Apparatus 

Stimuli were presented on a 24” NEC LCD display (resolution: 1920 x 1080 pixels; 

size: 52.7 x 29.6 cm; 55.6 x 33.0 degrees of visual angle from a viewing distance of 50 

cm). A chin rest was used to maintain a constant viewing distance and head position. 

Stimuli were generated using MakeHuman 1.1.1 and Blender 2.79 and were presented 

within the Matlab programming environment (Version R2016a) using in-house software 

and the Psychophysics Toolbox (Brainard, 1997). 

 

2.2.1.3 Stimuli 

The images used for Experiment 1 were synthesized from an upper arm and forearm 

extracted from an average proportioned MakeHuman avatar with a skeletal rig. A custom 

rigging environment in Blender was used to generate individual images from this limb set. 

For all stimuli, the elbow joint of this limb set was positioned at approximately 90 degrees 

(see Figure 2.1). 
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Figure 2.1. Overview of the stimuli and procedure used in Experiment 1. A. The two 
orientations of the test stimuli. B. Examples of the normal length forearm and 75% length 
forearm used as the adapter. C. Procedure used for assessing adaptation in Experiment 1. 
Following an initial adaptation period, observers saw a “top-up” adapter image (5000 
ms) prior to each test image (350 ms) and response period (free). The test image was 
flanked by a phase scrambled mask image (500 ms). 

 

To manipulate the relative proportions of the upper arm to the forearm ("physical 

arm length"), renderings were created by scaling the bone comprising the forearm (yielding 

a percent change of physical length). Seven total images were generated by setting the scale 

factor from 85% to 115% of veridical at 5% increments (7 total bins, shortest forearm: 9.4 

degrees of visual angle; longest forearm: 12.0 degrees of visual angle). In Experiment 1, 

observers viewed these stimuli at two orientations: with the hand pointing to the right of 

the display (rightward, Figure 2.1a) or with the hand pointing to the bottom of the display 

(downward, Figure 2.1a). During adaptation, observers viewed an arm with a shortened 

forearm, where the bone had been scaled to 75% (forearm: 8.5 degrees of visual angle, 

Figure 2.1b). This adapter was only presented in the rightward orientation. All images were 

presented in color on a low luminance gray background.  



27 
 

 

2.2.1.4 Procedure 

Observers were tested individually in a dedicated testing room. Prior to the start of 

the experiment, observers were informed that an image of an arm would appear in the 

center of the display on each trial and that, on a given trial, the forearm would appear either 

lengthened or shortened. They were instructed to respond, using a computer keyboard, 

whether the presented arm on a given trial appeared to be "too long" or "too short".  

Observers were allowed to move their eyes freely during the experiment.  

A first block of trials measured perceived arm length in neutral, "baseline" 

conditions. An overview of the procedure can be seen in Figure 2.1c. On a given baseline 

trial, an arm image appeared in the center of the display for 350 ms, followed by a blank 

gray screen, during which observers indicated their response. After a response was 

collected, a mask consisting of a phase scrambled arm stimulus was presented for 500 ms 

prior to the start of the next trial. Baseline performance was assessed for both arm 

orientations in an intermixed block. Twenty five trials were presented for each of the seven 

physical arm lengths at each orientation for a total of 350 trials.  

A second block of trials measured perceived arm length following adaptation. 

Observers adapted by viewing the image of the arm with a shortened forearm, presented in 

the center of the display, for 5 minutes. As in baseline assessment, observers were allowed 

to move their eyes freely – they were not instructed to fixate. Perceived arm length was 

then measured while using a "top-up" paradigm to maintain adaptation. The trial structure 

was identical to baseline assessment, with the addition of a 5 second adapting image 

presentation followed by a 500 ms phase scrambled mask preceding the test stimulus 

presentation on each trial. As in the baseline block, 25 trials were presented for each 

physical arm length at each orientation, in a mixed block of 350 trials.  

 

2.2.1.5 Data Analysis 

For each observer, we first calculated the proportion of "too long" responses for 

each of the seven physical arm lengths. This was done independently for each orientation 

in both the baseline and post adaptation conditions. The resulting data was then fitted with 
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a logistic function, enabling us to determine the point of subjective equality (PSE), defined 

as the physical forearm length estimated to produce "too long" responses on 50% of trials.  

The average response rate across observers and associated fits are shown in Figure 

2.2. A leftward shift in the PSE on the physical arm length axis indicates an elevation in 

the number of “too long” responses, and thus indicates that the previously "normal" arm 

appeared too long following adaptation to the shortened forearm. Finally, we computed the 

shift in PSE as PSE at Baseline minus PSE at Post-test.  

 

 

Figure 2.2. The average response rate and psychometric fits across observers (N = 10) in 
the baseline and post adaptation conditions in each orientation. The proportion of trials 
rated as “too long” is displayed as a function of forearm length. 

 

 

A linear mixed effects model, constructed within the R programming environment 

using the LMER package (Bates et al., 2015), was used to assess the results of Experiment 
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1. The model was constructed using the PSE values derived from the psychometric fits 

described in the previous paragraph. Fixed effects included adaptation (baseline vs. post), 

orientation (adapted vs. non adapted), and the interaction between adaptation and 

orientation. Random effects included random slopes and intercepts for each individual 

observer. The fixed effects of the model were then analyzed using F-tests in the context of 

a Type III analysis of variance (ANOVA) using the car package (Fox & Weisberg, 2019). 

Additionally, specific linear contrasts were analyzed with F-tests using the phia package 

(De Rosario-Martinez, 2015) and p-value correction via the Holm-Bonferroni method.  

 

2.2.2 Results 

 To examine the impact of adaptation on perceived arm length, we measured the 

points of subjective equality (PSEs; forearm lengths that appeared "normal") before and 

after exposure to the shortened forearm (see Figure 2.2 and Methods). 

 

 

Figure 2.3. Results for Experiment 1. Left. Average (large, open circles connected by dark 
solid lines) and individual (small, open circles connected by dashed lines) PSEs in each 
orientation before and after adaptation. Right. PSE shifts (PSE at Baseline minus PSE at 
Post test) for each orientation, with individual data shown for each observer (small, gray 
circles). Error bars represent standard error of the mean (SEM). 
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Following adaptation to a shortened forearm, observers perceived test arms as being 

longer, and there was a trend for this effect to transfer across orientations. Figure 2.3 (left) 

displays PSEs for each individual observer (small gray circles connected by dashed lines) 

as well as the mean across observers (large open circle connected by solid lines). Figure 

2.3 (right) summarizes these results in terms of the mean PSE shift from baseline for each 

orientation. For the adapted orientation, the perceived forearm length shifted by 

approximately 10%, while for the non-adapted orientation perceived forearm length shifted 

by approximately 3%. An ANOVA revealed significant main effects of adaptation [F(1, 

9.43) = 21.07, p < 0.01)] and orientation [F(1, 9.26) = 5.57, p < 0.05)], as well as a 

significant interaction effect between adaptation and orientation [F(1, 18) = 19.88, p < 

.001)]. Planned contrasts confirmed a significant shift from baseline for the adapted 

orientation [F(1, 13.93) = 38.01, p < 0.001)] and a trend in the non-adapted orientation 

[F(1, 13.93) = 3.58, p < 0.1)], as well as a significant difference between the adapted and 

non-adapted PSE shifts [F(1, 9) = 19.88, p < 0.01)].  

 

 Experiment 2  

 The goal of Experiment 2 was to provide stronger evidence that adaptation to arm 

length could be attributed to higher level representations. Observers once again made 

judgments about forearm length but did so before and after adapting to three different 

adapter types, which varied between high and low level: an arm, a leg, and a pipe segment. 

To provide a more robust test for high-level representations, stimuli were presented 

mirrored about either side of a central fixation cross. If adaptation is based on relatively 

high-level mechanisms, as opposed to retinotopic-level mechanisms, then the effects 

should be at least partially invariant to change in arm orientation as a function of mirroring 

and to the overall change in retinotopic position. Furthermore, if the effect is in fact based 

on high-level mechanisms, the various adapter classes would enable us to determine if the 

effects arose from general object/shape mechanisms (in the case of transfer from the pipe 

adapter), general body processing mechanisms (in the case of transfer from the leg adapter), 

or limb specific mechanisms (in the case of transfer only from the arm adapter). 
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2.3.1 Materials & Methods 

2.3.1.1 Observers 

Twenty-four observers (9 male; 15 female) participated in Experiment 2. All 

observers had normal or corrected to normal vision, were naive to the purpose of the 

experiment, and provided written consent. The experiment was approved by the 

Institutional Review Board of the University of Minnesota and procedures conformed to 

the Declaration of Helsinki. 

 

2.3.1.2 Apparatus 

Stimuli were presented on the same monitor used in Experiment 1, but with the 

viewing distance changed to 60 cm (size: 52.7 x 29.6 cm; 47.4 x 27.7 degrees of visual 

angle). A chin rest was used to maintain a constant viewing distance. Stimulus generation 

and presentation was performed using the same methods in Experiment 1.  

 

2.3.1.3 Stimuli 

 Experiment 2 used the same arm images as Experiment 1 (shortest: 7.8 degrees of 

visual angle; longest: 10 degrees of visual angle). However, while a free-viewing paradigm 

was used in Experiment 1, stimuli in Experiment 2 were presented on either side of a central 

fixation cross (Figure 2.4b).  

In addition to the shortened arm adapter used in Experiment 1, we used two 

additional adapters: a shortened leg and a copper pipe (Figure 2.4a). The shortened leg 

adapter was generated using the same procedure as the arm adapter; the lower leg bone was 

scaled to 75% of its original length. Additionally, the rendering camera distance was 

adjusted such that the leg subtended approximately the same visual angle as the shortened 

arm adapter. The copper pipe adapter was created such that it had similar mid-level 

geometric properties (same angular size and part length ratios) to the arm and leg adapters, 

but with small shape differences (e.g. pipe joints) consistent with a very different high-

level semantic category. All adapters subtended approximately 7.1 degrees of visual angle 

in length. 
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Figure 2.4. Overview of the stimuli and procedure used in Experiment 2. A. The three 
adapter types (arm, leg, and pipe) used in Experiment 2. B. Procedure used for assessing 
adaptation in Experiment 2. Adapter images were presented in one hemifield (5000 ms) 
prior to each test trial (500 ms) and response period (1500 ms). The test image was flanked 
by a phase scrambled mask image (500 ms). 

 

2.3.1.4 Procedure 

 Each observer participated in 3 sessions. Each session was similar to those in 

Experiment 1, but used a different adapter (arm, leg, or pipe). Order of the adapter was 

counterbalanced across observers. The adapter in this experiment was presented either to 

the left or right of fixation, and this factor was also counterbalanced across observers. 

Task and response instructions were the same as in Experiment 1, with four main 

differences: 1) observers were instructed to maintain fixation on the central cross 

throughout the duration of the experiment. 2) Observers were given a fixed duration 1500 

ms interval in which to respond before the mask image was presented at the beginning of 

the next trial.  3) Test images and adapters were shifted away from the central cross, either 

to the left or right, such that the edge of the stimulus was approximately 0.5 degrees away 

from the cross center. 4) There was no initial adaptation period. Adapting images were 

presented only in the 5 sec "top-up" intervals at the start of each trial. Additionally, prior 

to beginning the baseline portion of the experiment on the first session, observers were 
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familiarized with the stimulus set and the presentation paradigm. Observers also completed 

50 practice trials at the start of their first session.  

Baseline perception of arm length was measured at the start of each session, in a 

block of 210 trials containing 15 trials at each of the 7 physical arm lengths presented in 

each hemifield. Trial order within this 210 trial block was randomized. A second 210 trial 

block in each session then measured perceived arm length in the presence of an adaptor.  

 

2.3.1.5 Data Analysis 

Quality metrics were used in Experiment 2 to assess the viability of data for each 

observer. Specifically, an observer who responded to less than 90% of trials or who’s 

psychometric function fits produced a slope less than or equal to 0 were excluded from the 

final analysis. Of the 24 observers who participated in Experiment 2, 22 observers met the 

predefined data quality criteria and were entered into the analysis.  

The analysis of Experiment 2 used the same methods and software packages as 

Experiment 1. In short, the 50% PSEs were derived from logistic fits (see Figure 2.5), 

entered into a linear mixed effects model, and analyzed using an ANOVA and F-test linear 

contrasts. Fixed effects included adaptation (baseline vs. post), hemifield (adapted vs. non 

adapted), and adapter (arm vs. leg vs. pipe) and random effects included random slopes 

and intercepts for each individual observer. 

 

 

Figure 2.5. The average response rate and psychometric fits across observers in the 
baseline and post adaptation conditions in each hemifield for each adapter type. The 
proportion of trials rated as “too long” is displayed as a function of forearm length. 
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2.3.2 Results 

 As in Experiment 1, we assessed adaptation by comparing the PSEs when 

perceiving arm length before and after adaptation. This was assessed across the three 

adapter types (shortened arm, shortened leg, and pipe) and both hemifields (adapted and 

non-adapted). Figure 2.6 summarizes these results in terms of the mean PSE shift from 

baseline for each adapter in each hemifield.  

 

 

Figure 2.6. Results of Experiment 2. The average PSE shift (PSE at  Baseline minus PSE 
at Post test) is shown for each adapter type in the adapted (gray bar) and non-adapted 
(white bar) hemifields. Datapoints for individual observers are shown as gray dots. Error 
bars represent SEM. 

 

 Adaptation was strongest for the arm adapter, intermediate for the leg adapter, and 

weakest for the pipe adaptor, and in all cases was stronger for the adapted hemifield than 

the non-adapted hemifield. The ANOVA revealed significant main effects of adaptation 

[F(1, 21.00) = 38.47, p < 0.001)], hemifield [F(1, 21.01) = 5.13, p < 0.05)], and adapter 

type [F(2, 21.00) = 4.50, p < 0.05)]. Furthermore, there were significant two-way 

interactions between hemifield and adaptation [F(1, 146.99) = 55.47, p < 0.001)], 

adaptation and adapter [F(1, 146.99) = 30.10, p < 0.001)], and hemifield and adapter [F(1, 
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146.99) = 7.30, p < 0.001)], as well as a significant three-way interaction between 

hemifield, adaptation, and adapter type [F(1, 146.99) = 6.07, p < 0.01)].  

When adapting to a shortened forearm, observers perceived test arms in both the 

adapted hemifield and non-adapted hemifield as being significantly longer [adapted PSE 

shift = 8.29, F(1, 94.42) = 121.97, p < 0.001); non-adapted PSE shift = 2.24, F(1, 94.42) = 

8.86, p < 0.05)]. Adaptation was greater in the adapted than non-adapted hemifields [PSE 

shift difference = 6.06, F(1, 147) = 46.51, p < 0.001)].  

 Adaptation from viewing a shortened leg produced a markedly smaller effect on 

the arm in the adapted hemifield than when adapting to an arm [PSE shift difference = 3.11, 

F(1, 147) = 12.22, p < 0.01)], though the former was significantly above zero within the 

adapted hemifield [PSE shift = 5.19, F(1, 94.42) = 47.73, p < 0.001)]. Contrary to the arm 

adapter, observers did not perceive arms as significantly longer in the non-adapted 

hemifield following adaptation to the shortened leg [1.47% PSE shift, F(1, 94.42) = 3.84, 

p = 0.16)], and this shift was not significantly different from the non-adapted hemifield 

effect seen with the arm adapter [0.77% PSE shift difference, F(1, 147) = 0.74, p = 0.39)]. 

As with arm, the effect was significantly larger in the adapted vs. non-adapted hemifield 

[PSE shift difference = 3.72, F(1,147) = 17.51, p < 0.001]. 

 Finally, when adapting to the pipe, observers experienced no significant change in 

their perceived arm length in either the adapted hemifield [1.27 PSE shift, F(1, 94.42) = 

2.84, p = 0.19)] or in the non-adapted hemifield [-0.42 PSE shift, F(1, 94.42) = 0.31, p = 

0.58)], though there was a trend between the two hemifields [1.69 PSE shift difference, 

F(1,147) = 3.60, p < 0.1]. The observed effects were significantly lower than the effect for 

the arm adapter in both the adapted hemifield [7.03 PSE shift difference, F(1,147) = 62.60, 

p < 0.001] and non-adapted hemifield [2.66 PSE shift difference, F(1,147) = 8.94, p < 

0.01]. The effect was also significantly lower for the leg adapter in the adapted hemifield 

[3.92 PSE shift difference, F(1,147) = 19.48, p < 0.001] and trend in the non-adapted 

hemifield [1.89 PSE shift difference, F(1,147) = 4.53, p < 0.1]. 

 We also constructed an additional model, including hemifield of adaptation (left 

versus right). Here, we observed a trend for a main effect of hemifield of adaptation 

[F(1,139.99) = 3.39, p < 0.1)], but no associated interactions. Appendix Figure A1.1 shows 

division of the effects as a function of hemifield of adaptation. Given prior literature of 
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lateralization of body selective cortex (Downing et al., 2001; Peelen & Downing, 2005; 

Willems et al., 2010), future work is needed to investigate how this plays a role in these 

adaptation effects. 

 

 Discussion 

The goal of the present study was to test for distinct high-level representations of 

body parts. The results across both experiments are consistent with high-level, body-part 

specific mechanisms that could be used to compute spatial relationship between parts. 

 Our key prediction was that adaptation should transfer across features for which 

higher-level neurons are less well-tuned and lower-level neurons are more tightly tuned, 

specifically retinal orientation and location. In Experiment 1, we found that when adapting 

to shortened forearms, observers perceived forearms as significantly longer in the adapted 

orientation. A trend in this direction was also observed in the non-adapted orientation, 

albeit with a significantly reduced magnitude relative to the adapted orientation. This effect 

was strengthened in reliability in Experiment 2; a significant adaptation effect was 

measured in both the adapted and non-adapted visual hemifield when observers adapted to 

a shortened forearm (once again, with a reduction in magnitude in the non-adapted 

hemifield). Together, these findings suggest that the effect is, at least in-part, arising from 

non-retinotopic, high-level neurons.  

 Another prediction was that adaptation should be greater for the same body part as 

the adapter than for other visually similar body parts and objects. Experiment 2 revealed 

that when observers adapted to legs with shortened lower legs, they once again perceived 

arms as longer, but the magnitude of the effect was reduced relative to arms in the adapted 

hemifield, and not significant in the non-adapted hemifield. In addition, no significant 

shifts in perception were found when observers adapted to a pipe adapter with an aspect 

ratio matched to the shortened forearm and leg adapters. Such a result suggests that not 

only does the effect observed in both Experiments 1 and 2 appear to have a high level 

component, but that the effect can even be differentiated at the level of specific body parts, 

indicating there maybe underlying mechanisms devoted to the processing of limb subsets. 
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Our findings and interpretations, specifically with respect to lower level, retinotopic 

phenomena, are consistent with other work on body adaptation, which has mainly focused 

on whole body adaptation effects. Past findings have shown that, for instance, adaptation 

to body size/weight could not be explained simply by adaptation to basic shapes of a similar 

aspect ratio (Hummel, Grabhorn, et al., 2012). Furthermore, these types of adaptation 

effects appear to transfer to different viewpoints as well as to different body poses 

(Sekunova et al., 2013), suggesting the engagement of body-specific mechanisms rather 

than low-level, retinotopic mechanisms. 

Further work has also demonstrated that body size/weight effects transfers across 

identity (Hummel, Rudolf, et al., 2012). Such a finding helps to potentially elucidate a 

general location of these mechanisms within the visual hierarchy. While perceptual effects 

pertaining to basic body shape and size likely arise from a high level, body specific 

mechanisms, such mechanisms are likely distinct from and exist earlier in the visual 

hierarchy than mechanisms which process identity.  

Consistent with this idea, recent evidence in the face perception domain has found 

that in both humans (Grill-Spector et al., 2017; D. Y. Tsao et al., 2008) and non-human 

primates (Freiwald & Tsao, 2010; Meyers et al., 2015), sensitivity to identity appears to 

increase throughout the progression in the visual hierarchy, peaking near the top (e.g., 

anterior temporal lobe), whereas sensitivity to basic within-category part relationships 

peaks earlier on (e.g., medial temporal lobe). In line with these intuitions on hierarchical 

location, fMRI investigations of the body size/weight adaptation effects have further 

revealed that higher level, body-selective visual cortical regions (e.g., EBA, FBA) but not 

lower level regions (e.g., V1) nor very high level regions (e.g., anterior temporal) appear 

to be involved with body size/weight adaptation (Hummel et al., 2013).  

However, our work not only suggests an engagement of body-specific mechanisms 

but suggests one which appears to be sensitive to specific body parts. Consistent with our 

findings, as well as the fMRI findings noted above, recent studies have been able to further 

elucidate the level of representation of body parts within body selective regions of visual 

cortex. Using fMRI, it has been demonstrated that there are regions within lateral occipital 

cortex that have selective responsiveness to individual body parts (Orlov et al., 2010). 

Furthermore, it has been shown that neural activity within body selective visual cortical 
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areas yields distinct patterns of activity for individual body parts, suggesting fine grain 

representation for individual body parts within body selective cortex (Bracci et al., 2015). 

 

 Conclusions 

 Our results provide further evidence of specific high level representations for body 

stimuli and argue for a hierarchical arrangement in the representation of this stimulus class. 

The effects of adaptation appear to not only rely on representations specific to body stimuli, 

but mechanisms which are sensitive to the spatial relationships between individual parts. 

Future work should be able provide further detail into the specificity of this representation, 

as well as investigate the neural basis of the effect and its consistency with recent findings 

in the fMRI literature.  
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3. Sensitivity to subordinate spatial relationships in body selective 

visual cortex 

 From basic survival to engaging in complex social interactions, the ability to 

quickly identify and parse the spatial relationships between human body features is both 

critical and one which human observers perform with relative ease. Two regions which 

underpin the perception of human bodies have been identified in human visual cortex: the 

extrastriate body area or EBA (Downing et al., 2001) and the fusiform body area or FBA 

(Peelen & Downing, 2005). However, how these cortical areas represent spatial 

relationships between body features is a question which has typically been examined using 

full body context. Recently, computer vision work has suggested that even basic, pairwise 

spatial relationships are sufficient for making complex inferences about whole body spatial 

relationships (Chen & Yuille, 2014). Here, we examined whether human body-selective 

cortical areas are sensitive to these basic relationships. We used fMRI to measure neural 

responses to pairs of body parts that were presented either in their “normal” connected 

positions or rotated within the apertures to induce the percept of disconnected arm parts. 

We found that both the right EBA and right FBA were sensitive to these stimulus 

manipulations, suggesting that body-selective cortical areas represent these basic, 

subordinate spatial relationships. Portions of this work were presented at the 2017 Society 

for Neuroscience annual meeting (Bratch, Burton, et al., 2017) and 2018 Vision Science 

Society (VSS) annual meeting (Bratch, Engel, et al., 2018). 
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 Introduction 

 Recognizing human figures and identifying their poses is an important function of 

our visual systems. However, recognizing bodies and their poses in images is difficult due 

to factors such as the wide range of joint articulations, the frequency of self-occlusion 

(where not all body parts are visible), and high degree of variation in appearance. These 

difficulties are compounded in multi-person images, where the body part from one person 

projects close to that of another person. Accordingly, the visual system must employ 

strategies for dealing with image ambiguity, and one potential mechanism to resolve these 

ambiguities is to use information about probable spatial relationships between pairs of 

parts.  

Computer vision studies have shown that natural images of a single body part can 

be highly predictive of the location, orientation, and identity of another part. This allows 

sets of pairwise relationships to be sufficient for accurate whole body pose estimation 

without explicit recognition of the many higher order relationships of body parts (Chen & 

Yuille, 2014). For example, recovering the pairwise spatial relationships between hand and 

wrist, wrist and forearm, forearm and upper arm, etc., can allow for recognition of arm 

pose without explicitly considering all combinations of the relative positions of each 

individual part. In addition, computing pairwise relationships can also be used to detect 

whether two parts are connected or not in multi-person images (Chen & Yuille, 2014; 

Insafutdinov et al., 2016). 

Here we examined whether the human brain encodes these pairwise relationships 

between body parts. In recent years, two anatomically distinct regions of visual cortex have 

been identified as selective for static human body stimuli: the extrastriate body area (EBA, 

(Downing et al., 2001)) and the fusiform body area (FBA, (Peelen & Downing, 2005)). 

While previous studies have investigated these areas’ sensitivity to spatial relationships 

between body parts, they have only done so by coarsely manipulating the spatial 

relationships (e.g., scrambling vs whole) using whole body stimuli and binarized stimulus 

categories (Bauser & Suchan, 2015; Brandman & Yovel, 2016). Thus, it remains unknown 

the extent to which these body-selective areas are sensitive to spatial relationships on a 

more local, fine-grained scale (e.g., to pairs of parts) and across smaller, parametric 

variations in these relationships.  



41 
 

 Specifically, we examined whether body-selective cortical areas show sensitivity 

to the configuration between pairs of arm parts. Observers were presented with two images, 

one of a hand with wrist, and a second of an elbow, seen through two circular apertures 

(Figure 3.1). The spatial configuration of the parts was parametrically manipulated by 

varying the relative orientations of the images, resulting in varying probability of perceived 

connectedness between the parts.  We predicted that responses in regions sensitive to body-

part configurations would be modulated by the cues to connectedness in the image, which, 

notably, are very small in terms of low-level image features present in each patch. We 

additionally tested whether such sensitivity to spatial relationships depended on task, by 

having observers perform two separate tasks: 1) a stimulus relevant task, in which 

observers judged whether the arm parts appeared connected or disconnected or 2) a 

stimulus distracted task, in which observers performed a 1-back task based on the angle of 

the arm parts. Responses were then assessed across the varying degrees of stimulus 

orientation and as a function of task in body-selective cortical regions identified using 

independent localizer scans, as well as stimulus regions in early visual cortex (V1, V2, and 

V3).   

 

 Methods 

3.2.1 Observers 

 Fourteen observers with normal or corrected-to-normal vision participated in the 

present study. Observers provided written informed consent and participated in a protocol 

approved by the University of Minnesota Institutional Review Board and in accordance 

with safety guidelines for MRI research from the Center for Magnetic Resonance Research. 

Two observers were excluded from the analysis due to data acquisition issues.  

 

3.2.2 Stimuli & Paradigm 

 To localize body areas, we contrasted responses to images of bodies and chairs 

using the procedures of Taylor, Wiggett, & Downing (2007). Grayscale images of chairs 

and bodies with heads cropped out were presented in the framework of a block design. 

Images were presented on a gray background for 350 ms, separated by a 450 ms inter-
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stimulus interval, within a 15 sec block. Observers viewed a total of 21 blocks: eight blocks 

of bodies, eight blocks of chairs, and five “baseline” blocks in pseudo-random order. 

During the stimulus blocks, observers performed a 1-back task and fixated on a central 

cross throughout the run. 

 Three additional runs were used to localize the retinotopic representation of the 

stimulus apertures used in the main experiment. While maintaining fixation, observers 

viewed contrast reversing checkerboard patterns (8 Hz) in the hand/wrist aperture (left of 

fixation) and the elbow aperture (right of fixation). A block design was used, consisting of 

18 blocks with a 12 second block length. Three blocks of each stimulus area were presented 

per run, each being preceded by a fixation block.  

 In the main experiment, observers viewed apertured images derived from a single 

500 x 500 pixel photo of a left arm, with the elbow bent at approximately 90 degrees 

(Figure 3.1). A color image was converted to grayscale and two 100 pixel circular apertures 

(4.1 degrees of visual angle in diameter) were centered over the hand and the elbow. To 

manipulate stimulus alignment, six images of apertured stimuli were generated. In one 

condition, the image fragments in the two apertures were properly aligned, while in the 

remaining five conditions the pixels in each aperture were parametrically varied by rotating 

each aperture counter-clockwise by a specified amount (from 1o to 5o, in 1o increments; see 

Figure 3.1). Outside the apertures, the image was uniform gray.   
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Figure 3.1. Stimuli and Task. A) The 6 stimuli created using an apertured image of an 
arm and rotating both apertures counter-clockwise at 1 degree increments. B) The 
Judgment Task. Observers saw a flickered presentation of each stimulus and responded 
whether a stimulus on a given trial appeared "connected" or "disconnected". C) The 
One-Back Task. Observers saw a flickered presentation of each stimulus and responded 
whether the angle of the arm components within the apertures were the same as in the 
previous trial. 

 

 Images in the main task were presented in a rapid event-related design, the order of 

which was optimized using an M-sequence (Buracas & Boynton, 2002; T. T. Liu, 2004). 

During each trial, the aperture image was presented twice for 500 ms, separated by a 500 

ms interval, and followed by a 2500 ms inter-trial interval. To strengthen the impression 
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of viewing a single connected arm through apertures, the apertures were filled with gray at 

the average intensity of the arm stimulus during the ISIs and ITIs. During judgment task 

runs, observers judged whether the hand and elbow appeared “connected” (i.e., as part of 

the same arm) or “disconnected” (i.e., as two distinct arm parts). During one-back task 

runs, observers judged whether the orientation of the parts was the same as in the previous 

trial. Responses were collected using a fiber optic button box. Each observer completed 6 

runs of each task. Throughout each run, observers fixated a small cross centered between 

the apertures. 

 

3.2.3 Apparatus & Acquisition 

 Data were acquired on a Siemens Prisma 3T scanner (Siemens, Erlangen, 

Germany), equipped with a 32-channel head coil, at the University of Minnesota’s Center 

for Magnetic Resonance Research. Functional runs were acquired using a T2* weighted, 

slice accelerated multiband (J. Xu et al., 2013) echo-planar imaging sequence (TR = 2 s, 

TE = 30.4 ms, flip-angle = 80o, matrix = 86 x 86, multiband Factor = 3, FoV = 208 x 208 

mm, voxel size = 2.4 mm isotropic, phase encoding direction = AP) in 60 interleaved slices 

covering the whole brain. A T1 weighted anatomical data set was also collected (MP-

RAGE, 1mm isotropic, (Mugler & Brookeman, 1990)) for each observer. At the end of 

each session, a 15-volume reverse phase encoded EPI sequence was collected for the 

purpose of spatial distortion correction.  

 Stimuli were back-projected onto a translucent screen placed in the scanner bore 

(Sony projector; 1024x768 pixels, 60 Hz, ~120 cd/m2 mean luminance). Observers viewed 

the stimuli through a mirror attached to the head coil from a distance of approximately 100 

cm. The total image area was approximately 26ox20o. Stimuli were presented and responses 

collected using custom scripts written in Matlab (version 2016a) with the extensions of the 

Psychophysics toolbox (Brainard, 1997). 

  

3.2.4 Pre-processing and GLMs 

 All functional data were analyzed with the AFNI (Cox, 1996) and Freesurfer 

(Fischl, 2012) software packages. Data were aligned to the first volume of the first run and 
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remained in native subject space for analysis. Slice time correction, regression of subject 

motion, and distortion correction were performed in data preprocessing. Spatial smoothing 

was performed for the localizers, using a 4mm FWHM Gaussian kernel. ROIs and tSNR 

maps were converted to MNI space using @SSwarper for the purposes of visualization. 

 Functional data were analyzed in the framework of the general linear model (GLM) 

using AFNI’s 3dDeconvolve. For the localizers, block responses were modeled as the 

stimulus time course convolved with an incomplete gamma function (BLOCK function in 

3dDeconvolve). For task runs, GLM was created for each run of the task data (6 runs per 

task, 12 runs total). Individual events were modeled using a canonical HRF (GAM function 

in 3dDeconvolve).  

 

3.2.5 ROI definition 

 Identification of retinotopic areas was performed using a probabilistic cortical 

topology mapping algorithm developed by (Benson et al., 2012). The T1-weighted 

anatomical data was first processed using Freesurfer (Fischl, 2012) to segment white and 

gray matter and to define and inflate the cortical surface. The retinotopic templates, 

defining polar angle, eccentricity, and visual area, were then mapped to native space. 

Visual area surface data were then transformed to volumetric data using 3dSurf2Vol in 

AFNI. Left and right stimulus apertures as well as the area between the two apertures 

(Figure 3.1) were defined as the maximally activated single cluster (between 50 and 100 

voxels) in each hemisphere of V1, V2, and V3 meeting a minimum threshold of p < 0.05 

(FDR corrected). 

 For body areas, a contrast of bodies > chairs was used to define the ROIs. The left 

and right extrastriate body areas (lEBA and rEBA) were defined as the cluster(s) of voxels 

on the middle temporal gyrus/inferior temporal sulcus/lateral occipital gyrus. The left and 

right fusiform body areas (lFBA and rFBA) were defined as the cluster(s) of voxels on 

each of the left and right fusiform gyri. All ROIs were restricted to a single cluster of the 

maximally activated voxels (between 50 and 100 voxels) meeting a minimum threshold of 

p < 0.05 (FDR corrected). Figure 3.2 shows a location heatmap observers’ body ROIs when 

converted to MNI space. 
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Figure 3.2. Heatmap of ROIs projected into MNI space. A) Location of EBA in the axial 
(left) and coronal (right) planes. B) Location of FBA in the axial (left) and coronal (right) 
planes. Note: this figure is to illustrate the overlap of locations of the target ROIs when 
examined in standard space. ROI analysis was conducted in native subject space. 

 

3.2.6 ROI Analysis 

 For each condition, t values were extracted for each run from the 4 body ROIs 

(lEBA, rEBA, lFBA, and rFBA) as well as the stimulated regions of V1, V2, and V3. To 

test for stimulus driven differences across conditions, linear fits calculated across 

conditions for each run of each task and ROI on a subject-by-subject basis. The coefficients 

(i.e., slope) of these linear fits were then analyzed within the context of a linear model, 

constructed in the R programming environment using the LME4 package (Bates et al., 

2015). The model was then assessed with a Type III analysis of variance using the car 

package (Fox & Weisberg, 2019). Post hoc assessments were then examined with F-tests 

using the phia package (De Rosario-Martinez, 2015) with p-value correction via the 

Benjamini-Hochberg (FDR) method. Fixed effects included ROI, task, and the associated 

interaction between the two. Random effects included intercepts for each individual 

observer. 
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 Results 

3.3.1 ROI Analysis 

 Figure 3.3 shows the responses to each stimulus condition as a function of task, 

with the associated linear fits overlayed, are shown for each ROI. Averages of the linear 

fits for each task and each ROI are shown in Figure 3.4. 

 We found a significant main effect of ROI [F(6, 983) = 2.90 , p < 0.01], but no 

significant main effect of task [F(1, 983) = 0.28, p > 0.05] nor a significant interaction 

between ROI and task [F(6, 983) = 0.42, p > 0.05]. Post-hoc tests assessing each ROI found 

that there was a significant effect of stimulus alignment in the right EBA [linear coefficient 

= -0.43, F(1, 30.21) = 17.10 , p < 0.01] and right FBA [linear coefficient = -0.27, F(1, 

30.21) = 6.82 , p < 0.05], indicating that responses in these two body-selective areas 

decreased significantly as alignment cues to part connectedness decreased. 
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Figure 3.3. Average response to each condition as a function of ROI and task. The average 
best fit line for each ROI is plotted over each task. Error bars represent standard error of 
the mean (SEM). 

 

 

Figure 3.4. Average of the linear fit coefficients as a function of ROI and task. Error bars 
represent standard error of the mean (SEM). 
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 Discussion 

 The goal of the present study was to advance the understanding of how body 

sensitive regions of cortex, in conjunction with early visual areas, process spatial 

relationships between pairs of body parts. Observers viewed pairs of arm parts (hand/wrist 

and elbow) which were parametrically varied in their alignment to alter their perceived 

connectedness. Observers either actively judged the perceived connectedness of the arm 

parts or performed a one-back task. In the right EBA and right FBA, we observed a 

significant negative linear trend associated with decreasing connectedness of the stimuli. 

Thus, stimuli which are more likely to be perceived as connected yielded a larger response. 

 Previous work has investigated the question of whether body-selective areas are 

sensitive to configuration/spatial relationships. Sensitivity to inverting the image has been 

demonstrated in both the EBA and FBA using fMRI (Brandman & Yovel, 2010), consistent 

with behavioral impacts of body inversion (Reed et al., 2003). Furthermore, it has been 

shown that the EBA (the FBA was not investigated) is sensitive to typical configurations 

with respect to visual field location, where the presence of a body part in the visual 

hemifield which it is typically viewed (e.g., another person’s left arm typically falls in 

one’s right visual hemifield) yields higher activity (Chan et al., 2010). More recent 

investigations have compared responses to whole bodies versus scrambled body parts. 

Using this approach, Bauser & Suchan demonstrated that scrambling yields lower activity 

than intact bodies in FBA (2015). Using a similar paradigm, they showed that, in addition 

to the FBA, this effect was also noted in the EBA (Brandman & Yovel, 2016), suggesting 

that both EBA and FBA may be sensitive to the spatial relationships between parts.  

 However, both of these recent scrambling studies used full bodies, which limits the 

interpretation of sensitivity to spatial relationships to whole body context. Here, we have 

demonstrated the same sensitivity to spatial relationships using pairs of arm parts, 

suggesting that sensitivity to these relationships exists for relationships subordinate to 

whole bodies/poses. Furthermore, rather than using binarized categories of stimuli (i.e., 

scrambled vs. unscrambled), we utilized stimulus conditions which have been 

parametrically varied in their connectedness, demonstrating a linear trend as a function of 
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this connectedness, further emphasizing the apparent sensitivity to spatial relationships 

within these areas.  

 Interestingly, we did not observe a significant main effect of task nor a task/ROI 

interaction. Prior work has found evidence of modulation as a function of task in face- and 

object-selective regions (Harel et al., 2010; Thoma & Henson, 2011; Vuilleumier et al., 

2001; Wojciulik et al., 1998). However, the difference between the stimulus relevant versus 

stimulus distracted task in these studies was typically quite dramatic; often observers fully 

switched their attention away from the target stimulus (e.g., using a fixation task or 

attending to an alternative stimulus being presented simultaneously). Here, we used a one-

back procedure as the stimulus distracted task, which still necessitated that observers attend 

to the stimulus, but to focus on the trial-to-trial variation of the components rather than the 

wholistic percept (i.e., connected or disconnected). Thus, it is possible this task does not 

reduce attention enough to yield a significant modulatory effect. Consistent with this notion 

are findings showing that a one-back task typically yields more stimulus-relevant activation 

patterns than a fixation task (Kay & Yeatman, 2017). The statistical power to detect 

interactions may also have been limited in our study in part due to the subtle nature of our 

stimulus manipulation. Thus, it is still possible that body-selective cortical areas are 

sensitive to these task effects. Future work investigating this phenomenon should consider 

using a task with a more robust shift in attention as well as paradigms which use less subtle 

stimulus manipulations as our own.  

 An additional noteworthy finding is the minimal impact of arm alignment in the 

stimulus regions of V1, V2, and V3. As these are early, retinotopic regions of visual cortex, 

one would not expect categorical sensitivity to these stimuli and thus an absence of any 

linear trend as a function of condition is not entirely unexpected. However, previous 

literature would suggest a possibility of a positive linear trend, where misalignment 

increases activity, resulting from predictive coding in early visual cortex (Fang et al., 2008; 

Murray et al., 2002). One argument for the absence of this effect is that individual body 

parts are often seen without full context of their spatial relationships to other body parts, in 

the case of self-occlusion. Furthermore, multiple body parts/wholes without any spatial 

relationships to one another are often experienced in crowd settings, where only a few 

portions of an individual person are visible. Thus, two disjointed body parts does not 
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necessarily reflect an uncommon configuration, but rather provides evidence towards an 

alternative hypothesis (e.g., 2 people versus 1).  

 

 Conclusions 

 In summary, we have used a paradigm in which the spatial relationships between 

pairs of body parts are manipulated to investigate sensitivity to spatial relationships 

between subordinate sets of body parts within body-selective visual cortex. We have shown 

that both the right EBA and right FBA are sensitive to these spatial relationships, and that 

this sensitivity appears independent of task. Future work should examine the types of 

spatial relationships to which these body-selective cortical areas may be tuned and should 

further evaluate the sensitivity of these areas to task effects. 
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4. High resolution exploration of the right extrastriate body area 

reveals hand-preferential voxel clusters 

 In the past 20 years, distinct cortical areas have been identified in human visual 

cortex which appear to process body stimuli (Downing et al., 2001; Peelen & Downing, 

2005) much has been learned regarding the function of these areas, very few studies have 

investigated whether these areas contain subordinate representations of body stimuli (e.g., 

representations of individual body parts). Recent advancements in sub-millimeter 

functional MRI have enabled the delineation of sub-populations of voxels in sensory cortex 

which appear to respond preferentially to various subordinate elements of their tuned 

feature space (see Lawrence et al., 2019 for review). Here, we applied these sub-millimeter 

fMRI techniques to explore subordinate representations of body parts within the right EBA, 

an area reported to be selective for individual body parts (Taylor et al., 2007). In our study, 

subjects viewed images of 5 different body parts (hands, arms, feet, legs, and torsos) in the 

context of a block design. Laminar profiles of the underlying anatomy were then generated 

to enable the assessment of responses to these stimuli as a function of cortical depth. We 

found that, of the 5 body parts tested, hands generally yielded the largest response, and that 

the relative amplitudes to each of the 5 body parts were consistent across cortical depths. 

Spatial mapping further revealed large spatial clusters of voxels which preferentially 

respond to hands, and that the location of these clusters remained constant as a function of 

cortical depth. Portions of this work was presented at the 2018 Society for Neuroscience 

conference (Bratch, Vizioli, et al., 2018) and the 2019 Organization for Human Brain 

Mapping conference (Bratch et al., 2019) 
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 Introduction 

 The ability to quickly and accurately process information related to other humans 

is one of both critical importance and one that the human visual system performs with 

relative ease. From the perspectives of survival, social interaction, and skillful engagement 

with the natural world, such a feat arguably requires dedicated, highly specialized neural 

mechanisms. While much work has been done to investigate the neural mechanisms 

underpinning face processing (for review, see: Duchaine & Yovel, 2015; Grill-Spector et 

al., 2017), the mechanisms involved in the processing of the human body have been 

comparatively underexplored.  

 The ability to an interpret the image of a person requires the detection and 

integration of information about body parts and how they should be integrated. The vast 

range of appearance of different of individual body parts and the large range of joint 

articulations presents a challenging computational problem, requiring the ability to process 

individual parts as well as whole bodies. Since the advent of functional MRI (fMRI), two 

regions which appear responsible for processing these stimuli have been identified in 

human visual cortex. In the lateral occipital region the extrastriate body area (EBA, 

(Downing et al., 2001)) has been identified, which appears to represent individual body 

features (Taylor et al., 2007). Additionally, in the fusiform gyrus, the fusiform body area 

(FBA, (Peelen & Downing, 2005)) has been identified, which seems to play a stronger role 

in processing whole, configured bodies (Bauser & Suchan, 2015; Taylor et al., 2007). 

 To date, much work has been done to further elucidate the functional roles of these 

areas in the processing body information. These investigations have revealed sensitivity to 

various mid and high level  features, such as perceived body size (Carey et al., 2019; 

Hummel et al., 2013), viewpoint (Chan et al., 2004; Taylor, Wiggett, et al., 2010), gender 

(Aleong & Paus, 2009), identity (Hodzic et al., 2009; Urgesi et al., 2007), configuration 

(Bauser & Suchan, 2015; Talia Brandman & Yovel, 2016a), and pose (Abassi & Papeo, 

2020; Cross et al., 2010). However, how these regions encode subordinate representations 

of bodies (e.g., their individual body parts) has been less studied. Current work has 

suggested that there may be sub-populations of voxels (Bracci et al., 2010; Op de Beeck et 

al., 2010; Orlov et al., 2010) as well as differential patterns of activation (Bracci et al., 
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2015) for various subordinate body stimulus features, specifically with respect to the 

individual parts comprising the human body.  

 Recent advancements in high-field MRI have allowed for much greater precision 

in understanding stimulus representation in sensory cortices. Specifically, the use of sub-

millimeter acquisition techniques can be employed to examine the spatial distribution of 

responses across a give patch of cortex, and as a function of cortical depth. These 

techniques have been used to reveal preference maps for ocular dominance (Yacoub et al., 

2007) and orientation (Yacoub et al., 2008) in early visual cortex, axis of motion 

(Zimmermann et al., 2011) in motion selective visual cortex, and tone/pitch (De Martino 

et al., 2015) in auditory cortex. Such studies have not only found preference maps of their 

stimulus features but have further established consistency of these maps as a function of 

cortical depth, suggesting columnar representation. 

 Here we used sub-millimeter fMRI techniques to test whether we could resolve 

representations of individual body parts. We used a paradigm in which subjects viewed 

blocks of individual body parts (hands, arms, feet, legs, and torsos) across a range of 

viewpoints. Given its suggested role in processing individual body components (Taylor et 

al., 2007) as well as its apparent right dominance (Downing et al., 2001; Peelen & 

Downing, 2005; Willems et al., 2010), we assessed responses to these stimuli in the right 

EBA. Individual response profiles for each body component were assessed as a function of 

cortical depth, revealing strong preferences for hand stimuli and a consistency of this trend 

through cortical depths. Using techniques enabling the spatial assessment of activity as a 

function of cortical depth, body part preference maps revealed large clusters of hand-

preferential voxels that were consistent across depth. 

  

 Methods 

4.2.1 Subjects 

 Four subjects with normal or corrected-to-normal vision participated in the present 

study. Subjects provided written informed consent and participated in a protocol approved 

by the University of Minnesota Institutional Review Board and in accordance with safety 

guidelines for MRI research from the Center for Magnetic Resonance Research.   
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4.2.2 Stimuli & Paradigm 

 For both the functional localizer and body part localizer, stimuli were presented 

using a standard block design paradigm. Stimuli were back-projected onto a translucent 

screen placed in the scanner bore (NEC NP4000 projector; 1920x1080 pixels, 60 Hz). 

Subjects viewed the stimuli through a mirror attached to the head coil from a distance of 

approximately 85 cm. Stimuli were presented using Matlab with the extensions of the 

Psychophysics toolbox (Brainard, 1997). 

 

4.2.2.1 Functional Localizer 

 To localize visual areas, we used a stimulus set consisting of grayscale images taken 

from the functional localizer paradigm developed by The Stanford Vision & Perception 

Neuroscience Lab (Stigliani et al., 2015). Our localizer consisted of 5 categories: phase 

scrambled noise, objects, limbs, whole bodies (without faces), and adult faces. Images from 

each category were presented on a phase scrambled background and subtended 

approximately 8 x 8 degrees of visual angle.  

 Stimuli were presented within a block design framework. Each run began with 12 

seconds of a gray screen with a fixation cross in the center of the screen, followed by 12 

second blocks of stimulus images (10 total stimulus blocks, 2 blocks per stimulus category, 

each separated by a 12 second fixation block). Within each 12 second stimulus block, 16 

images were presented. Each image was presented for 500 ms with a 250 ms interstimulus 

interval (ISI). To ensure attention was directed to the stimuli, subjects performed a 1-back 

task, in which they would respond if they saw a repetition of two stimuli within a block 

(consisting of ~10% of trials).  

 

4.2.2.2 Body part localizer 

 A body part localizer was developed using digital renders of individual body parts. 

We first generated a normally proportioned, gender neutral human avatar using the 

MakeHuman 3D character design software package. We then imported this avatar into 

Blender, where it was segmented into 5 different body parts: hand, arm, foot, leg, and torso. 
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For the 4 limbs, only right-side limbs were segmented. We then placed these individual 

parts into a custom camera/lighting rig in Blender, in which the camera was aimed directly 

at each part, while rotating around the part at 45o increments such that 8 viewpoints were 

captured for each individual part (Figure 4.1). Each of these limb images were then 

mirrored, such that the stimulus set for each limb category consisted of a balanced set of 

16 images (8 left and 8 right sided limbs). Images were presented to subjects in color on a 

gray background, where each limb subtended approximately 5-6 degrees of visual angle 

vertically. 

 The presentation paradigm followed the same procedures as the functional 

localizer. Stimuli were presented in a block design paradigm (10 total stimulus blocks, 2 

blocks per stimulus category, each separated by a 12 second fixation block). Subjects 

performed a 1-back task on the viewpoint the body part category within a given block, 

responding if they saw a repetition of a viewpoint within that block. 
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Figure 4.1. Stimuli used in the body part localizer. Each column shows one of the 5 body 
parts (hands, arms, feet, legs, and torsos). Each row shows one of the 8 viewpoints used, 
starting at the top with the 'front' facing viewpoint. Note: this figure only shows right-sided 
parts. In the experimental paradigm, these stimuli were also mirrored such that there was 
a balanced left-right set. 

 

4.2.3 MR Acquisition & Processing 

 Functional data were acquired on a 7T system (Magnex Scientific Limited, 

Abington, UK) equipped with a Siemens console (Siemens Healthcare, Erlangen, 

Germany) and using a custom head coil (4 channel transmit, 32 channel receive). 

Functional data were acquired using a gradient echo pulse sequence covering the back ~1/3 

of the head (84 slices, Resolution: 0.8 mm isotropic, TR = 2.2 s, TE = 26.4 ms, iPat = 3, 
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multiband = 2). B0 shimming was adjusted manually to achieve optimal homogeneity 

within the lateral occipital cortices. Flip angles and B1 solutions were adjusted on a subject-

by-subject basis for improved SNR.  

 Anatomical data were acquired on a Siemens Prisma 3T scanner (Siemens, 

Erlangen, Germany), equipped with a 32-channel head coil. A total of 8 T1 weighted 

MPRAGE volumes were acquired for each subject (192 slices, Resolution: 0.8 mm 

isotropic, TR: 1900 ms, TE: 2.52 ms, FoV, 256 x 256 mm; flip angle, 9°). 

 

4.2.3.1 Anatomical data processing 

 The 8 volumes of 0.8 mm T1 weighted data were first co-registered and averaged 

using components of the cortical reconstruction routine in Freesurfer (Fischl, 2012). The 

averaged T1 was then converted to NIFTI and brought into BrainVoyager (Brain 

Innovation, Maastricht, The Netherlands). This volume was then corrected for intensity 

inhomogeneities and up-sampled to 0.4 mm for the purpose of improving segmentation. 

The volume was then manually converted to ACPC space and passed through the 

BrainVoyager advanced segmentation analysis toolset. To establish laminar profiles for the 

rEBA in each subject, manual optimization of the initial automatic segmentation was first 

performed in the cortical regions around the right EBA defined using the functional 

localizer (see ROI definition procedure below). We then established layer profiles using an 

equi-volume approach (Kemper et al., 2018; Waehnert et al., 2014), creating grids at 6 

cortical depths (from inner to outer 10%, 26%, 42%, 58%, 74%, 90%) with a resolution of 

0.2 mm per grid voxel. Time courses of the body localizer functional data were then 

extracted using these grids both constrained within the rEBA for data quality univariate 

analysis, and within a large 2 x 4 cm grid centered on the rEBA for spatial analysis. Data 

presented as a function of layer are labeled using anatomical convention: 1 as the most 

superficial (i.e., nearest to cortical surface) through 6 as the deepest (i.e., nearest to white 

matter). 
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4.2.3.2 Functional data preprocessing 

 First, to ensure no residual steady-state artifacts remained following the scanner’s 

automated exclusion procedure, an additional two volumes were removed from the 

beginning of each run. Next, prior to applying standard fMRI preprocessing methods, the 

functional data were then passed through a version of the NORDIC denoising algorithm 

(Moeller et al., 2020) designed for use with magnitude-only data (see Appendix 2 for data 

comparisons). Functional data were then preprocessed using BrainVoyager (Brain 

Innovation, Maastricht, The Netherlands). Preprocessing steps consisted of (in order) slice 

time correction, motion correction, and temporal filtering (using a 2-parameter discrete 

cosine transform). All interpolation steps were performed using sinc interpolation to 

preserve spatial precision. Furthermore, to preserve this spatial precision and to improve 

anatomical registration, no distortion correction was applied. Registration of the functional 

to the anatomical data was performed using the high contrast single band reference (SBRef) 

volume acquired at the start of each functional run for coil sensitivity calibration in 

multiband imaging sequences. Inspection and manual adjustments were made to the 

registration to ensure highly accurate registration in the target region of interest.  

 

4.2.4 Visual Localizer analysis and ROI definition 

 The preprocessed runs of the functional localizer were concatenated and entered 

into a GLM to determine the responses to each of the 5 localizer categories. A 12 second 

box car convolved with a double gamma function was used to model each event. To 

localize the right EBA, statistical maps were computed by contrasting the joint response to 

whole bodies and limbs > noise + objects + faces in conjunction with bodies > 0 and limbs 

> 0. The largest significant (minimum p < 0.05 FDR corrected) cluster of voxels from this 

contrast, falling within the typically reported location of EBA and avoiding areas of high 

distortion or large venous contamination, was then used to define the ROI. Figure 4.2 

shows the overlay of the contrast used to define the right EBA for each subject. 
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Figure 4.2. Localization and segmentation for each subject. The middle column shows 
one volume of the EPI for each subject. Borders for the gray matter/white matter and 
gray matter/CSF are shown in green and blue, respectively. Overlayed on this is the 
mean activation to all conditions of the body part localizer, shown here to demonstrate 
the well localized responses within the gray matter, thus suggesting reasonable alignment 
and segmentation. The right column shows a close-up view of the binarized gray 
matter/white matter, generated via automated and manual segmentation, overlayed with 
the contrast used to define the right EBA for each subject.  
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4.2.5 Body localizer analysis: response amplitude 

 To inspect data quality, a GLM was performed on the ROI data using a finite 

impulse response (FIR) deconvolution, which makes no assumption as to the shape of the 

hemodynamic response function (HRF). For this GLM, 14 bins (30.8 secs) were used to 

estimate the response profile for each condition on a run-by-run and layer-by-layer basis. 

In order to assess the response amplitude to each condition, a GLM was created using a 

standard 12 second box car convolved with a double gamma function, estimating the 

response to each trial of each condition on a run-by-run and layer-by-layer basis1.  

 To assess the response amplitude to each condition, data were analyzed on the 

individual subject level. Response amplitudes for each trial of each condition were entered 

into a linear model built in the R programming language using the LME4 package (Bates 

et al., 2015). The model was then assessed with a Type III analysis of variance using the 

car package (Fox & Weisberg, 2019) to test for the fixed effects of condition and layer, 

and the associated interaction between the two. Post hoc tests were conducted with F-tests 

with p-value correction via the Benjamini-Hochberg (FDR) method using the phia package 

(De Rosario-Martinez, 2015). 

 

4.2.6 Body localizer analysis: spatial mapping 

 In order to investigate potential spatial representations of body part stimuli in the 

right EBA, we first entered the spatial grid data into a GLM using a standard 12 second 

box car convolved with a double gamma function, again estimating the response to each 

trial of each condition on a run-by-run, layer-by-layer basis.  

 The resulting data were then entered into a voxel-wise selectivity analysis 

procedure. In this procedure, a voxel was defined as selective for a given condition using 

a conjunction analysis; that is, if a voxel responded significantly higher (p < 0.05, 

 
1 Principally, response amplitude could be assessed by either extracting the peak timepoint of the FIRs or 
an average of several time points representing the peak. However, because of the large number of time bins 
required to estimate the response of this block design paradigm (5 conditions x 14 bins + 1 study constant = 
71 total bins) relative to the total number a TRs per run (115 TRs), the FIR model constructed here results 
in a fairly overfit model. While this is still useful for assessing data quality, it can result in a poor estimate 
of the peak amplitudes. Given this issue, as well as the well-behaved nature of the FIRs observed in our 
data, we used the standard double-gamma deconvolution in order to add greater precision to the estimate of 
the peak amplitudes for each condition. 
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uncorrected) than each other condition independently (i.e., [hand > arm] & [hand > foot] 

& [hand > leg] & [hand > torso]), then that voxel was labeled as selective for that condition. 

To assess the stability of the generated maps, the data were additionally split into odd and 

even runs and passed through the same procedure.  

 To correct these maps for multiple comparisons, a cluster-based correction 

procedure was used. In short, 500 iterations of data, where the mean of each condition had 

been removed, were used to define a distribution of maximum cluster sizes using the same 

selectivity procedure described above. From this distribution, a 95% confidence interval 

was derived, which was then used to threshold the selectivity maps.  

 

 Results 

4.3.1 ROI analysis 

 In order to assess the quality of the data extracted from the laminar profiles within 

the right EBA, we first examined the hemodynamic responses derived using the FIR GLM 

to each of the body part stimuli as a function of cortical depth. Figure 4.3 shows the 

responses for each subject individually, with error bars indicating the standard error of the 

mean (SEM) for each time point across runs.  
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Figure 4.3. FIR plots as a function of condition and layer for each subject. Error bars 
represent standard error of the mean (SEM) of the responses across acquisition runs. 

  

 We found that the responses to each condition reasonably conformed to the 

expected shape of the hemodynamic response for each of the 4 subjects. Furthermore, a 

strong degree of run-to-run response consistency can be noted by the low SEM across runs 
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for each individual time point. Finally, an increase in the response amplitude as a function 

of cortical depth (due to the increasing proximity to pial veins) can be noted. While such 

an effect suggests the response profiles are somewhat biased by draining veins, the strong 

delineation of each layer’s response nonetheless suggests a reasonable degree of 

independence of the data as a function of cortical depth. 

 Next, we examined the peak amplitude of response to each body part stimulus as a 

function of cortical depth. Figure 4.4 shows the response peak amplitudes for each 

individual subject. Detailed results of the single subject ANOVAs and associated post-hoc 

tests can be found in Appendix Tables A2.2 through A2.5. 
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Figure 4.4.Response amplitudes for each condition as a function of cortical depth, shown 
for each individual subject. Error bars correspond to the standard error of the mean (SEM) 
across individual trials. 

 

 For all subjects, we found a significant main effect of stimulus condition. Post hoc 

tests revealed that for all subjects, hands elicited significantly stronger responses than all 

other limb/appendage conditions (arm, foot, and leg). Hand also elicited a stronger 

response than torsos (and thus, for all other conditions) in three of the four subjects 

(subjects 1 through 3). Additionally, both foot and torso elicited significantly higher 

responses than leg in all subjects (see Appendix Tables A2.2 and A2.3 for details).  

 Additionally, a main effect of layer was also noted for all subjects. Post hoc tests 

showed that responses increased significantly as a function of cortical depth, which is 

consistent with rising amplitude of responses from deepest (layer 6, near white matter) to 

most superficial (layer 1, near CSF) cortical layers when using a vasculature-sensitive pulse 

sequence, such as the GRE sequence used in the present study (see Appendix Tables A2.2 

and A2.4 for details). 

 We also found a significant interaction effect as a function of cortical depth in two 

of the four subjects. The results of a condition x layer post hoc assessment for these two 

subjects revealed that the differences between condition noted in the above post hoc 

assessments were either smaller or non-significant in deeper layers of cortex, with 

increasing reliability noted when moving from deeper to superficial layers. Such a finding 

is likely the result of overall low stimulus amplitudes typical of deeper cortical layers, and 

does not necessarily suggest a change in the response profile (e.g., one condition relative 

to another) as a function of cortical depth (see Appendix Tables A2.2 and A2.5 for details). 

 In summary, we found that hands generally elicit a dominant response relative to 

the other body part conditions examined. Furthermore, we see a consistency of the general 

response profiles of all conditions across cortical depths (albeit with an expected increase 

in amplitude when moving toward superficial layers). Such a finding argues in favor of 

columnar organization, wherein one would expect stability of responses as one moved 

vertically through a given columnar unit. 
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4.3.2 Preferential responses: spatial representation  

 To further understand the response profiles noted above in section 4.3.1, we 

constructed preference maps using Laplacian-transformed, equi-volume cortical grids 

(Kemper et al., 2018; Waehnert et al., 2014) generated for each layer of cortex, centered 

on the right EBA.  We then assessed, for a given grid voxel, whether that voxel elicited a 

stronger response for a given body part condition, using a cluster corrected, conjunction 

base approach to generate preference maps over the entire grid (see section 4.2.6 for 

details). Figure 4.5 shows these preference maps overlayed on a binarized mask showing 

the contrast used to define the right EBA. 
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Figure 4.5. Body part preference maps for each subject, overlayed on a binarized map 
(binarization threshold: t > 6) of the contrast used to localize the right EBA, which appears 
white in the underlay. Color legend at the bottom of the figure shows the colors 
corresponding to each body part category.  

 For all four subjects, we found large clusters of voxels with preferences for hands 

within the right EBA. Furthermore, we observed a high degree of consistency of these 
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clusters as a function of depth, with a slight but expected reduction in cluster size in lower 

layers, presumably owing to lower signal. These results are convergent with the univariate 

findings described in section 4.3.1; taken together, these results suggest columnar 

representation of hand stimuli within the right EBA. We did observe other clusters showing 

preferences to other body parts, specifically torso being the most common. However, both 

the sizes of the torso clusters across subjects, as well as their overlap with the EBA-defining 

contrast, was less consistent. 

 

4.3.3 Controls for preference maps 

 While these results provide encouraging evidence favoring hand dominant clusters 

of voxels with a columnar arrangement in right EBA, the stability of these results must be 

explored. Furthermore, alternative explanations for the depth-consistent results must also 

be considered. To assess the stability of the preference maps, we conducted the same 

preference mapping procedure described above, but did so on separate splits of the data 

(odd versus even runs). 

 With respect to alternative explanations for columnar arrangement, it could easily 

be the case that large draining veins happen to traverse upward through the cortex in the 

areas we find hand-selective clusters, thus giving the appearance of columnar organization. 

Accordingly, we examined the mean EPI images as well as the mean amplitudes of the task 

data, in an effort to identify venous contamination. Figure 4.6 shows the preference maps 

for each data split, the EBA localizer contrast, the mean task activation, and the mean EPI 

images. Additionally, overlays of the preference maps on the mean EPI images can be 

found in Appendix Figure A2.2.  
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Figure 4.6. Results of the split half analysis of the spatial data, showing strong consistency 
of the preference maps. The bottom three rows show the localizer contrast, the mean task 
response profile, and the mean EPI, respectively.  

 

 Our assessment of the two splits of the data showed a strong degree of consistency 

in the respective preference maps; the results converged with the full data preference maps 

and only minimal changes in the spatial distribution of responses were noted between each 
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split, most of which are likely the result lower statistical power resulting from the halved 

data.  

 Furthermore, examination of the mean EPI and mean task responses suggested that, 

for hand-preferential voxel clusters, the depth-consistent results cannot be attributed to 

large draining veins; these large veins, which will appear as dark spots on the mean EPI or 

potentially as areas of strong positive or negative activation in the response amplitude data, 

do not appear to overlap with the hand-preferential voxel clusters. However, it should be 

noted that in subjects 2 and 4, their torso-preferential clusters appear to be adjacent to and, 

in some cases, overlapping with potential veins, thus further restricting columnar 

interpretations to the hand-preferential clusters within this dataset. 

 

 Discussion 

 We have shown that the right extrastriate body area shows a strong preference for 

hand stimuli. ROI analyses indicate that throughout the right EBA, hands elicit stronger 

responses than all other limb/appendage categories (arm, foot, and leg). Additionally, 

spatial preference mapping shows that, within the EBA, there are large clusters of voxels 

that preferentially respond to hands above all other body part categories. Furthermore, both 

ROI and spatial preference analyses reveal a consistency of these trends as a function of 

cortical depth, providing preliminary evidence in favor of columnar arrangement. 

 

4.4.1 Subordinate representations, with preferences for hands 

 The few prior studies which have examined the question of subordinate 

representation in body selective cortex have found evidence consistent with our findings. 

Orlov and colleagues (2010) found that, within the entirety of lateral occipital cortex (not 

just in the EBA), there were large clusters of voxels showing selectivity to all of the 

individual body and face parts they examined. However, hand/arm-selective voxels 

consistently showed the most overlap with their predefined EBA. In line with these results, 

Op de Beeck and colleagues (2010) were able to isolate distinct, large populations of voxels 

within the EBA that were sensitive to hands, as well as those sensitive to torsos. They, as 

well as Bracci and colleagues (2015), additionally showed that the pattern of responses 
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(identified using MVPA and RSA, respectively) was dissociable for all subordinate body 

parts examined. 

 One study, which directly examined the question of hand representation in body 

selective areas, failed to find clusters of voxels within EBA selective for hands, instead 

finding large hand-selective areas, distinct from EBA, in the left lateral occipital sulcus 

(Bracci et al., 2010). However, this study used a set of contrasts, which included whole 

bodies (with visible hands), and non-categorized body part sets to establish these hand 

preferential areas. Given our results and the results of Op de Beeck (2010) and Orlov 

(2010), which suggest that hands represent only a sub-population of voxels within the EBA, 

it is possible that the contrast procedure used in this study may have diminished or negated 

hand selective voxel populations in EBA.  

 One noteworthy finding is the variability of torso preferences found in our dataset 

– two of the four subjects showed fairly large spatial clusters of torso-preferential voxels, 

while one subject showed much smaller clusters, and one only showed clusters outside of 

the right EBA. While previous EBA literature has suggested that there is typically a higher 

response amplitude for whole bodies (without heads) as opposed to individual body parts 

(Downing et al., 2001; Taylor et al., 2007) these paradigms inherently confound the 

stimulus category of torso with all other body parts. 

 Few studies which have directly examined torsos in isolation have found similar 

results to what we report here. In the studies subordinate representation previously noted 

above, Orlov and colleagues (2010) found similar variability in their body part mapping; 

some but not all subjects showed torso selective clusters overlapping with predefined their 

EBA. Consistent with this, Op de Beeck and colleagues (2010) found that, of the hand and 

torso sub-populations found within EBA, the torso subpopulation was much smaller on 

average (248 vs 74 voxels for hands and torsos, respectively, averaged across subjects). 

They also noted that these torso selective subpopulations were still strongly active for 

hands. Finally, Bracci and colleagues (2015) found that responses to torsos were lower than 

all other body parts, except for legs. However, the torso stimuli used were split into chest 

versus waist. Thus, it is possible that removal of context/splitting of this stimulus results in 

a reduction of activity. In light of these findings, it is conceivable that the variability noted 
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in our dataset may be consistent with previously reported subject-to-subject variability of 

torso representation in the EBA.  

  

4.4.2 Hands as a Special Stimulus Category for Visual Representation 

 The fact that hand appears to be the dominant body part represented in the right 

EBA may not necessarily come as a surprise. The hand is, arguably, the most crucial body 

part of the 5 body parts assessed in this study. Hands are the primary means by which we 

can interact with the world using a high degree of motor precision. Thus, from the 

perspective of developing and monitoring basic motor skills (e.g., grasping) to acquiring 

and developing complex actions, a strong visual representation of the hand seems 

absolutely necessary.  

 Consistent with this idea, it has been demonstrated that the EBA plays a role in both 

perceiving (Takahashi et al., 2008), imagining (Tomasino et al., 2012), performing 

(Astafiev et al., 2004) goal-directed actions, all of which used actions necessitating the 

engagement of hands. Furthermore, the use of TMS has causally implicated EBA in the 

planning of hand-based actions (Zimmermann et al., 2016). In light of these findings, it has 

been proposed that the EBA may be integrated within the network of brain areas 

responsible for action planning and associated visual feedback (Amoruso, 2011; M. 

Zimmermann et al., 2018). 

 Additionally, hands are also used extensively for social interaction and 

communication, frequently used for emphasis of critical points when speaking, to signal 

one’s intentions/emotional state, and to direct the spatial attention of others. While there is 

sparse literature on EBA’s role in hand-specific communication, recent evidence has 

suggested that EBA plays a role in the comprehension of semantically meaningful gestures 

(Kubiak & Króliczak, 2016; Proverbio et al., 2015). 

 

4.4.3 Columnar organization: past findings, limitations, and implications 

 Columnar organization is a long-studied principle of cortical organization, with the 

intuition being that cells arranged in a column spanning the cortical depths represent a 

distinct functional unit, with its own stimulus response properties (Buxhoeveden & 
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Casanova, 2002; Hubel & Wiesel, 1959; Mountcastle, 1957). This principle has since been 

demonstrated using electrophysiology within various sensory cortices throughout the past 

several decades (Albright et al., 1984; D. H. Hubel & Wiesel, 1959; David H Hubel & 

Wiesel, 1977; Merzenich & Brugge, 1973; Tootell et al., 1988). 

 The advent of sub-millimeter fMRI acquisition strategies has now enabled non-

invasive investigations of columnar representation, allowing for the exploration of these 

fundamental organizational principles in human subjects. Such investigations have 

mirrored the findings of animal electrophysiology, revealing columnar representation of 

various stimulus features in visual cortex (Yacoub et al., 2007, 2008; Zimmermann et al., 

2011), auditory cortex (De Martino et al., 2015), and somatosensory cortex (Yang et al., 

2019).  

 The results of both our ROI analysis and particularly our spatial preference 

mapping suggests that the representations in the right EBA, specifically to hands, may be 

arranged in a columnar fashion. However, it is worth considering that relative to other 

columnar organization found in visual cortex, this represents a somewhat atypical case. 

Generally, it has been found that across the surface of cortex, there is a fairly well 

distributed representation for all dimensions of the stimulus of interest. For instance, with 

orientation, the longstanding finding is a widespread distribution of columns tuned to the 

full range of orientations, and clusters of larger ‘hypercolumns’, each containing a 

relatively even distribution of columns for each orientation (see Swindale, 1996 for 

review). Thus, to have a very large cluster of columnar representation for only one element 

of a theorized feature space is somewhat unprecedented in visual cortex. Nevertheless, the 

idea of columnar representation with large spatial clusters for a given element of the feature 

space isn’t itself unprecedented; tonotopic representations often appear demonstrate a slow 

varying spatial extent with respect to their frequency preferences (De Martino et al., 2015; 

Formisano et al., 2003; Leaver & Rauschecker, 2016). In short, while the current findings 

demonstrate evidence suggesting columnar structure, further work is needed to reconcile 

our findings with the current theories and literature surrounding columnar representation.  

 Furthermore, additional care must be taken when interpreting the apparent 

columnar profiles noted in this study due the methodology employed. Specifically, given 

our choice of a gradient echo pulse sequence, it is possible that the observed consistency 
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across depths may be the result of draining veins which traverse through the layers. While 

our examination of the mean EPI data suggests that the results we observed are unlikely 

due to large draining veins, we cannot rule out smaller vasculature that would not be visible 

in the EPI data. Previous investigations of columnar representation, noted above, typically 

utilized pulse sequences that were less biased to vasculature; future explorations should 

highly consider the use of such sequences in an effort to mitigate this confound.  

 Nonetheless, that fact that our findings preliminary suggest columnar 

representation for hands is quite novel, in that it reflects the existence of columnar 

representation for high level stimuli within visual cortex. Furthermore, if such a finding is 

indeed valid, it would enable numerous opportunities for exploration of intriguing 

neuroscientific questions. Particularly, given the well-established principle that feedback 

versus feedforward connections are made differentially throughout the cortical depths (for 

review, see: Lawrence et al., 2019), one could conceive of experiments involving hand 

perception which may differentially necessitate feedback versus feedforward processing. 

Responses could then be assessed both within and outside of the ‘hand columns’ in the 

EBA, with the assumption being that ‘hand columns’ should better delineate the predicted 

feedback/feedforward response profiles. 

 

 Conclusions 

 Here, we have demonstrated hand preferential response profiles in the right EBA, 

a finding which is not only consistent with previous literature but falls in-line with the 

intuition of the important role hands have in our perceptual environment. Furthermore, we 

demonstrate the existence of spatial clusters of hand-preferential voxels within the right 

EBA, and a consistency of these spatial clusters through the cortical depths. This finding 

provides preliminary evidence for columnar arrangement of these hand populations and 

suggests the potential of columnar arrangement for high-level visual stimuli. 
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5. Summary, Future Directions, and Final Thoughts 

 The preceding chapters have served to outline the existing literature on the visual 

perception of human bodies and to contribute a series of experiments to help address 

current gaps in knowledge. Specifically, the representation of more basic elements (e.g., 

individual body parts) and the relationships between them was explored.  

 

 Adaptation to limb length 

 In the scope of Chapter 2, a set of experiments found sensitivity to basic length 

relationships between body parts (i.e., the length of one part relative to another) using an 

adaptation paradigm. Furthermore, it was demonstrated that this sensitivity appears to be 

based on not only high level, body selective mechanisms, but to limb specific mechanisms. 

 This set of findings opens the door to several potential avenues of investigation. 

One of particular interest is the role of context. For instance, one can imagine that including 

additional body parts, the whole body, or even additional human figures, may have an 

impact on the effects we have seen. Consistent with this, it has been shown that when 

observers are required to assess differences in the length of limbs in point light walkers, 

configural cues given by a wholly configured point light walker elevates the length 

discrimination threshold (Lu et al., 2006). Such a finding suggests that the underlying 

knowledge of typical part relationships may override sensory inputs when enough context 

is present. Thus, it is possible that the effects we have seen may be impacted similarly (i.e., 

a reduction in the adaptation effect) with the addition of whole body context. 

 There is also an additional question of 2D versus 3D representation. The 

experiments described in Chapter 2 presented stimuli from a view that maximized the 

projected size of the limbs, which suggests minimal depth change across the limb. But the 

image size of a given limb depends, in part, on rotation in depth. Thus, whether these 

representations are based on image-based, 2D information or based on a deeper level of 3D 

representation remains an open question. Given the current findings suggest a high level, 

body/limb specific mechanism, as well as the fact that limbs are highly kinematic elements, 

moving greatly within 3D space, it seems likely that there may be an underlying 3D basis 

of representation. One, therefore, could conceive of experiments using either static images 
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with 3D cues, or animations which move the stimuli in 3D space, to assess whether these 

sensitivities to limb length relationships rely on a 3D component. 

 

 Sensitivity to pairwise spatial relationships 

 Within Chapter 3, an experiment was conducted investigating the sensitivity to 

basic pairwise spatial relationships between pairs of body parts in body-selective cortical 

areas. This investigation revealed that these cortical areas are in fact sensitive to these basic 

pairwise relationships, responding more strongly when pairs of parts were presented in 

their typical configuration (i.e., when the two parts were aligned to appear as one 

contiguous part).  

 Given these findings were derived using a hand/wrist and an elbow as the part pairs, 

it remains an open question of whether the same sensitivities could be found using pairs of 

other parts, such as foot/ankle and knee or two limb components without the appendage 

visible (e.g., upper arm/shoulder and knee). Given the findings of Chapter 4, perhaps it 

should not be a surprise that body-selective areas are sensitive to even small spatial 

manipulations of hand and hand-related stimuli. As such, it is possible that the sensitivity 

to non-hand pairwise relationships might be relatively smaller.  

 Another open question is the impact of context, both body-based, and background 

based. For body-based contexts, adding additional body part patches (i.e., beyond simple 

pairwise relationships) could provide a useful window into how the visual system begins 

incorporating ever-increasing information needing assembled into a whole-body 

representation. Furthermore, such a design could also be useful for further exploring the 

question of task/attentional differences; one could imagine a design with multiple body 

patches, where observers selectively attend to and judge the alignment of only two patches 

(as in Chapter 3). The impact of manipulating the alignment of the target versus non-target 

patches could then be assessed. Previous literature on faces (Vuilleumier et al., 2001) 

would suggest that the attended versus un-attended stimuli would likely yield a larger 

effect. 

 In addition to body context, one could also consider the impact of non-body context 

(e.g., patches containing not body information, such as background, clutter, etc.). Recent 
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work has demonstrated that when perceiving aligned versus unaligned Gabor patches, 

modulation of early visual cortex as a function of alignment was only noted in the presence 

of irrelevant context (Qiu et al., 2016). With respect the design in Chapter 3, it suggests 

that the addition of such context may yield a modulatory effect that, in the present design, 

was not noted in early visual cortex. Furthermore, it begs the question of whether such a 

manipulation would have a similar impact on the responses in high level, body-selective 

areas. 

 Finally, from a more practical perspective, it is worth noting some improvements 

that could be made on our design when considering future work. The degree to which 

alignment of the stimuli was manipulated (increments of 1 degree) was very fine, which 

not surprisingly yielded small differences between the amplitudes of each condition. Thus, 

future designs could consider a higher degree of separation between stimulus conditions, a 

higher SNR acquisition scheme. 

 

 Subordinate representation of body parts, and the dominance of hands 

 Chapter 4 presented a study which used sub-millimeter fMRI techniques to explore 

whether subordinate body features (e.g., their individual parts) were represented 

independently in body-selective cortex (specifically, the right EBA). It was found that, 

generally, hands yielded the highest response of all categories tested. Furthermore, spatial 

mapping techniques revealed large spatial clusters of hand-preferential voxels. Such 

clusters additionally appeared to be consistent through the cortical depths, providing 

preliminary evidence supporting the idea of columnar representation. 

 The notion of a hand-dominant representation in visual cortex is one which seem 

rather sensible, given the perhaps disproportionality high level of importance of hands 

relative to other body parts (see section 4.4.2 for details). This, in turn, suggests many 

directions for future experimentation. Given what has been shown to be a large areas of 

cortex dedicated to processing hands, one may anticipate that humans should be able to 

make finer discriminations about hands rather than other body parts, similar to what we see 

in early visual cortex regarding cortical magnification for foveal versus peripheral 

representation (Cowey & Rolls, 1974; Rovamo & Virsu, 1979).  
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 Given that the spatially localized clusters of voxels dedicated to hand processing 

appear to be spatially consistent through the cortical depths, further sub-millimeter fMRI 

experiments could also seek to address more detailed questions regarding the flow hand-

related information throughout the visual system. Section 4.4.3 discusses the concept of 

differential laminar processing, in that certain layers of the cortex serve as either 

input/output layers for either feedback or feedforward information (see Lawrence et al., 

2019 for review). Thus, there are numerous experiments one could conduct investigating 

tasks that necessitate feedback versus feedforward information related to hands and 

examine the responses within these hand-preferential voxel clusters as a function of cortical 

layer. Furthermore, recent work has applied laminar fMRI to functional connectivity 

methods, enabling the assessment of functional connectivity as a function of cortical layer 

and thus as a function of feed forward versus feedback information flow (Huber et al., 

2017, 2020). A such, one could examine how other brain regions integrate with these hand-

preferential clusters. 

 Finally, when examining our findings, as well as the findings of others (notably Op 

de Beeck et al., 2010 and Orlov et al., 2010), it must be noted that there are large 

populations of voxels within the right EBA which appear uninvolved in the representation 

of hands or any other individual body part. Given the involvement of the EBA in numerous 

aspects of body perception (see Chapter 1, as well as Amoruso, 2011 and Downing & 

Peelen, 2011 for review), it is possible that there is a modular structure within the EBA, 

with different subsets of voxel populations serving different functions. Such a theory could 

again be addressed using sub-millimeter fMRI methodology and would help to clarify not 

only the organization of the EBA but, more generally, the organizing principle for high-

level visual areas of the brain.  

 

 Final thoughts 

 The ultimate goal of this dissertation was to shed a bit more light on questions 

surrounding the visual representation of the human body. Specifically, within the scope of 

the preceding chapters, questions about more basic elements of body representation 

(sensitivity to different spatial relationships, subordinate representation, etc.) have been 
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answered. But as with many questions, once they are answered, a good many more arise. 

It is the hope that this work, its implications, and associated suggests for additional 

research, may help to guide future work seeking to understand and, ultimately, build a 

comprehensive theoretical framework for the visual perception of human bodies.  
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Appendix 1: Supplemental Information for Chapter 2 

 

Figure A1.1. Results of Experiment 2 when divided by hemifield of adaptation (left vs 
right). The average PSE shift (PSE at Post-test minus PSE at Baseline) is shown for each 
adapter type, in the adapted and non-adapted hemifields, and as a function of hemifield 
in which each observer adapted (left vs right). Datapoints for individual observers are 
shown as gray dots. Error bars represent SEM. 
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Appendix 2: Supplemental Information for Chapter 4 

Nordic Denoising: data quality assessment 

 In this study, we applied a version of the NORDIC denoising algorithm (Steen 

Moeller et al., 2020) designed for use with magnitude-only data. To ensure that a high 

degree of smoothing wasn’t being introduced when applying this method (potentially 

biasing the results in favor of cluster and, particularly, columnar interpretations), we 

computed the smoothness of the fully preprocessed data, both before and after NORDIC, 

over the entire acquisition volume. Computations were performed using AFNI’s (Cox, 

1996) 3dFWHMx function. We found that the application of this denoising method only 

increased data smoothness by ~11%. This would suggest that that our interpretations are 

unlikely the result of bias resulting from smoothness introduced by denoising. Results for 

each subject can be found in Appendix Table A2.1. 

 

Table A2.1. FWHM estimates for the fully preprocessed original and Nordic data 

 Subject 1 Subject 2 Subject 3 Subject 4 

Original 0.93 mm 0.97 mm 0.98 mm 0.94 mm 

Nordic 1.01 mm 1.08 mm 1.12 mm 1.04 mm 

 

   

 Additionally, we examined the raw time series of our data within our ROIs. This 

was to assess the quality of the denoising performance and to ensure that nothing obviously 

artifactual was potentially being introduced. Time courses for a given run within the rEBA 

for each subject. All data shown were extracted from layer 4 of the cortex. Generally, we 

observed that obvious noisy variations at the peaks and troughs of the time series 

(corresponding to the middle of stimulus and rest blocks, respectively) appear more 

controlled in the denoised data. Furthermore, nothing obviously artifactual (i.e., major 

differences in the time series pre and post denoising) was noted in the denoised time series. 
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Figure A2.1. Comparison of the time series for a given layer and run before and after the 
application of denoising. 
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Supplemental Results 

 Below are supplemental results, including additional figures and the single subject 

ROI statistical outputs.  

 

Figure A2.2. Body part preference maps for each subject, overlayed on the mean EPI 
image. Color legend at the bottom of the figure shows the colors corresponding to each 
body part category. 
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Table A2.2. Results of the individual subject ANOVAs. Significance codes: ‘***’ -  p < 
0.001 ‘**’ -  p < 0.01 ‘*’ -  p < 0.05 ‘.’ -  p < 0.1 ‘ ’ - p > 1 

  Df  Sum Sq  Mean Sq  F value  Pr(>F)  Significance 

Subject 
1 

layers  5  351.6511  70.33023  161.8241  7.1E‐107  *** 

conditions  4  67.22962  16.80741  38.67246  1.18E‐28  *** 

layers:conditions  20  7.304561  0.365228  0.84036  0.664355    

Residuals  570  247.7272  0.434609  NA  NA   
 

       

Subject 
2 

layers  5  754.1007  150.8201  756.4633  7.2E‐249  *** 

conditions  4  38.14272  9.535681  47.82778  1.1E‐34  *** 

layers:conditions  20  7.912465  0.395623  1.984314  0.006732  ** 

Residuals  570  113.644  0.199375  NA  NA   
 

       

Subject 
3 

layers  5  281.1133  56.22266  208.6759  3.1E‐126  *** 

conditions  4  116.4497  29.11242  108.0536  1.75E‐68  *** 

layers:conditions  20  15.40916  0.770458  2.85963  3.64E‐05  *** 

Residuals  570  153.5726  0.269426  NA  NA   
 

       

Subject 
4 

layers  5  862.3009  172.4602  637.7523  9.8E‐231  *** 

conditions  4  28.96284  7.240711  26.77592  2.24E‐20  *** 

layers:conditions  20  1.963587  0.098179  0.363064  0.995459    

Residuals  570  154.1387  0.270419  NA  NA   
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Table A2.3. Results of the individual subject condition-based post hoc assessments. 
Significance codes: ‘***’ -  p < 0.001 ‘**’ -  p < 0.01 ‘*’ -  p < 0.05 ‘.’ -  p < 0.1 ‘ ’ - p 
> 1 

  Value  Df 
Sum of 
Sq  F  Pr(>F)  Significance 

Subject 
1 

  Arm‐Foot  ‐0.20364  1  2.488107  5.72493  0.034097  * 

  Arm‐Hand  ‐0.54397  1  17.75434  40.85127  2.39E‐09  *** 

   Arm‐Leg  0.450871  1  12.19707  28.06445  1.01E‐06  *** 

 Arm‐Torso  ‐0.30223  1  5.4804  12.60995  0.001662  ** 

 Foot‐Hand  ‐0.34033  1  6.949634  15.99054  0.00036  *** 

  Foot‐Leg  0.654509  1  25.70291  59.14028  5.18E‐13  *** 

Foot‐Torso  ‐0.09859  1  0.583164  1.341813  0.2472    

  Hand‐Leg  0.994843  1  59.38274  136.6348  1.91E‐27  *** 

Hand‐Torso  0.241747  1  3.506495  8.068157  0.013998  * 

 Leg‐Torso  ‐0.7531  1  34.02921  78.29841  1E‐16  *** 

Residuals  NA  570  247.7272  NA  NA   

        

Subject 
2 

  Arm‐Foot  ‐0.14554  1  1.270871  6.374262  0.023698  * 

  Arm‐Hand  ‐0.49258  1  14.55813  73.01869  9.42E‐16  *** 

   Arm‐Leg  0.250646  1  3.769419  18.90614  8.13E‐05  *** 

 Arm‐Torso  0.092702  1  0.515616  2.586158  0.108355    

 Foot‐Hand  ‐0.34704  1  7.226324  36.24482  1.87E‐08  *** 

  Foot‐Leg  0.396184  1  9.417707  47.23606  1.16E‐10  *** 

Foot‐Torso  0.238239  1  3.405477  17.08073  0.000165  *** 

  Hand‐Leg  0.743227  1  33.14317  166.235  1.48E‐32  *** 

Hand‐Torso  0.585282  1  20.55331  103.0885  2.02E‐21  *** 

 Leg‐Torso  ‐0.15794  1  1.496793  7.507412  0.019011  * 

Residuals  NA  570  113.644  NA  NA   

        

Subject 
3 

  Arm‐Foot  ‐0.22125  1  2.937218  10.90177  0.002124  ** 

  Arm‐Hand  ‐1.04193  1  65.13654  241.7607  9.48E‐45  *** 

   Arm‐Leg  0.278912  1  4.6675  17.32389  0.000146  *** 

 Arm‐Torso  ‐0.22818  1  3.123945  11.59483  0.002124  ** 

 Foot‐Hand  ‐0.82067  1  40.41005  149.9859  7.11E‐30  *** 

  Foot‐Leg  0.500166  1  15.00998  55.71101  1.58E‐12  *** 

Foot‐Torso  ‐0.00692  1  0.002877  0.010678  0.917734    

  Hand‐Leg  1.320837  1  104.6767  388.5177  2.44E‐65  *** 

Hand‐Torso  0.813746  1  39.73099  147.4655  1.7E‐29  *** 

 Leg‐Torso  ‐0.50709  1  15.42846  57.26426  9.23E‐13  *** 

Residuals  NA  570  153.5726  NA  NA   

        
Subject 

4 
  Arm‐Foot  ‐0.10388  1  0.647403  2.394077  0.222481    

  Arm‐Hand  ‐0.48894  1  14.34369  53.04253  9.82E‐12  *** 
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   Arm‐Leg  0.107087  1  0.688053  2.544399  0.222481    

 Arm‐Torso  ‐0.34228  1  7.029525  25.99496  2.8E‐06  *** 

 Foot‐Hand  ‐0.38506  1  8.896459  32.89883  1.1E‐07  *** 

  Foot‐Leg  0.210962  1  2.670294  9.874662  0.007051  ** 

Foot‐Torso  ‐0.23841  1  3.410343  12.61134  0.002076  ** 

  Hand‐Leg  0.596026  1  21.31481  78.8215  8.81E‐17  *** 

Hand‐Torso  0.146655  1  1.290455  4.772061  0.087995  . 

 Leg‐Torso  ‐0.44937  1  12.11607  44.80485  4.17E‐10  *** 

Residuals  NA  570  154.1387  NA  NA   
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Table A2.4. Results of the individual subject layer-based post hoc assessments. 
Significance codes: ‘***’ -  p < 0.001 ‘**’ -  p < 0.01 ‘*’ -  p < 0.05 ‘.’ -  p < 0.1 ‘ ’ - p 
> 1 

  Value  Df 
Sum of 
Sq  F  Pr(>F)  Significance 

Subject 
1 

1  3.664193  1  1342.631  3089.284  1.6E‐231  *** 

2  3.292019  1  1083.739  2493.595  1.3E‐209  *** 

3  2.820705  1  795.6377  1830.697  1.6E‐179  *** 

4  2.310226  1  533.7143  1228.033  7.8E‐144  *** 

5  1.8248  1  332.9896  766.1816  3.1E‐107  *** 

6  1.515348  1  229.6279  528.355  3.12E‐83  *** 

Residuals  NA  570  247.7272  NA  NA   

        

Subject 
2 

1  4.3902  1  1927.386  9667.12  0  *** 

2  2.966751  1  880.161  4414.592  7.1E‐270  *** 

3  2.659077  1  707.0691  3546.421  2.8E‐246  *** 

4  2.011924  1  404.7837  2030.26  1.6E‐189  *** 

5  1.565639  1  245.1227  1229.453  4.1E‐144  *** 

6  0.868444  1  75.41948  378.2788  5.25E‐65  *** 

Residuals  NA  570  113.644  NA  NA   

Subject 
3 

1  2.670461  1  713.1363  2646.876  1.4E‐215  *** 

2  2.069392  1  428.2384  1589.449  2.7E‐166  *** 

3  1.618195  1  261.8556  971.9027  1.1E‐124  *** 

4  1.2094  1  146.2649  542.8767  2.2E‐84  *** 

5  0.908179  1  82.47892  306.1286  6.99E‐55  *** 

6  0.680052  1  46.24705  171.6505  1.81E‐34  *** 

Residuals  NA  570  153.5726  NA  NA   

        

Subject 
4 

1  4.646326  1  2158.834  7983.301  0  *** 

2  4.127371  1  1703.519  6299.559  0  *** 

3  3.499586  1  1224.71  4528.941  8.8E‐273  *** 

4  2.324059  1  540.125  1997.365  6E‐188  *** 

5  1.754298  1  307.7561  1138.073  1.2E‐137  *** 

6  1.454139  1  211.4519  781.9426  5.5E‐109  *** 

Residuals  NA  570  154.1387  NA  NA   
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Table A2.5. Results of the individual subject layer x condition based post hoc assessments 
for the two subjects who showed significant interaction effects. Significance codes: ‘***’ 
-  p < 0.001 ‘**’ -  p < 0.01 ‘*’ -  p < 0.05 ‘.’ -  p < 0.1 ‘ ’ - p > 1 

  Value  Df  Sum of Sq  F  Pr(>F)  Significance 

Subject 
3 

  Arm‐Foot : 1  ‐0.32172  1  1.035054  5.191482  0.853478    

  Arm‐Hand : 1  ‐0.82861  1  6.865931  34.43721  4.18E‐07  *** 

   Arm‐Leg : 1  0.464588  1  2.15842  10.82591  0.046741  * 

 Arm‐Torso : 1  0.21341  1  0.455437  2.284319  1    

 Foot‐Hand : 1  ‐0.50689  1  2.569341  12.88695  0.016892  * 

  Foot‐Leg : 1  0.786311  1  6.182842  31.01107  2.18E‐06  *** 

Foot‐Torso : 1  0.535132  1  2.863664  14.36318  0.008171  ** 

  Hand‐Leg : 1  1.293197  1  16.72359  83.87992  5.63E‐17  *** 

Hand‐Torso : 1  1.042019  1  10.85803  54.46025  3.33E‐11  *** 

 Leg‐Torso : 1  ‐0.25118  1  0.630906  3.164411  1    

  Arm‐Foot : 2  ‐0.1991  1  0.396421  1.988317  1    

  Arm‐Hand : 2  ‐0.62075  1  3.853294  19.32683  0.000683  *** 

   Arm‐Leg : 2  0.310788  1  0.965893  4.844594  0.956524    

 Arm‐Torso : 2  0.117631  1  0.138371  0.694024  1    

 Foot‐Hand : 2  ‐0.42165  1  1.777851  8.917103  0.123752    

  Foot‐Leg : 2  0.509891  1  2.599893  13.04019  0.015925  * 

Foot‐Torso : 2  0.316735  1  1.003209  5.031758  0.884449    

  Hand‐Leg : 2  0.931537  1  8.677615  43.52401  5.56E‐09  *** 

Hand‐Torso : 2  0.73838  1  5.452055  27.34568  1.29E‐05  *** 

 Leg‐Torso : 2  ‐0.19316  1  0.373096  1.871322  1    

  Arm‐Foot : 3  ‐0.18996  1  0.360831  1.809809  1    

  Arm‐Hand : 3  ‐0.55908  1  3.125701  15.67747  0.004231  ** 

   Arm‐Leg : 3  0.274648  1  0.754316  3.783395  1    

 Arm‐Torso : 3  0.070599  1  0.049843  0.249994  1    

 Foot‐Hand : 3  ‐0.36912  1  1.362526  6.833975  0.367218    

  Foot‐Leg : 3  0.464604  1  2.158566  10.82664  0.046741  * 

Foot‐Torso : 3  0.260555  1  0.678889  3.405078  1    

  Hand‐Leg : 3  0.833728  1  6.95102  34.86399  3.46E‐07  *** 

Hand‐Torso : 3  0.629679  1  3.964957  19.8869  0.000525  *** 

 Leg‐Torso : 3  ‐0.20405  1  0.416359  2.088317  1    

  Arm‐Foot : 4  ‐0.11307  1  0.12784  0.641204  1    

  Arm‐Hand : 4  ‐0.42091  1  1.771644  8.885975  0.123752    

   Arm‐Leg : 4  0.194186  1  0.377082  1.891317  1    

 Arm‐Torso : 4  0.047179  1  0.022259  0.111641  1    

 Foot‐Hand : 4  ‐0.30784  1  0.947671  4.753198  0.978523    

  Foot‐Leg : 4  0.307252  1  0.944041  4.734993  0.978523    

Foot‐Torso : 4  0.160245  1  0.256786  1.287952  1    

  Hand‐Leg : 4  0.615095  1  3.78342  18.97636  0.000801  *** 
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Hand‐Torso : 4  0.468088  1  2.191064  10.98964  0.044824  * 

 Leg‐Torso : 4  ‐0.14701  1  0.216111  1.083939  1    

  Arm‐Foot : 5  ‐0.06289  1  0.039548  0.198359  1    

  Arm‐Hand : 5  ‐0.32329  1  1.045161  5.242175  0.851592    

   Arm‐Leg : 5  0.143892  1  0.207048  1.038483  1    

 Arm‐Torso : 5  0.042325  1  0.017914  0.089851  1    

 Foot‐Hand : 5  ‐0.2604  1  0.678094  3.401092  1    

  Foot‐Leg : 5  0.206779  1  0.427574  2.144569  1    

Foot‐Torso : 5  0.105212  1  0.110696  0.555214  1    

  Hand‐Leg : 5  0.467181  1  2.182581  10.9471  0.044849  * 

Hand‐Torso : 5  0.365615  1  1.33674  6.704639  0.384614    

 Leg‐Torso : 5  ‐0.10157  1  0.103158  0.517404  1    

  Arm‐Foot : 6  0.01351  1  0.001825  0.009154  1    

  Arm‐Hand : 6  ‐0.20285  1  0.411465  2.063769  1    

   Arm‐Leg : 6  0.115777  1  0.134043  0.672315  1    

 Arm‐Torso : 6  0.065066  1  0.042336  0.212341  1    

 Foot‐Hand : 6  ‐0.21636  1  0.468097  2.34782  1    

  Foot‐Leg : 6  0.102267  1  0.104586  0.524568  1    

Foot‐Torso : 6  0.051556  1  0.02658  0.133318  1    

  Hand‐Leg : 6  0.318623  1  1.015206  5.091931  0.878954    

Hand‐Torso : 6  0.267912  1  0.717767  3.600079  1    

 Leg‐Torso : 6  ‐0.05071  1  0.025716  0.128984  1    

Residuals  NA  570  113.644  NA  NA   

        

Subject 
4 

  Arm‐Foot : 1  ‐0.31234  1  0.975579  3.620957  1    

  Arm‐Hand : 1  ‐1.62426  1  26.38227  97.92039  1.2E‐19  *** 

   Arm‐Leg : 1  0.433483  1  1.879074  6.974368  0.271849    

 Arm‐Torso : 1  ‐0.30723  1  0.943885  3.503321  1    

 Foot‐Hand : 1  ‐1.31192  1  17.21133  63.88153  3.98E‐13  *** 

  Foot‐Leg : 1  0.745825  1  5.562556  20.64597  0.000304  *** 

Foot‐Torso : 1  0.005116  1  0.000262  0.000971  1    

  Hand‐Leg : 1  2.057745  1  42.34314  157.1607  3.1E‐30  *** 

Hand‐Torso : 1  1.317035  1  17.34581  64.38068  3.23E‐13  *** 

 Leg‐Torso : 1  ‐0.74071  1  5.486512  20.36373  0.000342  *** 

  Arm‐Foot : 2  ‐0.28294  1  0.800571  2.971398  1    

  Arm‐Hand : 2  ‐1.36805  1  18.71573  69.46528  3.27E‐14  *** 

   Arm‐Leg : 2  0.389527  1  1.517316  5.631668  0.503146    

 Arm‐Torso : 2  ‐0.25642  1  0.657535  2.440507  1    

 Foot‐Hand : 2  ‐1.08511  1  11.77466  43.7028  4.4E‐09  *** 

  Foot‐Leg : 2  0.672471  1  4.522173  16.78449  0.00187  ** 

Foot‐Torso : 2  0.026519  1  0.007033  0.026102  1    

  Hand‐Leg : 2  1.757582  1  30.89094  114.6548  9.86E‐23  *** 

Hand‐Torso : 2  1.11163  1  12.35721  45.86501  1.64E‐09  *** 
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 Leg‐Torso : 2  ‐0.64595  1  4.172539  15.48679  0.003547  ** 

  Arm‐Foot : 3  ‐0.23183  1  0.53743  1.994726  1    

  Arm‐Hand : 3  ‐1.11088  1  12.34058  45.80329  1.66E‐09  *** 

   Arm‐Leg : 3  0.313583  1  0.983341  3.649766  1    

 Arm‐Torso : 3  ‐0.21458  1  0.460437  1.708958  1    

 Foot‐Hand : 3  ‐0.87906  1  7.7274  28.68101  5.83E‐06  *** 

  Foot‐Leg : 3  0.545408  1  2.9747  11.04089  0.034141  * 

Foot‐Torso : 3  0.017247  1  0.002975  0.011041  1    

  Hand‐Leg : 3  1.424464  1  20.29099  75.31201  2.4E‐15  *** 

Hand‐Torso : 3  0.896304  1  8.033605  29.81752  3.48E‐06  *** 

 Leg‐Torso : 3  ‐0.52816  1  2.789537  10.35364  0.046429  * 

  Arm‐Foot : 4  ‐0.19281  1  0.371759  1.379819  1    

  Arm‐Hand : 4  ‐0.88584  1  7.847156  29.12549  4.78E‐06  *** 

   Arm‐Leg : 4  0.232775  1  0.541841  2.011096  1    

 Arm‐Torso : 4  ‐0.19532  1  0.3815  1.415976  1    

 Foot‐Hand : 4  ‐0.69303  1  4.802924  17.82653  0.001155  ** 

  Foot‐Leg : 4  0.425585  1  1.811228  6.72255  0.292935    

Foot‐Torso : 4  ‐0.00251  1  6.3E‐05  0.000234  1    

  Hand‐Leg : 4  1.118617  1  12.51303  46.44334  1.27E‐09  *** 

Hand‐Torso : 4  0.690521  1  4.768198  17.69764  0.001203  ** 

 Leg‐Torso : 4  ‐0.4281  1  1.832654  6.802077  0.28966    

  Arm‐Foot : 5  ‐0.17345  1  0.300832  1.116569  1    

  Arm‐Hand : 5  ‐0.70389  1  4.95464  18.38964  0.000909  *** 

   Arm‐Leg : 5  0.166686  1  0.277842  1.031237  1    

 Arm‐Torso : 5  ‐0.20161  1  0.406465  1.508637  1    

 Foot‐Hand : 5  ‐0.53045  1  2.813738  10.44347  0.045565  * 

  Foot‐Leg : 5  0.340131  1  1.156891  4.293916  0.967451    

Foot‐Torso : 5  ‐0.02816  1  0.007932  0.029442  1    

  Hand‐Leg : 5  0.870578  1  7.579059  28.13042  7.48E‐06  *** 

Hand‐Torso : 5  0.502282  1  2.522874  9.363894  0.076464  . 

 Leg‐Torso : 5  ‐0.3683  1  1.356417  5.034476  0.681229    

  Arm‐Foot : 6  ‐0.13416  1  0.179991  0.668055  1    

  Arm‐Hand : 6  ‐0.55862  1  3.120581  11.58234  0.026365  * 

   Arm‐Leg : 6  0.137416  1  0.188831  0.700866  1    

 Arm‐Torso : 6  ‐0.19392  1  0.376032  1.39568  1    

 Foot‐Hand : 6  ‐0.42446  1  1.80167  6.687077  0.292935    

  Foot‐Leg : 6  0.271577  1  0.737539  2.737449  1    

Foot‐Torso : 6  ‐0.05975  1  0.035706  0.132527  1    

  Hand‐Leg : 6  0.696038  1  4.844683  17.98152  0.001093  ** 

Hand‐Torso : 6  0.364706  1  1.330106  4.936819  0.693738    

 Leg‐Torso : 6  ‐0.33133  1  1.097805  4.074611  1    

Residuals  NA  570  153.5726  NA  NA   
 


