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Abstract 

One of the most common techniques behavioral scientists use to influence people’s 

attitudes, intentions, and behaviors is message matching—the systematic design and 

distribution of persuasive messages such that their features (e.g., themes emphasized) are 

maximally congruent with the characteristics (e.g., motives) of their audience. Despite its 

popularity, the effectiveness of the technique varies greatly, and there are few established 

principles on how to best use it. My dissertation addresses this gap through a theoretical 

review and two empirical projects. The theoretical review summarizes four distinct 

literatures that use message matching (functional matching, message framing, message 

tailoring, and context matching), and proposes several principles. For example, I argue 

that messages vary along a continuum from positive matches (that are congruent with a 

person’s motivations) to negative matches (that are in opposition to people’s 

motivations), and that the success of interventions depends on both achieving positive 

matches and avoiding negative matches. I also discuss how targeting certain types of 

characteristics (e.g., motivational orientations) should lead to stronger effects than 

targeting other characteristics (e.g., demographics). Project 1 presents results from an 

ongoing registered systematic review (PROSPERO CRD42019116688; osf.io/rpjdg) that 

explores these principles. A three-level meta-analysis of 604 experimental functional 

matching studies (covering 4,228 effect size estimates) finds that matching messages to 

motivationally-relevant characteristics leads to effects around r = .20 on attitudes, 

intentions, and behaviors. The results demonstrate larger effects than works focused on 

matching to less motivationally focused characteristics (e.g., demographics), and provide 

evidence that avoiding negative matching while achieving positive matching leads to 
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larger effects than achieving positive matching alone. These comparative inferences, 

however, depend on correlational differences between matching studies. Project 2 

therefore complements the meta-analysis by presenting a registered (osf.io/yqmsd) 

experiment (N = 1,101) that directly evaluates the relative effects of positively and 

negatively matched messages (as these compare to neutral messages), in the context of 

promoting a non-profit organization by targeting people’s political orientation. The 

results show that both positive matches and negative matches impact persuasion, but that 

the detrimental effects of negative matches are greater than the beneficial effects of 

positive matches. 
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1. Introduction 

 The scientific study of persuasive communication has a long and rich 

interdisciplinary history, with a core focus of research on delineating and refining 

techniques to maximize the persuasive success of interventions (e.g., Abroms & 

Maibach, 2008; Allen, 1991; Bohner & Dickel, 2011; Cialdini & Goldstein, 2004; Eagly 

& Chaiken, 1993; Hovland, Janis & Kelly, 1953; Huang & Shen, 2016; Keller & 

Lehman, 2008; Petty & Cacioppo, 1996). One technique that has received considerable 

attention over the last decades is that of message matching. Message matching refers to a 

range of persuasive techniques whereby a message’s features (e.g., types of arguments 

used, themes emphasized, delivery method) are systematically altered to match (i.e., be 

congruent with) the characteristics of the people to whom they are delivered (e.g., their 

needs, concerns, preferences, demographics, situations, or contexts: Carpenter, 2012; 

2013; Joyal-Desmarais, Rothman, & Snyder, 2020a; Kreuter, Strecher, Glassman, 1999; 

Lavine & Snyder, 2000; Maio & Olsen, 2000; Noar, Benac, & Harris, 2007; Noar & 

Harrington, 2016; Rothman & Updegraff, 2010).  

Matched messages are generally thought to evoke greater experiences of 

motivational fit and are perceived as more salient than their unmatched counterparts, 

contributing to greater message processing and greater persuasive success (e.g., Huang & 

Shen, 2016; Lustria et al., 2013; Motyka et al., 2014; Carpenter, 2013). For example, a 

message emphasizing the social aspects of a volunteer opportunity is more effective for 

individuals who are highly motivated to act in accordance with their peers’ 

thoughts/behaviors; whereas a message emphasizing how volunteering can fulfill a 
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person’s moral values is more effective for individuals who are highly motivated to act in 

accordance to their personal beliefs/values (e.g., Clary, Snyder, Ridge, Miene, & Haugen, 

1994b; Clary et al., 1998; Clary & Snyder, 1999; Snyder & DeBono, 1985). Similarly, 

messages that contain themes of independence from others are more effective when 

administered to members of individualistic cultures, whereas messages containing themes 

of interdependence with others are more effective for members of collectivistic cultures 

(e.g., Gardner, Gabriel, & Lee, 1999; Han & Shavitt, 1994; Xue, 2015). In addition to 

matching messages to personal attributes (e.g., one’s personality or demographic), 

messages can also be matched to the decisional context in which individuals find 

themselves. For instance, a message’s features can be matched to the specific behavioral 

domain people must make a decision towards (e.g., whether they must engage in risk-

seeking or risk aversive behaviors; Rothman & Salovey, 1997), the objects they are 

evaluating (e.g., whether they are choosing to buy an object that allows them to express 

their values compared to an object that allows them to make social connections to others; 

Shavitt & Nelson, 2002), or to their stage in the behavioral decision-making process (e.g., 

whether they are contemplating beginning an action versus trying to maintain a habit; 

e.g., de Vet, de Nooijer, de Vries, & Brug, 2007). 

 Overall, several distinct literatures exist on message matching. These literatures 

have to some extent operated in different domains of study (e.g., consumer advertising vs 

behavioral medicine; e.g., Lustria et al., 2013; Motyka et al., 2014), and use different 

terminologies from one-another (e.g., “message matching”; “message framing”; 

“message tailoring”; Huang & Shen, 2016; Lustria et al., 2013; Motyka et al., 2014; 

Carpenter, 2013; I will describe these literatures in greater depth in Section 2). Over the 
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last 30 years, research across these areas has grown exponentially; Figure 1 shows the 

number of hits returned on Google Scholar published between 1940 and 2020 when 

searching for common terms related to message matching research. Prior to the 1990s, 

there were only a small set of studies explicitly studying message matching; today, 

however, hundreds of studies on the topic have been published. Since the late 2000s, 

several reviews and meta-analyses have also been published supporting the general 

effectiveness of message matching in improving the persuasiveness of messages (e.g., 

Carpenter, 2012; Gallagher & Updegraff, 2012; Huang & Shen, 2016; Krebs, Prochaska, 

& Rossi, 2010; Lustria, Cortese, Noar, & Glueckauf, 2009; Lustria et al., 2013; Noar et 

al., 2007).  

Figure 1. Growth of Research on Message Matching. 

Note: This figure represents the number of Google Scholar results when using the 

following search string:  "message framing" OR "message matching" OR "message 

tailoring" OR "framed messages" OR "matched messages" OR "tailored messages". 

Search conducted on July 8th, 2020. The vertical axis represents the cumulative number 

of results published up to a given year. 
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Overall, there exists a general consensus among researchers that matching the 

content of messages is an effective way to improve the success of a communication-

based intervention. This conclusion is to some extent rooted directly in the large body of 

research that has accumulated on the technique, but the relative confidence of researchers 

has been evident even prior to the development of most research on the topic. For 

example, even before any type of matching effects had been systematically reviewed, 

researchers have commonly applied message matching as a criterion against which to 

evaluate new psychological constructs. For instance, when authors develop scales to 

measure new constructs, it is common for them to evaluate the validity of their 

constructs/scales by demonstrating how the scales can be used to obtain message 

matching effects (e.g., Maki, Vitriol, Dwyer, Kim, & Snyder, 2017; Strathman, Gleicher, 

Boninger, & Edwards, 1994).  

With the large range of message matching studies, and researchers’ apparent 

strong confidence in the technique, it would be reasonable to expect that message 

matching is generally well understood. Unfortunately, this is not yet the case, and there is 

considerable cause to believe that researchers’ confidence in the phenomenon has not 

been qualified enough. Although there is considerable evidence that, on average, message 

matching generally improves the effectiveness of persuasive messages, reported effect 

sizes are commonly quite small (e.g., less than r = .10; Noar et al., 2007; Gallagher & 

Updegraff, 2012) and highly heterogeneous. For example, some authors report effects 

sizes as large as r > .70, whereas many other authors obtain effects sizes narrowly 

estimated around r = 0 (Carpenter, 2012; Noar et al., 2007; Gallagher & Updegraff, 

2012). Occasionally, authors even report the technique to backfire, with matched 
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messages reducing intervention success relative to messages that are not matched (e.g., 

Jibaja-Weiss, Volk, Kingery, Smith, & Holcomb, 2003). Given this heterogeneity, it is 

imperative for interventionists to understand when they can expect matching effects to 

emerge, and how they can design message matching interventions to maximize their 

impact. Although several authors over the last 20 years have called attention to these 

questions (e.g., Abrams, Mills, & Bulger, 1999; Hawkins, Kreuter, Resnicow, Fishbein, 

& Dijkstra, 2008; Joyal-Desmarais et al., 2020a; Noar & Harrington, 2016; Rothman, 

Joyal-Desmarais, & Lenne, 2020; Updegraff & Rothman, 2013), surprisingly little 

consensus persists surrounding principles on how and when to design and use message 

matching interventions. The works presented in this dissertation seek to address this gap 

in several ways. 

First, I argue we can learn more about the general phenomenon of message 

matching by drawing connections between areas of message matching research that have 

been traditionally isolated into distinct literatures. A theoretical review will therefore be 

presented to delineate, summarize, and draw connections between such areas. After 

discussing each literature, the review will then describe several principles that can help 

guide our understanding of the circumstances that lead to more versus less successful 

message matching interventions.  

Second, to provide empirical evidence concerning the principles outlined in the 

theoretical review, a systematic review and meta-analysis of message matching research 

will be presented. This meta-analysis will focus on summarizing findings from the area of 

functional message matching. The meta-analysis will also conduct a series of subgroup 

analyses to explore evidence for each of the principles from the theoretical review.  



 

 

 

6 

 

Lastly, I will supplement the meta-analysis with a primary experimental study to 

explore circumstances when message matching principles may not only account for 

increases in message persuasion, but also for active resistance against persuasion (e.g., 

leading to more negative attitudes, rather than failing to improve attitudes).  

1.1. Connecting Disparate Literatures on Message Matching to Achieve an 

Understanding of General Principles Underlying the Technique 

As mentioned, the first part of this dissertation will focus on providing a 

theoretical mapping and discussion of the key literatures that fall under the broad 

umbrella of message matching. Through this review, I will then seek to derive principles 

that can be used to guide message matching research across the key literatures that 

concern the technique. 

 Taking a broad perspective on message matching is needed as although message 

matching encompasses a broad array of interventions, prior syntheses of research have 

only focused on evaluating the effectiveness of message matching effects of specific 

forms (e.g., print-based or web-delivered messages; Noar et al., 2007; Lustria et al., 

2013), for specific behavioral domains (e.g., health behaviors), and on specific types of 

outcomes (e.g., attitudes) at a time. For example, Carpenter (2012) examined the effect of 

matching messages to five specific types of motivational factors, and only evaluated the 

impact of doing so on attitudinal outcomes. In contrast, Sohl and Moyer (2007) included 

interventions that matched messages on a larger set of possible characteristics (although 

excluding the five examined by Carpenter, 2012), but only evaluated effects on 

mammography screening behaviors. Other syntheses (e.g., Gallagher & Updegraff, 2012; 
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O’Keefe & Jensen, 2007) have evaluated the effects of message matching interventions 

across a wider set of outcome types (attitudes, intentions, behaviors), but only focused on 

the effects of matching message frames (gain frames vs. loss frames) to behaviors in the 

health domain (focusing on illness prevention/detection behaviors). These syntheses have 

all been informative and useful in their respective areas, but their specificity makes it 

difficult to draw conclusions about broader principles and patterns of effects. This issue is 

compounded by the fact that moderator analyses between syntheses have also produced 

mixed and contradictory findings. For example, Noar and colleagues (2007) find 

evidence that message matching may be more effective for female and non-U.S. samples, 

but Krebs and colleagues (2007) report trends in the opposite direction.  

To reconcile heterogeneous patterns of results across areas of message matching, 

it is necessary to first understand how each area relates to one another. Consequently, 

what kind of organizational framework can we use to make sense of the literature? One 

candidate framework is already implicit in most message matching reviews. Specifically, 

most reviews and meta-analyses of message matching delimit their scope according to 

one of three dominant traditions, which have each crystalized into their own distinct 

literatures. These traditions/literatures include: functional matching, which focuses on 

matching messages to motivationally-relevant factors; message framing; which focuses 

on predicting when gain and loss frames are differentially effective, and; message 

tailoring, which focuses on matching messages to person-specific characteristics. In 

addition, a fourth tradition can readily be identified in the literature, which focuses on the 

impact of matching to situational variables (e.g., matching to primed states, or elements 

of a person’s entourage). This fourth paradigm, which I refer to as context matching, has 
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not previously been explicitly reviewed, it is sizeable and exists as a direct counterpart to 

message tailoring—specifically, whereas tailoring focuses on matching to characteristics 

that are generally internal to a person, context matching focuses on characteristics that are 

external to a person.  

Taken together, the four traditions I have described can be said to encompass the 

entirety of message matching research. Interestingly, however, no review or theoretical 

discussion to date has explicitly sought to integrate the four traditions. In fact, reviews 

from each tradition (e.g., message tailoring vs. message framing: Noar et al., 2007; 

O’Keefe & Jensen, 2007) have instead operated largely independently of one-another, 

using different terminologies, and frequently focusing on different aspects of matching 

(e.g., focusing on different moderators, and different ways of achieving matches). As an 

unintended consequence, the actual research reviewed across syntheses from each of the 

traditions has shown a surprising lack of overlap. For example, over half a dozen meta-

analyses have focused on message framing effects (all within the health domain), and 

over a dozen meta-analyses have focused on message tailoring research (also including 

only health research). Despite a common interest in health-related behaviors, few studies 

make it into reviews from both traditions. The systematicity in this non-overlap is 

puzzling for several reasons. First each literature relies on message matching principles 

and invokes similar rationales to explain why matched messages outperform mismatched 

messages. For instance, there is a common claim in each literature that matched messages 

are more personally salient, evoke a sense of motivational fit, and/or generally attract 

higher attentional processing than their counterparts (e.g., Huang & Shen, 2016; Lustria 

et al., 2013; Motyka et al., 2014; Carpenter, 2013). Second, the boundary between the 
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literatures in primary empirical research has been much more ambiguous than syntheses 

would make it appear. Specifically, matching studies generally fall at the intersection of 

at least two of these literatures. For example, matching message frames (e.g., gain and 

loss frames) to measured individual differences in motivational orientation (e.g., chronic 

regulatory focus) is a form of functional matching, message framing, and message 

tailoring (Cesario et al., 2013; Mann, Sherman, & Updegraff, 2004). When researchers 

match message frames to the receipt of primes instead (e.g., to induce certain regulatory 

foci), these are instances of functional matching, message framing, and context matching 

(e.g., Bertolotti & Catellani, 2015). Several articles even report a mixture of studies that 

cover all four traditions (e.g., Cesario et al., 2013), and it is even possible for a singular 

study to simultaneously belong to all four traditions (e.g., by varying message frames and 

simultaneously matching to a measured and a manipulated characteristic, at least one of 

which is functional; McAuley, Henry, & Tuft, 2011). Lastly, ideas and terminologies 

from each literature also frequently spill into empirical research in the other literatures. 

For instance, although Dutta-Bergman (2003) almost exclusively locate their study within 

the functional matching literature, they use the term “message tailoring” to refer to it. 

Consequently, beginning this dissertation by drawing connections between each literature 

will set the stage for an exploration of principles that may hold across all four literatures, 

while also providing guidance for when matching effects operate differently across them. 

In synthesizing research from the literatures described above, I will also pay close 

attention to research that has been done outside of the physical health domain, as these 

domains have been largely overlooked in syntheses to date. Overall, nearly two dozen 

meta-analyses have been conducted in health-specific domains of research. (e.g., 
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Gallagher & Updegraff, 2012; Lustria et al., 2013; Noar et al., 2007; O’Keefe & Jensen, 

2007). In contrast, only three meta-analyses have included domains outside of health 

research, and each of these meta-analyses were designed only to examine very specific 

forms of matching effects at a time (e.g., focusing on matching to only one specific type 

of characteristic), and did not evaluate whether the domain of application had any impact 

on their results (Carpenter, 2012; Grewal et al., 2011; Hornikx & O’Keefe, 2009a; 2009b; 

Motyka et al., 2014). The lack of works synthesizing research across areas is notable 

given the wide breadth of applications of message matching paradigms. For instance, 

apart from health behavior research, there exists message matching research in areas such 

as consumer behavior (e.g., Han & Shavitt, 1994; Kim & Kim, 2018; Petty & Wegener, 

1998), prosocial behavior (e.g., volunteerism & help-giving: Clary, Snyder, Copeland & 

French, 1994a; Clary et al., 1994; Lee, 2017), proenvironmental behaviors (e.g., Pelletier 

& Sharp, 2008; van der Broek, Bolderdijk, & Steg, 2017), help-seeking in mental health 

contexts (e.g., Lienemann, 2015; Lueck, 2017; 2018), political decision-making (e.g., 

Malka & Lelkes, 2010; Voelkel & Feinberg, 2017), tourism decisions (e.g., Zhang, 

Zhang, Gursoy, & Fu, 2018), and even in domains such reducing human-animal conflict 

(e.g., Lu, Siemer, Baumer, & Decker, 2018; Lu, Siemer, Baumer, Decker, & Gulde, 

2016), among others. No reviews or theoretical discussions to date have captured this 

breadth of applications for message matching.  

Given that research on message matching effects is fragmented along the lines 

described above (e.g., across the four literatures, and; health vs. non-health domains), 

efforts to create connections between these literatures may allow us to delineate broader 

shared principles on message matching as a whole. Such a strategy would not only 
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benefit from a more representative sample of message matching studies to draw broader, 

and more generalizable conclusions about message matching as a whole, but it would 

also provide a unique opportunity to identify how message matching functions both 

similarly and uniquely across different literatures. For example, might matching 

messages to an individuals’ political orientation have larger effects when determining 

decisions in pro-environmental domains (where decisions are quite commonly 

politicized) than in health domains? Having a broad review can also allow us to consider 

the broader range of methodologies that are used across literatures, and how those 

methods may impact the effectiveness of interventions. For instance, we can consider 

how different literatures have tended to use different types of comparison groups in order 

to evaluate message matching effects; for example, it has been common for research in 

message tailoring to compare matched messages to generic messages (i.e., message that 

take the same form regardless of who receives them; Lustria et al., 2013), whereas 

functional matching more commonly compares messages targeting people’s dominant 

motivational function (i.e., a matched message) to messages targeting motivational 

functions of lesser importance (mismatched messages; Carpenter, 2012). Additionally, 

we can compare different procedures that have been used in research to increase the 

specificity with which messages are made to match people’s characteristics. For instance, 

the message tailoring literature has examined the idea that messages could be created to 

match multiple characteristics at a time (e.g., Strecher et al., 2008), whereas works on 

functional matching and message framing have typically focused on matching messages 

to only a single characteristic (Joyal-Desmarais et al., 2020a). Taken together, the 

literatures have also varied in the degree to which they focus on matching messages to 



 

 

 

12 

 

the characteristics of groups, or to the characteristics of individuals, a factor which has 

long been theorized to impact message persuasiveness (Kreuter et al., 1999), but has yet 

to be systematically examined. Finally, exploring the breadth of designs used in different 

areas of research can inform our understanding of which characteristics should be 

targeted to achieve maximal effectiveness. For instance, research on matching to self-

monitoring has been uncommon in the health literature but has been common in the 

volunteerism domain (e.g., Lavine & Snyder, 2000; Snyder & DeBono, 1985). However, 

matching messages to behavior stage (e.g., such as delineated by the transtheoretical 

model; e.g., de Vet et al., 2007) has been more common in health than in volunteerism 

research. By bringing these literatures together, we may begin to compare the relative 

effectiveness of matching to these different types of variables, which could provide 

inspiration and incentives to consider new characteristics to target in particular domains. 

For example, if matching to self-monitoring has been more successful in eliciting 

volunteerism behavior than has matching to behavior stage been in eliciting health 

behaviors, health behavior research may wish to examine whether it is also possible to 

benefit from matching to self-monitoring.  

Questions such as these, and more, are explored using a theoretical review of the 

message matching literature to derive principles to guide our understanding of when and 

how to use message matching to maximize its effectiveness. Principles derived in this 

review will then be evaluated using two empirical projects: Project 1 will offer meta-

analytic evidence for the matching principles, and Project 2 will offer experimental 

evidence. 
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1.2. Using Meta-Analytic Methods to Empirically Examine Principles of Message 

Matching 

 The theoretical review portion of my dissertation will map out the different 

message matching literatures and will present a number of key principles that should 

guide the effectiveness of message matching for improving persuasion. However, these 

principles need to be empirically evaluated and quantified. One way to achieve this goal 

is to rely on the very large number of message matching studies that have already been 

produced to summarize what we have learned from decades of research on message 

matching. Consequently, the second part of my dissertation will focus on meta-

analytically pooling pre-existing experimental studies. Specifically, Project 1 will offer a 

protocol for systematically identifying, coding, and reviewing the full range of 

experimental studies that fall under the idea of message matching. This protocol will 

ultimately allow for an empirical synthesis (i.e., meta-analysis) that is just as rich in 

scope as the theoretical review I present; that is, it will seek to cover research from each 

of the four main literatures that make up message matching, and will incorporate research 

across a wide variety of behavioral domains, and using a wide variety of designs. 

Given the immense scope of the message matching literature, however, the 

current dissertation will only implement the protocol to synthesize studies that belong to 

the functional matching tradition (with future plans to expand the meta-analysis to the 

other literatures). Functional matching is the oldest of the four message matching 

literatures, but has yet to be the focus of a large, comprehensive meta-analysis. 

Furthermore, functional matching contains a large sample of studies that overlap with 

message framing, message tailoring, and context matching studies, offering a unique 
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opportunity for comparisons across literatures, especially when results can be compared 

to past meta-analyses (which have already synthesized large amounts of research in 

message tailoring and message framing). 

1.3. Primary Studies Need to Focus on Elucidating Principles of Matching Effects 

 Although systematic reviews and meta-analyses provide valuable insights and 

summaries of the literature (and are often considered by many the highest type of 

scientific evidence; Pandis, 2011), they are not without their limitations. In particular, 

inference made by systematic reviews and meta-analyses are constrained by the set of 

studies they review. For instance, inferences made by meta-analyses are only optimal to 

the degree that the research reviewed is high quality and representative of the 

phenomenon of interest (Cooper, Hedges, & Valentine, 2009). Further, in interpreting the 

inferences made by syntheses, we must make a distinction between study-generated 

evidence, and synthesis-generated evidence (Cooper, 2009). Study-generated evidence 

concerns the extraction of effects directly evaluated by primary studies. If high quality 

studies use experimental designs to derive an effect estimate, then the synthesis of such 

estimates (e.g., extracting the average effect in a meta-analysis) provides a more precise 

estimate of a causal inference. In contrast, synthesis-generated evidence is not directly 

contained in primary studies but is generated by comparing how certain effects vary 

according to study-level characteristics. Unlike study-generated evidence, synthesis-

generated evidence leads to weaker causal claims. For example, if a meta-analysis 

concludes that message matching effects are generally larger in studies that use fully 

female samples compared to mixed-gender samples, this inference is correlational, and it 
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is possible that confounders explain the underlying association.  

The bulk of primary studies offer study-generated evidence of whether a message 

matching intervention works. However, the bulk of primary studies do not systematically 

assess questions such as how to build message matching interventions, or when message 

matching interventions have larger vs. smaller effects. Consequently, systematic reviews 

and meta-analyses can typically only provide synthesis-generated evidence on these 

questions. Although such inferences are highly important, syntheses built on current 

message matching research should not be interpreted as providing final answers 

regarding the moderators of matching effects. They should instead be interpreted as 

initial efforts and useful guides for more precise primary studies on such questions. 

Consequently, in addition to conducting a systematic review and meta-analysis, the 

current dissertation also includes a primary study to examine a specific principle for 

increasing our understanding of how matching effects operate.  Specifically, I focus on 

the idea that message matching effects can be applied not only to understand forces that 

increase persuasion, but how we can also use the same principles to understand how and 

when people are inclined to resist and react against persuasion attempts. 

1.4. Structure of the Current Dissertation 

This dissertation is structured as follows. I first provide a theoretical review in 

Sections 2 and 3. In section 2, I delineate and compare the four major message matching 

literatures: functional matching, message framing, message tailoring, and context 

matching. For each literature, I outline major themes in the questions and methods 

researchers have used, and further give a brief overview past syntheses. After reviewing 
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each literature, I devote Section 3 to an in-depth discussion of three sets of principles I 

believe are key to moving forward our scientific understanding of how to optimize 

message matching interventions. These three principles concern: (1) reconceptualizing 

message matching as existing along a continuum that both facilitates and hinders 

persuasion; (2) considering various intervention elements that dictate the degree to which 

messages match characteristics, and; (3) considering which types of characteristics are 

the most/least useful in achieving strong matching effects. 

Sections 4 to 7 describe Project 1, a registered systematic review and meta-

analysis of matching effects. For the purpose of this dissertation, Project 1 will focus 

specifically on functional matching (over research on the other three literatures), but is 

part of a larger meta-analysis that will eventually incorporate all four literatures. Section 

4 gives an overview of Project 1 and delineates hypotheses and research questions that 

the registered meta-analytic protocol was designed to address. In doing so, Section 4 will 

describe how each hypothesis and research question ties to the three principles described 

in the theoretical review (Section 3). Section 5 will then provide extensive details on the 

methodology underlying the meta-analytic review, covering the generation and 

implementation of the search strategy, coding and data extraction procedures, as well as 

how meta-analytic methods were applied. Section 6 will then provide the results of the 

meta-analysis, along with guidance on how to interpret findings. Section 7 will end my 

report of Project 1 by providing a discussion of the implications of the meta-analytic 

findings, while placing them in the context of the broader message matching literature.  

Project 2, described in Sections 8 to 10, consists of a registered experimental 

study that was designed to provide strong study-generated evidence towards the first 
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principle from Section 3. Section 8 will begin by providing an overview of the goals and 

hypotheses for the experiment, and Section 9 will describe the methods of the study. 

Section 10 will then provide the results of the experiment, and Section 11 will end with a 

discussion of the findings, once again taking into account the broader message matching 

literature, as well as results from Project 1.  

Section 12 will be the final segment of this dissertation and will summarize the 

key themes and findings from the theoretical review, Project 1, and Project 2.  
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2. Theoretical Review: Overview of Literatures on Message Matching: 

 Most discussions of message matching are organized around one of three 

literatures, each reflecting a particular tradition of research. These are: functional 

matching, message framing, and message tailoring. A complementary literature to 

message tailoring can also be identified, focusing on context matching. For each 

literature, I describe the key themes and ideas that have been of interest to authors, along 

with any important subdivisions that have qualified them (i.e., sub-traditions within each 

of the four broader literatures). For each of the four literatures, I also give an overview of 

published syntheses with a special focus on any existing meta-analyses. Table A1 of 

Appendix A lists a sample of the more comprehensive meta-analyses that have been 

performed to date. This table summarizes the types of questions each meta-analysis has 

sought to answer, and presents their findings in a common metric using the correlation 

coefficient r. 

2.1. Functional Matching 

The first major area in which message matching has been examined is known as 

functional matching (Carpenter, 2013; Lavine & Snyder, 2000). According to this 

perspective, individuals’ decisions and attitudes operate to serve a number of underlying 

functions—goals, needs, values, and/or motivations an individual finds important. To the 

extent a message successfully targets these underlying functions (rather than target less 

important functions), it is more likely to be successful in changing a person’s attitudes or 

decisions (Lavine & Snyder, 2000; Maio & Olsen, 2000; Shavitt & Nelson, 2002; 

Snyder, Omoto & Smith, 2009). The basic idea behind functional matching was 
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introduced in the mid-1900s by researchers of attitude change processes (e.g., Katz, 1960; 

Katz, McClintock, & Sarnoff, 1957; Kelman, 1958; Smith, Bruner, & White, 1956). 

Unfortunately, after their initial developments, functional attitude theories fell out of 

favor for over two decades, largely due to lack of systematic, objective, and high-quality 

methods to study them, which often led to debated and inconsistent results (Carpenter, 

2013; Kiesler, Collins, & Miller, 1969; Shavitt, 1990). Starting in the 1980s, new 

approaches to studying functional approaches emerged, leading to a revival in their 

popularity, which has been maintained ever since. Generally, four methodological 

paradigms have gained popularity in the functional matching literature. Each of these 

paradigms follow a pattern of: (1) establishing the dominant motivational function to 

target in a given situation; (2) assigning individuals to view messages that are either 

matched to that function or mismatched to an alternative function, and; (3) evaluating the 

relative effectiveness of matched versus mismatched messages. 

2.1.1. The Neofunctional Approach: Matching to an Attitudinal 

Object/Domain. The first approach that contributed to the revitalization of functional 

matching ideas was outlined by Herek (1986; 1987), who advanced the idea that attitudes 

towards an object could serve multiple functions. Herek maintained that by doing content 

analyses on thought-listing tasks associated with an attitude object, we could derive 

typologies of functions associated with attitudes towards the object(s) and quantify the 

importance of each function to identify the predominant function associated with it. This 

idea was termed a “neofunctional” approach and advocated that message content should 

be matched to the predominant functions associated with attitudinal domains/objects. For 

example, neofunctional research found that attitudes towards air-conditioners frequently 
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served utilitarian functions and could therefore be more effectively changed via messages 

targeting utilitarian themes rather than social-adjustive themes (Shavitt, 1990). In 

contrast, attitudes toward friends have been found to be predominantly associated with 

social-adjustive functions (Herek, 1986), and should therefore be most easily changed by 

messages advocating social-adjustive values. Overall, the popularity of the neofunctional 

approach has been most pronounced in psychology during the 1990s and early 2000s 

(e.g., Herek, 2000; Maio & Olson, 1994; 2000; Shavitt & Nelson, 2002).  

Outside of psychology, the idea of matching to an attitudinal object/domain has 

maintained a steady popularity in marketing and consumer behavior research ever since 

the 1990s. This research was not directly inspired by Herek’s writings, but has similar 

roots in functional research (e.g., Katz, 1960; Katz et al., 1957; Smith et al., 1956), and 

was revitalized with a series of publications that emerged in the late 1980s and early 

1990s (Johar & Sirgy, 1991; Shavitt, 1989; 1990). Some of the more popular distinctions 

in this literature have focused on comparing the differential effectiveness of adverts for 

pairs of products/services, one of which serves predominantly utilitarian functions, 

whereas the other serves either value-expressive (Johar & Sirgy, 1991; Schlosser, 1998) 

or hedonic (e.g., Kim, Cheong, & Zheng, 2009a; Stafford, Stafford, & Day, 2002) 

functions. 

2.1.2. Measuring Individual Differences in Functional Orientations. Around 

the same time as early works on the neofunctional approach, an alternative method 

emerged focusing on matching messages to assessed individual differences in 

motivational orientations. Snyder and DeBono (1985) popularized this idea in their study 

of individual differences in self-monitoring. Specifically, the authors argued that high 
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self-monitors’ decisions were motivated by social-adjustive functions, whereas low self-

monitors were guided by value-expressive functions. They then showed that messages 

using image-based appeals were more successful for high self-monitors, whereas 

product-quality-oriented ads were more effective for low self-monitors. One of the most 

important contributions of this line of work has been the provision of a clear procedural 

paradigm for message-matching research. First, one would assess individual differences 

in a functional domain (or correlates thereof), and then, messages would be 

systematically or randomly matched to either an important or less important motivation. 

Then, an interventionist could evaluate the direct benefits of messages that matched an 

individual’s dominant motivational orientation, compared to messages that did not.  

A related approach to this paradigm incorporated elements similar to that 

advocated by neofunctional research. Specifically, instead of relying on individual 

differences in general motivational orientations, several authors have advocated the use 

of message matching to individual differences in motivations regarding specific types of 

behaviors or objects. The two most commonly cited sets of works using this approach 

include Clary and colleagues’ (1994a; 1994b; 1998) research that matched messages to 

the dominant reasons people gave for deciding to engage in volunteerism (e.g., Clary et 

al., 1994a; 1994b; 1998), as well as a line of early research that focused on individual 

differences in motivational orientations towards types of consumer products (e.g., 

Locander & Spivey, 1978; Spivey, Munson, & Locander, 1983).  

Since these early works, matching messages to individual differences in either 

general or specific motivational orientations has been one of the most popular methods of 

achieving functional message matching effects (Maio & Olsen, 2000; Shavitt & Nelson, 
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2002; Snyder, Omoto, & Smith, 2009).  

2.1.3. Inducing Functional Orientations through Priming. A third approach 

that has contributed to the revival of functional approaches was the application of 

priming methods/principles (e.g., Meyer & Schvaneveldt, 1971) to increase the 

psychological accessibility of a given attitudinal function (e.g., Maio & Olson, 1995; 

Shavitt & Fazio, 1991; Shavitt et al., 1994). Unlike previous paradigms, priming does not 

require assessments of predominant functions (either of an individual or an attitude 

object/domain), and helps accommodate fully experimental designs that allow the 

outcome domain (the object/behavior being promoted) to be held constant across 

conditions. Priming procedures are now regularly used in many areas of functional 

matching research (e.g., priming self-construal and/or regulatory focus; Cesario et al., 

2013; Gardner et al., 1999).  

Both the use of priming techniques and the neofunctional approach operate 

through similar theoretical processes; that is, they rely on the idea that specific functional 

systems (e.g., utilitarian motives) are activated when individuals make decisions under 

specific contexts (e.g., when considering a utilitarian product; after being exposed to a 

utilitarian prime), based on how strongly those contexts are associated with the functional 

system.  

2.1.4. Inferring Functional Orientations According to Group Membership.  

Finally, a fourth approach to have emerged in the study of functional matching 

effects concerns the study of matching messages to group-based differences in values. 

Most commonly, this has taken the form of matching messages to assumed cultural 

values (e.g., collectivism) based on individual’s nationalities (e.g., Ko & Kim, 2010) or 
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ethnic groups (e.g., Huang & Shen, 2016). Occasionally other group memberships are 

also used, such as inferring participants values based on their age (e.g., Zhang, Funcg, & 

Ching, 2009) or gender (e.g., Chang & Lee, 2011).  

Of note, research interested in matching to value-based systems has also taken 

some of the previous approaches, such as matching to individual differences (e.g., in 

independent and interdependent self-construal variables: Lalwani & Shavitt, 2009), or 

using priming methodologies to make certain cultural values more or less salient (e.g., 

Gardner et al., 1999). 

2.1.5. Systematic Reviews and Meta-Analyses. Although functional matching is 

the eldest of the literatures on message matching, it has received very little attention 

when it comes to systematic syntheses of research. To date, only three such systematic 

syntheses exist. 

First, Carpenter (2012) has examined the effects of matching messages to five 

different types of motivational functions: utilitarian, social-adjustive, value-expressive, 

knowledge, and ego-defensive defensive functions. The author found that the effect of 

functional matching was around r = .37. A major limitation of this meta-analysis, 

however, is that it only reviewed effects from 16 published articles, with a cumulative N 

of 1,460, which makes it difficult to compare the relative effectiveness of targeting any 

specific function, and also makes it less likely that the estimates are highly stable. 

Further, as the author points out, a large portion of the reviewed studies focused 

specifically on matching to individual differences in self-monitoring as a way to 

indirectly infer the dominant functional orientation of participants. The second meta-

analysis (Hornikx & O’Keefe, 2009a; 2009b) focused on the impact of matching 
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messages to cultural values in the domain of consumer advertising. In so doing, it focused 

predominantly on matching messages to differences in individualistic/collectivistic values 

as they emerge in North American and Asian samples (finding a small advantage for 

matched messages: r = .07). The third meta-analysis in this area was not specifically 

limited to message-based interventions, but focused on evaluating interventions that 

either matched or mismatched people’s salient regulatory focus orientations (Grewal et 

al., 2011; Motyka et al, 2014). Like Carpenter (2012), they found an overall moderately-

sized matching effect (r = .27 to .33). 

 At the moment, a broad synthesis of the literature on functional effects has not 

been conducted. Because each of these meta-analyses focus on specific sub-areas of 

functional matching (i.e., matching to fairly specific sets of motivational functions), and 

differ substantially in their methods and coding choices (e.g., using different outcomes 

such as attitudes vs. behaviors and focusing on different types moderators), it is difficult 

to make direct comparisons in their findings. Given the actual size of the literature on 

functional matching, a more comprehensive systematic review and meta-analysis would 

therefore be highly informative. 

2.2. Message Framing 

 A second large literature which relies on matching effects is that of message 

framing (O'Keefe & Jensen, 2007; O'Keefe & Jensen, 2008; Rothman, Bartels, Wlaschin, 

& Salovey, 2006; Rothman, Salovey, Antone, Keough, & Martin, 1993; Rothman & 

Updegraff, 2010). The basic principle in message-framing works is that messages can 

take one of at least two basic forms, referred to as “frames”: (1) Gain frames emphasize 
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the benefits of compliance with a particular behavioral recommendation, while (2) loss 

frames emphasize the costs associated with failure to comply with the recommendation. 

Occasionally, authors also distinguish between (3) non-gain frames, emphasizing benefits 

that are not obtained by a failure to comply, and (4) non-loss frames, which emphasize 

costs that are avoided via a recommendation (Cesario et al., 2013; Gray, 1990; O'Keefe & 

Jensen, 2007; Rothman et al., 2006; Rothman & Salovey, 1997; Wilson, Gray, & Barrett, 

1990).1 The overarching goal of message framing studies and theories is to delineate the 

conditions when one frame will outperform the others. To accomplish this, researchers 

rely on message matching principles.  

Overall, there are three major perspectives that have examined the effects of 

message framing: (1) a risk perceptions approach, focusing on when people adopt risk-

seeking versus risk-averse orientations; (2), theories aiming to understand personal 

predispositions using a Regulatory Focus perspective, and; (3) theories regarding an 

approach/activation versus inhibition/avoidance orientation.  

2.2.1. The Risk Perceptions Approach. Perhaps the most well-documented 

approach in message framing research is one that emerged in health behavior research in 

the late 1980s and early 1990s, and proposed that different frames should be differentially 

effective depending on the degree of risk individuals associate to particular health 

behaviors (Meyerowitz & Chaiken, 1987; Rothman et al., 1993). This perspective was 

 
1Although most authors recognize these distinctions, the literature contains a large degree of heterogeneity 

in the terminology used to describe different frames. For example, it is common for research to subsume 

both non-gain and non-loss statements as either “loss-frames” or “gain-frames”. For example, some may 

focus on the fact that a non-loss message still focuses attention on the possibility of a loss, thereby 

subsuming the concept under loss frames, whereas others argue that it refers to a desirable outcome, 

thereby subsuming it under the concept of gain frames. Others still, forego these labels and make 

distinctions between “positive/negative frames”, or “promotion/prevention focused messages”. 
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largely inspired from Prospect Theory research, which had demonstrated that when a 

proposal emphasized the costs of an action, people were more willing to take risks, but 

would become risk-averse when a proposal instead emphasized the benefits of a 

behavior, even when the outcomes themselves were objectively identical (Tversky & 

Kahneman, 1991). From this basic finding, it was argued that because loss frames are 

linked to risk-taking decisions, loss-framed messages should be more effective when 

promoting behaviors that individuals deem risky. In contrast, because gain frames are 

associated with risk aversion, gain frames may instead be more suitable when one aims to 

promote behaviors that are perceived as lower in riskiness (Rothman & Salovey, 1997).  

Although this area of research has developed independently from research on 

functional matching, we find similar methodological paradigms in use. The most popular 

paradigm was proposed by Rothman and Salovey (1997) and shares many features with 

the neofunctional approach in functional matching. Rothman and Salovey (1997) argued 

that message frames could be matched to the typical “function”2 associated with different 

classes of behaviors. Specifically, they maintained that illness detection behaviors (e.g., 

cancer-screening, tests for sexually transmitted diseases) are typically associated with 

risk-seeking orientations and should therefore be matched to loss-framed messages. In 

contrast, illness prevention behaviors (e.g., using sunscreen, practicing safe sexual 

practices) are typically associated with risk-aversive orientations and should therefore be 

matched to gain-framed messages.  

 
2The term function in the message framing literature conveys a different meaning than that used in 

functional matching. Whereas the functional literature refers to the motivational function a person may 

achieve through their decisions/actions, the message framing literature refers to the typical role the 

behavior plays from a broader healthcare perspective. 
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One limitation of this approach (which is also shared with the neofunctional 

strategy) is that it relies on there being relative homogeneity in the risk-perceptions 

associated with a class of behavior. To the degree that specific prevention behaviors are 

seen as risky or that specific detection behaviors are seen as less risky, the general rule of 

determining which frame to use based on the type of behavior targeted should be 

expected to perform less well. To achieve greater specificity in message matching, 

researchers in this area have since proposed that interventionists can match directly to 

individuals’ perceived risk levels towards a behavior (e.g. Bartels, Kelly, & Rothman, 

2010; Gallagher, Updegraff, Rothman, & Sims, 2011; Rothman & Updegraff, 2010). This 

can be accomplished either by directly measuring individual differences in risk 

perceptions (e.g., Gallagher et al, 2011), by experimentally inducing such orientations 

(e.g., Bartels et al., 2010), or by matching to inferred group-level differences (e.g., 

assuming that women with a family history of breast cancer should perceive breast-

cancer screening as riskier than those without a family history, and matching messages 

accordingly; Finney & Iannotti, 2002).  

Although works on matching message frames to risk perceptions has relied on 

much of the same methodologies as research on functional matching, the two literatures 

have not generally intersected.  

 2.2.2. Regulatory Focus. A second considerable body of work within message 

framing corresponds to Regulatory Focus Theory (Higgins, 1996, 1997, 1998). Within a 

regulatory focus framework, individuals vary to the degree that they hold a promotion 

relative to a prevention focus. Individuals with a predominant promotion focus are 

concerned with furthering growth and nurturance needs, and achieving their ideals, 
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whereas those in a predominantly prevention focus are concerned with meeting safety 

needs, and not failing to meet their responsibilities and obligations (Cesario et al., 2013; 

Higgins, 1997). Correspondingly, individuals with a promotion focus tend to respond 

more highly to gain-framed messages (and non-gain framed messages), whereas those 

with a prevention focus respond more highly to loss-framed messages (and non-loss-

framed messages; Cesario et al., 2013). Message framing research has predominantly 

relied either on matching frames to chronic individual differences in regulatory focus 

(e.g., Joyal-Desmarais et al., 2020a), or to experimentally induced regulatory focus (e.g., 

Cesario et al., 2013). Several studies have additionally matched to group memberships 

that have been shown to differ in their mean regulatory foci (e.g., Uskul, Sherman, & 

Fitzgibbon, 2009). Conceptually, matching messages to regulatory focus has been 

situated in both the message framing literature, as well as the functional matching 

literature, as it involves matching messages whichever of two motivational functions 

(prevention vs. promotion) is dominant in driving people’s decisions.  

 2.2.3. Reinforcement Sensitivity Theory. Originally developed as a 

physiological explanation of extraversion and introversion, Gray’s behavioral theory of 

motivation, now known as Reinforcement Sensitivity Theory, (RST; Corr, 2004) has 

become one of the most popular in explaining hedonic motivational processes in behavior 

and has represented a third major framework in the message framing literature. The 

theory postulates two major behavioral systems: the Behavioral Approach/Activation 

System (BAS) regulating the activation of behavior, and the Behavioral Inhibition 

System (BIS), charged with regulating the inhibition of behavior (Fowles, 1987; Gray, 

1970, 1990). Individuals are thought to vary in the extent to which they rely on each of 
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these systems, and these differences can be assessed as chronic motivational 

predispositions (Carver & White, 1994). According to RST research (Amodio, Master, 

Yee, & Taylor, 2008; Caseras, Avila, & Torrubia, 2003; Gray, 1990; Wilson et al., 1990), 

the BAS is sensitive to cues of rewards (i.e., gains), as well as non-punishment (i.e., non-

loss), and the BIS is sensitive to cues of punishment (i.e., losses), and non-reward (i.e., 

non-gain). In message framing works, researchers have often relied on measuring 

individual differences on BIS/BAS scales developed by Carver and White (1994), to 

indicate personal predispositions towards approach and avoidance motivations (e.g., 

Gerend & Shepherd, 2007; Mann, Sherman, & Updegraff, 2004), and determine which 

frames should be given to a particular person. Consistent with theory, research in this 

area has found that gain frames are more effective for individuals who have a BAS 

orientation and loss frames more effective for individuals with a BIS orientation (Gerend 

& Shepherd, 2007; Mann et al., 2004; Updegraff, Brick, Emanuek, Mintzer, & Sherman, 

2015). Like research on matching message frames to regulatory focus differences, 

matching to BIS/BAS differences can be considered as falling under both functional 

matching and message framing research, but has generally been included in discussions 

of the latter more so than the former. 

2.2.4. Systematic Reviews and Meta-Analyses of Message Framing. To date, 

all meta-analyses of message framing research have focused on the relative 

persuasiveness of gain and loss frames for illness prevention and/or illness detection 

behaviors (e.g., Gallagher & Updergraff, 2012, O’Keefe & Jensen, 2006; 2007; 2009).  

These meta-analyses have generally found significantly stronger effects of using gain 

frames over loss frames for prevention behaviors, but these effects have been fairly small 
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(r between .03 and .08). When it comes to the relative impact of message framing for 

detection behaviors, meta-analyses find small effects favoring loss frames (r = .03 to .04), 

but these effects are not generally found to be statistically significant (Gallagher & 

Updergraff, 2012, O’Keefe & Jensen, 2006; 2007; 2009). These meta-analyses have also 

found effects to vary significantly between behaviors that fall under the broader classes 

of detection/prevention behaviors, suggesting that considerable heterogeneity may exist 

within the two types of behaviors.  

Although the focus of message framing meta-analyses has been relatively narrow 

around the detection/prevention behavior distinction, there have also been a few 

systematic reviews looking at other types of message framing effects, albeit still 

exclusively in the health communication literature. The broadest of these reviews in 

scope was by Covey (2014), who specifically focused on the impact of matching message 

frames to individual differences (e.g., approach-avoidance motivations, regulatory focus), 

and found effects to be small to medium in size. Another fairly broad review, Ludolph 

and Schulz (2015), focused on matching health messages to measured or induced 

regulatory focus orientations, and although they did not exclusively focus on message 

framing effects, these were the most common studies included in their review. They 

report substantial heterogeneity in message framing effects but conclude that findings 

were generally in support for matching to regulatory focus. Of note, the apparent success 

of matching frames to functional characteristics implied by these reviews stands in strong 

contrast to the mixed findings of meta-analyses of non-functional message framing 

studies. The field would therefore benefit from a meta-analytic quantification of the 

functional message framing literature to compare it more directly to the findings of non-
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functional message framing studies. 

Finally, although research on message framing exists in varied behavioral 

domains outside of health (e.g., environmental & consumer behaviors: Ganzach & 

Karsahi, 1995; Guo, 2017; Joyal-Desmarais et al., 2020a), no systematic review on 

message framing has considered non-health research to date.  

2.3. Message Tailoring  

 2.3.1. General Overview. Message tailoring (also known as “tailored 

communication”) refers to the practice of developing, selecting, and/or delivering 

individualized message interventions by considering data obtained from individual-based 

assessments (Kreuter & Skinner, 2000; Kreuter et al., 1999; Lustria et al., 2009). This is a 

fairly broad definition and conceptually encompasses many functional matching and 

message framing interventions that involve matching to individually-assessed 

characteristics (e.g., Snyder & DeBono, 1985). However, it conceptually excludes 

interventions based on matching to attitudinal or behavioral domains (e.g., the 

neofunctional approach) as well as interventions that match messages to experimentally 

primed characteristics. An additional element that distinguishes message tailoring from 

functional matching works (and also much message framing work) generally, is that 

characteristics used for matching need not be explicitly motivational in nature. Instead, 

they can reflect any individual difference variable deemed meaningful. These might 

include, for instance, a person’s personality, ethnic background, or behavior stage (Hirsh, 

Kang, & Bodenhausen, 2012; Huang & Shen, 2016; Noar, Harrington, Van Steem & 

Aldrich, 2011; Prochaska, Norcross, & DiClemente, 2013; Weinstein & Sandman, 1992). 



 

 

 

32 

 

 Much like functional matching, the initial ideas behind message tailoring have 

their roots in ideas that were established in the 1950s. Specifically, tailoring researchers 

trace their roots to marketing research on market segmentation which advocated dividing 

large heterogeneous markets into smaller relatively homogenous markets in order to 

better take into account the specific needs and preferences of individuals (Kreuter et al., 

1999; Smith, 1956). However, despite this early theoretically foundation, a distinct 

literature on message tailoring would only emerge decades later, in the 1990s, as the 

result of a series of developments which made it easier for researchers to think about and 

systematically apply principles of market segmentation. The first development was the 

increased use and availability of computers (Kreuter et al., 1999). The second 

development was a growing interest in psychological theories that delineated key 

individual differences to consider in predicting and changing health-behaviors (e.g., 

Ajzen, 1991; Ajzen & Fishbein, 1980; Bandura, 1986; Prochaska, Diclemente, & 

Norcross, 1993; Rosenstock, 1974). By the early 1990s, several health communication 

researchers had been incorporating message tailoring ideas into their work and began 

formally using the term “tailoring” (Campbell et al., 1994; Meldrum et al., 1994; 

Prochaska, DiClemente, Velicer, & Rossi, 1993; Skinner, Strecher, & Hospers, 1994).  

For example, in 1994, Campbell and colleagues presented a study on the 

effectiveness of “tailored messages” to improve patients’ intake of fruit and vegetables 

and decrease their dietary fat intake. Their study was composed of three conditions. The 

first was a tailored message condition, based on the Transtheoretical model (Prochaska et 

al., 1993) and the health belief model (Rosenstock, 1974). This intervention summarized 

patients’ previously-assessed diets, and gave feedback addressing their particular 
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susceptibility beliefs towards diet-related illnesses and their perceptions about the 

benefits of changing diets (i.e., addressing variables outlined by the health-belief model). 

Additionally, the tailored messages presented different types of information depending on 

participant’s reported stage of change (e.g., contemplators received messages to increase 

their self-efficacy). This tailored message condition was then compared to a generic 

message that contained no individualized information, or to a no-treatment control group. 

It was found that the tailored group was more effective in reducing dietary fat intake 

compared to either comparison group. 

Following this early wave of research, a special issue and several theoretical 

articles on message tailoring were published in 1999 and 2000, which outlined formal 

frameworks for defining and conducting message tailoring research in general (Kreuter & 

Skinner, 2000; Kreuter, Strecher, & Glassman, 1999; Rakowski, 1999; Skinner, 

Campbell, Rimer, Curry, & Prochaska, 1999), and motivated new waves of research on 

message tailoring. That said, the general design of message tailoring research has 

continued to follow patterns set by early studies such as Campbell et al. (1994). 

Specifically, in contrast to the functional matching and message framing literatures, 

message tailoring studies have been relatively more interested in evaluating effects on 

behaviors (rather than attitudes or intentions), and more commonly compare tailored 

messages to generic messages, generic non-message-based treatments, or to no-treatment 

controls (e.g., Krebs et al., 2010; Lustria et al., 2013; Sohl & Moyer, 2007), rather than to 

messages made to systematically mismatch people’s characteristics (e.g., Snyder & 

DeBono, 1985). 

Over the last two decades, research on message tailoring has grown tremendously 
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in health communication. Despite a slightly later development than either functional 

matching or message framing research, message tailoring has possibly become the most 

popular and extensive of the message matching literatures. 

 2.3.2. Systematic Reviews and Meta-Analyses of Message Tailoring. Much 

like research in message framing, systematic reviews and meta-analyses to date have 

focused exclusively on research conducted in health communication, and have generally 

found the message tailoring effects to be, on average, in the range of r = .06 to r = .10 in 

magnitude (e.g., Krebs et al., 2010; Lustria et al., 2013; Noar et al., 2007; Sohl & Moyer, 

2007). Early reviews were interested predominantly in print-based interventions (e.g., 

Noar et al., 2007), but have moved over time to focus on computer- (e.g., Krebs et al., 

2010) and web-delivered interventions (e.g., Lustria et al., 2013). Generally, 

interventions have been effective across different mediums, but effects have been slightly 

larger for in-person interventions than for print-, telephone-, or computer-mediated 

interventions (Krebs et al., 2010; Sohl & Moyer, 2007; Wanyonyi, Themessl-Huber, 

Humphris, & Freeman, 2011). To date, message tailoring has been consistently effective 

for some behavioral domains (e.g., smoking and diet-related behaviors; Krebs et al., 

2010; Noar et al., 2007), but the relative effect size in different behavioral domains 

remains to be established. Similarly, syntheses to date only offer preliminary evidence 

towards whether matching to certain characteristics outperforms matching to others. The 

most popular characteristics to use for message tailoring involve variables from the 

Transtheoretical Model, Health Belief Model, and Social Cognitive Theory, along with 

varied demographic variables (e.g., Huang & Shen, 2016; Noar et al., 2007; Sohl & 

Moyer, 2007). Establishing the relative effectiveness of tailoring to different 
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characteristics remains a major question for research in this area to address. 

 Finally, the primary goal of research syntheses in message tailoring have differed 

substantially from that of syntheses in functional matching and message framing, 

reflecting the general differences in the designs used in these different literatures. In 

particular, whereas functional matching and message framing syntheses have focused on 

examining the relative effectiveness of matched messages against mismatched messages 

(e.g., Carpenter et al., 2012; Gallagher & Updegraff, 2012), tailoring research has 

generally sought to evaluate whether a matched intervention is more effective than 

typical alternatives individuals may commonly be exposed to (i.e., generic messages, 

generic non-message-based treatments, or no-treatment controls; e.g., Lustria et al., 2013; 

Noar et al., 2007; Sohl & Moyer, 2007; Wanyonyi, et al., 2011), rather than 

systematically mismatched messages.  

2.4. Context Matching  

 2.4.1. General Overview. Message tailoring considers data obtained from 

individual-based assessments in order to achieve matching (Kreuter & Skinner, 2000). 

Through this criterion, message tailoring unifies a substantial amount of research in both 

functional matching and message framing. A key aspect of the definition used for 

message tailoring, is that matching occurs to a characteristic that is inherent and/or 

internal to an individual, rather than external. Consequently, the literature on message 

tailoring has largely neglected certain areas of matching such as such as the neofunctional 

approach, the use of primes, and much of the message framing literature; that is, areas 

with a large focus on matching messages to the (external) context in which an individual 
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finds themselves. This may be a context created by an intervention itself (e.g., such as in 

priming research), the decisional context an individual finds themselves in (e.g., choosing 

whether or not to purchase a utilitarian product),3 or simply where and when the 

individual finds themselves at a given time (e.g., geographical location, time of day).4 

Consequently, I suggest that this large body of works can be organized around the 

concept of context matching, and act as a direct counterpart to message tailoring research. 

The idea that context matching is a separate concept is implied at an increasing 

rate in the literature (e.g., Hühn et al., 2017; Lee, Kim, & Sundar, 2015; McCormick & 

McElroy, 2009; York, Brannon, & Miller, 2012), but no formal synthesis has given this 

type of matching effect unique consideration and outlined it relation to the other areas of 

message matching to date. This is an important omission as many context matching 

effects (albeit not all) bypass one of the biggest costs of message tailoring research; the 

need to assess individual differences between participants—a requirement that is often 

costly in terms of resources. In contrast, techniques such as including a prime prior to 

delivering a message may be less costly. If such a technique can create effect sizes 

approaching those found in the message tailoring literature, this would be invaluable 

knowledge for interventionists to consider. 

2.4.2. Systematic Reviews and Meta-Analyses of Context Matching. No 

systematic review or synthesis has considered the unique contribution of context 

 
3 Decisional contexts are often themselves frequently manipulated in the context of studies/interventions 

(e.g., Shao, Grace, & Ross, 2015) 
4 Matching to location has sometimes been explicitly discussed in studies that have emerged from the 

message tailoring perspective (e.g., Müller, Blandford, & Yardley, 2017), but I suggest that it may be more 

meaningful to instead categorize them as context matching. 
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matching effects to date. The meta-analysis by Motyka et al. (2014) on the broad effects 

of regulatory fit (both within and outside the message-based interventions literature) 

touches on an aspect of this issue as it compares the effects of matching to a prime, 

compared to matching to chronic regulatory focus. They found that matching to a prime 

led to larger effects on product evaluations and behavioral intentions, but smaller effects 

on behavior (the latter not being significant). This meta-analysis provides useful insights, 

but it only concerned a very specific type of context matching.  

2.5. Summary and Map of the field of Message Matching Research  

 In my discussion of the four literatures that make up message matching research, I 

have outlined various ways in which different types of effects can belong to multiple 

literatures. For example, matching frames to chronic differences in regulatory focus 

consists of a mixture of functional matching, message framing, and message tailoring.  

 Figure 2 summarizes the relationship between the four types of literatures. 

Theoretically, every matching effect can be considered either message tailoring or 

context matching, depending on whether the characteristic matched to is internal to an 

individual or external (i.e., belonging to their context). Then, functional matching 

encompasses every matching effect that targets a motivationally-relevant functions, 

whereas message framing encompasses all matching studies that evaluate the differential 

effects of message frames. Because functional matching is defined in terms of the 

characteristic targeted, whereas framing is defined in terms of the message features 

manipulated, membership in these two literatures is largely orthogonal and independent, 

such that functional matching studies may or may not be message framing studies, and 
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vice versa. In contrast, every functional matching effect, and every message framing 

effect, is either an instance of message tailoring or context matching, but the reverse is 

not true (e.g., a context matching effect may belong to neither the functional matching 

nor the message framing literatures).  

With this mapping of the broader literature, we can see that despite the apparent 

large number of systematic reviews and meta-analyses published to date, we have only 

synthesized knowledge within a limited portion of Figure 2. Specifically, we have strong 

syntheses of literature that is only message tailoring (i.e., segment a of Figure 2), with 

message tailoring reviews typically excluding most works that are functional matching or 

message framing (i.e., message tailoring reviews have overlooked segments c, e, and g). 

However, this knowledge is limited to the health behavior domain. Similarly, we also 

have strong syntheses of literature that is a mixture of context matching and message 

framing (segment f of Figure 2), but which is not functional matching (i.e., excluding 

segment h). Like reviews of message tailoring, however, syntheses at the junction of 

message framing and context matching have also been limited to the health domain, and 

have further been limited to the risk sensitivity approach. My dissertation will therefore 

provide tools to review the full conceptual space outlined by Figure 2 (without limits to a 

particular behavioral domain), while providing a comprehensive systematic synthesis of 

the literature on functional matching (i.e., segments c, d, g, and h of Figure 2).
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Figure 2. Conceptual and Organizational Map of Different Types of Matching Effects. 
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3. Theoretical Review: Delineating Candidate Principles to Guide Message 

Matching Effectiveness 

 As overviewed until now, there is a vast literature on message matching 

interventions. This research has worked to establish that message matching is often 

effective in improving the effectiveness of persuasive communication. However, this 

work also shows a wide heterogeneity in the success of different interventions. 

Consequently, most authors have agreed that the next generation of research should move 

from establishing whether message matching is effective, to delineating principles 

regarding when matching interventions should be used, how to optimally design 

matching interventions to maximize their impacts, and regarding the processes that 

underlie these effects (Hawkins et al., 2008; Joyal-Desmarais et al., 2020a; Noar & 

Harrington, 2016; Updegraff & Rothman, 2013).  

 One of the main goals of this dissertation is to focus on explaining when matching 

effects are expected to be smaller or larger in magnitude. In this section, I explore the 

impact of three broad themes I believe can help us achieve a deeper understanding of 

message matching interventions.  

1. First, I propose an extension to the way in which we conceptualize message 

matching and call for a closer inspection of the types of comparisons we evaluate 

message matching effects against.  

2. Second, I discuss themes associated with the degree to which messages are 

matched to a person’s characteristics.  

3. Third, I briefly discuss the specific characteristics to which can match messages.  
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I describe these three themes in turn.  

3.1. Principle 1: Conceptualizing Message Matching Effects along a Continuum  

So far, I have conceptualized matched messages as messages whose features are 

congruent with a given characteristic of a person or their situation. Given this 

understanding, how do we define what constitutes a matching effect? Generally, a 

matching effect refers to the effect (on attitudes, intentions, behaviors, etc.) of delivering 

a message whose features are systematically selected to be congruent with a target 

characteristic, compared to effect of delivering a message that is not systematically 

selected for congruency (i.e., a comparison message condition). In some studies (e.g., 

commonly the functional matching and message framing literatures), the comparison 

message is conceptualized as one which is not congruent with a particular characteristic 

(i.e., a message that is “mismatched”), but in other studies (e.g., commonly in the 

message tailoring literature) comparison conditions also include other types of messages 

such as the use of a generic message that takes the same form regardless of whom it is 

delivered to. Although there is an implicit consensus among authors as to what 

characterizes a matched message (i.e., the intervention condition), there appears to be 

considerable heterogeneity in what is considered an appropriate comparison condition to 

a matched message. This can be problematic as different types of comparison conditions 

are likely to have different implications for inferences regarding the presence, direction, 

and magnitude of matching effects. Consequently, in this section, I present a way to think 

about matching effects, and provide a theoretical scheme for understanding, classifying, 

and understanding different types of comparison messages. 
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 First, one of the main mechanisms thought to underlie matching effects is the 

degree to which messages appeal to people’s motivational orientation. This logic is most 

explicit in the functional matching literature where messages are explicitly matched to 

motivational variables. However, it is also evident in the message framing literature, 

where messages are either matched to individual differences on explicitly motivational 

variables (e.g., BIS/BAS, regulatory focus), or to a motivational orientation we seek to 

induce (risk avoidance vs. risk-seeking). In the message tailoring literature, there are also 

instances where messages are matched to explicitly motivational characteristics (e.g., 

matching a smoking cessation program to people’s stated motivations to quit; Strecher et 

al., 2008). However, we can also typically assume that motivational forces are at play 

even when matching is effected to a variable that is not explicitly construed as 

motivational. For example, variables in health behavior theories commonly entail 

motivational processes (e.g., risk- and benefit-perceptions entail elements that people 

want to avoid/achieve), and so do most identity-related variables (including virtually all 

group-membership; Austin & Vancouver, 1996; Higgins, 1996; Hogg, 2000; 2003; 

Markus & Kitayama, 1991; Tajfel, 1974).  

Generally, it may be maintained that all characteristics targeted by a message 

matching intervention will rely at some level on the operation of an underlying 

motivational orientation. Theoretically, such motivational orientations will vary 

according to the degree to which people are positively inclined towards achieving a given 

outcome, or negatively inclined against achieving the outcome. For example, if we are 

considering a person’s motivation to seek personal autonomy, individuals may vary to the 

degree that they find such a goal appealing or aversive (e.g., if they are instead seeking to 
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increase interdependence with others). If they find the pursuit of autonomy appealing, 

then they should be positively inclined towards receiving a message that presents an 

opportunity to achieve such a goal. If they find the goal aversive, however, they should 

instead be negatively inclined towards the message. Finally, if a person is simply 

indifferent to the pursuit of autonomy, they will likely be relatively unaffected by the 

message. Traditionally, theorizing about message matching has only explicitly delineated 

the first of these three situations, assuming that message matching is a psychological 

phenomenon that mostly operates at the level of increasing the degree to which people 

are receptive to a given message intervention. However, I suggest that the same sort of 

mechanism can explain situations of active resistance to persuasion. Just as people may 

be actively more persuaded by messages that are congruent with their motivational 

characteristics, people may also be actively dissuaded by messages that are incongruent 

with their motivational characteristics. Using Figure 3 as a guide, I offer a typology of 

message matching conditions, and discuss the implications of using messages that vary in 

their levels of (in)congruency with the underlying motivational characteristic being 

targeted.  

Figure 3. Continuum of Message Matching from Positive to Negative Matching. 
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3.1.1. Positive Matches. First, messages that are positively matched represent the 

prototypical matched message described in the literature, by which the features of a 

message are congruent with the characteristics to which they are matched. For example, a 

gain-framed message is a positive match if it is delivered to individuals who score highly 

in promotion focus, or if it is delivered in the context of a behavior that is perceived as 

low in risk. Generally, a positively matched message is expected to lead to the highest 

level of persuasion and reflects the intervention condition of most studies in the message 

matching literature. Given that these types of messages are typically the theoretical focus 

of works on message matching, and relatively well-understood, we focus most of our 

discussion on the types of message matching conditions to which positive matches are 

compared. I note that I have appended the word positive to qualify this type of message 

condition instead of simply using the term “match”. This enables us to acknowledge that 

the act of “matching” a message need not deliberately aim for congruency with a given 

characteristic. To the extent that a message is deliberately assigned to “mismatch” a 

characteristic, this still reflects the act of active matching on the part of a researcher or 

interventionist. Additionally, there have been some, albeit rare, circumstances, where 

researchers have sought to actively match messages to incongruent levels of a 

characteristic (e.g., Fridman, Scherr, Glare, & Higgins, 2016; Joyal-Desmarais & Snyder, 

2016).  

3.1.2. Mismatched Messages. Mismatched messages are messages whose 

features do not correspond to the characteristics to which they are matched. For example, 

these represent messages that do not utilize gain frames when targeting individuals that 

are predominantly promotion-focused. Because such messages are not congruent with an 
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individual’s characteristics, mismatched messages are thought to elicit less successful 

change in attitudes, intentions, or behaviors, than are positively matched messages. 

Consequently, comparing a positively matched message to a mismatched message should 

generally lead to a matching effect (the differential effect of a matched vs. mismatched 

message) that will be in favor of the positively matched message relative to the 

mismatched message. Unfortunately, comparing a positively matched message to a 

mismatched message creates some ambiguity in interpretations. Specifically, a message 

matching effect could be significant because the positively matched message has a 

positive influence on a given outcome (but the mismatched message does not), because 

the mismatched message has a negative influence on the outcome (but the positively 

matched message has no influence), or a combination of these two types of effects. Most 

research that focuses on comparing a positively matched versus a mismatched message 

typically assume that effects reflect the former (i.e., that positive matches make a 

message more effective rather than a mismatch making the message less effective; e.g., 

Cesario et al., 2013; Updegraff & Rothman, 2013), but there are many circumstances that 

could potentially lead the latter pattern of effects to emerge as well. In order to 

disentangle these effects, it is helpful to break down mismatched message conditions into 

two subcategories: non-matched messages and negative matches. 

3.1.3. Non-Matched Messages. The first category of mismatched messages is a 

non-matched message. This type of message targets characteristics that reflect relatively 

inert, and neutral, levels of a motivational orientation. For example, a message feature 

may be framed to describe the weight loss benefits of a particular behavior, but be 

delivered to individuals who show little to no motivation to seek out or pay attention to 



 

 

 

46 

 
 

 

such outcomes (e.g., individuals with little to no interest in weight management). Because 

non-matched messages are delivered to theoretically inactive characteristics, these 

messages should have relatively low persuasive influence, but should not exert a negative 

influence either (i.e., they should not hinder persuasion success). This sort of comparison 

group is often theoretically implied in the message matching literature. For example, 

most message matching principles outlined by stage theories of health behaviors (e.g., 

Prochaska, Norcross, & DiClemente, 2013; Weinstein, Lyon, Sandman, & Cuite, 1998; 

Weinstein, Rothman, & Sutton, 1998; Yoda, Nahl, & Crosby, 2013) call for the 

comparison of a positively matched message (matched to the stage an individual 

currently is at) versus a non-match message (matching to another stage). Mismatching 

based on a stage in decision-making is not thought to influence individuals negatively 

(e.g., by shifting their intentions further way from the behavior), but is instead thought to 

simply fail to be effective at positively influencing individuals. For example, if a message 

is aimed at increasing awareness of an issue (e.g., via attention-grabbing visuals), it will 

be quite effective (i.e., be a positive match) for individuals who are not yet aware of the 

issue, but may not matter much to individuals who have already given the issue much 

thought (i.e., be a non-match for these individuals).  

Another example where non-matches are likely prevalent comes in message 

framing effects when matching to individual differences in regulatory focus (Higgins, 

Shah, & Friedman, 1997). For example, imagine the comparison of a gain framed 

message given to individuals who are either predominantly prevention-focused or 

predominantly promotion-focused. For predominantly promotion-focused individuals, the 

message will represent a positive match. For individuals who are prevention-focused, 
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however, the message will tend towards being a non-matched message. This should occur 

for two reasons. First, the two regulatory foci are typically construed as relatively 

independent of one another (Higgins et al., 2001; Higgins et al., 1997), and being highly 

prevention-focused is only described as influencing inclinations towards the presence 

and/or absence of losses, but not of gains. Second, being low in promotion focus is only 

described as lowering the degree to which one is responsive to gain frames, but isn’t 

described as making such frames negatively influential. Therefore, giving a gain frame to 

a predominantly prevention focused individual, or to someone who scores low in 

promotion focus, should be related to less responsiveness to a gain frame message, rather 

than reversing the direction of influence by making them less likely to comply with a 

recommendation.  

One of the interesting aspects of a non-matched message, is that their relatively 

neutral status could, under the right circumstances, potentially provide benefits over 

matched messages. Some authors have argued that because messages that are positively 

matched to a person’s regulatory focus increase the intensity of their experiences 

processing a message, this can be problematic when the message involves information 

that a person may find distressing (Fridman et al., 2016). For example, messages that 

inform illness diagnosis, poor prognosis, or of important side effects to a treatment, may 

each be perceived as highly distressing. In such cases, using a message that reduces the 

likelihood that an individual experiences heightened emotions in response to a message 

can be an effective way to control distress, and help individuals be more open to the 

recommendations being communicated (Fridman et al., 2016). The key to these benefits, 

is that a mismatched message can induce weaker emotional reactions than positively 
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matched messages. We can expect this to be true of non-matched messages, but there are 

types of mismatched messages that might lead to greater emotional reactivity, and 

negative reactivity. We turn to these next. 

3.1.4. Negatively Matched Messages. The second category of mismatched 

messages reflects the idea of negatively matched messages. Generally, a message may be 

negatively matched when the features of the message were manipulated and delivered in 

such a way that they appeal to a motivational orientation that is contrary to a 

characteristic’s own orientation. Imagine again a message promoting the weight loss 

benefits of a particular behavior. When administered to an individual who is strongly 

motivated to lose weight, such a message would represent a positive match. When 

administered to an individual who is indifferent to weight loss goals, this message would 

represent a non-match. However, when it is instead administered to an individual aiming 

to gain weight, the message would be considered a negative match. In contrast to non-

matches, negative matches not only fail to improve persuasion, but may actually backfire 

and make individuals less likely to adopt a particular recommendation than if they had 

seen any other message, or even had they not seen any message at all.  

Backfiring effects have a long history in the persuasive literature. The most well 

documented circumstance in which persuasion backfires is exemplified by the long-

standing works by Brehm and colleagues on Reactance Theory (Brehm, 1966; Brehm & 

Cohen, 1962; Brehm & Brehm, 1981; Miron & Brehm, 2006). According to Reactance 

Theory (Brehm 1966), individuals are motivated to achieve and maintain a sense of 

freedom in their lives. When individuals sense that their freedoms are threatened, they 

experience a state known as psychological reactance, which motivates them to restore 
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their threatened freedoms. In the case of persuasion, this dynamic typically emerges when 

an individual perceives a persuasion attempt to be encroaching on their need to determine 

their own decisions. Depending on how strongly a persuasion agent pushes to try and 

convince someone, the more the individual may feel like their freedom is being 

threatened, and react against the source.  

In 2016, we argued and conducted a study (Joyal-Desmarais & Snyder, 2016) to 

extend the ideas of reactance theory to the message matching domain. In this study, we 

defined threats to a motivational orientation as information conveying/inducing outcomes 

that were contrary to a person’s goals and argued that threats to other motivations than 

the need for freedom could also lead to feelings of reactance. Furthermore, we expected 

that the degree to which individuals would experience reactance would be directly related 

to the degree to which they endorse the motivation being threatened by a given message. 

In our study, individuals completed a measure of individual differences in 6 motivational 

dimensions that predict people’s engagement in volunteerism (Clary et al., 1998). Then, 

participants were asked to read one of 7 short narratives describing an experience at a 

volunteer organization and were later asked whether they would be interested in joining 

the organization. Each narrative was almost identical in content and described generally 

neutral experiences with the volunteer organization in which both benefits, and 

disadvantages were discussed. In a control condition, the discussion of the benefits and 

disadvantages did not target any of the 6 motivational domains we assessed. However, in 

each of the 6 other conditions (the experimental conditions), the disadvantages were 

deliberately matched to target each of the 6 motivational domains. In this study, we found 

that individuals were generally more inclined to express interest in the volunteer 
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opportunity than not, but that individuals were reliably less likely to express interest as 

the description they read threatened a motivation they valued more highly. These results 

are summarized in Figure 4. This study was unique in that it compared negatively 

matched to non-matched messages, and showed that matching effects could operate in the 

opposite direction than typically assumed in the message matching literature (e.g., it 

examined how negative matching can lead to reduced and/or reversed influence effects, 

rather than how positive matching leads to increased influence). Although the results of 

this study only offer preliminary evidence towards the existence of negative matching 

effects, the possibility of negative matching effects occurring elsewhere are likely to be 

high.  

Figure 4. Persuasion at Different Levels of Threat Induced by a Message. 

Note. Representation of findings by Joyal-Desmarais & Snyder (2016). Participants read 

a persuasive anecdote written to promote a hypothetical volunteer opportunity. In each 

condition, the anecdote acknowledged the existence of several downsides to the volunteer 

experience. In the control condition, these downsides were framed as relatively neutral 

criticisms. In the “low threat” condition, participants read criticisms invoked towards 

motivational functions they rated as less personally relevant. In the “high threat” 

condition, they read criticisms that invoked goals they rated as more personally relevant. 
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 3.1.5. Why is it important to separate mismatched messages into two types? 

One of the main reasons to consider these different types of matching effects is that 

current works may be confounding different types of message comparisons, which can 

influence the validity of our inferences, and, in turn, have important implications for 

practice.  

Generally, when a message matching effect is observed and is positive in 

direction (i.e., authors find a positive advantage for a “matched message”), this could 

result from many different types of effects. First, it may be that a positively matched 

message is more successful than a non-matched message. This is the most typical 

interpretation made by authors and suggests that interventionists should expend resources 

to make use of positively matched messages to improve interventions. However, this 

pattern of effects can also arise from comparing positively matched to negatively 

matched messages. In such a situation, a significant difference is considerably more 

difficult to interpret. Such a difference could be due to: the positive effect of a positively 

matched message (the typical interpretation), the negative effect of a negatively matched 

message, or a combination of both.  Consider a third scenario as well, whereby the 

“matched message” has been incorrectly specified, and is actually a non-match, and the 

comparison consists of a negatively matched. Once again, the true effect can represent a 

negative matching effect, rather than a positive one. These alternative interpretations are 

important to consider, as they have substantial implications for practice. Specifically, to 

the extent that matching effects are driven by negative matches rather than positive 

matches, this suggests that the goal of interventions could simply be to avoid negative 

matches, rather than seek out positive matches. This may be particularly useful to know 
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as developing interventions that avoid negative matches may be less costly than ones that 

create positive matches. Achieving positive matching messages requires three steps. 

Interventionists must: (1) develop messages targeting multiple levels of a given 

characteristic; (2) either evaluate a target audience according to the levels of this 

characteristic, or manipulate the level of the characteristic contextually, and; (3) 

selectively distribute messages according to levels of the characteristic. Avoiding 

negative matches, however, may simply require neutral, non-matched messages, to be 

developed and distributed. When positive matches do occur, however, deploying 

resources to achieve them are likely worthwhile.  

These distinctions are also going to play an important role when matching effects 

are observed such that increased positive matches lead to declines in message 

effectiveness. Take for example Fridman et al.’s (2016) study on the benefits of non-fit 

messages when delivering potentially upsetting information. To the degree that these 

benefits function by making use of less active (or reactive) motivational processes to their 

advantage, translating these findings from research to practice must also require careful 

crafting of messages as non-fit messages, rather than mismatched messages, generally. If 

negatively matched messages engender negative reactions in individuals, as I theorize, 

they may represent the worse possible message in the context of delivering distressing 

information, and it would be of utmost importance to make sure that mismatched 

messages are specifically operationalized as non-matches. 

Overall, future research should more explicitly consider the distinctions I have 

made between non-matched and negatively matched messages to improve our inferences. 

In particular, both positively and negatively matched messages can benefit from 



 

 

 

53 

 
 

 

comparisons to non-matched messages specifically, as comparing positive and negative 

matches directly to one another can be problematic in drawing inferences. Comparisons 

of all three types of messages may be especially informative as well.  

 3.1.6. Additional Comparison Groups. So far, I have classified messages 

according to the degree to which they are explicitly constructed to match (positively to 

negatively) a characteristic. However, in designing studies and intervention that use 

message matching, it is often common to use a different set of comparisons that are not 

necessarily mismatched messages. I discuss these types of comparisons and their 

implications next. 

 Generic Messages. Generic messages are messages that take the same form 

regardless of who receives them. For example, these may be messages developed for 

mass communication purposes. In many ways, generic messages are the most basic 

comparison group to establish the applied usefulness of using a message matching 

intervention, as they represent the typical alternative that are used in campaigns and 

intervention programs. Using generic messages as a comparison group answers the 

question: is using a message matching intervention more effective than distributing a 

singular, uniform message to an entire population?  

 When considering generic messages, it is important to consider that these are not 

necessarily non-matched messages, and can also represent varying degrees of negatively- 

and positively-matched messages. The degree to which they reflect a particular type of 

match is dependent on the average standing of an audience (i.e., population) on a 

characteristic of interest, and the spread of scores on that same characteristic. Consider 

for instance, the scenario depicted in Figure 5.  
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Figure 5. Hypothetical Depiction of the Distribution of Scores of Three Populations (P1, 

P2, P3) on a Characteristic that Varies in Valuing Restraint vs. Indulgence. 

 

In Figure 5, the distribution of scores belonging to three populations (P1, P2, P3) 

are displayed on a characteristic that varies in preferences between two opposing poles. 

In this example, the 3 populations may reflect three distinct countries, and the distribution 

of scores reflect scores on the cultural dimension of indulgence vs restraint (Hofstede, 

2011). In one population, P1, individuals dislike being restrained by social regulations, 

and want the freedom to live a more hedonistic lifestyle. People in a second population, 

P2, adopt an opposite perspective, preferring social order to be strictly reinforced, and 

actively discourage the pursuit of strong personal experiences. A third population, P3, is 

composed of a group of individuals with more moderate preferences. Now imagine two 

messages are designed. The first message contains appeals to indulgent values, whereas 

the second message contains appeals to values of restraint. If the first message is given to 

each population, it will be, on average, a positive match for members of P1, a non-match 

for members of P3, and a negative match for members of P2. If the second message is 

given to each population, the pattern is reversed. It will on average be a negative match 

for members of P1, a non-match for members of P3, and a positive match for members of 

P2. In this scenario, there are likely fewer benefits to using message tailoring for P1 or P2, 
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as a single message can accommodate most members of either group. For P3, using either 

message non-discriminately, however, is unlikely to be a very effective strategy. Instead, 

a message matching paradigm could be useful in assigning a restraint-themed message to 

those with personal leanings towards restraint, and an indulgence-themed message to 

those with personal leanings towards indulgence. We can probably expect that for most 

characteristics, populations will often lean relatively towards one side or the other (even 

if only a little). If we assume that interventionists developing generic messages for a 

specific population are aware of the general preferences of the population and that the 

messages are well-crafted, generic messages may function as positive matches for a 

larger portion of a given sample than the portion of the sample for which they are 

functioning as negative matches. Consequently, we could expect expertly-crafted generic 

messages to outperform messages specifically determined to be non-matches. 

 No-Treatment. No-treatment groups are a type of control group in which 

participants are not exposed to any intervention. In contrast to using generic messages as 

a control, which focuses on evaluating message matching relative to a common 

alternative strategy, the use of a no-treatment control group seeks to establish the absolute 

effects of exposing participants to a message matching intervention. The corresponding 

limitation is that effects attributed to message matching are confounded with every 

characteristic of the intervention that are separate from the matching protocol itself. For 

instance, any benefits of such an intervention could reflect receiving any intervention, 

rather than receive a matched message per se. No-treatment control groups have 

commonly been used in the message tailoring literature, and most message tailoring 

meta-analyses include no-treatment control groups when calculating overall effects in 
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addition to mismatched and generic message comparison (e.g., Huang & Shen, 2016; 

Lustria et al., 2013; Noar et al., 2007; Sohl & Moyer, 2007). In contrast, meta-analyses 

and syntheses of functional matching and message framing typically exclude studies that 

use no-treatment controls in favor of other types of comparison groups (e.g., Carpenter, 

2012; Gallagher & Updegrafff, 2012). Because no-treatment conditions do not allow us 

to isolate the benefits of the matching element of message-based interventions, I will not 

discuss this type of comparison further. 

Low Positive Match. A low positive match message represents a comparison 

group that only partially matches the characteristics of an audience, relative to the extent 

to which a positively matched message does. For example, in certain studies, the 

intervention group may be matched to multiple characteristics at a time (e.g., to a 

person’s name, to their self-reported barriers to engaging in a behavior, and to their 

personal values), whereas the comparison group is matched to a smaller set of 

characteristics (e.g., only to self-reported barriers). This sort of design has been used in 

several message tailoring studies (e.g., Joyal-Desmarais et al., 2020a; Strecher et al., 

2008), and allows us to examine the relative impact of using a larger degree of matching 

relative to a lesser degree (an idea discussed further in section 3.2.). Theoretically, the 

idea of “low positive matches” entails breaking down positive matches into stronger vs. 

weaker positive matches. We can also extend a similar logic to negative matches, which 

would result in Figure 6. That said, given that the literature has yet to distinguish negative 

matches from non-matches, it is likely premature to further divide negative matches. 
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Figure 6. Extension to Figure 3, Breaks Down Positive and Negative Matches into 

Weaker vs. Stronger Subtypes. 

  

Mixed Appeals. Sometimes, interventionists are interested in the relative 

effectiveness of a positively matched messages, to a message that contains several 

elements meant to appeal to different segments of the population. For example, instead of 

assigning gain- or loss-framed messages based on a message matching paradigm, 

individuals could all receive a message composed of both types of frames. To the degree 

that mixed appeals are as persuasive as positively matched messages, incorporating 

mixed appeals into generic messages could be a more cost-effective means than message 

matching. Although a few studies have found that mixed appeals are less effective than 

using only one type of positively matched appeal (e.g., Gainforth et al., 2012; Lavine & 

Snyder, 1996), the relative effectiveness of mixed appeals relative to positively matched 

messages remains to be examined systematically.  

3.2. Principle 2: Thinking about the Degree to which Messages are Matched. 

 Now that I have covered the theme of how we conceptualize message matching 

effects (and the comparison groups we use to evaluate them), I discuss a second large 

theme that impacts the creation and distribution of message matching interventions. 
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Specifically, when designing message matching interventions, a major decision that 

interventionists must make is the degree to which message features are altered to match 

characteristics. Theoretically, we can either increase the specificity to which altered 

message features match a person’s characteristics, or we can increase the strength with 

which message features match a person’s characteristics (in a sense, increasing the 

dosage of a message matching intervention). I discuss these two approaches in turn. 

 3.2.1. Specificity of Message Matching. Message matching interventions are 

predicated on interventionists’ ability to accurately identify when and for whom a 

particular type of message should be utilized. Consequently, the specificity with which 

the characteristics of an individual, a group, or a situation can be accurately captured is 

essential to the process of creating optimal message matching interventions. Here, I 

describe two ways of increasing the specificity with which we ascribe characteristics to 

use for message matching. These include: (1) using more individualized assessments of 

individuals’ characteristics, and; (2) obtaining a more nuanced assessment by considering 

multiple characteristics at a time. 

 a. Using Individualized over General Assessments. Theorizing in message 

tailoring has argued that message-based interventions can be classified according to the 

extent that their content is individualized to their audience based on individual-level 

assessments (Hawkins et al., 2008; Kreuter et al., 1999; Noar & Harrington, 2016). Along 

these lines, authors have commonly made distinctions between the use of generic 

messages that take the same form for an entire audience, messages that are targeted to the 

characteristics of a group (i.e., group targeted), and messages that are individually 

tailored to the characteristics of a given person (Hawkins et al., 2008; Kreuter et al., 
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1999; Noar & Harrington, 2016). The more individualized a message, the more 

persuasive potential it is thought to have. However, more individualized interventions 

also require a larger amount of resources to implement. Consequently, the cost-

effectiveness of an intervention is a function of the gain in persuasion obtained relative to 

the increase in cost incurred thought greater individualization. Generally, message 

tailoring research has established that individually tailored interventions are more 

persuasive than generic messages, but the effect tends to be relatively small (around r = 

.07 to .10; Lustria et al., 2013; Noar et al., 2007; Sohl & Moyer, 2007). The relative 

persuasiveness between individually tailored and group targeted interventions, however, 

remains to be established.  

 The idea that message matching interventions vary in the extent to which they are 

individualized can also be applied to functional matching and message framing 

paradigms as well. In these literatures, we commonly find both matching to group- and 

individual-level characteristics. For instance, interventionists may allocate independence 

and interdependence-themed messages based on people’s country of residence (e.g., 

giving a message containing themes of independence to a U.S. sample and a message 

containing themes of interdependence to a Japanese sample of participants). 

Alternatively, interventionists may assess an individual-level characteristic and assign 

messages based on individuals’ scores (e.g., assigning independence/interdependence-

themed messages according to whether individuals score higher on a measure of 

independent or interdependent self-construal). Theoretically, the relative benefit of 

matching to group- vs. individual-level variables depends on the degree to which groups 

display non-overlapping distributions on a trait of interest. For example, consider the 
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scenarios depicted in Figure 7.  

Figure 7. Depiction of Four Hypothetical Populations’ Political Orientation Scores. 

 

In the upper panel of Figure 7, the distribution of two groups’ (P1 and P2) political 

orientations are depicted. The scores of individuals in both groups are normally 

distributed, and little overlap in scores exists between the two groups. Group P1 is 

generally conservative, whereas Group P2 is generally liberal. In such a situation, 

matching messages according to group memberships is likely to lead to similar levels of 

persuasion as matching directly to individually-assessed political orientations, and would 

likely be a much more cost-effective option. However, in the study of individual 

differences, such little overlap between group scores is often the exception rather than the 
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rule. Many individual difference measures might instead vary between groups in a pattern 

like the lower panel of Figure 7. In such a case, group P3 is generally conservative, and 

group P4 is generally liberal. However, there exists a great deal of variability within each 

group, and the distribution of scores overlaps significantly between the two groups. In 

this situation, matching messages to groups may be more persuasive on average than 

using a generic message, but many individuals risk being misclassified as many members 

of groups P3 may have liberal orientations, and many members of P4 may have 

conservative leanings. Consequently, matching to individually-assessed differences is 

likely to be considerably more effective than matching to group memberships. Given that 

many psychological characteristics show a large amount of variability within groups, and 

that between group differences are often small, situations such as depicted in the lower 

panel of Figure 7 may be common. As such, we might expect that when matching is 

made to psychological variables, that matching to individuals is generally more effective 

than matching to groups. 

We can also extend a similar logic to cases when matching involves attitudinal or 

behavioral domains/objects. For example, in message framing research, illness detection 

behaviors refer to a class of behaviors that are, on average, seen as riskier than an average 

prevention behavior. However, within that class, some behaviors likely entail higher and 

lower perceived risks (e.g., cancer screening may be perceived as especially risky, 

whereas cavity detections may be perceived as relatively less risky). Consequently, the 

usefulness of matching to a characteristic belonging to a class of behaviors is a direct 

function of the distribution of scores within that class, and its relative overlap with the 

distribution of a scores belonging to a different class. The more heterogeneity and overlap 
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that exists between two classes (e.g., the more the distribution of risk perceptions 

associated with prevention and detection behaviors resembles the lower panel in Figure 7, 

rather than the upper panel), the more matching to the class (e.g., detection behavior) 

should be less effective than matching to the level of risk associated with a specific 

behavior (e.g., cancer screening).  

By considering the case of matching to domains/objects in addition to the 

characteristics of an audience, we can formulate a more general conceptualization of 

matching than has been formulated in the message tailoring literature. Specifically, 

instead of speaking of the degree to which message matching is individualized (to the 

audience of an intervention), we can consider the degree to which matching is 

correspondent to the characteristics of the individuals and to the characteristics of 

contexts (i.e., attitudinal and behavioral domains/objects) in which interventions are 

applied. From this generalization, we can conceptualize additional ways of increasing the 

correspondence of message matching interventions, and possibly their effectiveness as 

well. For example, if an intervention matches messages to chronic predispositions (e.g., 

regulatory focus), it might be made more effective by matching to current state-level 

dispositions instead. Research that induces motivational orientations (e.g., via priming) 

may implicitly be operating in a similar way by manipulating state-level characteristics. 

We can also combine matching to a domain/object and to individual-based 

predispositions by matching to individually-assessed characteristics of domains/objects. 

For example, this might involve matching message frames to the risk-avoidance 

tendencies specific individuals take when considering the particular behavior of interest, 

instead of matching to such individual’s general risk-avoidance tendencies, or to the 
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extent to which people generally adopt risk-avoidance tendencies when dealing with the 

behavior. Figure 8 gives examples of matching strategies at varied levels of 

correspondence. The idea here is similar to the principle of correspondence that has been 

discussed in the Reasoned Action Approach for predicting behaviors (e.g., Ajzen & 

Timko, 1986). 

Figure 8. Different Message Matching Strategies Based on Their Degrees of 

Correspondence. 

 

 b. Considering Multiple Characteristics at a time. In addition to maximizing 

correspondence between message matching and the characteristic we are targeting, it is 

also possible to increase the specificity between a message and a person by matching 

messages to multiple characteristics simultaneously. Generally, research has argued that 

matching messages to a larger number of characteristics should lead increased relevance 

of the message for its recipient, and thereby increase the persuasiveness of the message 

(e.g., Strecher et al., 2008). However, evidence for this premise has been inconclusive. 

For example, a meta-analysis by Noar and colleagues (2007) found that matching 

messages to 4-5 characteristics was more effective that matching to 0-3 characteristics, 

but did not find differential effectiveness between interventions matching to either 0-3 

characteristics or 6-9 characteristics. Additionally, research in this area has typically 
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suffered from methodological limitations which have made it difficult to examine the 

degree to which effects are due to targeting larger/smaller numbers of characteristics, or 

due to targeting different types of characteristics altogether (Joyal-Desmarais et al., 

2020a). Theoretically, we can still expect that matching to a larger number of traits 

generally has the potential to increase persuasion over matching to a very small number 

of traits. However, it is likely that the effect would level off at some point. It is also 

possible that increasing the specificity between matched content and personal 

characteristics too much could increase resistance to persuasion if people begin 

experiencing the message content as too personalized and intrusive (e.g., Van Doorn & 

Hoekstra, 2013; White, Zahay, Thorbjørnsen, & Shavitt, 2008). Consequently, 

determining the optimal number of traits to use for matching messages remains an 

important priority for future efforts.  

 3.2.2. Dosage of Message Matching. So far, we have discussed ways in which 

we can increase the specificity with which we select message features to vary according 

to the characteristics of individuals and their contexts. However, once we have 

determined what kinds of features to alter in a message, to what degree should we alter 

these features? For instance, if we determine that an individual may respond more 

positively to gain-framed messages, how do we decide the number of gain framed 

messages to use? Should we use gain frames only for strong arguments, or for weaker 

arguments as well? Should we use only gain-framed messages, or would including some 

neutral and/or loss-framed messages still be beneficial? Lastly, should we expose people 

to a set of gain-framed messages repeatedly over time, and if so, how often should we 

deliver such messages to obtain maximal impact? Theoretically, we can conceive these 
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questions as dealing with the specific dosage of the message matching features we 

administer. Message dosage can be defined as the strength with which a message feature 

is being administered and manipulated to target a given characteristic (Rothman et al., 

2020). I propose that message dosage can be divided into at least four types: (1) Dosage 

frequency; (2) dosage intensity; (3) dosage ratio, and; (4) dosage exposures. I discuss 

each in turn from a theoretical viewpoint, as these elements have not been empirically 

studied in a systematic fashion to date.  

 a. Dosage Frequency. Dosage frequency refers to the number of times a message 

intervention contains a feature that is altered to match a given characteristic. For 

example, in designing a gain-framed message, dosage frequency may be the number of 

gain-framed statements included in a booklet promoting a behavior.  

 Dosage frequency is unlikely to have a completely linear relationship to message 

persuasiveness. To start, at least some dosage frequency (i.e., at least a frequency of 1 

framed statement) is needed to theoretically obtain a matching effect. If increased dosage 

frequency increases persuasion at low levels, it cannot lead to increased persuasion 

forever, and there will inevitably come a point at which increasing dosage frequency will 

no longer increase the effectiveness of a message. After this point, one of two things will 

occur. First, message persuasiveness may remain at a high level, and simply level off. 

Alternatively, it is possible that at some level, the effectiveness of messages begins to 

decline. If for no other reason, this may occur out of audience fatigue from being exposed 

to increasingly larger numbers of messages. After reading 10 gain-framed messages, an 

individual may buy into the recommendation, but after 100 gain-framed messages, the 

individuals may become tired, frustrated, or even annoyed with the persuasion attempt. 
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Such experiences would likely lead to increased resistance to persuasion. One element to 

consider with dosage frequency, is that this factor is likely to be highly related to overall 

message length. Research to date, however, has neither determined the effectiveness of 

message matching interventions according to either the length of such messages, or the 

dosage frequency controlling for the overall length.  

 b. Dosage Intensity. Dosage intensity refers to the extent to which manipulated 

features are designed to arouse strong experiences. For example, a statement urging 

individuals to eat fruits and vegetables to alter their chances of developing cancer may be 

experienced as more intense than a message urging individuals to eat fruits and 

vegetables to change their experiences of variety/boredom while eating (regardless of 

whether such messages are framed in terms of gains or losses). A message that mentions 

an outcome that a person has personal experience with, may also lead to greater intensity 

than a message that mentions an outcome a person does not have experience with. For 

example, a person is likely to experience a message that mentions odds of developing 

cancer as more intense if that person, or a close other, has experienced cancer before. 

Dosage intensity can be either a property of each given manipulated message element 

(e.g., each given statement will have a certain level of intensity), or a property of the 

overall message itself (e.g., the average intensity of each manipulated statement, or an 

overall property of the collection of statements containing the manipulation).  

 Theoretically, we may again expect dosage intensity to show a nonlinear 

relationship with message effectiveness. To the degree that acting on a message 

(changing one’s attitude, intention, or behavior) depends on experiencing at least some 

emotional response, increasing dosage intensity should improve persuasion. However, if 
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a message reaches a point that the emotional experience associated with reading it is too 

intense, individuals may begin to feel fatigued by the experience and withdraw their 

involvement. Alternatively, they may also feel overwhelmed by the experience and 

disengage for that reason instead. These types of effects have long been discussed in 

domains like fear appeals, where concerns have been raised that higher fear-arousal can 

lead to defensive reactions and less effective persuasion (especially in the absence of 

coping information; Janis & Feshbach, 1954; Ruiter, Kessels, Peters, & Kok, 2014; Witte 

& Allen, 2000). It is possible that such dosage frequency effects may be more 

pronounced when messages involve negative information (e.g., when they use fear 

appeals, or loss frames) than when they use positive information (e.g., gain frames). 

However, they may still occur for positive messages if such messages are 

exhausting/overstimulating. 

 Although the effect of dosage intensity has not been studied systematically, there 

are a few related features of message matching interventions that have been varied across 

studies. In particular, dosage intensity may be related to the modality through which 

messages are presented. For instance, we can stipulate that messages delivered through 

more involved modalities (e.g., in-person communication or audio-visual presentations) 

may have higher intensity on average than messages delivered through less involved 

modalities (e.g., messages conveyed solely through text). Research syntheses to date 

provide some evidence that matching interventions using more involved modalities may 

have stronger effects (e.g., Huang & Shen, 2016; Krebs et al., 2010; Sohl & Moyer, 

2007). However, because interventions effects are commonly evaluated relative to 

comparison groups that are not exclusively mismatched comparisons (e.g., comparisons 
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may be to no-treatment controls), it is difficult to establish whether more involved 

modalities lead to stronger matching effects specifically, or simply to stronger 

intervention effects in general. 

 c. Dosage Ratio. Dosage ratio refers to the proportion of manipulated message 

features that correspond to a given level of the manipulation, relative to one or more of 

the other levels. For example, consider a message that contains 8 gain-framed statements, 

4 loss-framed statements, and 4 statements not containing a frame (i.e., they may be 

neutral frames). This message could be said to have a ratio of 2:1 for gain vs. loss frames, 

2:1 for gain vs. neutral frames, 1:1 for loss vs. neutral frames, 1:1 for gain vs. other 

frames, and so forth. Unlike dosage frequency and intensity, dosage ratio is a relative 

rather than an absolute measure of dosage.  

 In the functional matching and message framing literatures, researchers have most 

commonly aimed for a 1:0 (or 0:1) ratio between two levels of a particular message 

feature. For example, messages may be set to either contain several gain-framed 

messages but no loss-framed messages, or several loss-framed but no gain-framed 

messages. Alternatively, a message matched to high or low self-monitoring may contain 

only value-expressive arguments, or social adjustive arguments. As mentioned in the 

previous section on mixed appeals, some authors have examined the effectiveness of 

mixed content messages (e.g., containing both gain- and loss-framed arguments, or both 

value-expressive and social-adjustive content; Gainforth et al., 2012; Lavine & Snyder, 

1996). Theoretically, one would expect such messages to be less effective, as they 

contain fewer matched elements, and several studies attest to this (e.g., Gainforth, et al., 

2012; Lavine & Snyder, 1996). However, this idea has not been reviewed systematically. 



 

 

 

69 

 
 

 

Additionally, researchers have yet to examine whether the ratio of neutral content to 

matched content (e.g., ratio of neutral frames to gain frames) in a message dilutes the 

effectiveness of the matched content.  

 d. Dosage Exposures. Dosage exposure refers to the number of times individuals 

are exposed to a message matching intervention. In their meta-analysis, Noar and 

colleagues (2007) found that message tailoring interventions that consisted of more than 

one contact point with participants (i.e., interventions for which individuals were re-

exposed to a message at least once) outperformed message tailoring interventions with 

only a single contact point. In another meta-analysis on computer-based message 

tailoring interventions, however, the use of multiple exposures to a message tailoring 

intervention did not lead to an increase in persuasion (Lustria et al., 2013). If anything, 

this latter meta-analysis found that using multiple message exposures was slightly less 

effective. 

These mixed findings may be attributed to several factors. First, studies in reviews 

that used multiple exposure points often attempted to elicit more complex behavior 

change than interventions using single exposure designs (Lustria et al., 2013). Second, it 

is possible that dosage exposure effects may be nonlinear in nature. Generally, research 

on persuasive communication finds that repeated exposure to a persuasive messages is 

commonly characterized by two stages. The first stage, often called the “wearin” stage, 

involves a period when increased exposure leads to positive persuasion effects. The 

second stage, often called the “wearout” stage, typically entails repeated exposures to 

either cease having an effect, or to even trigger a negative response from an audience 

(Berlyne, 1970; Lehnert, Till, & Carlson, 2013; Shi & Smith, 2016). These two effects 
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combine to create an inverted U-curve by which initial repetition leads to increased 

persuasion, and later repetition leads to a decline. Although such a curve has not been 

examined in the message matching literature, it is quite possible that repeated exposures 

to message matching interventions would similarly be characterized by two such phases. 

Given that neither of the meta-analyses by Noar et al. (2007) or Lustria et al. (2013) took 

into account how many additional exposures were used, it is unknown whether the effects 

may have captured wearin or wearout phases. That said, Noar et al. (2007) aggregated 

interventions with a median of three exposure points, whereas Lustria et al. (2013) 

included studies of computer-based interventions which likely made it easier for larger 

number of exposures to be effected. If Lustria et al. (2013) captured a larger amount of 

wearout effects through repetition, then the lack of benefits associated with using 

multiple exposures to message matching interventions would make sense. Future research 

should attempt to provide more nuance to this question by making finer distinction 

between the amount of times that individuals are re-exposed to intervention materials. 

3.3. Principle 3: Characteristics Used for Matching. 

 The third and final large theme I will discuss is the type of characteristics that are 

used in message matching interventions. That is, what types of characteristics can we 

target in order to maximize the effectiveness of message matching interventions? For 

example, can we obtain larger effects by matching messages to a person’s chronic 

motivational orientation, to people’s evaluation of a behavior’s risk level, or perhaps by 

matching messages to a demographic variable such as their race/ethnicity? Although the 

literatures on functional matching, message framing, message tailoring, and context 
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matching have each demonstrated that message matching interventions can be effective 

when matching to a wide variety of possible characteristics, the relative usefulness of 

different characteristics to achieve larger or smaller effects remains to be established.   

 3.3.1. Targeting Psychologically Relevant Characteristics. One idea that has 

been discussed in the literature, is that matching messages to more psychologically 

meaningful characteristics may lead to “deeper” and more pronounced matching effects 

(e.g., Abrams et al., 1999). For example, one might expect more pronounced matching 

effects when matching messages to a person’s personal motivations, or to key values 

from their cultural group, compared to matching messages to basic demographic 

variables, or superficial elements of cultural groups (e.g., norms with less importance). 

Few primary message matching studies have directly evaluated this proposition, but there 

is some evidence for the proposition in the form of past meta-analyses. In works on 

matching to ethnic and racial groups in the U.S., a meta-analysis by Huang and Shen 

(2016) found that targeting deeper cultural characteristics led to larger effects than 

targeting more surface-level cultural characteristics. Additionally, when looking across 

meta-analyses of various message matching effects, the largest overall effects have been 

found in works specifically tied to functional matching. Carpenter (2012) and Motyka et 

al. (2014) reported overall matching effects around r = .30, whereas overall matching 

effects in both message framing and message tailoring meta-analyses have typically been 

below r = .10 (e.g., Gallagher & Updegraff, 2012; Lustria et al., 2013; Noar et al., 2007). 

These comparisons, however, provide only indirect evaluations of this association, and 

may not be representative. Future primary research and research syntheses should 

therefore pay particular attention to the type of characteristics targeted. 
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 3.3.2. Targeting Bipolar, Unipolar, and Categorical Characteristics. In 

addition to considering a distinction between more and less directly psychologically 

relevant characteristics, the nature of the characteristics as unipolar continuous, bipolar 

continuous, or categorical variables may also be informative to consider. Such 

distinctions can allow us to identify which types of variables may be more or less likely 

to produce different types of mismatches. Specifically, bipolar characteristics should be 

more likely to produce negative matching effects than are unipolar and categorical 

variables, which should be more likely to only produce non-matches. If we can expect 

larger benefits from an intervention that avoids negative matches relative to one that only 

avoid non-matches (assuming an equal likelihood of achieving positive matches), then 

targeting bipolar characteristics should be a more effective strategy than targeting other 

types. I outline my rationale in more detail below. 

First, it is important to define what different types of characteristics consist of. A 

unipolar characteristic is one where a high score typically represents the strong presence 

of a characteristic, whereas a low score represents the absence of it. For functional 

characteristics, a high score therefore translates to a disposition towards seeking a 

particular outcome, whereas a low score represents the absence of the disposition. For 

example, a person’s inclination towards seeking positive experiences (e.g., approach 

motivation as measure by the BAS scale; Carver & White, 1994), is typically conceived 

of as unipolar, and is distinct from the degree to which individuals seek to avoid negative 

outcomes (e.g., as measured by an independent BIS scale; Carver & White, 1994). In 

contrast, a bipolar characteristic is a variable where two categorically different poles 

exist; that is, high and low scores represent fundamentally different states, rather than just 
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the absence of the opposite pole. For motivationally imbued characteristics, one pole 

indicates a predisposition towards an outcome, whereas the other pole represents a 

predisposition against the same outcome, and often a predisposition towards a conflicting 

outcome. Political orientations, for instance, represent a bipolar construct. For unipolar 

constructs, mismatches can take the form of a non-match, but generally do not act as 

negative matches. For instance, someone who scores highly on the BAS should find 

potential gains appealing, but should be relatively indifferent to losses or non-gains 

(which are theoretically guiding by BIS scores). For bipolar constructs, however, both 

non-matches and negative matches are likely to be common. For example, when 

considering a trait such as political orientation, messages that promote liberal goals, 

conservatives are likely to reject. Messages that promote conservative goals, liberals will 

reject. In this dynamic, what one group finds appealing, the other finds aversive. 

However, non-matches can still be obtained if a message is presented that is politically 

neutral—theoretically, neither liberals or conservatives should generally react with 

disdain, but neither are they likely to find such messages appealing. Consequently, when 

considering the range of matching effects from Figure 3, we could say that bipolar 

characteristics are commonly capable of eliciting the full continuum of matching effects, 

whereas unipolar constructs are more likely to be constrained from positive matches to 

non-matches.5  

 
5There is a caveat to this prediction when it comes to the current literature. Specifically, many researchers 

artificially create bipolar dimensions by computing difference scores (e.g., subtracting prevention focus 

scores from promotion focus scores or vice versa: Chang, 2009; Han, Park, & Khang, 2018). Although the 

resulting dimension is technically bipolar in nature, it lacks the key feature I describe that the poles exist in 

opposition to one another. Consequently, it is more difficult to make a prediction for matching to such 

artificially bipolar characteristics. 
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What about categorical constructs? These are a little more difficult to classify and 

may reflect a few possibilities. First, each level of a construct may be relatively distinct 

from one each other in a way that is non-exclusive. For example, if we consider a 

variable such as membership in different types of volunteer organizations, an individual 

may be simultaneously part of multiple groups, and membership in one group does not 

necessarily interfere with membership in another. Therefore, a message signaling 

membership with one category should be unlikely to generate aversion (and effects of 

such messages would likely be constrained from positive matches to negative matches). 

Second, it is possible that each level of a categorical construct reflect mutually exclusive 

groups, or that memberships in specific groups are associated with conflict with other 

groups. Such a dynamic has a higher potential to lead to negative matches. For example, 

in the United States, people’s identification as being a Democrat or Republican could 

lead to a perception of conflict with the other group. Consequently, a mismatch between a 

message and an individual’s own political identity (e.g., if the message comes from a 

source affiliated to the other Party) could lead to an aversive experience. Because 

categorical characteristics may conceptually reflect very different type of matching 

dynamics, their relative ability to lead to stronger or weaker matching effects is less clear 

than the comparison between bipolar and unipolar characteristics.  
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4. Project 1: Overview of Systematic Review and Meta-Analysis of Message 

Matching, with a Focus on Functional Matching 

In the preceding theoretical review, I outlined and mapped out the main literatures 

that make up the field of message matching. I also presented three broad principles that 

researchers and interventionists can use when thinking about message matching 

interventions. Through this content, the review provided a framework for organizing past 

research, and for guiding future research to improve our understanding of the message 

matching technique, with a particular focus on when and how to design message 

matching interventions to improve their effectiveness. The next step of this dissertation is 

to begin applying the framework empirically through two projects.   

The first research project I report is a systematic review and meta-analysis of the 

functional matching literature.6 Through this synthesis, I organize findings from past 

experimental studies, evaluate the overall effectiveness of message matching 

interventions, and also offer insights on when message matching is most effective, and 

how to use message matching by using the three principles I outlined in the last section as 

guides. The empirical results of my dissertation focus on functional matching 

specifically, as I have mentioned that it is much less well-reviewed than the literatures on 

message framing and message tailoring, despite its highly prominent role in 

psychological research/theorizing ever since the 1950s. However, the literature search 

protocol and coding scheme consider the broader message matching literature. This 

feature will allow this meta-analysis to be expanded in the future to cover the full 

 
6 This project was accomplished with a team of nine individuals. Appendix I lists the unique contribution of 

each person. 
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theoretical space outlined by Figure 2; in fact, Research Project 1 is only a step in a larger 

systematic review and meta-analysis that has been registered (Joyal-Desmarais, Rothman, 

& Snyder, 2018; 2019), and will review the entire message matching literature.  

4.1. Primary Hypotheses: How Effective is Functional Message Matching? 

 Research Project 1 for my dissertation provides initial estimates of the average 

effect of functional matching effects. It also seeks to qualify the distribution of functional 

matching effects in the literature. The examination of these questions is grounded in 

PICOS principles (Delineating the Population, Intervention, Comparisons, Outcomes of 

interest, and Study Design; see: Methley, Campbell, Che-Graham, McNally, & Cheraghi-

Sohi, 2014; Miller & Forrest, 2001; Richardson, Wilson, Nishikawa, & Hayward, 1995). 

First, the project concerns the human population, and is not delimited to a specific 

demographic. Second, the intervention of interest is defined as a positively matched 

message condition, which is designed to explicitly match a motivational function. Third, 

the comparisons of interest include mismatch message conditions (including both non-

matched and negatively matched message conditions), generic message conditions, low 

positively matched messages, and mixed appeal conditions. Fourth, the outcomes of 

interest involve attitudes, behavioral intentions, self-report behaviors, and objective 

behavior assessments. Fifth, only studies making use of experimental designs (i.e., 

random allocation) have been included. Given that most prior meta-analyses have found 

overall small-to-moderate effect sizes, I made the following hypotheses with relevance to 

the overall effects (Hypotheses H1-H21 were all registered with the protocol: Joyal-

Desmarais et al., 2019): 
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H1-H4: I expected to find small-to-moderate effect sizes of functional matching 

interventions on attitudes (H1), behavioral intentions (H2), self-report behaviors 

(H3), and objective behavior assessments (H4). 

All analyses are reported separately for these four outcome types. These four outcomes 

represent some of the most commonly reported outcomes used to evaluate the 

effectiveness of message matching interventions. Division of results into these categories 

was inspired by a few previous meta-analyses which explicitly divided their results 

between attitudes, intentions, and behaviors (e.g., see Appendix A:  Gallagher & 

Updegraff, 2012; Huang & Shen, 2016; Motyka et al., 2014). This synthesis, however, is 

the first to make a distinction between self-reported behaviors, and objective behavior 

assessments, thereby building on the design of these past meta-analyses. 

 Within the primary goals of the synthesis, I also seek to provide meta-analytic 

estimates for each of the four sub-literatures making up the functional matching 

literature, defined by the ways studies overlap with message framing, message tailoring, 

and context matching, as delineated by Figure 2. Overall, I expected to find small-to-

moderate effect sizes within each of the following literatures:  

(1) Functional matching effects that are part of message tailoring, but not message 

framing; 

(2) Functional matching effects that are part of message tailoring and message 

framing; 

(3) Functional matching effects that are part of context matching, but not message 

framing, and; 
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(4) Functional matching effects that are part of context matching, and message 

framing 

These hypotheses are not formally numbered as they were not formally specified 

in the registered protocol for Project 1. 

4.2. Moderation Hypotheses and Questions. 

In addition to examining the overall size of functional matching effects, another 

major goal of the meta-analysis is to delineate moderators of when functional matching 

effects are expected to be more versus less persuasive. Moderators examined are tied to 

each of the principles from Section 3. They concern: the comparison groups used to 

evaluate matching effects (e.g., negative matches vs. non-matches), the degree to which 

matching is effected (e.g., specificity to which characteristics are matched, number of 

characteristics targeted, matching dosage), and the type of characteristics targeted (e.g., 

unipolar vs. bipolar constructs). Additionally, I also examine the moderating effects of a 

few other factors (e.g., study design, types of outcomes examined, behavioral domains).  

4.2.1.  Moderators: How do Different Types of Comparison Groups Influence 

the Persuasiveness of Functional Message Matching Interventions? 

Comparison Group Type. The first set of moderation analyses this meta-analysis 

explores concerns the first of the three principles outlined in the theoretical review. 

Specifically, the current review examines the impact of using different types of 

comparison groups on the observed effects of functional matching interventions, with a 

specific focus on the use of mismatches (including non-matches and negative matches), 

generic messages, low positively matched conditions, and mixed appeals. Drawing on 
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where different types of comparison messages are expected to be located relative to one 

another on the continuum from positive matches to negative matches (as exemplified in 

Figure 3), I made the following a priori hypotheses: 

H5-H9: Functional matching effects would be larger when comparison groups are 

negative matches compared to when comparison groups are non-matches (H5), 

mismatches (H6), generic messages (H7), low positive matches (H8), or mixed 

appeals (H9). These predictions reflect the idea that negative matches are the 

furthest away from positive matches on the continuum in Figure 3. 

H10-H11: Functional matching effects would be larger when comparison groups 

are non-matches compared to when comparison groups are a generic messages 

(H10), or low positive matches (H11). This is because, on average, both generic 

messages and low positive messages are expected to achieve some limited amount 

of positive matching (only to a lesser extent than messages made to systematically 

be positive matches). 

H12-H13: Functional matching effects would be larger when comparison groups 

are mismatches compared to when comparison groups are generic messages 

(H12), or low positive matches (H13). This follows the same logic as hypotheses 

H5-H11, as mismatches are composed of a mixture of non-matches and negative 

matches. 

H14: Functional matching effects would be larger when comparison groups are 

generic messages, compared to low positive matches. This reflects the idea that 

low positive matches guarantee a minimal amount of positive matching, whereas 

generic messages do not. 
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Although I expected the use of mixed message conditions to produce matching effects 

(i.e., be less effective than positive matches), I adopt an exploratory stance on their 

relative effect compared to most other comparison groups, apart from negative matches 

(H9). Although there is a good theoretical claim to state that negative matches should 

lead to the largest effects, it is not clear where mixed messages stand relative to other 

types of comparison groups. This is because the use of mixed messages is theoretically 

tied to the idea of dosage ratio (outlined in Section 3.2.2), and may therefore not have a 

set relative effect size compared to other comparison conditions. Lastly, I also did not 

state a hypothesis regarding the comparison between mismatches and non-matches, as 

whether these two comparison conditions are expected to differ depends on the 

composition of mismatched messages (e.g., if this group is composed predominantly of 

non-matches, it may be similar in performance to non-matches). 

4.2.2. Moderators: How does the Degree of Functional Message Matching 

Affect the Persuasiveness of Interventions? The second set of moderation analyses 

explored concern the second principle outlined in the theoretical review. Specifically, I 

examine how factors tied to the degree to which matching is achieved impact the success 

of matching interventions. 

Specificity of Characteristic Determination. There are three general ways in 

which characteristics can be determined for the purpose of creating matching effects. 

First, one can directly measure a person’s orientation. In functional matching, this 

typically denotes the methodological tradition of matching to chronic individual 

differences in motivation (e.g., Snyder & DeBono, 1985). Second, an orientation can be 

induced through an experimental manipulation, commonly by using of priming methods. 
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Third, a person’s orientation can be inferred indirectly. This is typically done by 

matching messages to the dominant function associated with a domain/object (i.e., the 

neofunctional approach to functional matching; e.g., Shavitt, 1990), or by matching 

messages to the dominant function associated with a particular group of individuals (e.g., 

matching to cultural groups; Huang & Shen, 2016). These different ways of determining 

characteristics correspond to different levels of correspondence, as discussed in Section 

3.2.1.a. Furthermore, directly measuring or indirectly inferring characteristics correspond 

closely to the message tailoring tradition of message matching, whereas manipulating an 

orientation corresponds closely to the context matching tradition. 

We can hypothesize that when message matching is accomplished at the 

individual-level—either by matching to individually-measured differences, or by 

matching to a function that has been experimentally induced at the individual-level— the 

technique should be more effective than when matching is based on a characteristic 

inferred indirectly. This hypothesos rests on the assumption that indirectly inferred 

characteristics are more prone to error, as they rely on the extent that members of two or 

more groups of individuals show more similarity within groups than between groups. To 

the extent that a population is heterogeneous, and that mean differences between any two 

groups is small, inferring characteristic levels by proxy of group memberships can lead to 

misclassification. Consequently, I hypothesized that: 

H15: Functional matching effects would be larger when they target characteristics 

that are directly measured than when they target characteristics that are indirectly 

inferred.  

H16: Functional matching effects would be larger when they target characteristics 
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that are experimentally manipulated than when they target characteristics that are 

indirectly inferred.  

The relative efficacy of interventions that match messages to directly measured and 

manipulated characteristics is examined in an exploratory way. Theoretically, the relative 

success of these two techniques depends on the success of the manipulations to induce a 

strong motivational orientation. 

Number of characteristics targeted for matching. In Section 3.2.1. b, I argued 

that simultaneously matching messages to a larger number of characteristics should lead 

to a more specific, and typically more persuasive, message matching intervention. 

However, the impact of targeting an increasingly larger set of characteristics is unlikely 

to always produce larger persuasive effects, and the effectiveness of this strategy is likely 

to level off at some point (and could potentially backfire if messages begin being 

perceived as too individualized and intrusive; e.g., van Doorn & Hoekstra, 2013; White et 

al., 2008). Research to date suggests that matching to a small set of characteristics is 

more effective than matching to only one characteristic (e.g., Noar et al., 2007; Joyal-

Desmarais et al., 2020a), but it remains unclear what might be the optimal number of 

characteristics to target in order to obtain the optimal impact from a message matching 

intervention. One of the goals of this meta-analysis is therefore to provide a description 

of how message matching interventions vary in effect size as a function of the specific 

number of characteristics they use for matching purposes.  

Message Length. In Section 3.2.2., I outlined the implication of dosage 

frequency, defined as the number of times a message feature is altered to match a given 

characteristic. Unfortunately, most message matching interventions do not provide the 
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full set of messages they use, and it is therefore difficult to evaluate this factor directly. 

However, dosage frequency is likely to be correlated with the overall length of a message 

matching intervention. Consequently, I examine message length as a proxy to dosage 

frequency as most interventions give some information on the approximate length of their 

interventions. The impact of message length on the size of functional matching effects is 

examined in an exploratory manner. 

 Message modality. Dosage intensity was defined in section 3.2.2. as the extent to 

which manipulated message features are designed to arouse strong experiences. As with 

dosage frequency, it is generally impossible to obtain a direct measure of dosage intensity 

as this is not usually reported in primary studies. However, we can use the specific 

modality through which message matching interventions are delivered as a proxy for 

intensity, assuming that the level of involvement elicited by the media (e.g., audio-visual 

materials vs. print-based communication) will be correlated with higher dosage intensity. 

There is some prior evidence that using more involved media in delivering message 

matching interventions may influence the effectiveness of the intervention (e.g., Sohl & 

Moyer, 2007; Huang & Shen, 2016), but the effects of message modality have only been 

examined in specific contexts (e.g., mammography behavior, Sohl & Moyer, 2007). 

Additionally, it is unclear whether message modality simply impacts the overall 

effectiveness of interventions (e.g., for both positively matched and mismatched 

messages), or whether this factor would interact with matching (e.g., increase the relative 

influence of a positively matched vs. a mismatched message). Therefore, I examine the 

impact of message modality on the size of functional matching effects in an exploratory 

fashion. 
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 Number of intervention contacts. I defined dosage exposure as referring to the 

number of times individuals are exposed to a message matching intervention, and argued 

that theoretically, the impact of repeated intervention exposures should follow an inverted 

U shape.  In a message tailoring meta-analysis, Noar et al. (2007) found that multiple 

exposures to an intervention led to larger effects than interventions that exposed 

participants to messages on only a single occasion, but this effect was not replicated in a 

more recent meta-analysis by Lustria et al. (2013). Given that primary research has not 

been specifically concerned with delineating the specific trajectory of effects tied to 

increasingly larger numbers of exposures to an intervention, it is unlikely that a review 

can obtain a precise estimate of this trajectory via a synthesis of the literature. However, I 

can make an incremental contribution over past meta-analyses by making a distinction 

between three general designs interventions commonly take. First, we can distinguish 

between designs that expose participants to an intervention on only a single occasion. 

These were expected to characterize the bulk of matching studies. In addition, we can 

distinguish between two types of studies that provide opportunities for multiple contacts. 

First, studies may use a design that ensures participants will be exposed to an intervention 

multiple times by building exposure into interactions with the research teach or into 

assessment periods. I refer to such designs as ensuring multiple contacts. Second, some 

interventions offer the possibility of multiple intervention contacts without ensuring it. 

For example, they may give participants materials for consultation, or send out invitations 

to view materials, but leave it up to participants to consult them again. Overall, I expected 

that: 

H17: Functional matching effects would be larger when interventions use multiple 
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contacts (ensured or not) than when they only make use of a single contact. 

The relative performance of potential multiple contacts that are ensured or not was to be 

examined in an exploratory fashion.  

4.2.3. Moderators: How does the Type of Characteristic Targeted Influence 

the Persuasiveness of Functional Message Matching Interventions? The third set of 

moderator variables I examine deal with the third principle outlined in the theoretical 

review I conducted (Section 3). 

Type of Characteristic. In Section 3.3.1., I maintained that directly targeting more 

psychologically relevant characteristics (e.g., cultural values) may be more effective than 

targeting surface-level characteristics such as a person’s name. Because the current meta-

analysis is focused on functional matching research, we can anticipate that the effects I 

obtain will be larger than those generally found in previous meta-analyses of message 

tailoring and message framing effects (which commonly match messages to less 

psychologically-central characteristics). Examining the results of the overall estimates 

produced in the current meta-analysis to those produced in previous meta-analyses will 

therefore provide some evidence towards whether targeting different types of 

characteristics matters or not. Ideally, it would be good to also directly examine the 

impact of matching to more versus less central characteristics within the current meta-

analysis, but given that this dissertation focuses on functional matching studies only, this 

limits the general types of characteristics included in the review (e.g., I cannot compare 

matching to personality traits to matching to a person’s name, as the latter type of effect 

is not covered in this review). That said, we can also look at another variable to learn 

whether targeting different types of characteristics matters; that is, we can compare the 
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effects of matching to characteristics that differ in being bipolar, unipolar, or categorical.  

Nature of Characteristic as Bipolar, Unipolar, or Categorical. In Section 3.3.2., 

I argued that matching messages to bipolar characteristics may be more likely to lead to 

comparisons that include negatively matched messages than matching messages to 

unipolar characteristics. Given that a comparison between positively matches messages 

and negatively matches messages is theorized to lead to larger effects than a comparison 

between positively matched and non-matched messages, I made the following prediction: 

H18: Functional matching effects would be larger when interventions target 

bipolar characteristics than when they target unipolar characteristics. 

Because categorical characteristics may be a more heterogeneous type of 

characteristic relative to unipolar and bipolar characteristics, I did not make predictions 

concerning the relative impact of targeting these characteristics.  

4.2.4. Additional Moderators: How does the Design of Experimental Studies 

Influence the Effects of Functional Message Matching Interventions? The fourth set 

of moderator variables goes beyond the three principles from Section 3, and concerns 

keeping track of common ways in which effect sizes produced in the literature are tied to 

different study designs authors use, and different types of effects authors report when 

making inferences.  

 Study Type. In the message matching literature, there are three dominant types of 

study designs that researchers use, and each design impacts the nature of the inferences 

authors can make. Each design is depicted visually in Figure 9.  

 Type I delineates studies where individuals are assigned to either a positive match 

or to a comparison condition. For example, if a study relies on a sample of participants 
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from an individualistic country, individuals may be assigned to either an individualistic 

appeal condition (positive match) or a collectivistic appeal condition (a non-match).  

In contrast, Type II corresponds to a design in which individuals are randomly 

assigned to one of at least 2 message conditions, independently of the level of a 

characteristic. The prototypical Type II study is a 2 x 2 factorial design in which two 

message conditions exist, and the status of either message condition as a positive match is 

dependent on the level of a dichotomous characteristic. For instance, individuals may be 

randomly assigned to an individualistic appeal or a collectivistic appeal, as well as either 

to an individualistic or a collectivistic values prime. When the priming condition is 

congruent with the message condition (e.g., individualistic appeal with individualistic 

prime), this represents the positive match, whereas when priming and message conditions 

are incongruent (e.g., individualistic appeal with collectivistic prime), this represent a 

comparison condition.  

Figure 9. Visual Example of Type I, Type II, and Type III Study Designs. 

 

The major advantage of a Type II study over a Type I study, is that the crossed 
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design allows us to disentangle the relative advantage of achieving a positive match 

regardless of which of the two messages participants receive. In the above example of a 

Type I study, the relative benefits of assigning an individualistic appeal could be 

attributed to achieving a positive match, but it is also possible that the individualistic 

appeal was simply a higher quality persuasive appeal than the collectivistic appeal used, 

thereby introducing a confound into the design. Type II designs address this confound 

through their factorial experimental design; in a Type II study, making a strong inference 

that receiving a positive match is the key mechanism also requires seeing a relative 

advantage of the collectivistic appeal in the collectivistic prime conditions. In other 

words, what matters is an interaction effect that favors conditions of congruity (e.g., 

individualistic appeal with individualistic prime, and collectivistic appeal with 

collectivistic prime) over conditions of incongruity (e.g., individualistic appeal with 

collectivistic prime, and collectivistic appeal with individualistic prime), rather than the 

main effect of one message condition over the other (e.g., individualistic appeal showing 

an advantage regardless of which prime is received). That said, the ability of Type II 

studies to avoid the confound of Type I studies also makes them less flexible in 

accommodating different types of comparison messages. Specifically, control groups 

such as generic messages cannot be crossed into a Type II deign such that the role of the 

message conditions flips from being a positive match to a comparison group depending 

on levels of the characteristic (i.e., a generic message never takes on the role of a positive 

match).  

Finally, Type III studies are designed such that individuals are randomly assigned 

to a message condition (e.g., individualistic vs. collectivistic appeals), but the 
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characteristic (e.g., collectivistic values) is assessed as a continuous rather than a 

categorical variable. Type III designs introduce a key challenge in meta-analytic reviews 

as: (1) it is often unclear whether studies report standardized versus unstandardized 

effects in their models, and; (2) there is disagreement in how to best extract statistical 

estimates in models with continuous predictors such as regression analyses (e.g., Becker 

& Wu, 2007; Roth, Le, Oh, Iddekinge, & Bobko, 2018). For simplicity, Type III designs 

are consequently excluded from the present synthesis, and will not be discussed further in 

this document. 

 I did not make specific predictions according to the relative success of Type I 

compared to Type II effects. Meta-analyses to date have not captured this distinction, and 

have either limited their reviews to Type I studies, or re-organized findings from Type II 

studies to correspond to Type I effects. This factor is instead examined in an exploratory 

fashion. Additionally, because Type I and Type II studies tend to be fundamentally 

different in the types of inferences they afford, the results of my analyses are always 

reported broken down by type of study type (rather than attempting to aggregate effects 

from both Type I and Type II studies).  

 Types of Effects. Another fundamental difference between Type I and Type II 

designs, is that they produce very different sets of results. Specifically, Type I designs 

produce a singular effect size, comparing two groups. In contrast, Type II designs 

produce an interaction effect, two main effects, and six possible pairwise comparisons. 

Careful consideration is required in terms of how to code these different types of effects, 

as not all effects are relevant for understanding message matching (e.g., pairwise 

comparisons in a Type II study between two mismatched messages is of little value). 
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At a conceptual level, three meaningful categories of effects are typically used in 

research as ways to operationalize and evaluate message matching effects; consequently, 

only these three categories are considered in the current meta-analysis. First, one can 

operationalize matching effects as the difference in the effectiveness between two or 

more message conditions, conditioned on a particular characteristic level. For example, 

one could assess the benefits of using an independence appeal, compared to an 

interdependence appeal, for a group of individuals characterized as individualistic. The 

singular effect produced in Type I studies is of this type, and two of the pairwise 

comparisons in a Type II study also represent this type of effect. The second way authors 

operationalize matching effects is as the effect of differences on a characteristic, given a 

particular level of a message feature. For example, what is the impact of being high 

versus low in self-monitoring, when receiving a persuasive message focused on value-

expressive themes. Type II produce two pairwise effects of this type, and authors 

frequently rely on comparisons like this (either alone or in addition to the previous type 

of effect) when making inferences about the presence of matching effects. Finally, the 

third way authors commonly operationalize a matching effect is via the interaction effect 

between a message feature and a characteristic. This type of effect can be examined in 

Type II studies (never Type I), and uniquely captures the idea that what constitutes a 

positively matched message for some, does not operate as a positively matched message 

for others.  

Ideally, the three types of effects should converge, and I therefore do not a priori 

hypothesize differences between these three types of effects. Much as with outcome type 

and study design type, analyses reported in this dissertation are always broken down by 



 

 

 

91 

 
 

 

type of effect to (as the three types of effects conceptually answer different questions). 

4.2.5. Additional Moderators: Does the Persuasiveness of Functional Message 

Matching Interventions Vary Depending on the Outcomes Being Evaluated? The 

final set of moderator variables this meta-analysis will examine also goes beyond the 

three principles from the theoretical review, but is nevertheless of high importance to 

applied researchers and interventionists. Specifically, this set of moderators examines 

how matching effects vary depending on the outcomes an intervention is designed to 

elicit (e.g., attitude vs. behavior change; immediate vs. future change; health behaviors 

vs. consumer behaviors). 

 Type of outcome. Because I examine the effect of functional message matching 

on four distinct types of outcomes (attitudes, behavioral intentions, self-report behaviors, 

and objective behavior assessments), it is possible to examine whether matching effects 

vary across outcome. Although I expected functional matching effects on each outcome 

measure (H1-H4), the relative effect on each outcome is examined in an exploratory 

fashion. 

 Assessment time. Do functional matching effects persist over time? Multiple 

studies in message matching evaluate the impact of their interventions not only 

immediately after an intervention, but also at various follow-up assessments. I expected 

that functional matching effects would have more prominent immediate effects, but that 

some benefits would persist over time. Specifically: 

H19-H20: Functional matching effects would be positive for both immediate 

(H19) and non-immediate (i.e., more distal; H20) outcomes. 

H21: I expected some decay in effects, such that functional matching effects 
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would be larger for immediate than non-immediate (i.e., more distal) outcomes. 

In addition to these two hypotheses, I explore how the amount of time that has passed 

(e.g., weeks, months) influences the strength of the effects observed. 

 Outcome domain. Message matching has been applied across a wide variety of 

behavioral domains, ranging from health behavior research, to work promoting various 

prosocial, environmental, or consumer behavior outcomes. Despite this diversity, 

previous meta-analyses have heavily focused on health outcomes, and it is currently 

unclear how well the strategy performs in other domains. Therefore, this question is 

examined in an exploratory fashion.7  

 Behavioral change type targeted. Finally, I use the current synthesis to explore a 

distinction between interventions that seek to promote a behavior (e.g., increase fruit and 

vegetable consumption, encourage people to buy a product), compared to interventions 

that seek to limit or behavior (e.g., smoking cessation, lowering junk food consumption, 

discouraging environmentally wasteful behaviors). Research in health behavior has found 

that different factors often play a role in promoting (healthy) versus limiting (unhealthy) 

behaviors (e.g., Conner, McEachan, Lawton, & Gardner, 2017; Richetin, Conner & 

Perugini, 2011), and it is quite possible that this applies to other behavioral domains as 

well. The effect the type of change intervention sought to entail (i.e., seek to promote vs. 

limit a behavior) is examined in an exploratory manner.8 

 
7 In contrast to other research questions, exploring the effect of outcome domain was not registered. 
8 Again, in contrast to other research questions, exploring the effect of change type targeted was not 

registered. 
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5. Project 1: Methodology 

 5.0.1. Protocol, Registrations, and Compliance with PRISMA Standards. A 

protocol for the systematic review and meta-analysis was registered using both the Open-

Science Framework (OSF; Joyal-Desmarais et al., 2018) and the International 

Prospective Register of Systematic Reviews (PROSPERO; Joyal-Desmarais et al., 2019). 

Furthermore, a detailed prospectus for this dissertation was approved on November 1st, 

2018, which was compliant with, and included a completed annotated checklist for the 

Preferred Reporting Items for Systematic Reviews and Meta-Analysis Protocols 

(PRISMA-P; Moher et al., 2015; Shamseer et al., 2015) guidelines. The current report is 

compliant with the checklist of Preferred Reporting Items for Systematic Reviews and 

Meta-Analyses (PRISMA; Liberati et al., 2009; Moher, Liberati, Tetzlaff, Altman, & The 

PRISMA Group, 2009).9 An annotated copy of the PRISMA checklist is included in 

Appendix B (see Table B1). 

5.1. Search Strategy 

 Because this review is part of a larger ongoing review that will ultimately seek to 

include the full message matching literature (Joyal-Desmarais et al., 2018; 2019), the 

search strategy was developed to be highly inclusive. 

The relevant literature was identified via an electronic search strategy (using 

PsycInfo via Ovid, MEDLINE via Ovid, and Scopus), followed by a systematic use of 

backward and forward citation searches (using Web of Science) to identify further articles 

 
9A few requirements are impossible to meet given the scope of the current meta-analysis. Table B1 includes 

notes on which elements were omitted, details why, and provides information about where in this text each 

element is discussed in more depth. 

http://www.osf.io/
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for inclusion, as well as less formal attempts to identify additional literature. Extensive 

details on the nature, development, and evaluation of the strategies are provided in 

Appendix C. 

The final electronic search strategy used a large set of terms related to message 

matching research generally (e.g., including variants of message matching, functional 

matching, attitude functions, framing, tailored communication, targeting, congruency, 

personalization, message fit), and terms related to specific forms of message matching 

(e.g., gain-frame, loss-frame, cultural appeal, individualistic appeal, collectivistic 

appeal, self-monitoring congruency, value-expressive congruence, utilitarian 

congruence). The backward citation search made use 81 key sources on message 

matching, including narrative reviews, systematic reviews, meta-analyses, chapters, 

dissertations, and editorials. The forward citation search used the same set of 81 sources 

and an additional set of 33 influential and/or foundational studies in the message 

matching literature. Appendix D provides the full electronic search queries for PsycInfo, 

MEDLINE, and Scopus (presented exactly as registered; see Tables D1, D2, and D3). 

Appendix D also provides the 114 sources used for citation searches (Table D4).  

On November 18, 2018, an evaluation of the electronic search strategy examined 

its ability to identify a predetermined set of 60 message matching articles. This evaluation 

found a coverage rate of 82% using this strategy alone (i.e., without the implementation 

of the citation searching and informal searches. See section C.5 and Tables C9 to C11 of 

Appendix C for details).  
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5.2. Study Selection Procedure 

5.2.1. Selection Procedure. Records/studies were selected into the current 

systematic review and meta-analysis using the following procedure (results of this 

procedure are reported in Figure 10 and Section 6.1.1.).  First, records were identified 

using the search procedures described in section 5.1 (and in Appendices C and D). 

Results from these searches were compiled into a single database using the EndNote X7.8 

software. Second, EndNote’s feature for finding duplicate records was used to identify 

and remove duplicate records.  

Third, record titles were screened for relevance and to further remove duplicate 

records missed by EndNote. A title was deemed relevant if it contained any themes 

possibly related to a message matching design. Selection at this stage was highly 

inclusive; for example, I retained all cases with titles referring to message matching-

related terms (e.g., tailoring, personalized, framing), and any titles referring to 

interventions, experiments, scale-development, marketing, behavior change, etc. Records 

were excluded if titles explicitly identified the record as a review article or protocol 

paper. Whenever a title was ambiguous as to whether or not it should be excluded, it was 

retained. Fourth, record abstracts were screened for relevance. This step was more 

selective and required abstracts to refer to the evaluation of at least one intervention, 

experiment, or persuasive message, which could feasibly include a message matching 

paradigm. Again, whenever an abstract was ambiguous as to whether or not it should be 

excluded, it was retained. I personally conducted all the steps above. 

After step four, a spreadsheet was created to index every retained article, and 

coders were assigned to code sections of this spreadsheet at a time . Records were re-
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organized into a random order to ensure that each coder would evaluate a random subset 

of articles.  

The fifth step required coders to download full texts of the records they were 

assigned, to screen the full text records, and to code them. At this stage, selection was 

made at the study-level, rather than at the record-level. Studies were marked for 

exclusion if they failed to meet any inclusion/exclusion criteria from Section 5.2.2. 

below. If a study was excluded based on any inclusion/exclusion criterion, it was marked 

as excluded in coding along with the reason(s) for exclusion. Coders were only required 

to identify at least one reason for exclusion (but could mark more than one as well).10  

The sixth and final step involved coding in full all studies that met 

inclusion/exclusion criteria, and to attempt to extract all relevant effect from each article 

(see Section 5.3.). Ultimately, only studies that included at least one extractable effect 

size were included into meta-analytic models. 

5.2.2. Inclusion and Exclusion Criteria. Exclusion/inclusion criteria for this 

review were primarily determined at the study-level, with only a few criteria operating at 

the record level. 

To be eligible, records were required to meet the following inclusion criteria: 

1. Be reported in the English language 

2. Take the form of a published peer-reviewed journal article11 

 
10Coders were not asked to extensively evaluate all inclusion/inclusion criteria for every study, as this was 

deemed too labor intensive. 
11 Due to the large scope of the message matching literature, it was not deemed feasible to include grey 

literature (e.g., dissertations, conference presentations) in the current synthesis. The coding procedure 

labelled all grey literature for possible inclusion in the future. 
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3. Describe at least 1 empirical study (e.g., we excluded reviews, protocols) 

4. Describe findings from at least 1 novel study (i.e., must not duplicate 

content from another record) 

5. Must not have been retracted 

In addition to these theoretical inclusion criteria, an implicit requirement included 

that records be accessible to coders through the University of Minnesota library 

subscriptions.12 Additionally, coders could petition the coding team to have an article 

excluded for other reasons than stated above (e.g., if writing quality made it impossible to 

reliably evaluate inclusion, or impossible to conduct coding with any reliability).13 

Once a record was deemed eligible, each individual study within it was evaluated 

using the following criteria: 

1. Must follow a message-based experimental design (i.e., random allocation 

to at least 2 message-based conditions) 

2. Must follow a message matching paradigm (i.e., message variations must 

be such that what is considered a positive match can theoretically vary. 

Message-based experimental studies were excluded if they evaluated a 

technique that was simply thought to increase message persuasiveness 

under all circumstances; e.g., regardless of individual differences) 

3. Must contain at least one functional matching effect; that is, an instance of 

matching a message to a characteristic that is explicitly motivational in 

 
12 Records that were not accessible to coders were flagged as such. Efforts to locate such records can be 

made in a future extension of the current synthesis. 
13 Petitioning procedure is described in the codebook, in Appendix F 
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nature.14 Only effects associated with instances of functional matching 

were extracted from studies.  

4. The message conditions must contain at least one valid comparison 

between a positive match condition (i.e., message congruent with the 

characteristic level it is being matched to) and an eligible comparison 

condition according to our PICOS framework (i.e., mismatched message, 

non-match, negative match, generic message, low match, mixed appeal) 

5. Must evaluate at least one of the four outcomes of interest outlined by our 

PICOS framework (attitudes, intentions, self-report-behaviors, objectively 

assessed behaviors) 

6. Comparisons had to be the result of a between-person (rather than a 

within-person) message manipulation.15 

7. Matching design type had to be either of Type I or Type II (as delineated 

in Section 4.2.4.). 

 All articles that met the above inclusion criteria were coded in full. Once coding 

was complete, the following final steps were applied for inclusion into the meta-analytic 

synthesis. First, at least one effect size estimate had to be successfully extracted from a 

study for it to be included. Second, prior to computing models, analyses were conducted 

 
14As mentioned previously in this manuscript, this dissertation focuses explicitly on conducting a meta-

analysis of the functional matching literature. However, the search procedure, and coding procedure, were 

largely developed to accommodate a larger synthesis project that considers the entire field of message 

matching.  
15Within person experiments were theoretically meaningful, but studies of this type rarely provide enough 

information to extract a standardized effect size; consequently, these were generally excluded from the 

project. 
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to identify and exclude any evident outliers from the dataset (see section 6.1.1). 

5.3. Coding and Data Extraction 

 5.3.1. Coding Team, Training, and General Coding Procedure. To conduct 

this systematic review and meta-analysis, I was assisted by a team of coders. Between 

January and July of 2019, six coders and myself participated in an extensive training 

period, during which we coded several records in groups ranging from three to seven 

raters per record coded. Coders completed coding individually, and then met as groups to 

compare codes, resolve discrepancies, and suggest/make adjustments to the codebook to 

be used for the project. During the summer of 2019, coders continued to become more 

familiarized with the coding procedure, but transitioned to working in pairs. Each pair 

would code the same records independently, and they would then hold weekly meetings 

supervised by myself, during which they summarized/justified their coding, and resolved 

any discrepancies. Once coders felt confident in their ability to code individually, and 

once they showed high interrater reliability in their codes (i.e., agreeing at least 90% of 

the time for most coding items), they transitioned to coding individually. The final team 

of coders retained after the training phase consisted of myself and three coders: 

Alexandra Scharmer (AS), Molly Madzelan (MM), and Jolene See (JS).  

The bulk of coding occurred between the Fall of 2019 and the Summer of 2020. 

Each coder reviewed records individually, and held weekly supervisorial meetings with 

myself to review their coding. Weekly meetings included tasks such as reviewing 

decisions for inclusion/exclusions, resolving ambiguities in coding decisions, and 

scanning coding files for any apparent mistakes/omissions. Weekly meetings also served 



 

 

 

100 

 
 

 

to monitor and reduce potential coder drift/fatigue (i.e., idiosyncratic biases and changes 

in the ways one coder applies coding over time, which can reduce interrater reliability: 

e.g., Raffle, 2006; Ratajczyk et al., 2016). 

 5.3.2. Codebook & Coding Procedure, and Data Extraction. Raters each used 

an online spreadsheet to perform coding, which was equipped with drop-down menus for 

every coding variable that required a choice between a predetermined set of options. The 

spreadsheet was organized in a long format, with each row corresponding to a potential 

effect size estimate to be extracted. Figure E1 in Appendix E provides an example of the 

spreadsheet interface. 

Coders were provided with a detailed and streamlined codebook (reproduced in 

full in Appendix F), which described each variable to be coded, listed all response 

options, and provided tips for coding. Coders were additionally provided with an 

extensive coding dictionary (reproduced in full in Appendix G) that provided details and 

definitions for each element contained within the codebook.   

5.3.3. Effects Extraction and Metric Choice: r. Because of the heterogeneity in 

the types of designs studies use in message matching research, authors report effects 

along a wide variety of metrics. Therefore, it is necessary to use a standardized effect size 

metric to make meaningful comparisons between studies. The most common 

standardized metrics used in meta-analytic works include Cohen’s d, Pearson’s 

correlation coefficient r, or variants of these two metrics (e.g., Borenstein et al., 2009; 

Schmidt & Hunter, 2014).  

For this project, we extracted the correlation coefficient r as a common metric for 

effect sizes across coded studies, as this metric has an intuitive interpretation across 
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different types of designs (e.g., r2 as the proportion or variance accounted for by an 

effect). Cohen’s d is particularly less intuitive when extracting interaction effects.  

The effect size extracted from studies was established to represent the differential 

effect of a positively matched message condition compared to a comparison condition. A 

positive correlation coefficient indicates an advantage of the positively matched messages 

over the comparison condition. Appendix H provides additional details on the general 

procedure that was used to extract r for studies. 

5.4. Meta-Analytic Statistical Procedure 

 5.4.1. Three-Level Meta-Analysis. Commonly, meta-analyses are divided 

between fixed effects models and random effects models (Borenstein et al., 2009; 

Borenstein, Hedges, Higgins, & Rothstein, 2010; Hedges & Vevea, 1998; Hunter & 

Schmidt, 2000). Fixed effects models assume that all effects are estimating a single 

underlying effect, and that variation between studies can be attributed to sampling error. 

In contrast, random-effects models assume that there is meaningful heterogeneity in the 

effects estimated by different studies. Consequently, random effects meta-analyses 

attempt to estimate the average value of a broader population of effects. When studies 

have little heterogeneity in their estimated effects, the two types of models will typically 

converge, and fixed effects models will provide a more precise estimate (Villar, Mackey, 

Carroli, & Donner, 2001); however, when substantial heterogeneity exists between 

effects, fixed effects models can lead to overly narrow estimates and thereby contribute to 

false positive inferences (Hunter & Schmidt, 2000).  

 Given that message matching effects represent a broad category of effects, it is 
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expected there will be substantial heterogeneity in the effects estimated by different 

studies. This expectation not only concerns heterogeneity in empirically observed effect 

sizes, but also heterogeneity in the theoretical effects being examined. For example, the 

effects of a message matched to political orientation is thought to be meaningfully 

different from a message matched to the hedonic quality of a consumer items (e.g., 

alcohol). However, both types of effects belong to the larger class of message matching 

effects and are thought to follow similar principles of operation. From this logic, a 

random effects meta-analysis is theoretically more appropriate than a fixed effects meta-

analysis. 

 In addition to using a random effects framework, I propose to conduct a three-

level meta-analysis (i.e., a multilevel meta-analysis; Konstantopoulos, 2011; Van den 

Noortgate, López-López, Marín-Martínez, & Sánchez-Meca, 2013; 2015; Van den 

Noortgate & Onghena, 2003). This approach builds on random effects models, and 

allows a meta-analysis to explicitly consider the presence of dependent effect size 

estimates. Dependent effect size estimates are extremely common in message matching 

studies. For example, they arise from the use of multiple outcome measures (e.g., 

multiple indices of intentions reported separately for the same sample; Detweiler et al., 

1999; Kwon, Seo, & Ko, 2016), multiple intervention or control groups (e.g., two 

positively matched groups each compared to a single generic message group; Alexander 

et al., 2010), the presence of multiple time point assessments (e.g., looking at immediate 

and long-term outcomes; Lavine & Snyder, 1996), and the presence of multiple 

subgroups (e.g., breaking results down by whether initially had plans or not to enact a 

given behavior; Detweiler et al., 1999).   
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 To date, most meta-analyses use traditional univariate methods (e.g., see: Tipton, 

Pustejovsky, & Ahmadi, 2018). Because univariate meta-analyses assume independence 

between observation, meta-analysts typically engage in strategies such as aggregating 

effect sizes (e.g., calculating mean effects per study), excluding effect sizes (e.g., using a 

single estimates based on some decisions rule), or subgrouping effect sizes (e.g., 

classifying effects by measure type, or separately extracting effects for each subgroup 

present in an analysis). For example, Tipton, Pustejovsky, and Ahmadi (2019b) reviewed 

current practices in psychology, education, and medicine, and found that although meta-

analyses included an average of 4.5 estimates per study, the vast majority relied on one of 

these three techniques instead of using modeling capable of handling dependence 

between effects (e.g., multivariate meta-analysis, multilevel modeling, robust variance 

estimation). Similar practices have also been the norm in meta-analyses of message 

matching effects to date (e.g., Gallagher & Updegraff, 2012; Huang & Shen, 2016; 

O’Keefe & Jensen, 2006). Although these types of strategies allow observations to 

become independent, they lead to substantial loss of information, and it is now well-

documented that they underperform relative to newer meta-analytic techniques that 

explicitly model dependent effects (e.g., Moeyaert et al., 2017; Tipton et al., 2019a; 

2019b). Of these newer techniques, a three-level meta-analysis model is particularly 

alluring as the method is relatively simple to implement and does not require the 

imputation of unknown sampling covariance to yield valid and unbiased results (Van den 

Noortgate et al., 2013; 2015).  

 In the current project, all meta-analytic estimates are derived using three-level 

modeling that nests dependent effect sizes within studies. Analyses were conducted using 
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the metafor (Viechtbauer, 2010; 2020) and dmetar (Harrer, Cuijpers, Furukawa, & Ebert, 

2019) packages in R (R Core Team, 2020). Consistent with general meta-analytic 

guidelines, models used the Knapp‐Hartung adjustment (Knapp & Hartung, 2003; Tipton 

et al., 2019a; 2019b). For each estimate, a 95% confidence interval is made available. 

Additionally, as a measure of heterogeneity in effect sizes, I also make 95% prediction 

intervals available. Prediction intervals have an intuitive interpretation (compared to 

indices such as τ and I), which carries meaningful information for practice. Specifically, 

prediction intervals represent the expected range of true effects one would find in a 

population of effects (IntHout, Ioannidis, Rovers, & Goeman, 2016). For the purpose of 

the current review, this effectively means the range in which we expect 95% of similar 

matching effects to fall. Lastly, to ensure the reliability of the estimates provided in 

analyses, I will only provide estimates derived from the aggregation of at least four 

studies (following the recommendation by Fu et al., 2011). 

 As specified in Section 4, results were computed separately by outcome type (i.e., 

attitudes, intentions, self-report behaviors, and objectively measured behaviors), study 

design type (i.e., Type I vs. Type II studies), and by effect type (e.g., interaction effects 

vs. main effects of receiving different messages given a specific level of a characteristic).  

 5.4.2. Primary Findings – Study-generated evidence. Each of the individual 

estimates I present for Project 1 represents a synthesis of study-generated evidence of the 

effectiveness of using message matching (see Section 1.2 for a discussion of study-

generated evidence), conditional on a particular set of conditions. For example, an 

estimate may answer the question, “what is the average effect of functional matching 

effects on attitude measures, when the effect is derived from Type I studies, and reflects 
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the comparison of receiving a positively matched message over a comparison message?”. 

These estimates are derived from only experimental studies, allowing them to provide 

high quality causal inferences.  

 5.4.3. Evaluations of Moderation – Subgroup Analyses. In the context of this 

meta-analysis, research questions and hypotheses regarding the moderation of message 

matching effects will necessarily rely on synthesis-generated evidence (see Section 1.2), 

thereby limiting the degree to which most estimates can be used to make causal claims on 

moderation. Consequently, interpreting the factors associated with an increase/decrease 

in the effect sizes of message matching studies is approached from a predominantly 

descriptive perspective.16   

 To examine moderation effects, I made use of sub-group analyses to provide 

estimates and confidence intervals within each levels of moderating variables. 

Description of moderation relies on comparisons across the 95% confidence intervals 

obtained across levels. Direct moderation tests of the difference in effect size between 

levels were not computed for two reasons. First, they were deemed outside the scope of 

the current report, given the extensive number of tests they would require computing. 

Second, and more importantly, subgroup analyses were prioritized to reinforce the notion 

that moderation effects in this synthesis should be interpreted from a predominantly 

descriptive perspective.  

 
16 It is possible to draw causal inference based on such correlational information, but this requires careful 

selection and consideration of covariates/confounders (e.g., Hernán, Hernández-Díaz, Werler, & Mitchell, 

2002; Rohrer, 2018; Tipton et al., 2019b). Given that separate covariates would need to be examined for 

each causal question of interest, and the large number of questions examined in this dissertation, this was 

seen as beyond the scope of the current dissertation.  
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5.4.2. Examinations of Bias. I have made use of several strategies to examine the 

potential for biases to influence the analyses I present. 

Sensitivity Analyses. The primary tool I have used to evaluate bias in this review 

is the use of sensitivity analyses. These tests involve evaluating the moderating influence 

of several variables that are suspected to possibly bias results. Coders evaluated each 

study according to a set of potential biasing factors. 

First, the codebook included a version of the Cochrane Collaboration’s Tool for 

Assessing Risk of Bias (Higgins & Green, 2011). This is a set of criteria by which to code 

studies as having low, high, or unclear levels of risk for five types of bias: (1) selection 

bias, which involve bias in the way participants are allocated into different conditions; (2) 

performance bias, which involves bias in the delivery of an intervention in ways that are 

unintended by the allocation—e.g., failure of blinding/masking participants and 

personnel; (3) detection bias, which involves potential bias in the way outcomes are 

assessed—e.g., failure of blinding/masking individuals coding for outcomes; (4) attrition 

bias, which involves systematic differences in who withdraws from a study, and; (5) 

reporting bias, which involves bias in the findings that are reported and unreported by 

researchers. Of these, detection bias showed too little variance in coding (coder picked 

the same response option 99.3% of the time); it will therefore not be discussed further. 

In addition to above variables, coders also evaluated several other factors that 

could indicate bias in our findings. First, they coded various indicators of open science 

practices, including whether authors made their messages fully available (i.e., their 

intervention materials), whether analyses were registered, and whether their data and 

script files were publicly available. Of these factors, only message availability showed 
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much variance (the other factors will not be discussed further). Second, coders also noted 

whenever analyses included covariates. Given that every study reported experimental 

findings, the use of covariates was not deemed necessary to obtain unbiased results, and 

was treated as a degree of freedom researchers could possibly use to alter the significance 

of their findings. After coding was completed, a third variable was created to note the 

percent of effects that were extracted within a study, relative to the number of 

theoretically extractable effects that could be extracted if coders had complete access to 

data. Finally, in addition to the above, sensitivity analyses were also conducted to assess 

the effect of sample size (both of the sample size used to extract each effect, as well as 

the overall sample size of the study from which the effect was extracted). 

Additional Tools. In addition to sensitivity analyses, I also made use of funnel 

plots–considering both traditional (Begg & Mazumbar, 1994; Egger, Davey Smith, 

Schneider, & Minder, 1997) and contour-enhanced funnel plots (Palmer, Sutton, Peters, 

& Monteno, 2008; Peters, Sutton, Jones, Abrams, & Rushton, 2008)–as well as p-curve 

analyses (considering both full and half p-curves; Simonsohn, Nelson, & Simmons, 

2014a; 2014b; 2015) to examine publication bias. The results of these tests are provided 

mostly for descriptive purposes, as such statistics (and related tools such as Egger’s 

regression test, or trim and fill methods) have not been adequately adapted for use with 

dependent effect size estimates, and therefore cannot be expected to provide highly 

reliable inferences (Fernández-Castilla et  al., 2019; Rodgers & Pustejovsky, 2019). 
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 6. Project 1: Results and Interpretations 

6.1. Study Selection, Interrater Reliability, and Outlier Identification 

 6.1.1. Study Selection Details. Figure 10 provides an overview of the record and 

study selection for the current synthesis. I conducted the entire search procedure between 

December 15th and December 19th, 2018. Overall, the search procedure returned 38,580 

records.  

Deduplication. The electronic search procedure across PsycInfo, MEDLINE, and 

Scopus originally returned 20,683 records, and 15,852 (77%) of these were retained as 

non-duplicates across the three databases. Next, deduplication was applied separately to 

the backward and forward citation searches. The backward citation search identified 

3,041 records, and 1,917 (63%) were retained as non-duplicates. The forward citation 

procedure identified an additional 14,256 records, of which 9,396 (66%) were retained as 

non-duplicates. Deduplication was then applied to the set across the backward and 

forward citation searches, retaining 10,871 (96%) of records as non-duplicates. Finally, 

deduplication was applied across the retained records from the electronic search, 

forward/backward citation searches, and the records identified using other means (total of 

27,323 records), leaving a total of 25,350 (93%) of records retained as non-duplicates. 

 The results of the deduplication procedure showed surprising non-overlap 

between the various search strategies employed. This finding reinforces the notion that 

the literature on message matching strategies is highly fragmented into several smaller 

sub-literatures, which each use unique terminologies and seldom cite one another.  
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Figure 10. Flow Diagram of the Selection Procedure. 

 
Note. Flow diagram adapted from (Moher et al., 2009). The final dataset for the meta-

analysis is indicated by the box with bold font/border. Italics indicate excluded records. 
aCoders could select more than one reason for excluding records/studies. 
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In particular, the non-overlap in the citation searches indicates that even syntheses 

(e.g., narrative reviews, systematic reviews, meta-analyses) show a large degree of non-

overlap in the records they cite, and in the records that cite them.  

 Screening by Titles and Abstracts. In late December 2018, and in January, 2019, 

I screened the titles and abstracts of the 25,350 records retained from the last step. This 

screening procedure resulted in the identification of 2,671 relevant records that included 

language possibly related to message matching studies. 

 Screening and Coding of Full-Texts. The next step was to begin reading and 

coding the full texts of the 2,671 retained records. This step was accomplished by the full 

set of coders involved in the current project (Table I1 of Appendix I provides a 

breakdown of the relative contribution of each coder). This step of the coding was 

predominantly conducted between January 2019 and June 2020.17  

 During coding, 2,189 records contained no eligible studies for inclusion in the 

meta-analytic reviews. This left 482 records, containing 723 studies which met inclusion 

criteria (Section 5.2.2). A summary of the reasons noted for exclusions is provided in 

Figure 10. Of note, the majority of studies excluded at this stage were still message 

matching studies, and were excluded for more specific reasons (e.g., not being functional 

matching, having a Type III design, not having one of the 4 outcomes we required). The 

records screened at the full text level spanned over 600 distinct scientific journals, 

speaking to the wide breadth of interest that has been generated on message matching. 

 Final Data Selection for Inclusion into the Meta-Analysis.  Of the 482 records 

 
17 A small set of records were screened and coded prior to this, during the development of the protocol and 

codebook. 
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with studies containing eligible studies, 79 records contained no studies for which an 

effect size estimate could be extracted. This left usable data from 403 records, covering 

608 unique experimental studies, all of which reported at least one effect size (for a total 

of 4,277 extracted effect size estimates).  

Because this project involves computing a large number of meta-analytic models 

(some of which may rely on smaller sets of studies), analyses were conducted beforehand 

to identify potential outliers that may skew the results of certain models. Two methods 

were used for this purpose. The first was an examination of sample sizes, which 

identified two records with samples sizes that were several magnitudes larger than other 

studies coded. These studies used large online sampling strategies to obtain over 1 

million observations (Matz, Kosinski, Navem & Stillwell, 2017; Graham et al., 2012), 

whereas other studies had sample sizes typically below 10,000. These records were 

therefore excluded from analyses. The second method involved an examination of the 

effect sizes extracted. Twenty-eight effect sizes that were over 4.5 standard deviations 

from the mean were removed (this did not result in excluding any entire study/record).18 

Extensive details about these outlier analyses are reported in Appendix K.  

The final dataset following these exclusions contained 4,228 effect size estimates 

from 604 studies (401 records). 

6.1.2. Interrater Reliability. To evaluate the reliability of our coding procedure 

and team, a random subset of records was marked to be coded by a second person to 

 
18 Many of these effects approached r = 1.0 as the result of participants in one condition showing uniform 

responses on a dichotomous outcome measure in the context of a small sample size. Assuming a normal 

distribution, the presence of effects above 4.5 standard deviations from the mean is expected to occur at a 

rate of less than 0.001%. These 28 effects instead represented 0.65% of effects. 
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compute interrater reliability indices. This included a set of 30 records, covering 52 

studies, for which it was possible to attempt to extract 395 effect size estimates. Using 

this set of records, we adopted an approach similar to the master coder approach 

described by Syed and Nelson (2015), whereby each article was independently coded by 

myself (the “master coder”, who coded the majority of articles in the final dataset), and 

then by one of the three main coders for the project (AS, MM, JS).19,20  

 Reliability Metrics. Most coded variables were categorical in nature (e.g., when 

evaluating how characteristics were determined, coders picked an option from “directly 

measured”, “indirectly inferred”, “manipulated”, or “unclear”), but several variables were 

also continuous in nature (e.g., effect size estimates, sample sizes). Percentage agreement 

between coders was used as the metric of interrater reliability for categorical variables. It 

was chosen for the intuitiveness of its interpretation, and for the fact that it is not unduly 

influenced by the degree to which response options are unevenly represented in a dataset 

(i.e., when one or more response options are disproportionately selected compared to 

others; which was the case for many variables). Kappa was considered but rejected for 

being too influenced by uneven response categories (Burton, 1981; Syed & Nelson, 

2015). For the continuous variables, I calculated three indices of reliability: the 

percentage agreement between coders, the Pearson correlation coefficient (r), and the 

intraclass correlation (ICC, form 3,1; Shrout & Fleiss, 1979). The provision of these three 

 
19 The reliability indices derived for each coder pair is interpretable as a function of (i.e., capped by) the 

reliability of each coder within pairs. Consequently, the overall reliability across pairs is capped by the 

master coder’s reliability.  
20 Once coding was completed by each person, differences in coding were later examined and reconciled by 

the master coder to create the final dataset, rather than relying only on the master coder’s rating. 
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indices was chosen to provide maximal information regarding the most crucial element of 

coding; that is, the extraction of the effect size estimates themselves. Good reliability was 

established following norms in the field: a percent agreement on at least 80%; r of at least 

.80, and an ICC of at least .80 (Belur, Tompson, Thornton, & Simon, 2018; Neuendorf , 

2002; Syed & Nelson, 2015). 

 Reliability Results. When considering the full set of variables assessed for 

reliability, 72 variables out of 73 showed an aggregate (across coder pairs) percent 

agreement of 80% or above.21 The average percent agreement was 95.3% across the full 

set of variables. The rs and ICCs for the seven continuous variables evaluated for 

reliability were always above .80 (average r = .98, and ICC = .97). When it comes to the 

effect sizes estimates extracted by coders, the aggregate reliability was excellent (percent 

agreement = 87%;22 r = .96; ICC = .96).  

Appendix J provides in-depth information about the assessments conducted to 

establish the reliability of our coding. This involves a report of all the indices of 

reliability calculated, broken down by variable and specific coder pairs.  

6.2. Descriptive Analyses 

Before conducting meta-analytic models, descriptive statistics were examined to 

offer an understanding of the demographics being represented across message matching 

studies. 

 
21 The one variable below 80% had 67% agreement. This variable required coders to select all options that 

applied from a set of 19 choices, and agreement required all selections to match. This was likely too strict a 

test. Evaluating each of the 19 response options individually consistently led to an agreement above 80%. 
22 The percent agreement required deviations to be within r = .01 to be considered in agreement. 

Furthermore, several cases of disagreement reflected one coder overlooking information to extract an effect 

(i.e., not extracting an effect another coder extracted), rather than disagreement in the effect size itself. 
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6.2.1. Study Characteristics. The upper left quadrant of Figure 11 shows the 

number of studies using samples from different continents. Overall, samples were drawn 

from 36 countries, spanning five continents. Of the 604 studies, the majority recruited 

samples from North America (339 studies), but there was also a good number of samples 

drawn from Asia (131 studies) and Europe (91 studies). Fewer studies were recruited 

from Oceania, and only one from South America.  

The upper right panel of Figure 11 shows the distribution of studies according to 

the percentage of their samples that was female. Overall, studies recruited a slightly 

larger proportion of female participants (on average, samples were 59% female).23  

The lower left panel of Figure 11 provides information on the sampling frames 

used by studies. Overall, 379 studies (63%) used samples comprised of college and/or 

university students. When studies relied on non-student samples, the most common 

strategy was to recruit adult community members using online means (e.g., online 

panels).  

Lastly, the lower right panel of Figure 11 shows the distribution of studies 

according to the year in which they were published. The distribution is similar to that 

from Figure 1. Figure 11 documents an initial interest in experiment message matching 

research starting in the mid-1980s, followed by a slow increase in interest until the mid-

2000s, after which a notable surge of experimental studies began being published in this 

area.  

 
23 Only around 80% of studies reported gender distributions for participants. Additionally, very few studies 

reported gender categories beyond male and female. 
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Figure 11. Descriptive Information on Study Samples. 

Notes. Figure excludes studies for which no information could be extracted on the 

country of the study, or regarding the gender breakdown of the sample. 

*The two categories of “community sample” were defined as samples drawn from 

populations that did not meet criteria for inclusion into any other category. 

   

 6.2.2. Covariance Between Study Type, Type of Effect, and Type of Outcome. 

When making inferences based on meta-analytic estimates, it is important to consider 

how certain features of studies covary with one another, and to consider the degree to 

which certain combinations of factors are well-represented. Given that meta-analytic 
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results will be consistently broken down by study type (Type I vs. Type II studies), type 

of effects (e.g., main effects of messages given a level of the characteristic vs. interaction 

effects), and type of outcome (e.g., attitude vs. self-report behavior), I provide an 

exploration of how these factors covary with one another. Figure 12 plots the relationship 

between these three variables, and provides measures of strength of association between 

the categorical variables (Cramér’s V, and Goodman and Kruskal’s τ). 

The upper left panel of Figure 12 shows the distribution of extracted effects 

according to study type and the type of effect being studied (e.g., the effect of a message 

given a characteristic level vs. the effect of a characteristic given a message level). As 

can be seen, there is a clear association between these two variables (e.g., V = .41) such 

that Type I studies only examine the effects of using different message interventions in 

ways that are conditional on people’s characteristics. This is not surprising as this was 

built into the protocol of the synthesis when coding Type I studies. Specifically, Type I 

studies were defined as involving comparisons between two message-based experimental 

groups, and therefore could not treat characteristics being matched to as predictor 

variables. Consequently, Type I studies cannot examine how different levels of a 

characteristic influence responses to a given experimental message condition, and also 

cannot examine interaction effects (see Section 4.2.4. for more details on Type I studies).  

The upper right panel of Figure 12 shows the distribution of extracted effects 

according to type of effect and type of outcome. These two variables are not strongly 

associated (e.g., V = .12), but the concentration of effects across the cells is nevertheless 

informative. Specifically, we can see that extracted effects are very sparse for at least 

three cells in the plot; that is, for effects of characteristics conditional on message 
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conditions on self-report behavior, and for the interaction effects on both self-report 

behavior and objective behavior. We can therefore expect that it will be more difficult to 

produce reliably narrow meta-analytic estimates for these cells, as there will be 

considerably fewer effects to aggregate.  

The lower left panel of Figure 12 shows the association between study type and 

type of outcome. Here, the two variables are considerably associated (V = .38) such that 

effects on self-report behaviors are more likely to have been extracted from Type I than 

Type II studies. Given that Type I and Type II studies also tend to differ in other ways 

(e.g., Type I studies offer more flexibility in using different types of comparison 

messages), keeping analyses separate by Study Type will therefore allow me to make less 

confounded inferences when comparing message matching effects across types of 

outcomes. 

 Finally, the lower right panel of Figure 12 shows the relationship between the 

three variables considered simultaneously. The pattern here is largely a combination of 

the patterns from the upper left (i.e., Type I studies limited to one type of effect), upper 

right (i.e., lower representation of certain cells), and lower left panels (Type I studies 

report proportionately more effects on self-report behaviors than do Type II studies). 

 Examining other confounded features. To help guide inferences throughout this 

meta-analysis, I created matrices of V and τ covering the bivariate associations between 

most of the variables coded in this meta-analytic synthesis. These matrices are found in 

Appendix L, along with some additional figures similar to the panels in Figure 12. These 

figures are referenced in text when they informed my inferences. 
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Figure 12. Example Plots of Covarying Features of Matching Effects, Focusing on Study Type, Effect Type, and Type of Outcome. 

Notes. V = Cramér’s V; τ(x,y)  = Goodman and Kruskal’s τ for variable x predicting variable y; τ(y,x)  = Goodman and Kruskal’s τ for variable y 

predicting variable x. The symbol “|” is used to indicate the effect of one factor (e.g., message) “given”, or “conditional on”, a level of another 

factor. V and τ are provided only for bivariate relations.  
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6.2.3. Univariate Distribution of Effect Sizes. Figure 13 presents a distribution 

of the 4,228 effect sizes included in the current synthesis. This analysis is provided solely 

for descriptive purposes, as it ignores nesting of estimates within studies and the relative 

sample sizes associated with each effect size estimate. Overall, effect sizes are distributed 

following a fairly normal distribution centered around a mean of r = .17 (median = .18), 

with a standard deviation of .26. There is a large spread of effects, such that it is 

relatively common to see effects that are substantially stronger than average (e.g., r > 

.50), as well as negative effects (i.e., r < .00). 

 

Figure 13. Histogram of the Effect Sizes in this Synthesis. 

Note. r = Pearson Correlation; �̅� = mean effect size; SD = standard deviation; N = sample 

size (number of effect size estimates extracted). This histogram presents the frequency at 

which effect sizes were observed at different magnitudes. The blue dotted line presents 

the expected distribution of scores for a normal distribution with the observed mean and 

standard deviation. The orange dashed lines present represent the mean and scores falling 

at one standard deviation increments from it. 
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6.3. Primary Findings: Overall effects of Functional Message Matching. 

 From this point forward, when reporting results from the meta-analytic estimates, 

I use the expression effect sizes to refer to the individual effect sizes extracted from coded 

studies. In contrast, I will use the term estimate (or meta-analytic estimate) to refer to the 

effect size estimates produced by the three-level meta-analytic models that aggregate the 

effect sizes coded from individual studies. As a reminder, all reported meta-analytic 

estimates rely on aggregating effect sizes from a minimum of four studies to maximize the 

reliability of any inference made. In other words, when fewer than four studies were 

available to provide effect sizes for a given meta-analytic model, no meta-analytic 

estimate was generated. 

 6.3.1. Evaluating the Overall Impact of Functional Matching Studies. The 

meta-analytic estimates evaluating the overall impact of functional matching studies are 

presented in Table 1 and represented in Figure 14. Both Table 1 and Figure 14 present 

meta-analytic estimates (using r as a metric), broken down by type of outcome type (e.g., 

attitude vs. intention), study type (Type I vs. Type II), and effect type (e.g., effect of 

message given a level of a characteristic vs. an interaction effect).  

Table 1 and Figure 14 also provide 95% confidence intervals around each 

estimate, and Table 1 further provides 95% prediction intervals as an indicator of the 

heterogeneity, or spread of effect sizes, that make up the distributions underlying each 

meta-analytic estimate. Whereas 95% confidence intervals are intended to capture the 

population average effect size 95% of the time (and give us an index of how reliable our 

meta-analytic estimate of that average effect size parameter may be), the purpose of 95% 

prediction intervals is to inform us about the likely range in which any given future effect 
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size (e.g., from a new upcoming intervention) may be expected to fall.  

In addition to confidence intervals and prediction intervals, Table 1 also provides 

the number of effect sizes being aggregated to derive each meta-analytic estimate, the 

number of separate studies effect sizes were extracted from, the average sample size of 

each aggregated study, and the significance level for each meta-analytic estimate.  

 The results of the analyses are very clear; there is a significant meta-analytic 

estimate for every combination of outcome type, study type, and effect type. These 

findings strongly support hypotheses H1, H2, H3, and H4. Estimates range in size from r 

= .06 to r = .24, and are typically around r = .20—with the exception of estimates for self-

report behaviors, which tend to be (non-significantly) smaller and more varied. It is 

difficult to ascertain why the estimates for self-report behaviors are smaller (especially 

for Type I studies) when effects on objective behaviors were largely similar to other 

outcomes. One explanation may be that self-report behaviors were almost always 

assessed after some time had elapsed after intervention were delivered (allowing for 

decay in effect sizes), whereas other outcome types were generally assessed the same day 

the interventions were delivered (see Figure L1 of Appendix; see also moderation results 

for assessment time in Section 6.5.8). 

 Most confidence intervals around estimates are narrow for both attitude and 

intention outcomes, with the upper and lower bounds of the intervals within r = .05 of 

their respective estimates. This reflects that these estimates rely on very large sets of data, 

as even the least precise of these estimates was derived using 218 effect sizes (from 91 

studies, with a combined sample of over twenty thousand participants). In contrast, many 

confidence intervals for self-report behavior and objective behavior are larger in size, 
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although generally still having upper and lower bounds that within r = .10 of the 

estimates themselves. The larger intervals for these outcomes reflect the smaller number 

of studies that reported these outcomes (e.g., the widest interval aggregated 16 effects 

from 13 studies, with a total sample size slightly above one thousand participants). 

Despite the confidence intervals being larger for the two behavioral outcomes, no interval 

overlapped with r = .00. 

In order to fully interpret these effect, we can also consider the 95% prediction 

intervals in Table 1. These intervals consistently indicate that substantial heterogeneity 

exists in the distribution of effect sizes underlying each estimate. Specifically, most 95% 

prediction intervals extend into negative numbers, usually reaching at least r = -.20. This 

means that although there is strong evidence that matching effects are effective on 

average, there is a good chance that any given matching intervention will fail to achieve 

an advantage, and may even backfire. The converse possibly, however, is also true; there 

is a substantial chance that any given intervention will produce an effect that is 

substantially larger than average (e.g., most 95% prediction intervals had upper bounds 

extending beyond r = .50). Additional explorations of how effect sizes differ when 

conditional on other factors (i.e., levels of moderators) are therefore required.  
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Table 1. Primary Meta-Analytic Results for Function Matching Effects by Outcome Type, Study Type, and Effect Type. 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .227 .168 .285 -.364 .688 218 91 244 <.001 

Type II M|C .197 .167 .227 -.361 .652 710 216 218 <.001 

 C|M .197 .161 .231 -.465 .717 648 190 230 <.001 

 Int. .231 .194 .267 -.203 .589 181 149 186 <.001 

Intention 

Type I M|C .149 .103 .196 -.300 .545 244 82 287 <.001 

Type II M|C .214 .185 .242 -.313 .640 745 240 234 <.001 

 C|M .209 .181 .238 -.359 .665 654 206 248 <.001 

 Int. .239 .207 .271 -.185 .588 227 179 183 <.001 

Self-Report Behavior 

Type I M|C .064 .040 .088 -.187 .308 199 42 1012 <.001 

Type II M|C .126 .020 .230 -.398 .589 44 12 298 .021 

 C|M .134 .017 .248 -.433 .626 38 10 300 .030 

 Int. .201 .106 .293 .106 .293 7 5 107 .002 

Objective Behavior 

Type I M|C .118 .044 .190 -.285 .485 64 27 365 <.001 

Type II M|C .204 .138 .269 -.220 .564 117 36 774 <.001 

 C|M .209 .146 .270 -.164 .530 115 33 835 <.001 

  Int. .212 .025 .385 -.423 .707 16 13 94 <.001 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. 
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Figure 14. Forest Plot of Primary Meta-Analytic Results for Functional Matching Effects 

by Outcome Type, Study Type, and Effect Type.  

 

Note. E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; 

M|C = effect of message given a characteristic being matched to; C|M = effect of 

characteristic given a particular message type received; Int = Interaction effect; r = meta-

analytic estimate expressed as a correlation. The intervals around each estimate represent 

95% confidence intervals. 
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 6.3.2. Evaluation of Bias. To examine the presence of bias in the results of this 

synthesis, a series of analyses were conducted on the primary findings reported in Table 1 

(and Figure 14). First, I report findings produced from sensitivity analyses. Second, I 

supplement these analyses with funnel plots and p-curve tests.  

Sensitivity Analyses. Appendix M provides extensive details on the sensitivity 

analyses. Here, I provide a high-level summary of the findings. 

Overall, 10 variables were used for examination in sensitivity analyses. These are 

listed in Table 2, along with a short description of what each variable stands for. For each 

of the 10 variables, I present the results of subgroup analyses that evaluated the 

moderation effect of each variable on the 16 meta-analytic estimates produced in Table 1. 

The right-most column of Table 2 summarizes the results of these evaluations.  

Overall, there is little evidence of bias for most variables. The one variable that 

shows stronger evidence of influencing estimates is sample size—specifically, there is 

consistent evidence that larger samples sizes are associated with smaller estimates (i.e., 

13 of 32 tests show significant effects in this direction). For each of the other variables, 

only one or two tests at a time (out of 11 to 15 evaluations per variable) show any 

significant evidence of moderation, for a total of 9 significant effects out of 104 tests 

(excluding the 32 tests associated with sample size). Of the 9 significant tests, four show 

evidence that higher bias is associated with larger effects, whereas the other five tests 

show that higher bias is associated with smaller effects.  
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Table 2. Summary of Results from Sensitivity Analyses Moderating the 16 Estimates in Table 1. 
Variable Description Summary of Evidence for Each Variablea 

1. Message 

fully available 

Were the messages (intervention materials) made 

fully available by the authors? 

No Evidence. No significant effects of this variable for 14 evaluations. 

2. Covariates 

included 

Were covariates included in the analyses to 

derive the effect size? 

Limited Evidence: One of 13 evaluations shows significant moderation. Higher 

bias (i.e., the inclusion of a covariate) was associated with a smaller effect sizes. 

3. Manipulation 

confounded 

Do intervention conditions differ only in degree 

of matching (or is the manipulation 

confounded)? 

Limited Evidence: One of 14 evaluations shows significant moderation. The 

moderate level of bias (when it is unclear whether the manipulation was 

confounded) is associated with smaller effect sizes than when manipulation was 

not confounded. There is no significant difference between high bias (confirmed 

presence of confounding) and either other levels of this variable. 

4. Selection 

Bias 

Is the randomization process explicitly described 

as truly random? 

Limited Evidence: One of 8 evaluations shows significant moderation. The 

moderate level of bias (when it is unclear whether selection bias was present) is 

associated with larger effect sizes than when selection bias was low. There is no 

significant difference between high bias (randomization confirmed as not truly 

random) and either other levels of this variable. 

5. Performance 

bias 

Could a lack of blinding/masking lead to a bias 

on participants' actual outcomes? 

Limited Evidence: Two of 15 evaluations show significant moderation. In both 

cases, higher bias is associated with larger effect sizes. 

6. Attrition bias Was the attrition rate between assessment time 

and randomization less or greater than 20%? 

Limited Evidence: Two of 14 evaluations show significant moderation. In both 

cases, higher bias is associated with smaller effect sizes. 

7. Reporting 

bias 

Are there results reported for all matching effects 

of interest (including all subgroups? This is 

regardless of whether the way in which effect 

were reported could be used to extract effects. 

Limited Evidence: One of 11 evaluations shows significant moderation. Higher 

bias (i.e., less complete reporting) is associated with smaller effect sizes. 

8. Extractable 

effects 

Percent of effects examined in a study that could 

be successfully extracted by coders 

Limited Evidence: One of 15 evaluations shows significant moderation. Higher 

bias (i.e., less complete reporting) is associated with smaller effect sizes. 

9. Sample size 

(effect-level) 

Sample size associated with each effect size Consistent Evidence: Seven of 16 evaluations show that larger sample sizes are 

associated with smaller effect sizes.  

10. Sample size 

(study-level) 

Sample size associated with the overall study an 

effect was extracted from. 

Consistent Evidence: Six of 16 evaluations show that larger sample sizes are 

associated with smaller effect sizes.  
aCould each include up to 16 tests, depending on whether there were at least four studies per level of the moderator for each of the 16 effects in Table 1. 
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 Funnel plots and p-curve analyses. To complement the sensitivity analyses, I 

generated funnel plots and p-curve analyses for each estimate in Table 1. The full results 

of these analyses are found in Appendix N (Figures N1 to N32, and Tables N1 to N18).  

Figure 15 presents a representative sample of the funnel plots. For each panel in 

Figure 15, two types of funnel plots are presented, each plotting effects by their size (on 

the x-axis), and their corresponding standard errors (on the y-axis). Standard errors are 

largely determined by sample size such that larger samples show smaller error and appear 

higher on the plot relative to smaller studies. 

The first type of plot in Figure 15 consists of standard funnel plots. These plots 

are centered around meta-analytic estimates, and asymmetry in the distribution of effects 

sizes around the center is taken as possible evidence of publication-related bias. For 

example, if a larger proportion of effect sizes are found on the lower right side of the plot, 

relative to the lower left side, this shows that a disproportionately larger number of small 

studies with larger than typical effect sizes are present than would be expected from a 

normally (and symmetrically) distributed set of effects. This type of asymmetry can arise 

from publication/reporting biases favoring the publication of significant positive effects, 

but it should be noted that asymmetrical patterns can also arise from other (non-bias) 

sources as well (Terrin, Schmid, & Lau, 2005).  

In addition, Figure 15 provides contour-enhanced funnel plots. These plots are 

centered around zero, and use colored regions to indicate the degree to which each effect 

size is statistically different from zero: effects in the white region are non-significantly 

different from zero; effects in the yellow region have significance values between p = .10 

and .05; effects in the blue region are significantly different from zero at p = .05 and p = 
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.01, and; effects in the grey region captures significant effects at p < .01. The rationale 

behind these plots, is that biases favoring effects just below significance (e.g., 

questionable research practices; John, Loewenstein, & Prelec, 2012; Simmons, Nelson, & 

Simonsohn, 2011) should produce a disproportionate number of results that fall just 

below conventional levels of significance (i.e., the blue region of the plots). 

 The top two panels of Figure 15 are representative of the funnel plots for all the 

estimates captured in Table 1, except for the interaction effects, which typically follow a 

pattern similar to the lower panel of Figure 15. When looking at standard funnel plots, 

none of the plots show evidence for strong asymmetry in the effect sizes used to compute 

estimates; in particular, it does not appear that effects from small sample sizes are 

disproportionally more likely to produce larger effects. Most contour-enhanced plots also 

do not show obvious evidence of bias (and resemble the upper two panels of Figure 15), 

with the exception of plots for interaction effects. A large proportion of interaction effects 

sizes are located just below conventional significance levels (in the blue region of the 

plots), indicating possible bias. It is important to note that for Type II studies, authors 

primarily operationalize support for hypotheses through the significance level of 

interaction effects, rather than the significance level of pairwise comparisons (i.e., the 

other effect types extracted from Type II studies). This may lead to an asymmetry in bias, 

such that there is greater pressure for research to produce significant interaction effects 

than significant pairwise comparisons. Bias may also be more apparent for interaction 

effects as these were only extracted when authors reported formal statistical tests (e.g., 

ANOVAs), which often included covariates. In contrast, extracting pairwise comparisons 

relied mostly on unadjusted descriptive statistics (e.g., means and standard deviations). 
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Figure 15. Representative Examples of (Standard and Contour-Enhanced) Funnel Plots. 

 
Notes. Standard funnel plots are centered on meta-analytic estimates, whereas contour-

enhanced funnel plots are centered around an effect size of zero. For contour-enhanced 

funnel plots, effects in the white region are non-significantly different from zero. Effects 

in the yellow region correspond to significance values between p = .10 and .05. Effects in 

the blue region represent effects significantly different from zero at a level between p = 

.05 and p = .01. The grey region captures significant effects at p < .01.  

The upper panel presents the funnel plots for Type II studies examining the effect of 

characteristics given messages on attitudes. The middle panel presents the funnel plots 

for Type II studies examining the effect of characteristics given messages on objective 

behavior. The lower panel presents the funnel plots for Type II studies examining 

interaction effects on attitudes. The full set of funnel plots for each of the 16 estimates 

from Table 1 are available in Appendix N. 



 

 

 

130 

 
 

 

 

 Taken together, the funnel plots indicate little reason to anticipate bias for most 

estimates in this synthesis with the exception of interaction effects. Interaction effects 

may display some bias, which may explain why these are consistently very slightly larger 

than other effects in Table 1. 

None of the p-curve analyses and tests provide evidence that the results reported 

in the current synthesis can be attributed to bias. All p-curves are right-skewed with p-

values within the significant range (< .05) becoming increasingly less frequent as p-

values approach .05. Only one of the sixteen sets of p-curves showed any deviation from 

this pattern. However, this p-curve was largely inconclusive owing to a small sample size 

(i.e., this was the interaction effect on self-reported behaviors in Table 1, which depended 

on only 7 effect size estimates). See Appendix O for more details. 

Overall evaluation of bias. Overall, there is relatively little consistent evidence of 

bias across the analyses. Eight of the ten variables used for sensitivity analyses do not 

show consistent moderation effects, and no evidence of bias is produced by the standard 

funnel plots, or by the p-curve analyses. That said, there is still some evidence of possible 

bias from other sources. Notably, sensitivity analyses using sample size do present 

consistent evidence that larger sample sizes are associated with smaller effect sizes. This 

could indicate that publication biases favor the publication of smaller samples with larger 

effects, but it is also possible that larger studies are correlated with study designs that are 

less effective. Given that the funnel plots do not show clear evidence for bias towards 

smaller studies with larger effects, the exact relationship between sample size and bias is 

somewhat inconclusive. The other consistent source of evidence for bias comes from 
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contour-enhanced funnel plots, which show suspicious patterns for interaction effects 

(but not for any other effect type). Specifically, the plots show effect sizes that are 

suspiciously concentrated around a significance level between p =.05 and p = .01, which 

could indicate that the effect sizes extracted from interactions may be biased upwards. 

That said, this concentration was not pronounced enough for p-curve analyses to find 

significant evidence of bias. Consequently, the implications from the contour-enhanced 

funnel plots may also be somewhat inconclusive.  

6.4. Matching Effects Broken Down by How Functional Matching Overlaps with 

Message Tailoring, Context Matching, and Message Framing.  

Next, I examine whether significant effect sizes emerge for the four sub-

literatures that make up functional message matching research, as delineated in Figure 2: 

(1) functional matching that overlaps with context matching but not message framing; (2) 

functional matching that overlaps both with context matching and message framing; (3) 

functional matching that overlaps with message tailoring but not message framing, and; 

(4) functional matching that overlaps with both message tailoring and message framing. 

The results of these analyses, including meta-analytic estimates and corresponding 95% 

confidence intervals, are presented in Figure 16. Tables similar to Table 1 are provided 

separately for each sub-literature in Appendix O, and contain information on the 95% 

prediction intervals, number of effect sizes being aggregated, number of studies effects 

are extracted from, and the average sample size of each study (See Tables O1 to O4 in 

Appendix O). Figure 16 summarizes the results.  
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Figure 16. Forest Plot of Meta-Analytic Results Broken Down by How Functional 

Matching Effects Overlap with Message Tailoring, Context Matching, and Message 

Framing. 

 
Note. “Tail. (not Fram.)” = Functional effects that belong to the tailoring literature, but 

not the framing literature; “Tail. & Fram.” = Functional effects that belong to the 

tailoring and framing literatures; “Cont. (not Fram.)” = Functional effects that belong to 

the context matching literature, but not the framing literature, and; “Cont. & Fram.” = 

Functional effects that belong to the context matching and framing literatures. 

E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; M|C = 

effect of message given a characteristic being matched to; C|M = effect of characteristic 

given a particular message type received; Int = Interaction effect; r = meta-analytic 

estimate expressed as a correlation. The intervals around each estimate represent 95% 

confidence intervals. 
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 When looking at estimates for the outcomes of attitude and intention, estimates 

within all literatures tend to be significant, and generally cluster within the range of r = 

.15 to .25. This pattern is in line with my hypothesis that matching effects would be 

apparent in each sub-literature. The only sub-literature that stands out as possibly 

different from the others in terms of these two outcomes is the functional literature that is 

(1) context matching, but not message framing. Estimates for this type of matching effect 

tend to be slightly larger, and within the range of r = .22 to .34 (this encompasses eight 

estimates, all of which are significant). In contrast, here are the ranges for the other three 

sub-literatures:  

2. Functional matching that is context matching and framing: r = .05 to .22. This 

encompasses eight estimates, seven of which are significant. The smallest 

estimate may be a relative outlier compared to the others, as the second smallest 

estimate is r = .15. 

3. Functional matching that is tailoring but not framing: r = .14 to .23. This 

encompasses eight estimates, all of which are significant. 

4. Functional matching that is tailoring and framing: r = .11 to .24. This 

encompasses six estimates, all of which are significant. 

When it comes to estimated effects for self-report behaviors and objective 

behaviors, estimates are more varied and have considerably larger confidence intervals 

(but are still all positive in magnitude). The patterns by sub-literature are as follow: 

1. Functional matching that is context matching but not framing: r = .20 to .32. This 

encompasses four estimates, three of which are significant. 
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2. Functional matching that is context matching and framing: r = .18 to .26. This 

encompasses four estimates, two of which are significant. 

3. Functional matching that is tailoring but not framing: r = .05 to .14. This 

encompasses five estimates, three of which are significant. 

4. Functional matching that is tailoring and framing: r = .12 to .24. This 

encompasses three estimates, none of which are significant. 

Of note, there was considerable heterogeneity in effect sizes underlying nearly all 

estimates (as shown in prediction intervals provided in Appendix O). All estimates, save 

one, have 95% prediction intervals that extend into the negative range (r < .00), and most 

intervals also extend into large effect sizes as well (r  > .50). This is similar to the 

heterogeneity found in producing the estimates for functional matching effects in general 

(i.e., the Table 1 results), and suggests that each of the four sub-literatures is also 

characterized by effect that vary substantially in their magnitude across interventions. 

6.5. Moderation Analyses: Evaluating Principles for Message Matching. 

 The final set of analyses I conducted as part of this synthesis is a series of 

subgroup analyses to identify moderators of functional matching effects. For each 

moderator evaluate, I provide a summary of findings, interpret them in relation to my a 

priori hypotheses, and point out relevant confounding influences that may exist between 

moderators (i.e., as divulged by the analyses from Section 6.2.2.). For each moderator 

variable, a figure similar to Figure 15 is produced, providing meta-analytic estimates and 

95% confidence intervals for each level of the moderator, whenever at least four studies 

were available to generate a meta-analytic estimate. These figures are then consistently 
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supplemented by tables in the Appendix, modelled after Table 1—specifically, for each 

estimate produced in the figures, the tables in the Appendix provide 95% prediction 

intervals, numbers of effect sizes aggregated, numbers of studies the effects were 

extracted from, and the average sample sizes for studies used to derive each estimate. For 

simplicity, the text that follows does not describe the prediction intervals produced in 

subgroups analyses for each variable. However, the pattern is usually similar as before. 

Specifically, there is usually a large amount of heterogeneity in the effect sizes that make 

up the distributions that underlie each meta-analytic estimate (tables in the relevant 

appendices for each moderator variable provide more detail). 

6.5.1. Type of Comparison Group Used. The first moderator I consider is the 

type of comparison message used to evaluate the effect of a positively matched message. 

Comparison messages could include: (a) non-matched messages, (b) negatively matched 

messages, (c) mismatched messages—which represent messages that could not be further 

classified as either non-matched or negatively matched; (d) generic messages; (e) low 

matched messages, and (f) mixed messages. Subgroup analyses on this factor are 

summarized in Figure 17 (see tables P1 to P5 of Appendix P for the full results). Overall, 

the effects for using each type of comparison are as follows: 

a. Non-matched messages. Using a non-matched message as a comparison was 

by far the most common type of comparison group. Fifteen meta-analytic effects were 

generated for this comparison, ranging from r = .09 to r = .26. In total, 14 of the 15 

generated effects are significant, providing consistent evidence that positively matched 

messages outperform this type of comparison (for attitude, intention, self-report behavior, 

and objective behavior).  
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Figure 17. Moderation by Type of Comparison Group Employed. 

 
Note. E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; 

M|C = effect of message given a characteristic being matched to; C|M = effect of 

characteristic given a particular message type received; Int = Interaction effect; r = meta-

analytic estimate expressed as a correlation. The intervals around each estimate represent 

95% confidence intervals. 
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b. Negatively matched messages. Eight estimates were generated using negatively 

matched messages as a comparison. These range from r = .11 to r = .33, and seven of the 

estimates effects are significant. This provides good evidence that positively matched 

messages outperform this type of comparison for changing attitudes and intentions (no 

estimates were generated for the behavioral outcomes). 

c. Mismatches (not further classified). Eight estimates were generated for 

comparison groups that were coded as mismatches that could not be further classified as 

non-matches or negative matches. The estimates for this category vary more widely in 

magnitude, ranging from r = .06 to r = .38. This may reflect the heterogeneous nature of 

this type of comparison, but the range is nevertheless consistent with this category being 

a mixture of non-matched and negatively matched messages. Overall, five of the eight 

estimates are significant. Given that even the non-significant estimates are of similar 

magnitude, this synthesis can be said to provide good evidence that positively matched 

messages outperform this type of comparison for changing attitudes and intentions (once 

again, no estimates were generated for behavior). 

d. Generic messages. Four estimates (using Type I effects only) were generated 

for comparison groups that used generic messages. Only one of these estimates is 

significant, but the range in the magnitude of the estimates is similar to some of the other 

comparison message types (r = .06 to .30). Counterintuitively, the significant effect is a 

smaller one (r = .06) on self-report behavior (this is likely because this estimate makes 

use of a larger pool of effect sizes, leading to a narrower confidence interval).  Overall, 

this finding provides some evidence that positively matched messages can outperform 

generic messages, but further data on this comparison type would be beneficial. 
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e. Low matched messages. Three estimates compare messages matching to a 

larger number of characteristics to messages that matched to a smaller number (i.e., low 

match conditions). These range in magnitude from r = .03 to r = .09, and only one 

estimate is significant. This provides some evidence that matching to a larger number of 

characteristics can be more beneficial than matching to a smaller number, but further data 

on this comparison type would again be beneficial to draw stronger conclusions. 

f. Mixed messages. Lastly, a few studies used mixed messages as comparisons 

(i.e., messages that combined both matched and mismatched elements); however, too few 

effects were extracted from such studies to produce reliable meta-analytic estimates.  

Hypotheses evaluated. Hypotheses H5 to H14 made predictions regarding the 

relative strength of effects making use of different types of comparison groups. Table 3 

summarizes the hypotheses and the support each received from the data. Overall, 

although most comparisons of effect sizes are in the expected direction, it is generally 

difficult to draw clear inferences, as most types of comparison groups are not represented 

frequently enough in studies. An exception, however, exists for subgroup analyses 

comparing between negative matches and non-matched, and for subgroup analyses 

comparing between negative matches and mismatches. For these comparisons, the use of 

negative matches as comparisons does appear to lead to larger estimates, supporting the 

idea that matching effects exist on a continuum as exemplified in Figure 3. 
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Table 3. Summary of Support for Hypotheses H5 to H14. 

Hypotheses Support Level 

H5: Negative matches > 

non-matches 

Supported. Effects in correct direction in 7 of 8 

comparable pairs; two comparisons were also 

significant 

H6: Negative matches > 

mismatches 

Supported. Effects in correct direction in 5 of 8 

comparable pairs; two comparisons were also 

significant 

H7: Negative matches > 

generic messages 

Inconclusive. Two available comparisons, in 

conflicting directions, and neither significant. 

H8: Negative matches > 

Low matches 

Inconclusive. Only one comparison available; in 

expected direction, but not significant. 

H9: Negative matches > 

mixed messages 

Inconclusive. Not enough data to produce comparisons. 

H10: non-matches > generic 

messages 

Inconclusive. Three of four comparisons in 

hypothesizes direction, but no significant effect. 

H11: non-matches > low 

matches 

Inconclusive. Three of three comparisons in 

hypothesizes direction, but no significant effect. 

H12: mismatches > generic 

messages 

Inconclusive. Two effects of two in expected directed 

but neither significant. 

H13: mismatches > low 

matches 

Inconclusive. Only one comparison available. In 

expected direction, but not significant. 

H14: generic messages > 

low matches 

Inconclusive. Three comparisons available. All in 

expected direction, but nonsignificant, and effect sizes 

are always very close in magnitude. 

 

6.5.2. Method of Determining Characteristic Used for Matching. Next, I 

examine how the method of determining the characteristic being matched to influences 

the magnitude of meta-analytic estimates. Specifically, I examine whether characteristics 

were determined by: (a) directly measuring their values; (b) indirectly inferring their 

values through a proxy variable, or; (c) manipulated. The results of subgroup analyses are 

summarized in Figure 18 (and see Tables Q1 to Q3 of Appendix Q for the full results). I 

also provide verbal summaries of the meta-analytic estimates derived according to the 

three levels of this moderator. 
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Figure 18. Moderation by Method of Determining Characteristic Used for Matching. 

 
Note. E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; 

M|C = effect of message given a characteristic being matched to; C|M = effect of 

characteristic given a particular message type received; Int = Interaction effect; r = meta-

analytic estimate expressed as a correlation. The intervals around each estimate represent 

95% confidence intervals. 
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a. Directly measuring characteristic. Fourteen estimates were generated from 

studies that directly measured the characteristic they matched to. These range from r = 

.05 to r = .20, and 11 of the 14 effects are significant. Further, significant effects are 

observed for all four types of outcome (attitude, intention, self-report behavior, and 

objective behavior), providing good evidence that matching to directly measured 

characteristics is generally effective. 

b. Indirectly inferring characteristic. Ten estimates were generated from studies 

that indirectly inferred the characteristics they matched to (e.g., using ethnicity to infer 

value-based differences). These estimates range from r = .02 to r = .24, and seven of the 

10 estimates are significant. This provides good evidence that matching to indirectly 

inferred characteristics is effective, at least for influencing attitudes and intentions, as all 

seven significant estimates are for these two outcomes. In contrast, only two estimates 

were derived for behavior, and neither are significant. 

c. Manipulating characteristic. Fourteen estimates were generated from studies 

that manipulated the characteristics they matched to (e.g., using primes to activate 

different values, and matching to those primes). These estimates range from r = .17 to r = 

.32, and 11 of the 14 estimates are significant. Further, there are significant estimates for 

the outcomes of attitude, intention and objective behavior. The estimates for self-report 

behavior are similar in magnitude but not significant. Overall, this provides good 

evidence that matching to manipulated characteristics is generally effective. 

Comparing the three methods. Hypotheses posited that functional matching 

studies would produce larger effect sizes when directly measuring characteristics than 

when indirectly inferring them (H15), as well as when manipulating characteristics rather 
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than indirectly inferring them (H16). Ten pairs of estimates can be used to evaluate the 

first of these predictions. Of these, five comparisons favor directly measuring over 

indirectly inferring, whereas five comparisons are in the opposite direction. Additionally, 

none of these differences are significant. Consequently, results are inconclusive for H15. 

Nine pairs of effects can be used to evaluate H16; of these, all comparisons are in the 

expected direction, and two are significant. This provides some support for H16. I did not 

make a prediction a priori about the relative effects of directly measuring versus 

manipulating characteristics, but 13 pairs of effects can be used to evaluate this 

comparison. Of these, all 13 comparisons favor using a manipulated characteristic, 

although none of the comparisons are significant. Taken together, the above results 

suggest that manipulating characteristics could possibly be a more successful strategy to 

elicit stronger matching effects than methods that rely on assessments. 

6.5.3. Number of Characteristics Matched To. Next, I examine the influence of 

matching to differing numbers of characteristics. The results of these analyses are limited 

to Type I studies, whose designs allow more flexibility in evaluating the effects of 

matching to a larger number of characteristics. The results are summarized in Figure 19 

(see tables R1 to R4 of Appendix R for the full results). Overall, interventions were 

classified into four categories based on the number of characteristics they targeted. These 

included: (a) matching to a single characteristic; (b) matching to between two and nine 

characteristics; (c) matching to ten or more characteristics, or; (d) matching to an unclear 

number of multiple characteristics. In most cases, this last category reflected 

interventions for which authors targeted fairly large number of characteristics, but only 

provided examples of characteristics targeted rather than an exhaustive list.  
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Figure 19. Moderation by Number of Characteristics Matched to. 

 
Note. E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; 

M|C = effect of message given a characteristic being matched to; r = meta-analytic 

estimate expressed as a correlation. The intervals around each estimate represent 95% 

confidence intervals. 

 

Overall, matching to one characteristic typically leads to significant positive 

effects (r = .03 to r = .23, three of four significant). Matching to 2-9 characteristics also 

produces two positive estimates (r = .08 and r = .16), but only one is significant. As for 

messages targeting larger numbers of characteristics (10+), only one estimate was 

produced (which was significant at r = .06). When authors matched to an unclear (but 

typically larger) number of characteristics, estimates are small and variable, extending as 
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far into the negative range as the positive range (r = -.06 to r = .06). From this pattern, it 

is difficult to fully ascertain the effects of matching to a larger number of characteristics, 

but it is apparent that targeting larger numbers does not seem to generally increase the 

effectiveness of functional matching interventions.  

6.5.4. Message Length. Next, I examine the influence of using messages of 

differing lengths for functional matching interventions. The results of these analyses are 

summarized in Figure 20 (see Tables S1 to S4 of Appendix S for the full results). 

Generally, message components that were varied to match/mismatch characteristics were 

classified into three different lengths: short (e.g., two sentences or less); medium (e.g., 

more than 2 sentences, but within 300 words), or; long (e.g., more than 300 words).  

None of the subgroup analyses for the 16 effects from Table 1 produced any 

significant differences between messages of different lengths. Overall, ten of 11 estimates 

are significant for short messages (r = .00 to r = .31, covering all outcomes except self-

report behaviors). Eight of 12 estimates are significant for medium messages (r= .00 to r= 

.29) but significant effects are limited to the outcomes of attitude and intentions. Lastly, 

six of 12 estimates are significant for long messages (r = .05 to r = .33; with significant 

effects across all outcomes except attitude). From these analyses, it can be inferred that 

message matching is generally effective across messages of different lengths and that 

message length itself may not be a major determinant of the effectiveness of functional 

matching interventions. 
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Figure 20. Moderation by Message Length. 

 
Note. E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; 

M|C = effect of message given a characteristic being matched to; C|M = effect of 

characteristic given a particular message type received; Int = Interaction effect; r = meta-

analytic estimate expressed as a correlation. The intervals around each estimate represent 

95% confidence intervals. 
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6.5.5. Message Modality. Next, I examine whether the modality used to 

manipulate message conditions moderates functional matching effects. Specifically, I 

compare matching interventions that manipulate message features using: (a) audio and or 

audiovisual means; (b) images, that are static in nature, with or without also manipulating 

text, or; (c) text-based means only. The results of these analyses are summarized in 

Figure 21 (and provided in full in Figures T1 to T3 of Appendix T).  

a. Audio and/or audiovisual. Seven meta-analytic estimates were produced for 

interventions that manipulated messages through audio or audiovisual means. These 

estimates range from r = .07 to r = .16, but only two of the seven are significant (limited 

to the attitude outcome). The non-significant estimates relied on smaller sets of studies (8 

or less), resulting in large confidence intervals. Consequently, more research in this area 

would be needed to draw inferences about the effectiveness of functional matching to 

enhance messages delivered through this modality. 

b. Image with or without text. Nine meta-analytic estimates are available to 

evaluate message manipulations that used image-based means (with or without text being 

manipulated in addition). These estimates range from r = .06 to r = .44, and all nine 

estimates are significant. This provides good evidence that matching effects can enhance 

messages delivered through this modality (covering all outcome types except objective 

behavior, for which no estimate was produced). 

c. Text only. Sixteen estimates evaluate message manipulations that only used 

text. These estimates range from r =.07 to r = .26, and 13 of the 16 estimates are 

significant. This provides good evidence that matching effects can enhance messages 

delivered through this modality, and this across all outcome types. 
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Figure 21. Moderation by Message Modality. 

 
Note. E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; 

M|C = effect of message given a characteristic being matched to; C|M = effect of 

characteristic given a particular message type received; Int = Interaction effect; r = meta-

analytic estimate expressed as a correlation. The intervals around each estimate represent 

95% confidence intervals. 
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Comparing modalities. Estimates across modalities are generally within each 

other’s confidence intervals, with the exception of one estimate for using images, which 

is much larger than the others. On average estimates for the audio/audiovisual modality 

were smaller than for other modalities. It is possible that matching confers a lesser 

advantage for this modality due to the modality increasing engagement/attention even in 

the comparison message condition, but this interpretation should be made with caution 

given that differences were never significant, and that message modality is correlated 

with many other features of interventions (e.g., type of comparison message used, 

message length, number of intervention contacts used; see Appendix L). 

6.5.6. Number of Intervention Contacts. Next, I examine whether the 

effectiveness of message matching interventions varies by the number of times 

participants are exposed to the message before an outcome is assessed. The results of 

these analyses are summarized in Figure 22 (and provided in full in Figures U1 to U2 of 

Appendix U). Only two categories of effects were examined: (a) single intervention 

contexts versus (b) multiple contacts.24 

a. Single contact interventions. Using a single contact point is frequently the 

default, and most frequent, option interventionists use in message matching research. 

Consequently, a full set of 16 meta-analytic estimates could be computed for 

interventions that made use of a single message exposure prior to assessing outcomes. 

These estimates range from r = .13 to r = .24, and 14 out of the 16 estimates are 

 
24 In setting up Project 1, I delineated a difference between interventions that offered the possibility for 

multiple contacts vs. those that ensured participants viewed messages multiple time. These categories were 

combined, as too few studies existed within the two types to meaningfully treat them as separate. 
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significant. This provides good evidence that matching effects can enhance messages 

even after just one exposure to the message (for all outcome types assessed). 

b. Multiple contact interventions. Although the use of multiple intervention 

contacts is less frequent, I was still able to compute eight meta-analytic estimates for 

interventions that made use of multiple message exposures prior to assessing outcomes. 

These estimates range from r = .02 to r = .16, and five out of the eight estimates are 

significant. This provides good evidence that matching effects can enhance message-

based interventions that make use of multiple message exposures (for all outcome types 

assessed, except attitudes). 

Comparing using single versus multiple exposures. Message matching estimates 

are consistently (although non-significantly) smaller in magnitude under multiple contact 

conditions compared to the use of single intervention contacts. This runs counter to 

hypothesis H17. It is possible that the relative advantage of matching diminishes with 

multiple contacts; however, another likely explanation is that this pattern was confounded 

with other study features. For example, interventions that make use of multiple contacts 

were considerably more likely to assess outcomes at a future time point, whereas 

interventions that made use of a single contact point were more likely to assess outcomes 

the same day as the intervention (see Figure L2 of Appendix L for the covariation 

between these study features). Consequently, this means that the effects used to assess the 

effectiveness of interventions with multiple contact points had greater potential to decay 

over time (see Section 6.5.8. for the moderation effect of assessment time). Additional 

confounds may likewise be at play (e.g., interventionists may be more likely to use 

multiple exposures when targeting behaviors that are generally harder to change). 
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Figure 22. Moderation by Number of Intervention Contacts. 

 
Note. E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; 

M|C = effect of message given a characteristic being matched to; C|M = effect of 

characteristic given a particular message type received; Int = Interaction effect; r = meta-

analytic estimate expressed as a correlation. The intervals around each estimate represent 

95% confidence intervals. 
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6.5.7. Nature of Characteristic as Bipolar, Unipolar, or Categorical. Next, I 

examine whether the effectiveness of message matching interventions varies by the 

nature of the characteristic used for matching. Specifically, I compare the effects of 

matching to: a bipolar characteristic (e.g., the cultural dimension of collectivism vs. 

individualism); a unipolar characteristic (e.g., having a high compared to low need for 

cognition), or; a categorical characteristic (e.g., matching to primes for prevention focus 

versus promotion focus). The results of these analyses are summarized in Figure 23 (and 

provided in full in Figures V1 to V3 of Appendix V).  

a. Bipolar characteristic. Ten meta-analytic estimates were computed for 

interventions that matched to characteristics that are bipolar in nature. The estimates 

range from r = .06 to r = .29, and nine out of the ten estimates are significant. This 

provides good evidence that matching effects can be obtained when targeting bipolar 

characteristics, at least when outcomes of attitude, intention, and objective behavior 

(further data is needed to generate estimates for self-report behavior). 

b. Unipolar characteristic. Eleven meta-analytic estimates were generated for 

interventions that matched to characteristics that are unipolar in nature. These range from 

r = .10 to r = .23, and nine of the 11 estimates are significant. This provides good 

evidence that matching effects can be obtained when targeting unipolar characteristics, at 

least when outcomes of attitude, intention, and objective behavior (further data is needed 

to generate estimates for self-report behavior). 
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Figure 23. Moderation by Nature of Characteristic as Bipolar, Unipolar, or Categorical. 

 
Note. E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; 

M|C = effect of message given a characteristic being matched to; C|M = effect of 

characteristic given a particular message type received; Int = Interaction effect; r = meta-

analytic estimate expressed as a correlation. The intervals around each estimate represent 

95% confidence intervals. 
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c. Categorical characteristic. Sixteen meta-analytic estimates were computed for 

interventions that matched to characteristics that are categorical in nature. These 

estimates range from r = .12 to r = .27, and 11 out of the 16 estimates are significant. This 

provides good evidence that matching effects can be obtained when targeting categorical 

characteristics, at least when outcomes of attitude, intention, and objective behavior 

(further data is needed to generate estimates for self-report behavior). 

Comparing bipolar, unipolar, and categorical characteristics. Estimates across 

the three levels of this moderator consistently produced confidence intervals that 

overlapped with one another, making it difficult to establish whether effects are stronger 

for targeting one type of characteristic over the others. Results therefore fail to support 

hypothesis H18 that had predicted larger effects for bipolar than unipolar characteristics.  

6.5.8. Assessment Time. Next, I examine whether the effectiveness of message 

matching interventions varies as a function of how much time has elapsed between when 

an outcome was assessed relative to when an intervention message was delivered. The 

results of these analyses are summarized in Figure 24 (and provided in full in Tables W1 

to W5 of Appendix W). Subgroup analyses produced estimates for assessments made: (a) 

during the same day as the message matching intervention was delivered, compared to; 

(b) at least one day after receiving the intervention. The latter category was then broken 

down into three more specific categories, comprised of assessments made: (c) within one 

month of receiving the intervention (averaging 15 days); (d) between one and 6 months 

after receiving the intervention (averaging 118 days), and; (e) beyond six months post 

intervention (averaging 430 days). Because assessment times are highly dependent on the 

type of outcome considered, I organize my discussion around each type of outcome. 
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Figure 24. Moderation by Assessment Time. 

 
Note. E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; 

M|C = effect of message given a characteristic being matched to; C|M = effect of 

characteristic given a particular message type received; Int = Interaction effect; r = meta-

analytic estimate expressed as a correlation. The intervals around each estimate represent 

95% confidence intervals. 
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a. Attitude. Meta-analytic estimates on attitudinal outcomes were only produced 

for interventions with assessments the day of the intervention. These estimates are 

virtually identical to those in Table 1, ranging from r = .20 to r = .23, and are all 

significant. It is clear that, on average, functional matching interventions produce 

immediate positive effects on attitudes, but research is lacking on how these effects 

maintain over time. This is a notable limitation given that attitude change has been the 

dominant interest of functional message matching, which initially emerged from theories 

of attitude change. 

b. Intention. Meta-analytic estimates on intentions are consistently positive and in 

the range of r = .17 to r = .24 for when assessments were made the day of the 

intervention. Only one estimate was produced by aggregating effects assessed at one or 

more days from the intervention, and this effect estimate is nonsignificant at r = -.11. As 

with the attitude outcomes, there is a need for future research to document longitudinal 

effects on intentions. 

c. Self-report behavior. The outcome of self-report behavior shows the opposite 

limitation compared to both the attitude and intention outcomes. Specifically, no 

estimates were produced for self-report behavior effects the day of the intervention, 

making it impossible to ascertain the average immediate effect of functional matching 

interventions on this outcome. In contrast, this outcome provides the most estimates for 

follow up assessments. When it comes to assessments at any time beyond the intervention 

day, four estimates were produced and range from r = .06 to r = .20. All these effects are 

significant, demonstrating the potential for functional interventions to impact this 

outcome beyond immediate assessments. When assessments were made within 1 month 
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of the intervention, effect sizes are between r = .13 and r = .20 (with three of four 

estimates being significant). Only one estimate is available for assessments between one 

and six months. This estimate is significant at r = .06. Lastly, one estimate is available 

beyond 6 months, and is also significant at r = .06. This pattern provides good evidence 

that matching effects are maintained over considerable time for self-report behaviors. 

These effects appear to deteriorate over time, but possibly stabilize after some time has 

passed. 

d. Objective behavior. In contrast to self-report behavior, objective behaviors 

were most frequently assessed the day of intervention delivery (e.g., assessing a 

behavioral choice made immediately following an intervention delivered in a lab setting). 

Consequently, four estimates are available for when assessments were made the day of 

the intervention. Estimates range from r = .19 to r = .23, and are all significant. Three 

estimates could also be computed for assessments aggregated at any time point beyond 

the day of the intervention. These estimates range from r = .02 and r = .11, and two are 

significant. One estimate is available for assessments at within 1 month; this estimate is 

equal to r = .13 and is significant. Finally, one estimate was available for assessments 

between one and six months, and one estimate was available for assessments made 

beyond 6 months. Both these estimates were nonsignificant and equal to r = .02 (but 

dependent on small numbers of studies). Overall, these effects suggest that functional 

matching interventions produce immediate effects on objective behavior, that these 

effects are maintained for some time, but may eventually decay substantially.  

Overall Evaluation. Hypotheses H19-H20 predicted that estimates would be 

significant for both immediate and non-immediate assessments. Overall, these predictions 
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found support in the current analyses, as significant effects were obtained for all 

assessment time categories. Hypothesis H21 further predicted that effects sizes would 

decay in size over time, and this is also supported by the findings of the current synthesis. 

In general, the magnitude of the generated estimates is also similar to some previous 

meta-analyses (e.g., Krebs et al., 2010 also found effects on behavior around r = .06 at 13 

or more months). That said, caution is still warranted when interpreting the exact nature 

and magnitude of how effects decay over time, as assessments times were highly 

correlated with other study design features, and in particular with the type of outcome 

variable evaluated. Continued efforts to delineate effects of assessment time are therefore 

required. In particular, efforts should be made to assess attitude, intention, and objective 

behavior outcomes beyond the day of an intervention, and to assess self-report behavior 

within the day an intervention is delivered. This sort of information can aid 

interventionists predict the long-term effectiveness of their interventions based on early 

data they collect. 

6.5.9. Behavioral domain. Next, I examine whether the effectiveness of message 

matching interventions varies as a function of the behavioral domain in which an 

intervention was delivered. Coders for the meta-analysis classified behaviors targeted by 

message matching studies into over 40 categories, which were then be grouped into larger 

domains. Larger domains (with examples of specific categories) included: health 

behaviors (e.g., smoking, physical activity, dietary behaviors), environmental behaviors 

(e.g., recycling, energy conservation, sustainable consumption efforts), prosocial 

behaviors (e.g., volunteerism, charity), political behaviors (e.g., endorsing or voting for a 

candidate or policy), and consumer behaviors (e.g., tourism, buying electronic devices, 



 

 

 

158 

 
 

 

purchasing specific food brands). Meta-analytic estimates were produced for each of 

these five domains and are summarized in Figure 25 (and provided in full in Tables X1 to 

X5 of Appendix X).  

a. Health behaviors. Sixteen meta-analytic estimates were generated for 

interventions that attempted to change health-related outcomes. The estimates range from 

r = .04 to r = .20, and 10 of the 16 estimates are significant. Estimates are generally 

significant across all outcome types, except for objective behavior measures—for 

objective behavior, estimates are in a similar range to others, but are reliant on smaller 

numbers of samples and have wider confidence intervals that overlap with r = .00. 

Overall, these findings provide good evidence that functional matching effects can 

influence outcomes in the health domain. 

b. Environmental behaviors. Eight meta-analytic estimates were computed for 

interventions that attempted to change environmental outcomes. The estimates range 

from r = .09 to r = .23, and six out of the eight estimates are significant, covering the 

outcomes of attitude, intention, and objective behaviors (no meta-analytic estimate was 

produced for self-report behavior). Overall, these findings provide good evidence that 

functional matching effects can influence outcomes in the environmental domain. 

c. Prosocial behaviors. Ten meta-analytic estimates were computed for 

interventions that attempted to change prosocial outcomes. The estimates range from r = 

.10 to r = .38, and ten out of ten are significant, covering the outcomes of attitude, 

intention, and objective behaviors (no meta-analytic estimate was produced for self-

report behavior). Overall, these findings provide good evidence that functional matching 

effects can influence outcomes in the prosocial domain.  
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Figure 25. Moderation by Behavioral Domain. 

 
Note. E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; 

M|C = effect of message given a characteristic being matched to; C|M = effect of 

characteristic given a particular message type received; Int = Interaction effect; r = meta-

analytic estimate expressed as a correlation. The intervals around each estimate represent 

95% confidence intervals. 
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d. Political behaviors. Seven meta-analytic estimates were computed for 

interventions that attempted to change political outcomes. The estimates range from r = 

.14 to r = .24, and five out of the seven estimates are significant. Significant effects are 

limited to the outcomes of attitude (the focus of most studies in this domain) and to a 

lesser extent on intentions (for which only one of the 3 estimates is significant). No meta-

analytic estimates were produced for the outcomes of self-report behavior and objective 

behavior. Overall, these findings provide good evidence that functional matching effects 

can influence attitudes (and probably intentions) in the political domain, but further work 

is required to examine if these effects translate to behavior.  

e. Consumer behaviors. Nine meta-analytic estimates were computed for 

interventions that attempted to change consumer outcomes. The estimates range from r = 

.21 to r = .26, and eight out of the nine estimates are significant. Significant effects are 

limited to the outcomes of attitude and intentions (where effects are consistently 

significant), as no estimates were generated for self-report behavior, and only one non-

significant effect was produced for objective behavior (this estimate relies on only 6 

studies, but the magnitude of the estimate is consistent with estimates for other 

outcomes). Overall, these findings provide good evidence that functional matching 

effects can influence attitudes and intentions in the consumer behavior domain, but 

further work is required to examine if these effects translate to behavior.  

Relative effect sizes across domains. Generally, there is substantial overlap in the 

magnitude of the estimates that were produced across the five behavioral domains (and in 

their confidence intervals). The only domain that stands out relative to the others is the 

consumer behavior domain, for which meta-analytic estimates are tightly constrained to 



 

 

 

161 

 
 

 

the upper range of observed effect sizes across domains.  

6.5.10. Behavioral change type targeted. The final moderator I examine in 

Project 1 is whether interventions tried to promote a behavior (e.g., increase fruit and 

vegetable consumption, promote buying a particular product) or whether interventions 

tried to limit a behavior (e.g., smoking cessation, discouraging unnecessary 

consumption). Meta-analytic estimates were produced for both types of goals an 

intervention could have, and the results are summarized in Figure 26 (and provided in full 

in Tables Y1 to Y2 of Appendix Y).  

a. Promoting Behaviors. Sixteen meta-analytic estimates were computed for 

interventions that attempted to promote a behavior. The estimates range from r = .06 to r 

= .25, and 15 of the 16 estimates are significant (with the 16th having a p-value of .054). 

Estimates are significant across all outcome types, providing strong evidence that 

functional matching interventions are generally successful when it comes to promoting 

behaviors. 

a. Limiting Behaviors. A substantially smaller set of message interventions were 

designed with the intent of limiting a behavior, but it was nevertheless possible to 

compute 11 meta-analytic estimates. The magnitude of the estimates ranges from r = .03 

to r = .25, and seven of the 11 estimates are significant. Significant estimates are 

distributed across all outcome types, providing evidence that functional matching effects 

can help interventions change attitudes and intentions tied to limiting behaviors, and can 

further produce reductions in those behaviors. That said, evidence is stronger for 

influencing attitudinal/intentional outcomes, as only two estimates (out of four) are 

significant across the self-report behavior and objective behavior outcomes.  
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Figure 26. Moderation by Type of Behavioral Change Type Targeted. 

 
Note. E.T. = Effect Type; S.R.B. = Self-Report Behavior; Obj. B. = Objective behavior; 

M|C = effect of message given a characteristic being matched to; C|M = effect of 

characteristic given a particular message type received; Int = Interaction effect; r = meta-

analytic estimate expressed as a correlation. The intervals around each estimate represent 

95% confidence intervals. 
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Comparing promoting to limiting effects. When it comes to changing attitudes, it 

appears that functional matching effects are typically significantly larger for interventions 

that have the goal of promoting rather than limiting a behavior. When it comes to 

intentions and objective behaviors, the estimates for promoting a behavior are again 

generally larger, but never significant. Finally, for predicting self-report behaviors, there 

is too little data from studies to draw a meaningful comparison between the two change 

types. Taken as a whole, however, the findings of these subgroup analyses suggest that 

functional matching effects may generally be more effective when interventions are 

trying to promote rather than limit a behavior. 
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7. Project 1: Discussion 

7.1. Primary Findings.  

7.1.1. Functional Matching Reliably Improves Persuasion Outcomes. This 

meta-analysis reviewed and integrated 4,228 effect sizes from 604 studies on functional 

matching. The primary findings provide clear and consistent evidence that functional 

matching can increase the effectiveness of interventions on diverse outcomes (i.e., 

attitudes, intentions, self-report-behaviors, and objective behavior) by a magnitude of 

around r = .20. This is roughly equivalent to a Cohen’s d of .41, or to an odds ratio of 

2.10 or .48, depending on direction (DeCoster, 2012). From the subgroup analyses, we 

find the average positive effects of functional matching to be highly robust, in the sense 

that significant positive estimates can reliably be achieved for a wide variety of behaviors 

(e.g., covering domains such as health, environmental, and prosocial behaviors, and both 

for promoting and limiting behaviors), and under a wide variety of intervention 

conditions. For example, functional matching effects are obtained when matching to 

measured individual differences as well as when manipulating characteristics (e.g., 

matching to primes). Functional matching effects can also be reliably obtained when 

using messages of different lengths or when matching is achieved through different 

modalities (e.g., text vs. images). Benefits of functional matching are even maintained 

over time (despite some decay in magnitude). These findings are particularly promising 

when we consider that the effects refer to increases in persuasion achieved by positively 

matched messages, compared to comparison messages which, although they are not 

positive matches, have generally been designed to be persuasive in their own right.  

There is an important caveat, however, to consider when interpreting the meta-
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analytic estimates produced in Project 1. Specifically, for nearly every estimate produced, 

there was substantial heterogeneity indicated by prediction intervals. For instance, in 

Table 1, 15 of the 16 meta-analytic estimates have lower bounds for their 95% prediction 

intervals that extend to r = -.16 or below (and similarly, 14 estimates have upper bounds 

for the 95% prediction intervals extending to r = .49 or above). This indicates that 

although, on average, we can expect functional matching interventions to increase the 

effectiveness of an intervention by around r = .20, any given functional matching 

intervention implemented has a nontrivial chance of backfiring (lead to reduced 

effectiveness of a message) or, conversely, to have a substantially larger than average 

benefit (i.e, lead to a large improvement in persuasion). Given this large spread in the 

distribution of effect sizes, it is likely desirable to limit any inference drawn from 

singular studies, or even small sets of studies, when seeking to understand how functional 

matching effects operate on average. Continued reliance on syntheses is recommended. 

7.2. Comparing Across Message Matching Literatures.  

The overall estimates provided in the current synthesis reflect the best current 

effect size estimates available for the functional message matching literature. Inferences 

from the current synthesis can be compared to the typical estimates reported in previous 

meta-analyses of message matching to understand how effect sizes vary as a function of 

where studies are situated between the literatures of functional matching, message 

framing, message tailoring, and context matching. Figure 27 summarizes these 

comparisons by updating the map of the different message matching literatures from 

Figure 2 to take the results of the current and pre-existing meta-analyses into account.  
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Generally, previous meta-analyses that focus on research at the intersection of 

message framing and context matching (but which are not functional matching; i.e., 

belong to area f of Figure 27) have produced the smallest meta-analytic effect size 

estimates. This research typically uses the risk perception framework—matching to 

health prevention versus health detection behaviors, assuming that this contextual factor 

translates to differences in perceptions tied to risk—and have reported estimates typically 

in a range between r = .03 and .08, with mixed levels of statistical significance (e.g., 

Gallagher & Updegraff, 2012; O’Keefe & Jensen, 2006).  Next, there have been 

numerous meta-analyses focusing on message tailoring research. This work sometimes 

includes research that intersects with the other literatures, but for the most part, syntheses 

of message tailoring have focused heavily on matching (non-framed) messages to 

characteristics that are not functional in nature (i.e., do not refer to qualitative differences 

in motivations); for instance, message tailoring works instead focus on as variables such 

as those from the Reasoned Action Approach (Ajzen, 1991; Ajzen & Fishbein, 1980), the 

Health Belief Model (Rosenstock, 1974), or the Transtheoretical Model (Prochaska et al., 

1993), along with matching to simple demographic differences. Consequently, most 

meta-analyses of message tailoring can be said to inform our understanding of the typical 

effect size obtained in research that is tailoring, but neither functional matching, nor 

message framing (i.e., that corresponds to area a of Figure 27). Meta-analytic estimates in 

this area are typically significant and between r = .06 and r = .10 (e.g., Krebs et al., 2010; 

Lustria et al., 2013; Noar et al., 2007; Sohl & Moyer, 2007), placing these just above 

estimates from message framing meta-analyses. Estimates of message tailoring are also 

generally limited to the health behavior domain and may not represent other contexts.  
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Figure 27. Updated Map of Message Matching Literatures, Comparing Size of Meta-Analytic Estimates. 



 

 

 

168 

 
 

 

Taken together, past meta-analyses have produced good estimates for two of the 

eight areas shown in Figure 27. Through the current synthesis, I provide estimates for an 

additional four areas. First, I find that functional matching effects in the following three 

areas of Figure 27 are largely similar in magnitude: functional matching that is message 

tailoring but not message framing (area c of Figure 27; e.g., matching social adjustive vs. 

value expressive appeals to self-monitoring differences); functional matching that is 

message tailoring as well as message framing (area g of Figure 27; e.g., matching 

gain/loss frames to measured differences in regulatory focus), and; functional matching 

that is context matching as well as message framing (area g of Figure 27; e.g., matching 

gain/loss frames to promotion/prevention focus primes). Each area produced meta-

analytic estimates with effect sizes generally in the range of r = .11 to .24, which is above 

the typical range of meta-analytic estimates produced in message tailoring and message 

framing research that is not functional. In addition, I find the largest effect sizes within 

the area of functional matching that is also context matching but not message framing 

(area h of Figure 27; e.g., matching hedonic vs. utilitarian appeals to hedonic vs. 

utilitarian products). Meta-analytic estimates for this area range between r = .20 and r 

=.34, which is considerably higher than the range of meta-analytic effects produced by 

any other area of message matching.  

These findings have important implications for research and practice. 

Specifically, it appears that interventionists could incorporate functional matching effects 

into their interventions to achieve larger benefits on persuasion than would be otherwise 

possible by matching to characteristics that are non-functional in nature. In doing so, 

interventionists can explore the benefits of using context-matching paradigms that use 
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message features other than message frames. One of the major drawbacks of most 

message tailoring interventions has been the resources required to assess individual 

differences, and to allocate messages to those differences. Most context matching studies 

in the current review relied on either priming a functional orientation prior to assigning 

messages, or on incorporating primes into the messages themselves (e.g., using language 

that primes a certain temporal orientation, and then having additional message 

components use language that varies in concreteness/abstractness to match the primed 

orientation). These designs by-pass the need to assess individual differences and could 

therefore be much more cost-effective options than the strategy of message tailoring.  

That said, there are certain limitations to consider for the above comparative 

inferences. In particular, the effect sizes associated with each of these combinations of 

literatures may be confounded with various other aspects of the studies the meta-analytic 

estimates were computed from. For example, I mentioned that past reviews of message 

tailoring/framing have predominantly focused on health behavior change, whereas the 

current review was not limited to a particular behavioral domain. Although most 

subliteratures (specifically, areas c, g, and h of Figure 27) of functional matching show a 

decent representation of the health behavior domain, the functional message matching 

literature that is context matching, but not message framing (i.e., area d of Figure 27), 

represents a lower concentration of effects focused on health behaviors, and a higher 

concentration of effects focused on consumer behaviors.25 Future efforts should therefore 

 
25 See Figures L3 and L4 of Appendix L for a depiction of how represented health- and consumer-related 

behaviors are for literatures that intersect the areas of functional matching, message tailoring, context 

matching and message framing. 
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be made to examine such confounds. This can, for example, be accomplished by (a) 

examining how each specific subliterature reviewed in the current synthesis operate in the 

domain of health behavior to obtain comparable findings to past syntheses of message 

tailoring/framing, and (b) extending reviews of message tailoring/framing research that is 

not functional nor message framing to include non-health domains. On a related note, 

there continues to be a lack of research syntheses available for both message tailoring 

works that are not functional matching but use message framing (area e of Figure 27), 

and for context matching works that are neither functional matching nor context matching 

(area b of Figure 27). Thankfully, all these limitations can be addressed in future 

extensions of the current work as the coding protocol for Project 1 notes the behavioral 

domain in which studies operate, and the registration for Project 1 (Joyal-Desmarais et 

al., 2018; 2019) already contains plans to extend the synthesis to the full scope of the 

message matching literatures contained in Figure 27.  

7.3. Moderation: Evaluating Principles of Message Matching. 

 Another major goal of Project 1 was to begin exploring factors that predict when 

message matching effects are expected to be larger versus smaller. In particular, I focused 

on analyzing variables tied to the ideas that I outlined in the theoretical review at the 

beginning of this dissertation. The ideas centered around three key themes. First, that 

matching effects exist from a continuum from positive to negative matching, and that the 

size of effects attributed to achieving a positive matching effect should be largely 

dependent on the nature of the comparison message being used to study it. Second, I 

posited that the degree to which messages achieve matches would impact their 
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effectiveness, but that this effect would not be linear, such that increasing the degree to 

which messages match a person’s characteristics only increases persuasion up to a point. 

Lastly, I posited that matching is differentially effective depending on the type of 

characteristics matched to during message-based interventions. 

7.3.1. Does Matching Exist as a Continuum from Positive to Negative 

Matching? In my theoretical review, I argued that messages matching interventions 

should produce larger effects when positively matched messages (i.e., message congruent 

with a person’s motives) are compared to negative matches (i.e., messages that oppose a 

person’s motives), rather than other types of comparison messages; most notably, when 

compared to non-matched messages (i.e., messages that are neither congruent with, nor in 

opposition to, a person’s motives). I further argued that the relative success of positive 

matches again any given type of comparison (i.e., negative matches, non-matches, 

mismatches, generic matches, low matches, and mixed messages) would depend on 

where those comparison groups are situated, on average for a given sample, on the 

continuum ranging from positive matching to negative matching. For example, if a 

generic message is constructed to appeal to the most normative motivations in a sample, 

then it should be more effective, on average, than a message that is systematically 

delivered to be mismatched with people’s motives. Therefore, when a positively matched 

message is compared to a generic message, it should typically show a smaller advantage 

than when compared to a mismatched message.  

Overall, findings were supportive of the existence of a continuum underlying the 

relative effectiveness of different types of messages. Specifically, positively matched 

messages were relatively more effective when compared to negatively matched messages 
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than to either non-matches, or messages classified as mismatches. Unfortunately, when it 

came to the relative performance of positive matches across other pairs of comparison 

messages (e.g., comparing using mismatches vs. generic messages as comparisons), there 

was too little data available to make reliable inferences. This is therefore an area that 

would benefit from further empirical evidence. Specifically, I suggest that: (1) 

researchers should explicitly make use of the typology of comparison groups I have 

outlined in this dissertation, and (2) diversify their use of different types of comparison 

messages. If primary research can also make use of multiple types of comparisons 

simultaneously in their designs (e.g., make use of both non-matched and negatively 

matched comparisons within a singular experimental study), this would also allow us to 

begin building a base of study-generated experimental evidence, rather than relying on 

synthesis-generated evidence (i.e., evidence that relies on comparisons only between 

studies). Project 2 will model what such a study can look like. 

7.3.2. How Does Increasing the Degree to Which Messages Implement 

Matching Influence Persuasion? The second major idea presented in my theoretical 

review was that the effectiveness of message matching interventions should depend on 

the degree to which messages achieve matches for the individuals to whom they are 

delivered. Several dimensions of degree were defined. 

a. Specificity of matching. First, I argued that the effectiveness of message 

matching should depend on the specificity with which interventionists determine the 

specific elements of a message that should be matched to. This could be done either by 

using more individualized methods (i.e., directly measuring a person’s actual values, or 

manipulating it) over more general assessments (e.g., indirectly inferring a person’s 
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values based on group membership), or by seeking to match messages to a larger number 

of characteristics at a time. Both methods of increasing the specificity to which messages 

are matched were represented in this meta-analysis.  

I evaluated the degree to which message matching effects would be larger when 

the characteristic was either directly measured or manipulated over indirectly inferred. 

Overall, the meta-analytic findings suggested that manipulating characteristics 

consistently led to the largest effects, whereas the relative effectiveness of directly 

measuring compared to indirectly inferring characteristics was largely inconclusive. The 

lack of a significant difference between directly measuring and indirectly inferring 

characteristics is surprising given that the principle is rooted in the simple notion that 

assessment error should lead to less well defined matches (i.e., inferring characteristics 

should be more prone to errors). Given that the few works that provide within-study data 

on this question tend to find an advantage of direct over indirect assessment (e.g., Chang, 

2006; Neale, Robbie, & Martin, 2016), it is quite possible that the lack of conclusive 

findings is largely due to correlated features across studies that confound inferences. 

Consequently, more experimental work should examine this question directly in order for 

the relative effects of these two strategies to be compared. Even if direct assessments can 

reliably lead to larger effects, it is of paramount importance to quantify the size of this 

advantage before making recommendations given that direct assessments are a 

considerably more costly strategy to implement. As for the effects of matching to 

manipulated characteristics being the largest, this is in line with the idea I presented in 

my theoretical review that matching to a person’s psychological state (e.g., as induced by 

a prime) could lead to a higher degree of correspondence between a manipulated message 
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and the characteristic than would matching to a long-standing chronic, or “trait-level”, 

disposition (see Figure 8). Specifically, many chronic disposition (e.g., extroversion) 

reflect a person’s average tendencies over time, and those tendencies can fluctuate in 

strength from context to context (e.g., a person may feel more extroverted on some days 

than others). The further away deviates from their chronic disposition at the specific time 

they receive a message matched to their chronic disposition, the lower the actual degree 

of match achieved at that time. Therefore, it makes sense that assessing or controlling 

(via a manipulation) a state-level characteristic would lead to higher performing message 

matching intervention. Future work should attempt to directly tease apart the influence of 

matching to states compared to chronic dispositions. 

The second component of increasing specificity that I introduced in my 

theoretical review concerns matching messages to a larger number of characteristics. In 

this dissertation, and in other work (Joyal-Desmarais et al., 2020a; Rothman et al., 2020), 

I have argued that matching messages to more than one characteristics has potential to 

increase the effectiveness of matching interventions, but that such increases are unlikely 

to follow a linear trend, especially as we target very large numbers of characteristics. The 

current synthesis provides two types of evidence evaluating matching to a larger number 

of characteristics. The first type of evidence, relies on study-generated information, by 

examining the effects of studies that compare messages matched to larger numbers of 

characteristics to messages matched to smaller numbers; that is, by looking at studies that 

use low match comparison groups. In the current review, I produced three meta-analytic 

estimates for such comparisons. The effects were small (r = .03 to r = .06), and only one 

was significant. This provides some limited evidence that targeting more than one 
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characteristic can have an advantage, and this average advantage appears modest at best. 

The second type of evidence unpacks this effect a little by examining how the relative 

importance of this factor may depend on the exact number of characteristics targeted 

(e.g., matching to 1, 2-9, or 10 or more characteristics). From these comparisons, there 

was not a clear advantage from targeting a larger number of characteristics, over targeting 

a smaller number, or just one. This is similar to other meta-analytic work that has failed 

to produce a clear pattern for the effect of matching to multiple characteristics (e.g., Noar 

et al., 2007). Currently, this second type of evidence is dependent on synthesis-generated 

information and is confounded with various study-level features (e.g., studies targeting 

large numbers of characteristics are more likely to assess self-report behaviors at later 

time points).26 Although several studies exist that directly evaluate the relative effects of 

matching to different numbers of characteristics, they are currently too heterogeneous in 

their designs to derive study-generated meta-analytic estimates. Furthermore, they also 

tend to use designs that confound matching to multiple factors to other variables within 

the studies themselves (see Joyal-Desmarais et al., 2020a for a discussion). Consequently, 

there remains a need for primary experimental research to examine this factor more 

carefully.  

b. Dosage of message matching. In my theoretical review, I defined message 

dosage as the strength with which message features are manipulated, and outlined four 

different dimensions of dosage: dosage frequency, dosage intensity, dosage ratio, and 

dosage exposures.  

 
26 See Appendix L and Figure L5 for a depiction of this confounding. 
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Dosage frequency was defined as the number of times a message feature is altered 

to match a characteristic (e.g., how often framed statements are used in a message). 

Although this factor could not be examined directly, I posited that message length could 

act as a proxy measure, but no reliable differences was observed between messages of 

different lengths. Dosage intensity was defined as the extent to which message features 

are manipulated to arouse stronger experiences (e.g., using messages that arouse higher 

versus lower levels of fear). This factor could also not be examined directly, but message 

modality was used as a proxy (e.g., considering messages with audio or visual 

components higher in intensity potential than text-based messages). Once again, no 

reliable differences were observed between modalities. Dosage ratio was defined as the 

proportion of message elements manipulated to match (or mismatch) a targeted 

characteristic. Dosage ratio could only be operationalized in terms of coding certain 

comparison messages as mixed (i.e., contain elements that target several levels of a 

characteristic at a time) rather than purely matched (i.e., all message element target a 

specific level of a characteristic), but not enough instances of mixed messages were 

extracted from the literature to compute reliable meta-analytic estimates. Finally, dosage 

exposure refers to the number of times a person is exposed to a message matching 

intervention. In this synthesis, I found that interventions using more than one message 

exposure were associated with smaller effect size estimates than interventions that only 

provided one exposure to messages. This runs counter to intuition and adds to the mixed 

findings for using multiple exposures found in past meta-analyses (e.g., Lustria et al., 

2013; Noar et al., 2007).  

A general limitation for interpreting the different dosage effects is that, in addition 



 

 

 

177 

 
 

 

to using proxy measures for most of these dimensions, the factors were generally 

confounded with each other, as well as with other features of studies. For instance, 

interventions that made use of multiple intervention contact points were more likely to 

use longer messages, and less likely to rely on image-based manipulations. Messages that 

used multiple contact points, along with longer messages, were also more likely to be 

used in studies that assessed outcomes at further (e.g., after 6 months) than earlier (e.g., 

same day) assessment times.27 Consequently, interpretations of the meta-analytic effects 

associated with these different types of dosage factors should be made with caution. 

Future research should also begin to examine these factors directly through experiments 

to produce study-generated evidence that avoids these confounds.  

7.3.3. How Do Matching Effects Vary When Targeting Different Types of 

Characteristics? The last principle I outlined in my theoretical review was that the size 

of message matching effects would be dependent on the type of characteristic being 

targeted by an intervention. One prediction I made was that targeting more 

psychologically relevant characteristics (e.g., functional differences in values) would lead 

to larger effect sizes than targeting less psychologically-focused characteristics (e.g., 

demographic variables). The current meta-analysis did not generally focus on addressing 

this prediction, as the meta-analysis was focused solely on synthesizing functional 

matching research. However, the fact that I observed larger effects for functional 

matching than is typical in other areas of message matching (e.g., message tailoring that 

is non-functional) supports my general prediction. Registered extensions of the current 

 
27 See Appendix L and Figures L6, L7, L8, and L9 for examples of these confounding influences. 
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meta-analysis that will seek to incorporate the broader message matching literature (i.e., 

covering all areas in Figures 2 and 27) will be better suited to making more direct 

comparisons between types of characteristics. Furthermore, coders in Project 1 were 

required to note the specific characteristic being targeted in each study (e.g., whether it 

might be regulatory focus differences, or primes for different self-construal). Future 

extensions of the current work will be able to make use of this extracted information to 

answer questions such how the size of matching effects varies as a function of the 

specific type of characteristic used.  

In setting up hypotheses for Project 1, I did, however, derive one more specific 

prediction based on the type of characteristic targeted. Specifically, I argued that 

characteristics that are bipolar in nature (i.e., consist of two poles that are different in 

quality, such as liberal vs. conservative values) are more likely to elicit negative matches 

than are characteristics that are unipolar in nature (e.g., promotion focus, which varies in 

terms of being high vs. low), and should therefore lead to stronger effect. This hypothesis 

was not supported by the data, as meta-analytic estimates for the two types of 

characteristics typically overlapped. However, it should be noted that many 

characteristics coded as bipolar, were artificially so. Specifically, it is common in 

message matching works to create a bipolar dimension by matching messages to a 

difference score between two independent unipolar dimensions; for instance, many 

researchers will match messages to a difference score between promotion and prevention 

foci (e.g., Chang, 2009; Han, Park, & Khang, 2018). Unlike truly bipolar characteristics, 

those that are created using a difference score between two unipolar characteristics may 

not be as likely to elicit negative matching effects. For instance, having a strong 
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promotion focus relative to a prevention focus (e.g., a high score if the latter is subtracted 

from the former) does not imply having an opposing disposition to that of people with a 

stronger prevention focus than promotion focus (e.g., a low score). Instead, having a 

strong relative promotion focus simply relates to the relative absence of (or a weak) 

prevention focus. This would therefore lead a prevention-focused message to 

conceptually be closer to a non-match than a negative match. Given this limitation, future 

research should therefore take care to disentangle effects that arise from matching to truly 

bipolar variables from those that arise from matching to artificially bipolar 

characteristics.  

7.4. Strengths and Limitations of the Current Synthesis. 

 The current synthesis represents by far the largest meta-analytic project in the 

field of message matching to date. It is also the first attempt to provide a comprehensive 

synthesis of research on functional message matching. In doing so, it has generated the 

current best estimates of the average effect sizes associated with functional matching. 

That said, no synthesis is without limitations, and the literature itself has limitations that 

cannot be overcome through a synthesis alone. I discuss some of these limitations here. 

 First, the study of message matching continues to be predominantly conducted 

using samples from wealthier nations. Although the current meta-analysis incorporated 

samples from five continents, only one sample was drawn from South America, and no 

samples were drawn from Africa. For each represented continent, samples from specific 

countries were largely overrepresented (i.e., the United States in North America, from 

which over half of all studies for the meta-analysis were drawn; The Netherlands and the 
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United Kingdom in Europe; Taiwan, China, and South Korea, in Asia, and; Australia in 

Oceania). Samples were also drawn more frequently from college/university student 

populations than from any other sampling frame, making it unlikely that samples are 

representative of the diverse demographics that exist within any country. Efforts to 

diversify sampling frames therefore remain required.  

 Second, the literature on message matching is not, of course, impervious to 

various research-related biases that have emerged in other areas of the behavioral 

sciences. In the current synthesis, I conducted a large number of analyses to gain further 

understanding of how biases might operate in the functional matching literature. 

Sensitivity analyses were largely inconclusive for most variables, finding few significant 

moderation effects, and largely in mixed directions. However, they did reveal a relatively 

consistent association between effect sizes and sample sizes, such that larger sample sizes 

tend to be associated with smaller effects. This pattern may have arisen because of 

inflated effect sizes from smaller studies are more likely to get published (i.e., publication 

bias), but it is also possible that the effect could be attributed to study design differences 

between larger and smaller studies. A likely possibility is that both publication bias and 

true design differences contribute to this effect; consequently, future effort could attempt 

to further qualify the relationship between sample size and the effect size obtained in 

functional matching study. In addition to the sensitivity analyses, I also conducted p-

curve analyses, which indicated that the effects observed were unlikely to be the effect of 

research biases alone (i.e., there likely are true effects), and funnel plots which found 

some evidence of bias concentrated in the reporting of interaction effects in Type II 

studies (i.e., factorial experiments studying message matching). Future works should 
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further investigate the presence and influence of research biases on message matching 

research. Of particular importance for future syntheses will be the inclusion of grey 

literature (e.g., data from posters, dissertations) to examine how patterns differ between 

published and unpublished literature. Although Project 1 did not review grey literature, 

the larger registered systematic review of message matching research that Project 1 is 

part of will ultimately seek to incorporate such literature in order to gain more insights on 

the operation of publication biases. Additionally, very few studies to date in message 

matching research are registered beforehand, and very few engage in other open science 

practices such as the sharing of data and/or analysis scripts. The adoption of these 

practices is highly recommended for the field in order to examine and limit the influence 

of various research biases on our inferences.   

 Third, the current review was unable to fully evaluate the influence of numerous 

levels of moderator variables as they apply to several of the outcome variables examined. 

This may partially be owing to the search strategy I employed being incomplete (i.e., 

despite the large size of this review, there are still many studies our search protocol likely 

failed to identify), but the reality is that there are many empirical gaps remaining in the 

literature itself. For example, consider the effects of assessment time depicted in Figure 

24. Meta-analytic estimates on attitudes and intentions were almost entirely limited to 

assessments made on the very same day as when message interventions were delivered. 

Further consider that of the 4,228 effect sizes extracted from the literature, only one 

effect was extracted that evaluated effects on intentions beyond 6 months, only one effect 

evaluated intervention impacts on attitudes within one month (but beyond the day of 

message intervention itself), and not even a single effect evaluated the impact of 
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interventions on attitude beyond six months. In contrast, when it comes to effects on 

outcomes assessed the very same day as interventions, 1,742 effect sizes were extracted 

for attitude outcomes, and 1,826 effects were extracted for intention outcomes (Figure L1 

of Appendix L provides a breakdown of the covariance between assessment time and 

types of outcomes). Future studies can therefore use the results of the current synthesis to 

determine which study designs they should generate to maximally advance the field. For 

instance, conducting just a few new studies on the long term effects of functional 

matching on attitudes and intentions will aid move the field forward in generating better 

meta-analytic estimates. In contrast, producing even 100 new estimates on the effects of 

functional matching on attitudes or intentions measured the day of interventions is 

unlikely to meaningfully alter the corresponding meta-analytic estimates. Additionally, 

future studies will also want to begin providing experimental evidence that directly 

evaluates the various moderators outlined in this meta-analysis, as the meta-analytic tests 

were heavily dependent on correlational evidence generated from differences that exist 

across studies (i.e., tests of moderation depended on synthesis-generated evidence rather 

than study-generated evidence). 

 In terms of strengths of the current synthesis, I have already mentioned the large 

scope and extensiveness of the current meta-analysis compared to previous meta-analyses 

of message matching. This benefit was likely the result of the extensive development 

efforts that went towards building the electronic search strategy for Project 1—efforts 

that are documented in detail in this dissertation and corresponding appendix files. The 

full electronic search queries used for each electronic database searched are also provided 

in full in Appendix D to make the electronic search fully reproducible. 
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Of importance when considering scope of Project 1, is that inclusion criteria for 

studies were much more stringent than for most pre-existing meta-analyses. For instance, 

studies were only included if they made use of experimental designs, whereas many 

previous meta-analyses have incorporated designs such as quasi-experiments, or have not 

specified any similar design-based criterion (e.g., Lustria et al., 2013; O’Keefe & Jensen, 

2006). This criterion allows each meta-analytic estimate produced in Project 1 (including 

each estimate conditional on specific levels of moderator variables) to achieve high 

causal validity.  

Effect sizes also had to correspond to well-defined types of outcomes: attitude, 

intention, self-report behavior, and objective behaviors. This is in contrast to several 

meta-analyses that evaluated effects on an singular “persuasiveness” outcome that mixes 

the four outcome types in Project 1 together with other varied outcomes, such as 

evaluations of the messages themselves (e.g., Carpenter, 2012; O’Keefe & Jensen, 2006). 

This allowed the estimates produced in Project 1 to benefit from greater clarity in their 

theoretical meaning. This clarity was further improved by the fact that Project 1 

maintained clear distinctions between different types of effects (e.g., the effect of 

messages conditional on levels of characteristics, as opposed to the effect of 

characteristics conditional on levels of message manipulations), and the fact that Project 

1 required comparison groups to be receiving active interventions targeting the same 

outcome as the positively matched treatment condition—for instance, we excluded 

comparison conditions that received no intervention, and also excluded comparison 

groups that received active treatments, but targeting different outcomes than the positive 

match condition (e.g., having a control group read a message promoting flossing, when 
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the intervention is evaluating a positively matched message’s ability to promote physical 

activity). This contrasts with many other meta-analyses that have opted for more 

inclusive inclusion criteria for determining valid comparison groups (e.g., Huang & Shen, 

2016; Krebs et al., 2010; Lustria et al., 2013; Noar et al., 2007). 

Other strengths of the current meta-analysis include that the protocol and 

hypotheses were fully registered beforehand (with a protocol that met PRISMA-P 

guidelines; Moher et al., 2015; Shamseer et al., 2015), and that the current report further 

adheres to PRISMA guidelines (see Appendix B for an annotated checklist; Liberati et 

al., 2009; Moher et al., 2009). Further, the coding consistently demonstrated high 

interrater reliability across coded variables (see Section 6.1.2.). Finally, I made use of 

state-of-the art multi-level meta-analytic techniques to better account for dependencies 

between effect size estimates in the literature, and ultimately improve the reliability and 

accuracy of the generated meta-analytic estimates (Van den Noortgate et al., 2013; 2015). 



 

 

 

185 

 
 

 

8. Project 2: Overview—Exploring Negative Matching, and the Bipolar Nature of 

the Message Matching Phenomenon 

 One of the limitations of systematic reviews and meta-analyses, is that moderator 

effects are usually evaluated using synthesis-generated evidence rather than study-

generated evidence (Cooper, 2009). Because synthesis-generated evidence relies on 

comparing attributes between studies, findings are mostly limited to correlational rather 

than causal inferences. Causally-oriented primary research (e.g., experimental research) 

therefore remains needed to confirm the moderation patterns obtained in Project 1, and to 

examine moderation not fully captured in existing studies to date. 

 Project 2 begins this process by providing experimental evidence on the degree to 

which matching effects vary along a continuum from positive matching to negative 

matching (e.g., Figure 3). I focus on this idea for three reasons.  

First, compared to other themes introduced in Section 3, this idea represents a 

more fundamental change in how research has theoretically construed message matching 

effects. Traditionally, research on message matching has conceptualized matching 

processes as operating to increase persuasion; relying on the premise that more highly 

matched messages should be more salient and processed more deeply than mismatched 

messages, and that these processes increase persuasion (e.g., e.g., Huang & Shen, 2016; 

Lustria et al., 2013; Motyka et al., 2014; Carpenter, 2013). However, I propose this may 

only be the case when positively matched messages are compared to non-matched 

messages, and that negatively matched messages could also entail increased salience, and 

deeper processing than non-matched messages, but activating these processes in ways 

that instead decrease persuasion. 
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Second, Project 1 provided some evidence for the continuum I have proposed 

(Sections 6.5.2.). This evidence, however, was limited by its dependence on indirect tests 

of synthesis-generated data. Project 1 operationalized evidence of negative matching as 

an increased effect size when comparing positively matched messages to negatively 

matched messages, compared to using non-matched messages as the comparison group. 

Direct evidence of a matching continuum would emerge from demonstrating both that 

positively matched messages offer an advantage over non-matches, and that negatively 

matched messages are disadvantageous compared to non-matches (and to positive 

matches by extension). Project 2 will address this limitation by providing direct evidence 

for the continuum under a tightly-controlled experimental setting. 

Third, in addition to the meta-analytic evidence above, an experimental study I 

previously conducted also found empirical evidence for the operation of negative 

matching (Joyal-Desmarais & Snyder, 2016). Specifically, when messages conveyed a 

negative aspect of engaging in a volunteer experience, there was a greater decline in 

persuasion when messages targeted characteristics that were rated as more central by 

participants compared to when messages targeted characteristics rated as less central (see 

Figure 3). This past project theoretically compared negatively matched messages to non-

matched messages. In Project 2, I take this idea a step further by demonstrating that 

negatively matched messages and positively matched messages differ significantly in 

their effects from that of a non-matched message; I also aim to demonstrate that messages 

that are positive matches for some people can simultaneously act as negative matches for 

other people, and to quantify the relative contribution of positive and negative matching 

effects. 
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 The general framework for Project 2 is shown in Figure 28. In this study, I focus 

on demonstrating the differential effects of positive and negative matching using a 

characteristic that is generally agreed upon to be bipolar in nature—political orientation. 

Political orientation consists of whether a person identifies with liberal or conservative 

values. The values at both ends of the political spectrum are inherently opposed to one 

another such that promoting liberal outcomes will generally conflict with conservative 

values and promoting conservative outcomes will generally conflict with liberal values. 

In countries such as the U.S., where there is increasing perceived polarization between 

the political left and right (e.g., Westfall, Van Boven, Chambers, & Judd, 2015), this 

pattern may be especially pronounced. Consequently, if we develop three types of 

messages arguing for a particular cause, and alter the messages to either contain liberal, 

conservative, or politically neutral arguments, this should create the necessary conditions 

to observe the three types of message matching effects I have discussed. A neutral 

message (message 3 in Figure 28) would convey themes that are relatively inert for 

people across the range of the political spectrum, and the persuasiveness of such a 

message should not interact with a person’s political orientation.28 A message designed to 

convey conservative arguments and themes should have a relative dissuasive effect on 

politically liberal individuals, as operationalized by the conservative message exerting a 

negative influence on persuasion success relative to a theoretically inert politically 

neutral message (see the bottom left area in Figure 28, shaded in dark pink). However, if 

 
28 The average persuasiveness of a neutral message should be determined by the quality of the message 

itself, whereas the slope should theoretically be determined by the main effect of a person’s political 

orientation. Therefore, the slope may not be flat as shown in Figure 28. The slope should simply be located 

somewhere between the slopes of the other 2 messages. 
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the conservative message is given to individuals with a more conservative political 

orientation, the message should have a positive influence on persuasion relative to a 

politically neutral message (see the upper right area in Figure 28, shaded in blue). If we 

consider the impact of a message designed to convey liberal arguments and themes, the 

pattern of effects should be the reverse such that liberals would display higher persuasion 

(relative to a neutral message; see upper left area of Figure 28, shaded in blue), whereas 

conservatives would display decreased persuasion (relative to a neutral message; see 

lower right area of Figure 28, shaded in dark pink). Project 2 explicitly examines the 

degree to which this pattern of effects holds for messages that promoting non-profit 

organization.  

Given the framework exemplified by Figure 28—holding that higher scores on a 

measure of political orientation indicates a more conservative orientation—we can make 

the following hypotheses to evaluate the presence of negative and positive matching 

effects:  

H1: The effect of political orientation on persuasion should be more positive 

when receiving a politically conservative message than a politically neutral 

message.  

H2: The effect of political orientation on persuasion should be more negative 

when receiving a politically liberal message than a politically neutral message. 

These hypotheses, as well as the full design and analysis plan for Project 2, were 

registered on the OSF website (Joyal-Desmarais, Rothman, & Snyder, 2020b). 
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Figure 28. Hypothetical Framework Guiding Project 2. 

 
Note. Message matching on political orientation. Figure depicts processes of positive 

matching (space/text in blue; when a message conveys themes in agreement with a 

person’s political orientation), negative matching (space/text in dark pink; when a 

message conveys themes in conflict with a person’s political orientation), and non-

matching (text in dark cyan; when a message conveys themes neither in agreement nor in 

conflict with a person’s political orientation).  
aA liberal message increasingly becomes a positive match to the extent that a person is 

more strongly liberal, whereas a conservative message increasingly becomes a positive 

match to the extent that a person is more strongly conservative. 
bA neutral message’s slope should be predominantly determined by the main effect of a 

person’s political orientation, rather than how political orientation interacts with the 

message (it need not be flat as portrayed here). At the two ends of the political spectrum, 

the neutral message should perform somewhere in between the liberal and conservative 

messages. Additionally, to the extent that someone is politically moderate, they should 

show less pronounced differences across message conditions. 
cA liberal message increasingly becomes a negative match to the extent that a person is 

more strongly conservative, whereas a conservative message increasingly becomes a 

negative match to the extent that a person is more strongly liberal.  
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9. Project 2: Methods and Design. 

9.1. Pilot Study  

 Prior to conducting Project 2, a pilot study was conducted to: (1) construct and 

evaluate an inventory to measure political orientation, and (2) to select message 

components that could be clearly identified as politically liberal, conservative, or neutral. 

A more detailed summary of the pilot is described in Appendix Z, and I provide an 

overview here. 

 Overall, 250 participants were recruited using an online survey. Participants first 

completed a series of 25 items assessing their political orientation. Items took a variety of 

formats and were pulled from, and inspired by, past research in the area of matching 

messages to political orientation (e.g., Arpan, Xu, Raney, Chen, & Wang, 2018; Day, 

Fiske, Downing, & Trail, 2014; Dixon, Hmielowski, & Ma, 2017; Feinberg & Willer, 

2015; Hartman & Weber, 2009; Kaikati et al., 2017; Kidwell et al., 2013; Kim et al., 

2018a; Malka & Lelkes, 2010; Nelson & Garst, 2005; Wolsko et al., 2016).  

 Responses to these items were subjected to a series of psychometric evaluations. 

First, an examination of correlation matrices, along with exploratory factor analyses, 

filtered out items that did not relate in an expected manner with other items in the set. 

Then, item-response theory analyses were conducted to select items so that the resulting 

scale would be maximally informative, be able to maximally discriminate between 

different levels of political orientations, and demonstrate high reliability across the full 

range of scores. This work resulted in the selection of six items to make up a measure of 

political orientation with strong psychometric properties (the items are presented in Table 

5 below, and discussed in Section 9.3.1). 
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 In addition to completing political orientation questions, pilot participants also 

rated nine statements describing possible goals a non-profit organization could pursue, 

and four images that an organization may use in its advertising. Participants indicated the 

extent to which they associated each goal statement and image to politically liberal vs. 

conservative positions. Each goal statement and image had three alternative versions: one 

was designed to appeal to liberals, one to conservatives, and the other to be more neutral 

in its appeal. Each person was randomized to one of the three versions, for each of the 

statements and images. Ratings were used to identify the top two sets of goal statements 

that contained a clearly liberal version, a clearly conservative version, and one version 

that was clearly neither liberal nor conservative. Additionally, three images were selected 

based on being most consistently identified as being associated with liberal, conservative, 

or politically moderate positions. The final set of goals and images are presented in 

Section 9.3.2. 

9.2. Sample & Procedure.  

 9.2.1. Power Analysis to Determine Necessary Sample Size. Project 2 was 

completed before Project 1 could provide an estimate of the average functional matching 

effect. However, since Project 2 targets a motivationally-relevant characteristic, I 

expected the effect sizes to be larger than the average effect reported in the message 

tailoring and message framing literatures (which are typically around or less than r = .10; 

see Sections 2.2.4 and 2.3.2 for past meta-analyses; see Section 3.3.1 for rationale to 

expect larger effects for motivationally-relevant characteristic). Consequently, Project 2 

was designed to have power to detect an effect size within the range of r = .15 to r = .20.  
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 Power was calculated assuming a linear regression of the following form (in line 

with Figure 28): 

Y = a + b1(X1) + b2(X2) + b3(X3) +b4(X1*X3) + b5(X2*X3) + e  (1) 

Where: Y is the outcome of interest; b1 is the main effect of the liberal message compared 

to a neutral message (variable X1, where the neutral message is the control group); b2 is 

the main effect of the conservative message compared to a neutral message (variable X2, 

where the neutral message is the control group); b3 is the main effect of political 

orientation (X3); b4 is the interaction effect between X1 and X3 (i.e., the differential effect 

between the liberal and neutral message according to participants’ political orientation); 

b5 is the interaction effect between X2 and X3 (i.e., the differential effect between the 

conservative and neutral message according to participants’ political orientation), and; e 

is an error term assumed to follow a normal distribution. In this model, hypotheses H1 

and H2 are operationalized through the interaction terms b4 and b5. 

 Table 4 provides power analyses calculated using G*Power 3.1 (Faul, Erdfelder, 

Buchner, & Lang, 2009) to detect the two interaction terms. Analyses assumed b4 and b5 

contribute equally to an effect size of either r = .15 (R2 = .02) or r = .20 (R2 = .04). 

Sample sizes (N) were altered between 600, 800, 1000, and 1200. The power column 

labelled “detect each” refers to the probability of detecting either effect (b4 or b5) 

considered independently of one another, and the power column “detect both” refers to 

the joint probability of detecting both b4 and b5. According to these analyses, I aimed to 

recruit 1000 participants. 
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Table 4. Power Analyses to Detect Effect Sizes of Size r = .15 and r = .20. 

N 

 Effect Size  Power 

 r R2  
Detect 

Each 

Detect 

Both 

600  0.15 0.02  0.75 0.56 

600  0.20 0.04  0.94 0.89 

800  0.15 0.02  0.86 0.74 

800  0.20 0.04  0.98 0.97 

1000  0.15 0.02  0.92 0.85 

1000  0.20 0.04  1.00 0.99 

1200  0.15 0.02  0.96 0.92 

1200  0.20 0.04  1.00 1.00 

N = sample size; r = correlation size; R2 = coefficient of determination 

9.1.2. Sample Recruitment & Survey Procedure. Participants for Project 2 were 

recruited using Amazon Mechanical Turk (Buhrmester, Kwang, & Gosling, 2011), 

managed through CloudResearch.com (Litman & Robinson, 2020; Litman, Robinson, & 

Abbercock, 2017). Recruitment occurred in March 2020. Participants were required to be 

U.S. residents and 18 years old or older. They were also required to meet several criteria 

to ensure data quality (e.g., not having participated in the pilot, passing a reCAPTCHA 

test, not having a duplicate IP address with another participant). The full set of 

requirements participants had to meet is listed in Appendix AA.  

 Before completing the full survey, participants were asked to complete a short 

screener question, which included our six-item measure of political orientation (described 

in Section 9.3.1). To ensure Project 2 relied on a diverse sampling of political 

orientations, a quota was employed at recruitment, such that we would recruit a relatively 

equal number of participants who identified as liberal (operationalized for the quota as 

scores lower than 3), conservative (scores higher than 5), or politically moderate (scores 

between, and inclusive of, 3 to 5). Quota enforcement was automated within Qualtrics 

and resulted in the recruitment of 367 participants within the liberal range of scores, 363 
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participants within the conservative range of scores, and 371 participants within the 

politically moderate range of scores (for a total of N =1,101).  

 When participants met all inclusion criteria, they were invited to participate in the 

full study. After providing informed consent, participants reported their birth year and 

level of education, followed by answers to the Ten Item Personality Inventory (Gosling, 

Rentfrow, & Swann, 2003). Then, participants were randomized to one of three messages 

promoting a hypothetical nonprofit organization (see Section 9.3.2 below), and were 

asked to report on their attitudes towards the organization, their attitudes towards making 

a contribution to the organization, and their intentions towards making a contribution 

towards the organization. Finally, participants completed a few additional demographics 

questions before being debriefed and thanked for their participation. The entire survey 

generally took less than 10 minutes to complete. Participants did not interact with any 

research staff, and were blind to experimental conditions and hypotheses until debriefing. 

9.3. Measures & Manipulations.  

 9.3.1. Political Orientation. Political orientation scores were assessed using the 

mean of participant responses on the six-item measure developed in the pilot study for 

Project 2. The specific items and their response options are reported in Table 5. This table 

also presents the results of a confirmatory factor analysis (CFA) evaluating the 

unidimensional nature of the scale in this sample. Each factor loading was positive, 

significant, and equal or above .70. The measure also showed high reliability with a 

standardized reliability alpha (αs) equal to .95. 
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Table 5. Political Orientation Items & CFA Results. 

Items Example Anchorsa,b 
CFA  

FL 

1. How would you describe your political party 

preference?c 

(1) Strong Democrat; (4) Neither Democrat 

nor Republican; (7) Strong Republican 

.90 

2. How would you describe your political views in 

general? 

(1) Strongly liberal; (4) Moderate/Middle of 

the road; (7) Strongly conservative 

.98 

3. In terms of your social/cultural views, where 

would you place yourself on the following scale? 

(1) Strongly liberal; (4) Moderate/Middle of 

the road; (7) Strongly conservative 

.92 

4. In terms of your economic views, where would 

you place yourself on the following scale? 

(1) Strongly liberal; (4) Moderate/Middle of 

the road; (7) Strongly conservative 

.89 

5. Please indicate your opinion towards the following 

two groups… Democratsc 

(1) Extremely negative; (4) Neither negative 

nor positive; (7) Extremely positive 

.70 

6. Please indicate your opinion towards the following 

two groups… Republicansc,d 

(1) Extremely negative; (4) Neither negative 

nor positive; (7) Extremely positive 

.78 

Note. CFA FL = Confirmatory factor analysis factor loadings. 
aThe full set of anchors for this measure is provided in Appendix AA. 
bItems 1-4 also had 8th and 9th anchors participants could choose: "I do not know" & "Does not apply to me". These response options 

were treated as missing data when taking a mean across responses and when calculating psychometrics.  
cItems 1, 5 and 6 ask participants about their inclinations towards particular political parties in the United States. This differs from the 

other three items that ask about a person’s political views (i.e., values). Excluding these items from the measure leads to a political 

orientation score that correlates at .97 with the measure that includes these items. Furthermore, the inclusion/exclusion of these items 

does not influence any of the findings reported in this dissertation (e.g., regression model estimates remain nearly identical).  
dItem 6 was reverse coded prior to scoring the political orientation measure, and prior to calculating any psychometrics.    
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9.3.2. Persuasive Messages. Participants were randomized—using Qualtrics’ 

built-in randomization algorithm—to receive one of three persuasive appeals promoting a 

hypothetical non-profit organization called JFA. One appeal contained liberal 

goals/imagery, one appeal contained conservative goals/imagery, and the final appeal 

contained politically neutral goals/imagery.  The specific elements manipulated across 

each appeal were those participants in the pilot study had most strongly identified as 

liberal, conservative, or neither liberal nor conservative. For example, here are three goal 

statements, each on the topic of crime reduction, but emphasizing different solutions: 

• Liberal: “Reducing crime rates by establishing training programs and services 

to aid people with criminal records to begin new lives” 

• Conservative: “Reducing crime rates by creating neighborhood watch groups 

to monitor unlawful behavior, and establishing programs to build law abiding 

communities” 

• Neutral: “Reducing crime rates by meeting with community leaders, and 

identifying strategies that are tailored to the types of crimes in the area” 

Manipulating goals and solutions for dealing with a politically relevant issue is a 

common technique in message matching works targeting political orientation (e.g., Arpan 

et al., 2018; Day et al., 2014; Dixon et al., 2017; Nelson & Garst, 2005). Additionally, in 

line with several others works in matching to political orientation (Hartman & Weber, 

2009; Malka & Lelkes, 2010; Nelson & Garst, 2005; Slothuus & de Vreese, 2010), the 

liberal and conservative appeal conditions explicitly labelled their goals as in line with 

liberal and conservative ideals, respectively (whereas the neutral condition did not apply 



 

 

 

197 

 
 

 

such a label). Figures 29 reproduces each of the three message conditions. In total, 369 

participants viewed the liberal appeal (Figure 29, left panel), 370 participants viewed the 

conservative appeal (Figure 29, middle panel), and 362 participants viewed the politically 

neutral appeal (Figure 29, right panel). 

9.3.3. Outcome Measures. To evaluate the effects of matching messages to 

people’s political orientation, we used four outcome measures. The full measures 

(including all response options) are available in the registration file for Project 2 (Joyal-

Desmarais et al., 2020b). 

Attitude towards the organization.  First, participants were asked to rate the non-

profit organization featured in the appeal (i.e., JFA) along six dimensions. Specifically, 

they answered the prompt “I would rate the organization as…” followed by three positive 

and three negative adjectives (listed in Table 6). For each adjective, they were asked to 

indicate their agreement on a 6-point scale (1 = “strongly disagree”; 6 = “strongly 

agree”). Table 6 also presents CFA results on this measure. Each factor loading was 

positive, significant, and equal or above .70. The measure also showed high reliability (αs 

= .94). 

Table 6. Attitude Towards the Organization: Items & CFA Results. 

Items 

CFA  

FL 

1. Valuable .92 

2. Beneficial .91 

3. Harmfula .70 

4. Effective .85 

5. Infectivea .83 

6. Wastefula .86 

Note. CFA FL = Confirmatory factor analysis factor loadings. 
aItem was reverse coded prior to scoring the measure and evaluating psychometrics. 
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Figure 29. Message Conditions Used in Project 2. 

Note. Left panel = liberal appeal condition; middle panel = conservative appeal condition; right panel = neutral appeal condition.
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Attitude towards contributing.  Second, participants completed six semantic 

differential items using six-point Likert type response options. These items asked 

participants to indicate (1) their attitudes towards making a financial contribution towards 

the organization, and (2) their attitudes towards volunteering their time to aid the 

organization. See Table 7 for the item prompts and the sets of opposite adjective words 

participants used to indicate their attitudes. Table 7 also presents CFA results on this 

measure. Each factor loading was positive, significant, and equal or above .80. The 

measure also showed high reliability (αs = .95). 

Table 7. Attitude Towards Contributing: Items & CFA Results. 

Prompt & Semantic 

Differential Adjectivesa 

CFA  

FL 

I would find the idea of making a financial 

contribution to this organization… 

1. Bad vs. Good .88 

2. Harmful vs. Beneficial .84 

3. Wasteful vs. Valuable .87 

I would find the idea of volunteering for this 

organization… 

4. Bad vs. Good .91 

5. Wasteful vs. Valuable .93 

6. Unpleasant vs. Pleasant .85 

Note. CFA FL = Confirmatory factor analysis factor loadings. 
aFor each adjective “X”, anchors were: extremely “X”, moderately “X”, or slightly “X” 

(e.g., ranging from “extremely good” to “extremely bad”) 

 

Positive behavioral intentions. Third, participants completed six items assessing 

their behavioral intentions to make a contribution towards the organization. Each item 

was completed using a five-point Likert type format (1= “not at all”; 5 = “strongly”). 

Table 8 provides the prompts participants responded to, along with CFA results using this 

scale. Each factor loading was positive, significant, and equal or above .80. The measure 

also showed high reliability (αs = .94). 
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Negative behavioral intentions. Finally, participants completed six items 

assessing their behavioral intentions to actively avoid contributing towards the 

organization (and to discourage others from doing so). This alternate conceptualization of 

behavioral intentions was used to measure reactance against the persuasive messages, 

whereby certain people (e.g., receiving a negatively matched message) may become 

motivated to take action against the organization, rather than passively avoiding to 

contribute (i.e., showing low scores on positive behavioral intentions). These items were 

framed similarly to their positive counterparts, and used the same five-point Likert type 

format (1= “not at all”; 5 = “strongly”). Table 8 provides the prompts participants 

responded to, along with CFA results for this scale. Each factor loading was positive, 

significant, and equal or above .60. The measure also showed good reliability (αs = .84). 

An alternative CFA examined whether this scale could be combined with the positive 

behavioral intentions items, but that resulted in significantly poorer fit (e.g., negative 

items would show low factor loadings). Consequently, the positive and negative items 

were scored separately. 
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Table 8. Behavioral Intentions: Items & CFA Results.  

Positive Intentions Negative Intentions 

Prompt/Items 
CFA  

FL 
Prompt/Items 

CFA  

FL 

Imagine you were provided with a link to 

make a financial contribution to this 

organization… 

Imagine you accidentally clicked on a link 

and made a small donation to this 

organization… 

1. How willing would you be to 

contribute financially? 

.87 1. How unwilling would you be to 

let them keep the funds? 

.69 

2. Would you intend to 

contribute financially? 

.87 2. Would you intend to contact 

them to withdraw the donation? 

.79 

Imagine a friend of yours was considering 

donating to this organization… 

Imagine a friend of yours was considering 

donating to this organization… 

3. Would you encourage your 

friend? 

.85 3. Would you discourage your 

friend? 

.72 

Imagine you were provided with a link to 

volunteer for this organization… 

Imagine you accidentally clicked a link and 

your contact information had been added to 

the organization’s volunteer mailing list… 

4. How willing would you be to 

join their volunteer mailing 

list? 

.85 4. How unwilling would you be to 

have them contact you? 

.67 

5. Would you intend to 

volunteer with them? 

.84 5. Would you intend to contact the 

organization to have your 

contact information removed? 

.63 

Imagine a friend of yours were planning 

to volunteer for this organization… 

Imagine a friend of yours were planning to 

volunteer for this organization… 

6. Would you encourage your 

friend? 

.81 6. Would you discourage your 

friend? 

.65 

Note. CFA FL = Confirmatory factor analysis factor loadings. 
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10. Project 2: Results. 

 All analyses Project 2 were conducted using R (R Core Team, 2020). 

10.1. Descriptive Findings  

10.1.1. Sample Description. In total, 1,101 participants completed this study. 

Participants had an average age of 39.6 years, and were predominantly female (59.6%), 

white (80.8%), working full-time (59.3%), and educated (e.g., 55.1% had at least a 

bachelor’s degree). Table 9 provides a breakdown of the demographic composition.  

Table 9. Sample Demographics for Project 2 (N = 1,101). 

Variable Mean SD 

Age 39.6 12.5 

Year of Birth 1979.6 12.5 

Variable N % 

Gender   
      Male 437 39.7 

      Female 656 59.6 

      Other 8 .7 

Race/Ethnicitya   
      White/Caucasian 890 80.8 

      Black/African American/African 78 7.1 

      Asian/Asian American 102 9.3 

      Latino/Hispanic 70 6.4 

      Other 20 1.8 

Highest Education Level   
      High school or less 212 19.3 

      Vocational/College 279 25.3 

      Bachelor’s 418 38.0 

      Master's/Doctoral/Professional 189 17.2 

      Other/No answer 3 .3 

Employment Status   
      Full-Time 653 59.3 

      Part-Time 203 18.4 

      Not working 101 9.2 

      Retired 59 5.4 

      Other/No answer 85 7.7 

Family Income   
      Less than 30,000 224 20.3 

      30,000-59,999 323 29.3 
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      60,000-89,999 258 23.4 

      90,000 and above 268 24.3 

      No answer 28 2.5 
aParticipants could select more than one option 

Further, an examination of participant political orientation scores revealed a fairly 

uniform distribution, showing that our quota-based sampling procedure was successful. 

This is depicted in Figure 30.  

Figure 30. Histogram of Political Orientation Scores (N = 1,101). 

 

 10.1.2. Descriptive Statistics. Table 10 provides a correlation matrix, along with 

descriptive statistics for the primary measures used in our analyses. To ease future meta-

analytic efforts, similar tables are provided in Appendix AB, broken down by each of the 

three message conditions.  
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Table 10. Correlation Matrix and Descriptive Statistics for Key Variables (N = 1,101). 

Variable 1 2 3 4 5 Mean SD 

1. Political 

orientation 

- .07* .04 .01 -.06 3.96 1.75 

2. Attitude towards 

the organization 

 
- .86*** .63*** -.65*** 4.63 1.03 

3. Attitude towards 

contributing 

  
- .73*** -.66*** 4.40 1.19 

4. Positive 

behavioral intention 

   
- -.43*** 2.48 1.10 

5. Negative 

behavioral intention 

        - 1.92 .97 

Note. SD = Standard Deviation. Correlations were computed using standardized scores 

for each variable, whereas the means and SDs were calculated using raw variable scores. 

*p < .05; **p < .01; ***p < .001  

 

10.2. Primary Findings  

The effects of matching messages to individual’s political orientation on each of 

four outcome variables was examined using linear regressions taking the form described 

in Equation 1 (Section 9.2.1). Furthermore, matching thresholds (MTs) were computed in 

an exploratory manner using the nonparametric bootstrapping procedure (with 10,000 

bootstrap samples) outlined by Joyal-Desmarais et al., 2020 to further qualify findings. In 

this study, MTs refer to the specific scores along the political orientation dimension at 

which people change in their relative predisposition from one message to another (e.g., 

the political orientation score above which people respond more favorably to 

conservative appeals, but below which people respond more favorably to liberal appeals).  

10.2.1. Overview of Regression Results.  Table 11 presents the results of the 

regression analyses, broken down for each of the four outcome that were assessed. Figure 

31 represents the results of the regression analyses graphically. For each outcome 
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measure, Table 11 begins by providing the full set of regression parameters obtained. 

Here, I provide an example of how to interpret each piece of information contained in 

Table 11 as it pertains to the outcome of attitudes towards the non-profit organization (the 

upper left quadrant of Table 11, which corresponds to the upper left panel of Figure 31).  

The first pieces of information reported in Table 11 are the regression parameters 

for the models (always coding the politically neutral appeal as the comparison group 

using dummy coding). The first parameter is the intercept of the model, which represents 

the average score on the outcome when participants view the neutral message condition, 

and have a standardized political orientation score of zero (i.e., a politically moderate 

score, as this value is only .02 standard deviations from the midpoint of the raw political 

orientation scale). For the first model, the parameter is β = .26 (95% CI [.16, .35]), 

signifying that participants with a standardized political orientation score of 0 are 

predicted to show a standardized score of .26 on attitude towards the organization when 

exposed to a neutral message. Given that this score is significant, this indicates that such 

participants are expected to score significantly higher on this attitude measure than the 

overall sample mean attitude score (equal to 0).  

The second parameter is the effect of receiving the conservative appeal (relative 

to the neutral appeal), conditional on a political orientation score of 0. The value is β = -

.50 [95% CI [-.63, -.36]) for the outcome of attitude towards the organization. 

Consequently, participants with a political orientation score of zero (i.e., political 

moderates) are expected to show a score of around -.24 (i.e., the intercept of .26 modified 

by -.50) on the outcome measure. This can be confirmed visually by looking at Figure 31. 

Because this value is significant, we can say that participants scoring around the mean of 
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political orientation (i.e., political moderates) score significantly lower on this attitude 

outcome when viewing the conservative appeal relative to the neutral appeal.  

The third parameter is the effect of receiving the liberal appeal (relative to the 

neutral appeal), conditional on a political orientation score of 0. The value is β = -.26 

[95% CI [-.39, -.13]) for the outcome of attitude towards the organization. Consequently, 

participants with a political orientation score of zero (i.e., political moderates) are 

expected to show a score of around .00 (i.e., the intercept of .26 modified by -.26) on the 

outcome measure. This can again be confirmed visually by looking at Figure 31. Because 

this value is significant, we can say that participants scoring around the mean of the 

political orientation score significantly lower on this outcome when viewing the liberal 

appeal relative to the neutral appeal. Taken together with the last parameter, we can then 

conclude that politically moderate participants respond significantly more positively to 

the politically neutral appeal than to either the liberal or conservative appeals. 

The fourth parameter in the model is the effect (i.e., the slope) of political 

orientation, given reception of the politically neutral appeal. For the attitude towards the 

organization outcome, this value is nonsignificant at β = -.01 (95% CI [-.10, .09]), 

signifying that political orientation does not significantly moderate participants’ 

responses to the politically neutral message. Indeed, examining the slope of the neutral 

appeal in Figure 31. shows a flat line. This result is in line with the idea that neutral 

messages act as a non-match for participants generally, as noted in Figure 28. 

The fifth parameter is the interaction between political orientation and the 

conservative appeal. The value of the parameter is significant at β = .49 (95% CI [.36, 

.62]), signifying that the slope for the conservative appeal condition is around β = .48 



 

 

 

207 

 
 

 

(i.e., the slope in the neutral condition modified by the interaction, so -.01 plus .49), and 

is significantly more positive than the slope for the neutral appeal condition. This 

confirms hypothesis H1. That is, participants become significantly more (less) receptive 

towards the conservative appeal the more (less) conservative their political orientation.  

The sixth parameter is the interaction between political orientation and the liberal 

appeal. The value of the parameter is significant at β = -.29 (95% CI [-.43, .16]), 

signifying that the slope for the liberal appeal condition is around β = -.30 (i.e., the slope 

in the neutral condition modified by the interaction, so -.01 minus .29), and is 

significantly more negative than the slope for the neutral appeal condition. This confirms 

hypothesis H2. That is, participants become significantly more (less) receptive towards 

the liberal appeal the more (less) liberal their political orientation scores.  

The rows under the section labelled “Slopes of PO Given” in Table 11 provide the 

slopes of political orientation for the conservative and liberal appeal conditions (the betas 

are the same as derived in the above paragraphs). Both slopes are significant at p < .001, 

signifying that message matching effects are operating significantly within both 

conditions (rather than being driven by one condition over the other). This stands in 

contrast to the non-significant slope under the neutral appeal condition. 

The pattern of the regression analyses is nearly identical across all outcome 

measures. The final outcome (negative intentions) is reverse-coded relative to the others, 

and each regression parameter is Table 11 (and Figure 31) is correspondingly reversed in 

direction.
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Table 11. Regression Results Broken Down by Outcome. 

Outcome = Attitude Towards Organization Outcome = Attitude Towards Contributing 
Regression Parameters β 95% CI SE p Regression Parameters β 95% CI SE p 

  Intercept .255 [.160, .350] .049 <.001   Intercept .213 [.117, .308] .049 <.001 

  Conservative appeal -.498 [-.632, -.364] .068 <.001   Conservative appeal -.466 [-.600, -.331] .068 <.001 

  Liberal appeal -.259 [-.394, -.125] .068 <.001   Liberal appeal -.165 [-.300, -.031] .069 .016 

  Political Orientation (PO) -.009 [-.104, .087] .049 .859   Political Orientation (PO) -.014 [-.110, .082] .049 .781 

  PO*Conservative appeal .491 [.357, .624] .068 <.001   PO*Conservative appeal .467 [.333, .600] .068 <.001 

  PO*Liberal appeal -.291 [-.426, -.156] .069 <.001   PO*Liberal appeal -.325 [-.460, -.189] .069 <.001 

Slopes of PO Given β 95% CI SE p Slopes of PO Given β 95% CI SE p 

  Conservative appeal .482 [.389, .575] .047 <.001   Conservative appeal .453 [.360, .546] .047 <.001 

  Liberal appeal -.299 [-.395, -.204] .049 <.001   Liberal appeal -.338 [-.434, .242] .049 <.001 

Matching Thresholds Est. 95% CI   Matching Thresholds Est. 95% CI     

  Neutral vs. Conservative 1.010 [.720, 1.458]     Neutral vs. Conservative .998 [.683, 1.486]   
  Neutral vs. Liberal -.892 [-1.726, -.466]     Neutral vs. Liberal -.509 [-1.040, -.133]   
  Conservative vs. Liberal .304 [.118, .509]       Conservative vs. Liberal .380 [.198, .592]     

Multiple R2 = .151; Adjusted R2 = .147 Multiple R2 = .146; Adjusted R2 = .142 

Outcome = Positive Behavioral Intentions Outcome = Negative Behavioral Intentions 
Regression Parameters β 95% CI SE p Regression Parameters β 95% CI SE p 

  Intercept .153 [.055, .252] .050 .002   Intercept -.204 [-.302, -.105] .050 <.001 

  Conservative appeal -.342 [-.480, -.203] .071 <.001   Conservative appeal .407 [.269, .546] .070 <.001 

  Liberal appeal -.112 [-.251, .027] .071 .113   Liberal appeal .197 [.059, .335] .070 .005 

  Political Orientation (PO) -.054 [-.153, .045] .050 .287   Political Orientation (PO) -.009 [-.108, .089] .050 .851 

  PO*Conservative appeal .411 [.273, .549] .070 <.001   PO*Conservative appeal -.373 [-.510, -.236] .070 <.001 

  PO*Liberal appeal -.230 [-.370, -.090] .071 .001   PO*Liberal appeal .251 [.111, .390] .071 <.001 

Slopes of PO Given β 95% CI SE p Slopes of PO Given β 95% CI SE p 

  Conservative appeal .357 [.261, .453] .049 <.001   Conservative appeal -.383 [-.478, -.287] .049 <.001 

  Liberal appeal -.284 [-.383, -.185] .050 <.001   Liberal appeal .241 [.143, .340] .050 <.001 

Matching Thresholds Est. 95% CI     Matching Thresholds Est. 95% CI     

  Neutral vs. Conservative .832 [.451, 1.445]     Neutral vs. Conservative 1.092 [.675, 1.842]   
  Neutral vs. Liberal -.486 [-1.640, .138]     Neutral vs. Liberal -.785 [-1.954, -.266]   
  Conservative vs. Liberal .359 [.138, .616]       Conservative vs. Liberal .338 [.103, .610]     

Multiple R2 = .092; Adjusted R2 = .088 Multiple R2 = .097; Adjusted R2 = .093 
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Figure 31. Visual Representation of Regression Results Broken Down by Outcome. 

 
Note. MT = Matching Threshold; β = Standardized Regression Slope; SD = Standard Deviation.  
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 Matching threshold (MT) analyses. The final pieces of information provided in 

Table 11. are the results of the MT analyses. For each outcome, three MTs are provided. 

The first threshold identifies the point at which participants change their relative 

receptivity between the neutral and the conservative message. The value of this MT for 

the outcome of attitude towards the organization is 1.01, signifying that participants 

below a political orientation score of 1.01 tend to show more positive attitudes when 

receiving the neutral appeal over the conservative appeal, but that participants with scores 

above 1.01 instead show more positive attitudes after receiving the conservative appeal. 

The 95% CI for this MT ranged from .72 to 1.46. This signifies that participants with 

political orientation scores within this range did not respond significantly differently to 

either appeal (i.e., there is an absence of a significant matching effect within this region). 

In contrast, participants with political orientation scores below .72 responded with 

significantly more positive attitudes when viewing the neutral appeal (i.e., receiving the 

conservative message led to significantly more negative attitudes, signifying a negative 

match effect), whereas participants with political orientation scores above 1.46 responded 

with significantly more positive attitudes to the conservative appeal (i.e., signifying 

region where there is a significant positive match effect for the conservative appeal).  

 The second MT corresponds to participants’ relative preference for the neutral 

appeal compared to the liberal appeal. The value of this MT was -.89 with a 95% CI of -

1.73 to -.47. The interpretation is similar than before, in that the value of -.89 represents 

the point when participants shift in which message they respond most positively to. For 

values below this MT, participants responded more positively to the liberal appeal (a 

difference than was significant for scores below -1.73), whereas for values above this 
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MT, participants responded more favorably to the neutral appeal (a difference that was 

significant for scores above -.47).  

 The third MT corresponds to participants’ relative preference for the conservative 

vs. liberal messages. The value of this MT was .30 with a 95% CI of .12 to .51. The 

interpretation is again similar to above in that the value of -.30 represents the point when 

participants shift in which message they respond most positively to. For values below this 

MT, participants responded more positively to the liberal appeal (a difference than was 

significant for scores below .12), whereas for values above this MT, participants 

responded more favorably to the conservative appeal (a difference that was significant for 

scores above .51).  

Interpreting raw scores corresponding to the matching thresholds (MTs). To aid 

interpretations and inferences, Figure 32 presents a visual representation of participants’ 

relative responses to each message appeal given their raw scores on the political 

orientation scale. The results in Figure 32 are derived from the MT estimates and the CIs 

around them (i.e., the estimates from Table 11, back-transformed into raw scores on 

political orientation for ease of interpretation).  

The upper panel presents the appeal type that participants at each range of 

political orientation scores were predicted to respond most positively to, regardless of 

significance level.  

The middle panel presents the ranges at which participants respond significantly 

(at 95%) more positively to each of the three appeals, compared to all other appeals. For 

example, consider the pattern for attitudes towards contributing [to the nonprofit].  

Responses to the liberal appeal were significantly more positive than responses to either 
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the neutral or conservative appeals when participants scored below 2.14 on the raw 

political orientation measure.29 In contrast, participants with scores between 3.73 and 

5.16 responded significantly more positively to the neutral message than to either of the 

two politically charged appeals.30 Additionally, participants scoring above 6.56 

responded significantly more positively to the conservative appeal than to any other 

appeal.31 Finally, participants scoring between 2.14 and 3.73 showed no significant 

difference between receiving the liberal or neutral appeal, whereas participants with 

scores between 5.16 and 6.56 showed no significant differences when responding to the 

neutral or conservative appeals. 

The lower panel presents the range of values at which participants respond 

significantly (at 95%) more negatively to each of the three appeals, compared to all other 

appeals. For example, again consider the pattern for attitudes towards contributing [to the 

nonprofit].  For scores below 4.31, participants responded significantly more negatively 

to the conservative appeal than to any other message appeal condition.32 For scores above 

5.00, participants responded significantly more negatively to the liberal message than to 

any other message appeal condition.33 

 

 
29 This cutoff corresponds to the lower end of the CI for the MT comparing neutral vs. liberal appeals 

(standardized value of -1.040 in Table 11). 
30 These cutoffs correspond to the upper end of the MT comparing neutral vs. liberal appeals (standardized 

value of -.133 in Table 11), and the lower end of the MT comparing neutral vs. conservative appeals 

(standardized value of .683 in Table 11). 
31 This cutoff corresponds to the upper end of the CI for the MT comparing neutral vs. conservative appeals 

(standardized value of 1.486 in Table 11). 
32 This cutoff corresponds to the lower end of the MT comparing liberal vs. conservative appeals 

(standardized value of .198 in Table 11). 
33 This cutoff corresponds to the upper end of the MT comparing liberal vs. conservative appeals 

(standardized value of .592 in Table 11). 
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Figure 32. Summary of Patterns from Comparing Matching Thresholds Using Raw 

Political Orientation Scores. 

Note. Statistical significance was evaluated at the 95% level. 
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11. Project 2: Discussion 

Overall, the matching effects outlined by H1 and H2 were consistently and 

significantly supported (at p < .001) for all four outcome measures (Table 11). The 

pattern of these effects also consistently corresponded to the framework outlined in 

Figure 28, such that more conservative participants responded more positively to a 

conservative appeal and more negatively to a liberal appeal, whereas more liberal 

participants showed the opposite pattern. In contrast, participants across the political 

spectrum responded similarly to the neutral appeal, and although moderate participants 

showed a preference for neutral messages, differences between appeals were smaller 

nearer the middle of the political spectrum compared to the extremities. In terms of effect 

sizes, the slope of political orientation within the liberal appeal condition ranged from a 

magnitude of β = .24 to β = .34, placing it in the upper range of average matching effects 

that compare positive matches to negative matches (relative to our results in Project 1; 

see Section 6.5.1). The effect of political orientation within the conservative appeal 

condition was even larger, ranging from β = .36 to β = .48. Overall, this gives credence to 

the idea that matching messages to political orientation can lead to large differences in 

the messages participants respond most positively to, strongly justifying the application 

of applying matching principles in this domain.  

How much of the above pattern, however, is attributable to the relative influence 

of positive versus negative matching? A careful inspection of the results reveals that for a 

positive match to be significantly more effective than a neutral message, participants had 

to score either very high or very low on the political orientation scale (this pattern is most 

visible in the middle panel of Figure 32). In contrast, significant negative matching 
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effects could be discerned across almost the entire range of political orientation scores 

(see the lower panel of Figure 32). Additionally, the biggest discrepancies in preferences 

(i.e., largest differences between any message appeals) consistently emerged under 

conditions of negative matching rather than positive matching. Specifically, for 

conservative participants, the negative matching effect of receiving a liberal appeal was 

considerably larger than the positive effect of receiving a conservative appeal (both 

compared to receiving a neutral appeal). Likewise, for liberal participants, the negative 

matching effect of receiving a conservative appeal was considerably larger than the 

positive effect of receiving a liberal appeal (again, both compared to receiving a neutral 

appeal). In fact, this pattern was particularly pronounced for more liberal participants, 

who responded considerably more negatively to the conservative appeal. 

Taken together, the above pattern indicates that negative matching may be 

exerting a considerably stronger influence on participants’ responses than positive 

matching. That is, considerably large increases in persuasion are gained by avoiding 

negative matches for liberal and conservative participants (i.e., by using a neutral appeal), 

whereas little additional benefits are then accrued by achieving a positive match (over the 

neutral appeal). The implication is that implementing an intervention using a generic 

politically neutral (systematically non-matched) appeal could fare almost as well as 

implementing a matching intervention to achieve positive matches, but without incurring 

any of the extra costs associated with assessing people’s political orientations beforehand. 

This is an important implication, but would not have been possible to determine under the 

design of most matching studies, which only compare the effect of a positive match to 

that of a mismatch, without delineating the nature of the latter as a negative or a non-
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match message. Consequently, future research should pay attention to this distinction to 

inform when interventionists are better served by the use of matching paradigms relative 

to using generic non-matched messages.  

As I mentioned in the theoretical review potion of this dissertation, the distinction 

between non-matches and negative matches may also be particularly relevant when 

messages must deliver information that is possibly distressing (e.g., encouraging a 

behavior in response to a poor health diagnosis). In such cases, researchers have argued 

that mismatched messages would be superior to positively matched messages by virtue of 

eliciting weaker emotional reactions than positive matches elicit (e.g., Fridman et al., 

2016). However, I argued that this is likely only true of non-matches and not of negative 

matches. Although the current study does not assess emotional responses, the pattern of 

findings is consistent with this interpretation. Specifically, although the non-match 

message (the neutral appeal) elicited a standard response from participants regardless of 

their political orientation (consistent with it being relatively inert), the negative matching 

effects produced the most extreme responses both in terms of reducing positive attitudes 

and intentions, and also in increasing people’s intentions to take active response against 

the organization promoted in messages (e.g., taking action to withdraw a contribution, or 

directly discouraging another person from contributing). If negative matching produces 

the strongest reactions, then using a negative match may backfire when delivering 

distressing information, even relative to a positively matched message. Future research 

should therefore evaluate the relative effects of positive versus negative matching effects, 

as they compare to non-matches, in the context of distressing information. 

When interpreting the current study, I acknowledge that participants, on average, 
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held very positive attitudes towards the non-profit organization, as well as towards 

making contributions to it (i.e., showing attitude scores that were, on average, close to 4.5 

on both 1-6 point attitude measures). It is therefore possible that the positive matching 

effect was attenuated because of a ceiling effect in changing attitudes, and that in 

domains where the opposite is true (i.e., when attitudes are mostly negative to begin 

with), that negative matching effects would become more attenuated relative to positive 

matching effects. It will therefore be important to explore the relative impact of negative 

and positive matches when encouraging unpopular behaviors. That said, concerns for a 

ceiling effects are less obvious for the intention measures I used; for example, the 

average score on positive intentions was only 2.5 out of a 1-5 point measure. Despite this 

average being below the midpoint of the scale, negative matching effects in our 

regression were predicted to reach scores beyond -.75 standard deviations from the mean 

(i.e., see response of strongly liberal participants to conservative appeal in Figure 31), 

whereas the positive matching effects were predicted to reach scores just above .50 

standard deviations from the mean (i.e., for strongly liberal participants receiving a 

liberal appeal). Nevertheless, a floor effect should still be capable of limiting negative 

matching when attitudes/intentions are very negative (and cannot go much lower), 

whereas ceiling effects should typically place a greater limit on positive matching. That 

said, the reverse is less clear. Specifically, do unpopular/unpleasant behaviors allow 

positive matches to exert a greater influence, or do they generally constrain their 

influence? Similarly, might the context of popular and highly prevalent behaviors be 

more amenable for negative matches to exert a greater influence, or might they instead 

provide protection against such forces? These are questions future studies could address 
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to determine the boundary conditions that guide the effectiveness of negative and positive 

matching effects.  

Constraints on Generality. The current experiment benefitted from the use of a 

strong measurement protocol, and a large sample size. Further, the recruitment procedure 

allowed the sample to represent a full range of scores along the political spectrum 

measure. These design features help the study achieve stronger reliability and validity, 

and can give us confidence that the results have a higher chance to reproduce in a direct 

replication attempt. That said, in interpreting the findings, it is important to remember 

that the context of the study was highly specific: matching to political orientation with a 

sample drawn from the United States, where political attitudes are more polarized along 

the dimension of liberal to conservative than in several other countries. As a result, it is 

likely that findings would differ if the study was conducted in a different national 

context, when using a sample with a narrower (or skewed) distribution of political 

orientation scores, or when matching messages to a characteristic other than political 

orientation. After all, in my theoretical review, I maintained that the pattern of effects a 

message matching intervention would produce should be the joint effect of the 

characteristic targeted, the way a message is manipulated to target that characteristic, and 

the distribution of the targeted characteristic within the target sample. Consequently, 

variation in any of these factors should alter the results obtained, but ideally in 

predictable ways according to the principles I outlined in my theoretical review.  
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12. Conclusion 

Message matching is no doubt one of the most popular techniques of persuasion 

in the behavioral sciences, with research on the topic having been published across 

hundreds of scientific journals. However, despite this popularity, the success of message 

matching interventions has varied widely, and little consensus exists as to when and how 

to best use the technique. This paucity of guiding principles is further compounded by the 

fractured nature of the literature on message matching. The goals of the current 

dissertation were therefore to unite and map out the literature on message matching, 

provide a set of theoretical principles to guide our understanding of the technique, and 

offer meta-analytic and experimental evidence in support of the principles. The 

dissertation was divided into three main parts: a theoretical review, a meta-analysis 

(Project 1), and an experimental study (Project 2). 

The first part of this dissertation was a theoretical review that sought to unify and 

explain the relations between four large literatures on message matching: functional 

matching, message framing, message tailoring, and message framing. This review then 

sought to provide a set of three core principles to guide research on understanding when 

and how to use message matching.  

The first principle was that messages vary to the extent to which they match 

people’s characteristics along a continuum that from positive matches (i.e., messages 

congruent with people’s dispositions), to non-matches (i.e., messages that are neither 

congruent nor in opposition to people’s dispositions), to negative matches (i.e., messages 

that are in opposition to people’s dispositions). As a consequence of this underlying 

continuum, the effectiveness of a given message matching intervention becomes 
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dependent on: (a) the degree to which achieving a positive match confers benefits to 

persuasion; (b) the extent to which avoiding a negative match allows us to avoid 

detrimental effects to persuasion, and (c) the relative position of two messages (e.g., a 

positive match versus a generic message) along the continuum from positive matching to 

negative matching. The stronger the relative effects of positive versus negative matching, 

and the further away two message types are along the continuum, the greater the effects 

of a matching intervention.  

The second principle is that the effectiveness of matching interventions ought to 

be affected by the degree to which messages achieve matches—a property that can be 

broken down into the ideas of specificity and dosage. Specificity refers to how well 

message features match the unique characteristics of their audience and can be increased 

either by improving our assessments of characteristics (e.g., using individualized 

assessments over indirectly inferring characteristics by proxy), or by matching to a larger 

set of characteristics at a time. Dosage instead refers to the strength with which message 

features are made to match characteristics, and can be further divided into four subtypes: 

dosage frequency (the number of message components manipulated to be a match); 

dosage intensity (the extent to which message components are manipulated to elicit 

stronger reactions); dosage ratio (the proportion of all elements contained in the message 

manipulated to be matches), and; dosage exposures (the number of times people are 

exposed to a matched message). For each method of increasing the degree of matching 

achieved by an intervention, I argued that there likely exists an optimal amount such that 

too little fails to provide benefits, whereas too much can potentially make matched 

messages either overwhelming or intrusive, thereby also reducing their effectiveness.  
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Lastly, the third principle was that the effectiveness of message matching should 

depend on the type of characteristic targeted, with psychological characteristics more 

centrally tied to a person’s motivations being able to elicit stronger matching effects than 

would more psychologically surface-level characteristics (e.g., demographic variables 

such as a person’s age group, or a person’s subjective norms towards a target behavior).   

In the second part of this dissertation (i.e., Project 1), I presented a large-scale 

registered meta-analysis of 4,228 effects from 604 experimental studies of functional 

message matching. This meta-analysis provided overall meta-analytic estimates for 

functional matching on four distinct outcome variables. These included measures of 

attitude, intention, self-report behavior, and objective behavior. Through this meta-

analysis, I found strong and consistent evidence that functional matching can increase the 

persuasiveness of message-based interventions by a factor averaging around r = .20, and 

this across the four outcome types examined. I then explored the degree to which effects 

vary as a function of how functional matching effects intersect with those from message 

tailoring, context matching, and message framing. I then performed a series of subgroup 

analyses to explore moderator variables tied to each of the three principles outlined in my 

theoretical review. These analyses provided some evidence for the first principle that 

matching effects may indeed exist on a continuum from positive matching to negative 

matching, and also supported the third principle that matching messages to deeper 

psychological variables (operationalized through the literature on functional message 

matching which targets variables that are directly motivational in nature) would lead to 

stronger effects than matching messages to less psychologically central variables (as 

typically explored in many past meta-analyses). Evidence relevant to the second 
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principle—examining how the degree of matching achieved in interventions impacts their 

effectiveness—was considerably more mixed and inconclusive.  

A challenge with the subgroup analyses for this meta-analysis, was that analyses 

of moderation depended largely on indirect tests of many of the principles, and almost 

entirely on synthesis-generated evidence—that is, moderation was evaluated based on 

features that vary correlationally across studies rather than experimentally within studies. 

The problem with synthesis-generated evidence is that many study features covary 

substantially with one another, making it difficult to draw strong causal conclusions 

about the principles I outlined in my theoretical review. Consequently, although the 

moderation results of the meta-analysis are informative, they will ultimately need to be 

supplemented by a new wave of primary studies that seek to directly, and experimentally, 

examine the three principles I outlined. The accumulation of such studies will eventually 

provide study-generated evidence for use in future meta-analytic work. 

Given the limitations of the meta-analysis to confirm the principles, the third and 

final part of this dissertation (Project 2) was an experiment that sought to provide study-

generated data for the first principle I outlined. Specifically, I designed and conducted a 

study to show that negative matching effects could be differentiated from positive 

matching effects, that messages which are positive matches for some people could be 

either non-matches or negative matches for others, and attempted to quantify the relative 

contributions of positive and negative matching effects. I accomplished these goals in the 

context of matching politically liberal, conservative, or neutral messages—which each 

promoted a non-profit organization—to people’s political orientation scores. Through this 

study, I found evidence that individuals showed increased receptivity to messages that 
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were positively matched to their own beliefs (i.e., liberal appeals for liberal participants, 

and conservative appeals for conservative participants), but these effects tended to be 

small. In contrast, participants showed large and consistently decreased receptivity to 

messages that negatively matched their beliefs (i.e., conservative appeals for liberal 

participants, and liberal appeals for conservative participants). In fact, not only did 

participants show reduced receptivity, they also showed increased intentions to take 

action against the non-profit organization featured in the messages, such as by 

withdrawing contributions or discouraging others from making contributions. 

This study—taken together with previous work that I have done to show that 

negatively matched messages lead to worse persuasion than non-matched messages 

(Joyal-Desmarais & Snyder, 2016), and with the meta-analytic finding from Project 1 that 

positively matched messages show larger effects when compared to negatively matched 

than non-matched messages—provides a strong and consistent triangulation of evidence 

for the first principle of my theoretical review. In other words, thinking of messages as 

varying along a continuum from positively matched to negatively matched messages can 

be a useful tool at interventionists’ and researchers’ disposal when it comes to 

understanding and predicting the effects of message matching interventions. Future 

research should therefore explore this idea as it pertains to other contexts than matching 

messages to people’s political orientations to promote non-profit organizations. It may 

even be particularly interesting to apply these ideas to contexts in which groups of 

individuals have been particularly resistant to interventions (e.g., in the domain of anti-

vaccination), by exploring if high levels of resistance could be in part attributed to 

common persuasion attempts creating negative matching effects that further entrench 
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individuals in their views. It will also be important for research to begin directly, and 

simultaneously, comparing positively matched, negatively matched, and non-matched 

messages to the other common types of messages frequently seen in interventions (e.g., 

generic messages, mixed messages). 

In terms of the other principles outlined in this dissertation, work should 

especially begin examining the ways I have outlined to increase the degree to which 

messages achieve matching. In a previous study, I outlined and demonstrated a procedure 

for systematically studying the effects of matching messages to increasingly larger 

numbers of characteristics (Joyal-Desmarais et al., 2020a), and plan to continue similar 

efforts when it comes to studying the effects of the ideas I have outlined around 

specificity and dosage. In terms of studying the effects of targeting different types of 

characteristics, future extensions to the meta-analysis from Project 1 will begin outlining 

such differences. These extensions will also seek to eventually map out the full scope of 

the message matching literature, such that meta-analytic estimates will be available not 

only for each of the four main message literatures (i.e., functional matching, message 

framing, message tailoring, and context matching), but also for each sub-literature that 

intersects across these areas (as depicted by Figures 2 and 27). 

Looking to the future, I end with a call to readers to take this dissertation as 

suggestive of new avenues for exploration, rather than as an attempt to provide strong 

and final answers on principles of message matching. Given the wide range of 

applications for message matching, and the incredible diversity that exists in term of 

characteristics to target and message features to manipulate, it will be necessary for a 

major mobilization within the field to occur before we can have a full grasp of the impact 
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of the principles I have discussed. My theoretical review, meta-analysis (Project 1), and 

experimental works (e.g., Project 2; Joyal-Desmarais et al., 2020a) provide initial 

explorations and discussions of these ideas, and can hopefully act as a springboard for 

inspiration towards new avenues of empirical works.  
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14. Appendices 

Appendix A. Summaries of Select Past Meta-Analyses 

Table A1. Summary of a Sample of Key Meta-Analyses from the Message Matching Literature. 

aSource, 

N, k, r 
Interventions Surveyed Comparisons Explored Outcomes Examined Moderators Examined (r or B)b 

O'Keefe & Jensen (2006). N = 50,780; k = 165; r = .05 to .03  
(a) Gain frame for illness 

prevention behaviors 

(b) Loss frames for 

illness detection 

behaviors 

(a) Loss frame for illness 

prevention behaviors 

(b) Gain frames for 

illness detection 

behaviors 

(a) Short-term 

persuasive effects 

(attitude change, post 

communication 

agreement, behavioral 

intention, behavior) on 

health behaviors 

Moderators were not examined 

Noar et al. (2007). N = 58,454; k = 57; r = .07  
(a) Print-based tailored 

materials  

(a) Non-tailored 

condition 

(b) No-treatment control 

(c) "Less tailored" 

condition 

(a) Health Behavior (a) Female only samples (.08) vs combined 

gender samples (.07) 

(b) Study conducted outside U.S. (.12) vs. 

within the U.S. (.06) 

(c) Health behavior type: Smoking cessation 

(.09); Diet (.08); Mammography screening (.05); 

Pap test (.14) 

(d) Type of behavior targeted: Preventive 

behavior (.09); Screening behavior (.08); 

Vaccination/immunization (.04) 

(e) Comparison condition: Comparison message 

(.06); no-treatment control (.11) 

(f) Type of print material: letter (.06); 
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manual/booklet (.04); pamphlet/leaflet (.17); 

newsletter/magazine (.11) 

(g) Intervention contacts: one contact (.07); 

multiple contacts (.09) 

(h) recruitment venues: clinic/health center 

(.04); reactive recruitment (.09); proactive 

recruitment (.09) 

(i) Tailoring combinations: behavior only (.03); 

theoretical concepts only (.07); theoretical 

concepts and demographics (.09); theoretical 

concepts and behavior (.09); theoretical 

concepts, behavior and demographics (.12) 

(j) Number of concepts targeted: 0-3 (.06); 4-5 

(.09); 6-9 (.07)  

Sohl & Moyer (2007). N = 33,237; k = 31; r = .10  
(a) Interventions with a 

tailored component 

(a) No-treatment control 

(b) Active treatment (e.g., 

non-tailored intervention) 

(a) Adherence to 

mammography 

screening behavior 

(a) Tailored to/using: Age (.08); ethnicity (.01), 

risk (.08); barriers to care (.11); health-belief 

model variables (.25); transtheoretical model 

stage (.11); motivational interviewing (.13) 

(b) Intervention delivery: In-person (.21); 

telephone (.09); print (.07) 

(c) Intervention included a physician 

recommendation (.24) or not (.07) 

(d) Active control (.09) vs. no-treatment control 

(.11) 

Krebs et al. (2010). N = 106,243; k = 119; r = .09  
(a) Computer-tailored 

interventions 

(a) Non-tailored 

comparison group (either 

a minimal intervention 

group or an assessment-

only control) 

(a) Health behaviors in 

the domains of smoking 

cessation, physical 

activity, dietary 

practices, and 

(a) Type of behavior targeted: smoking 

cessation (.08); dietary fat reduction (.11); 

fruit/vegetable consumption (.08); 

mammography (.08); physical activity (.08) 

(b) static tailoring (.07) vs. dynamic tailoring 
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mammography 

screening 

(.10) 

(c) single intervention contact (.07) vs multiple 

intervention contacts (.10) 

(d) reactive (.09) vs proactive recruitment (.09) 

(e) Intervention delivery: Computer (.08); print 

(.09); automated phone (.10) 

(f) Outcome assessment time: 1-3 months (.09); 

4-6 months (.10); 7-12 months (.10); 13+months 

(.06) 

(g) engaged in behavior at baseline (.09) or not 

(.08) 

(h) Comparison Group: Assessment only (.09) 

vs. minimal intervention (.08) 

(i) Country: U.S. (.09) vs not U.S. (.07) 

(j) Number of behaviors targeted: 1 (.08); 2 

(.10); 3 (.12); 4 (.06)  
Carpenter (2012). N = 1,460; k = 38; r = .37  

(a) Messages matched on 

an attitudinal function 

(b) Functions targeted 

included one or all of the 

following: Utilitarian, 

social-adjustive, value-

expressive, knowledge, 

ego-defensive 

(a) Messages mismatched 

on an attitudinal function 

(a) Persuasiveness 

("attitudes or a similar 

construct") 

(a) Function targeted: utilitarian (.40); social-

adjustive (.38); value-expressive (.35); [could 

not accurately estimate knowledge or ego-

defensive] 

(b) matching to self-monitoring scale (.31) 

Gallagher & Updegraff (2012). k = 189; r = .03 to .08  
(a) Gain frame for illness 

prevention behaviors 

(b) Loss frames for 

illness detection 

behaviors 

(a) Loss frame for illness 

prevention behaviors 

(b) Gain frames for 

illness detection 

behaviors 

(a) Attitudes 

(b) Intentions 

(c) Behaviors (self-

report or objective) 

(d) Above outcomes had 

(a) For prevention behaviors, by outcome type: 

attitudes (.04); intentions (.03); behavior (.08) 

(b) For detection behaviors, by outcome type: 

attitudes (.03); intentions (.03); behavior (.04) 

(c) Effects on behavior outcome by different 
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to be for health 

prevention or illness 

detection behaviors) 

types of prevention behaviors: diet (-.01); 

obesity (.04); oral health (.05); physical activity 

(.16); safe sex (.08); skin cancer (.24); smoking 

(.20); virus/vaccine (-.02); other (0.0) 

(d) Effects on behavior outcome by different 

types of detection behaviors: breast cancer (.05); 

heart (-.16); oral health (.39); safe sex (-.05); 

other (.04) 

Lustria et al. (2013). N = 20,180; k = 40; r = .07  
(a) Web-based computer-

tailored interventions.  

(a) No treatment control 

(b) Nontailored website 

(c) Nontailored print 

materials 

(a) Health behavior (a) Population type: general population (.09); 

children (.00); patients (.07) 

(b) Country: US (.05); Non-US (.09) 

(c) Gender: Mixed (.07); Female (.05) 

(d) Single behaviors effects reported (.07) vs. 

multiple behaviors (.06) 

(e) Behavior Type: Smoking/tobacco (.08); 

nutrition/diet (.11); physical activity (.03); 

drinking (.04) 

(f) Study Design: randomized control trial (.08); 

quasi-experimental (.03) 

(g) Comparison: no treatment (.04); non-tailored 

website (.09); non-tailored print (.04) 

Motyka et al. (2014). N = 23,690; k = 306; r = .27 to .33  
(a) Regulatory fit 

condition (intervention 

designed to sustain 

regulatory focus 

orientation) 

(a) Not defined explicitly. (a) Evaluations 

(b) Behavioral intentions 

(c) Behavior 

(a) Type of outcome: Evaluation (.27); 

behavioral intention (.33); behavior (.30).  

[Note: Effects all broken down by outcome 

type] 

(b) Source of focus: self-primed (B = .18, .18,    

-.19); situation-prime (B = .20) as each are 

compared to chronic regulatory focus (B = .20, 

.35, -.05) 
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(c) Fit creation: sustaining compared to 

matching (B = .04, .55, -.10) 

(d) Fit construction: Action compared to 

observation (B = .00, .08, -.25) 

(e) Fit scope: Incidental compared to integral (B 

= -.26, -.53, .27) 

Route: mixed (B = -.06, .16, -.04); nonverbal (B 

= .14, -.06, ,07) each compared to verbal 

(f) Types of participants: Students compared to 

non-students (B = .14, -.07, -.20) 

(g) Study environment: Online compared to 

offline (B = .13, -.06, .16) 

(h) Orientation: Prevention fit (r = .15, .26, .30) 

vs Promotion fit (r = .29, .25, .23) 

(i) Involvement: High (.11. .03, .00) vs. low 

(.26, .23, .52) 

Huang & Shen (2016). N = 30,006, k = 58, r = .12  
(a) Cancer-related 

messages culturally 

tailored to ethnic or racial 

categories 

(a) Nonculturally tailored 

comparison group. Either: 

Mismatched message 

(tailored to another 

group); standard 

intervention; no treatment 

(a) "Persuasion" defined 

as one of or the average 

between attitudes, 

behavioral intentions, or 

actual behaviors  

(b) Outcomes in the 

domain of cancer-related 

behaviors 

(a) Outcome type: behavior (.11); behavioral 

intentions (.19); attitude (.10) 

(b) Deep cultural tailoring (.19) vs. surface 

cultural tailoring (.04) 

(c) Tailoring involved narrative component (.17) 

or not (.06) 

(d) Delivery channel: audio/video (.17); print 

(.04); mixed (.06). 

(e) Based message design on formative research 

(..05) vs. without formative research (.11) 

(f) Cancer type: Lung cancer (.16); colorectal 

cancer (.10); breast cancer (.08); prostate cancer 

(.05); cervical cancer (.04) 

(g) Gender: Mixed (.07); female only (.07); 

males only (.05) 
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(h) Ethnic/Racial Group: Pacific islanders (.13); 

Asians (.12); Hispanics (.07); African 

Americans (.02) 

(i) Comparison Group: Mismatched comparison 

(.29); no-treatment (.13); standard comparison 

(.05) 

(j) Design: lab experiment (.11) vs. field studies 

(.07) 
aTable lists the meta-analysis source, the total sample size (N), the number of effects synthesized (k), and the overall estimated 

matching effect sizes expressed in a correlation coefficient r. 
bThe effects associated to the moderator analyses reflect the size of the matching effect (expressed in a correlation coefficient r) at 

different levels of a moderator variable. A few of the moderation effect of Motyka et al. (2014) are instead presented as Betas in a 

meta-regression instead. These specific effects are identified in the table using “B = #”.  
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Appendix B. Project 1 - Adherence to PRISMA Guidelines 

Table B1. Annotated PRISMA 2009 Checklist 

Section / 

topic  
# Checklist item  

Location in Manuscript;  

Notes 

TITLE  

Title  1 Identify the report as a systematic review, meta-analysis, or both.  

The heading for section 4 acts as the title for this 

project. It explicitly labels the project as both a 

systematic review and meta-analysis. Furthermore, 

the title of this dissertation also explicitly states this. 

ABSTRACT  

Structured 

summary  
2 

Provide a structured summary including, as applicable: background; 

objectives; data sources; study eligibility criteria, participants, and 

interventions; study appraisal and synthesis methods; results; limitations; 

conclusions and implications of key findings; systematic review registration 

number.  

Given that the synthesis is only one project included 

in this dissertation, this limits some of the details that 

can be included in the abstract. The abstract for the 

dissertation states background information, the 

objectives of the synthesis, and the primary results. 

Summary elements of the project’s PICOS question 

are provided: the Population is omitted as the 

synthesis concerns the whole human population; the 

Intervention is described as involving functional 

message matching; the specific types of Comparisons 

are omitted for simplicity; the four outcomes of 

interest are listed, and; the Study Type is defined as 

experiments. The abstract further provides registration 

numbers/links, where the full protocol of the review is 

freely accessible. 

INTRODUCTION  

Rationale  3 Describe the rationale for the review in the context of what is already known.  

 The literature review for this dissertation provides an 

extensive review of what is known in the message 

matching literature, along with a rationale for the 

given study. 
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Objectives  4 

Provide an explicit statement of questions being addressed with reference to 

participants, interventions, comparisons, outcomes, and study design 

(PICOS).  

 Provided in the opening of section 4. 

METHODS  

Protocol and 

registration  
5 

Indicate if a review protocol exists, if and where it can be accessed (e.g., 

Web address), and, if available, provide registration information including 

registration number.  

 Section 5.0.1. provides details on the registration of 

the current synthesis. The bibliography provides the 

registration number for the PROSPERO registration, 

as well as web addresses to access both the OSF and 

PROSPERO registration documents. 

Eligibility 

criteria  
6 

Specify study characteristics (e.g., PICOS, length of follow-up) and report 

characteristics (e.g., years considered, language, publication status) used as 

criteria for eligibility, giving rationale.  

 Section 5.2. provides detailed descriptions of each 

inclusion and exclusion criteria. These are in 

accordance with the PICOS formulation of the 

research question outlined in Section 4.1. 

Information 

sources  
7 

Describe all information sources (e.g., databases with dates of coverage, 

contact with study authors to identify additional studies) in the search and 

date last searched.  

The details on the search strategy are provided in 

sections 5.1., 5.2., and 6.1. The appendices further 

provide additional details. 

Search  8 
Present full electronic search strategy for at least one database, including any 

limits used, such that it could be repeated.  

The full search strategy is provided in Appendix D. 

Section 5.1. also provides an overview and summary. 

Study 

selection  
9 

State the process for selecting studies (i.e., screening, eligibility, included in 

systematic review, and, if applicable, included in the meta-analysis).  

The study selection procedure is outlined in Section 

5.2.  

Data 

collection 

process  

10 

Describe method of data extraction from reports (e.g., piloted forms, 

independently, in duplicate) and any processes for obtaining and confirming 

data from investigators.  

Coding and data extraction procedures are described 

in section 5.3. Additionally, Appendices E-H provide 

additional details including the codebook, and how 

effects were extracted. 

Data items  11 
List and define all variables for which data were sought (e.g., PICOS, 

funding sources) and any assumptions and simplifications made.  

Appendices F & G provide the codebook coders used, 

and a dictionary that defines all the variables that 

were extracted. 

Risk of bias in 

individual 

studies  

12 

Describe methods used for assessing risk of bias of individual studies 

(including specification of whether this was done at the study or outcome 

level), and how this information is to be used in any data synthesis.  

This information is provided in section 5.4.2 of the 

dissertation. 

Summary 

measures  
13 State the principal summary measures (e.g., risk ratio, difference in means).  This is described in section 5.3.3. 
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Synthesis of 

results  
14 

Describe the methods of handling data and combining results of studies, if 

done, including measures of consistency (e.g., I2
) for each meta-analysis.  

The method for handling data and conducting the 

meta-analytic modeling is described in section 5.4. 

Risk of bias 

across studies  
15 

Specify any assessment of risk of bias that may affect the cumulative 

evidence (e.g., publication bias, selective reporting within studies).  

This information is provided in section 5.4.2 of the 

dissertation. 

Additional 

analyses  
16 

Describe methods of additional analyses (e.g., sensitivity or subgroup 

analyses, meta-regression), if done, indicating which were pre-specified.  

This is described in Section 5.4. The subgroups were 

specified according to the hypotheses and research 

questions outlined in Section 4., as well as in the 

registered protocols. 

RESULTS  

Study 

selection  
17 

Give numbers of studies screened, assessed for eligibility, and included in the 

review, with reasons for exclusions at each stage, ideally with a flow 

diagram.  

Details are provided in Section 6.1., and a flow 

diagram is also included (see Figure 10).  

Study 

characteristics  
18 

For each study, present characteristics for which data were extracted (e.g., 

study size, PICOS, follow-up period) and provide the citations.  

The citation information for each study is provided in 

the bibliography. Individual coding information for 

specific studies is omitted, given the large scope of 

the meta-analysis (i.e., separate characteristics were 

coded for each of the 4,228 effect sizes extracted). 

Risk of bias 

within studies  
19 

Present data on risk of bias of each study and, if available, any outcome level 

assessment (see item 12).  

The results of the evaluation of bias is provided in 

Section 6.4. This information is supplemented by 

detailed appendices N and O. Information on risk of 

bias for each individual study is omitted given the 

large scope of the research. 

Results of 

individual 

studies  

20 

For all outcomes considered (benefits or harms), present, for each study: (a) 

simple summary data for each intervention group (b) effect estimates and 

confidence intervals, ideally with a forest plot.  

Detailed results are presented at the aggregate level in 

Section 6. Information for each given study is not 

included, given the large scope of the review, and that 

separate summary data was coded for each of the 

4,228 effect size estimates. 

Synthesis of 

results  
21 

Present results of each meta-analysis done, including confidence intervals 

and measures of consistency.  

The results of each meta-analysis are presented in 

Sections 6. Additional details on each meta-analysis 

(including reports of prediction intervals as a measure 

of consistency) are provided in appendices M, O, P, 

Q, R, S, T, U, V, W, X, and Y. 
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Risk of bias 

across studies  
22 Present results of any assessment of risk of bias across studies (see Item 15).  

The results of analyses used to evaluate bias are 

reported in Section 6.3.2. of the dissertation. 

Additional details are provided in Appendices M and 

N. 

Additional 

analysis  
23 

Give results of additional analyses, if done (e.g., sensitivity or subgroup 

analyses, meta-regression [see Item 16]).  

All details/results for each meta-analysis conducted 

are provided in Section 6 and supplemented by 

additional information using appendices M, O, P, Q, 

R, S, T, U, V, W, X, and Y. 

DISCUSSION  

Summary of 

evidence  
24 

Summarize the main findings including the strength of evidence for each 

main outcome; consider their relevance to key groups (e.g., healthcare 

providers, users, and policy makers).  

Summaries and discussions are provided in Sections 7 

and 12 of the dissertation. 

Limitations  25 
Discuss limitations at study and outcome level (e.g., risk of bias), and at 

review-level (e.g., incomplete retrieval of identified research, reporting bias).  

 Limitations are discussed both in the results (Section 

6) and the discussion (section 7) for Project 1. In 

particular, Section 7.4. is especially devoted to this. 

Further, several limitations are discussed again in 

Section 12. 

Conclusions  26 
Provide a general interpretation of the results in the context of other 

evidence, and implications for future research.  

Provided in the discussion for project 1 (Section 7) 

and in the overall conclusion for the dissertation 

(section 12). 

FUNDING  

Funding  27 
Describe sources of funding for the systematic review and other support (e.g., 

supply of data); role of funders for the systematic review.  

This information is described in the 

acknowledgements. No funding agency played any 

role at any stage of the review. 
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Appendix C. Project 1 - Development and Evaluation of Search Strategy  

C.1. Selecting Databases for Electronic Search. In order to determine which 

databases to include for a systematic search of the literature, I compiled a list of 38 

articles from across the message matching literature (this list is available in Table C1). 

Articles were selected to represent a diverse set of designs, domains of application, and 

outcomes. In May, 2018, I systematically searched for the presence/absence of each 

article in 10 distinct databases: PsycInfo (via Ovid), MEDLINE (via Ovid), Web of 

Science, Business Source Premier (via EBSCOhost), Communication and Mass Media 

Complete (via EBSCOhost), CINAHL (via EBSCOhost), PAIS Index (via ProQuest), 

PubMed, EconLit (via ProQuest), and Scopus. The results of this search are presented in 

Table C1. Overall, the databases that contained the most articles were PsycInfo (captured 

28 articles), MEDLINE (captured 24 articles), Web of Science (captured 31 articles), 

PubMed (captured 24 articles), and Scopus (captured 37 articles). After consulting with 

an information specialist at the University of Minnesota Libraries, I opted to select 

PsycInfo, MEDLINE and Scopus as the main databases to use for my systematic search 

strategy. Web of Science was omitted as its coverage varies according to University 

subscriptions. Web of Science was instead chosen as the primary tool to conduct forward 

and backward citation searches. PsycInfo was used in order to develop an initial search 

strategy, which was subsequently adapted to MEDLINE and Scopus. 
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Table C1. Inclusion of 38 Different Articles on Message Matching Across 10 Literature Databases. 

# Article / Citation 
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1 Snyder, M., & DeBono, K. G. (1985). Appeals to image and claims about 

quality: Understanding the psychology of advertising. Journal of 

personality and Social Psychology, 49(3), 586. 
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C.2. Using Controlled Vocabulary in Electronic Search. In order to determine 

whether controlled vocabulary could be used to create an effective search strategy, I 

reviewed each of the 28 articles from Table C1 that were indexed in PsycInfo, and 

examined the subject headings, MeSH terms, and classification codes associated to each 

citation within the database. Table C2 presents a summary of relevant subject headings 

used to describe each article in PsycInfo. The most common subject headings were 

“Messages” (used for 12 articles), “Persuasive Communication” (used for 6 articles), and 

“Health Promotion” (Used for 6 articles). These terms were judged to be too broad in 

scope for the current review and the remaining subject headings were too heterogeneous 

(i.e., typically only used for 1-2 articles) to be useful for inclusion into a formal search 

strategy. Consequently, I decided not to use subject headings in building a systematic 

search query. Table C3 presents the most relevant MeSH terms used for the 28 articles, 

and Table C4 presents the classification codes used to index each citation in PsycInfo. In 

both cases, the most common terms associated to each article were too broad in scope, 

and other terms were highly heterogeneous across sources. Consequently, I decided not to 

generally use controlled vocabulary going forward in establishing the search strategy. 
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Table C2. Relevant Subject Headings Used Across the 28 Sources Indexed by PsycInfo. 
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3    x x                           
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8 x   x        x                    

9         x    x                   

11       x       x                  

16       x        x x                

17              x  x                
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21                  x              

22                   x x x           

23       x                         

26                      x x         

27   x    x       x         x x        

28       x  x                x x      

29       x  x                  x     

32       x  x     x                  

33                            x x x  

34 x      x  x                 x     x 

35   x    x       x         x         

36       x       x                  

37       x                  x       

38   x                             

Total 4 2 4 4 1 1 12 1 6 1 1 1 1 6 1 3 1 1 1 1 1 1 3 1 2 2 1 1 1 1 1 

Note. Source # refers to the number assigned to each article on the 1st column of Table C1. An “x” in any column of Table S2 

indicates that a given Subject Heading was used to describe the Article in PsycInfo.  
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Table C3. Relevant MeSH Terms Used Across the 28 Sources Indexed by PsycInfo. 
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Note. Source # refers to the number assigned to each article on the 1st column of Table 

C1. An “x” in any column indicates that a given MeSH was used to describe the Article 

in PsycInfo.  
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Table C4. Relevant Classification Codes Used Across the 28 Sources in Indexed by 

PsycInfo. 
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Total 4 2 1 1 11 1 2 2 2 1 1 1 1 1 1 

Note. Source # refers to the number assigned to each article on the 1st column of Table C1. An 

“x” in any column indicates that a given Classification Code was used to describe the Article in 

PsycInfo.  
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C.3. Using Titles and Abstracts for Electronic Search. Because the use of 

controlled vocabulary is unlikely to be useful in a systematic search of message matching 

studies, I examined the frequency with which various terms associated to message 

matching appeared in the titles and abstracts of the sample of 38 articles I identified. 

Variants of a set of theoretically meaningful terms were searched for using wildcards. 

Example terms included “function*”, “match*”, “mismatch*”, “frame*”, “tailor*”, and 

“messag*”.  The frequency with which each term appeared in the titles and abstracts are 

presented below (Table C5 for the Titles, and C6 for the Abstracts). Although 

heterogeneity exists across articles in their terminology, most articles use a combination 

of the terms I examined to describe their studies. This suggests that searching for 

theoretically relevant vocabulary in titles and abstracts may be a viable way to identify 

articles in the message matching literature. Consequently, I chose this method as the 

primary way to search for relevant literature using PsycInfo. 
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Table C5. Terminology Used in the Titles of the 38 Sources outlined in Table C1. 
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Note. Source # refers to the number assigned to each article on the 1st column of Table C1. An “x” in any column indicates that a 

given term (or a variant thereof) was used in the articles’ titles. An asterisk (*) used with a term indicates a wildcard such that variants 

of the term’s ending were also counted (e.g., tailor* counts both “tailor” and “tailoring”). Row totals indicates the number of terms 

used in a single source. Column totals indicate the number of sources using a particular term and/or its variants. 

 

 

 

 

 



 

 

 

341 

 
 

 

Table C6. Terminology Used in the Abstracts of the 38 Sources outlined in Table C1. 

 Term Appears in Article Abstract  

Source 
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34 x   x  x x x x x x x x           10 

35    x  x      x x     x x    x 7 

36      x  x x x x             5 

37    x  x x x x x x  x     x   x   10 

38                       x 1 

Total 11 7 6 12 4 27 15 11 10 7 7 8 8 4 14 5 3 9 4 6 11 1 11  
Note. Source # refers to the number assigned to each article on the 1st column of Table C1. An “x” in any column indicates that a 

given term (or a variant thereof) was used in the articles’ abstracts. An asterisk (*) used with a term indicates a wildcard such that 

variants of the term’s ending were also counted (e.g., tailor* counts both “tailor” and “tailoring”). Row totals indicates the number of 

terms used in a single source. Column totals indicate the number of sources using a particular term and/or its variants. 
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C4. Electronic Search Query. In order to determine the specific search query to 

use with PsycInfo, I generated a list of terms related to message matching research, and 

examined the results of using various combination of terms with the Boolean operators 

AND (e.g., “match* AND message*”) and ADJ (e.g., “match* ADJ3 messag*”; this 

example requires the two terms to be separated by fewer than 3 words, and would capture 

terms such as “messages that are matched”). Between May 14-26, 2018, I examine the 

results of 312 combination of terms. For each combination, I noted the number of total 

hits returned in PsycInfo, went through the 1st ten hits of each search, and noted down the 

number of hits that were relevant to message matching research. This process is depicted 

in Table C7.  This exercise allowed me to gauge which search terms were too broad or 

narrow (e.g., searching “match* AND function*” returned over 28,000 hits, whereas 

"matched communication” returned 0 hits). Using what I learned, I created a two-part 

search query to use with PsycInfo. The first part contains a combination of terms that 

were prioritized for use for theoretical reasons and convey various forms of message 

matching. These search terms were then complemented by a set of additional terms that 

attempt to identify more specific types of message matching studies. The final set of 

search terms developed for PsycInfo is presented in Appendix D. 

To examine the degree to which different search terms provided unique 

information over one another, I examined the cumulative number of hits obtained in 

PsycInfo with each additional search term added. The results of this exercised are 

presented in Table C8. The column “cumulative” indicates the total number of results 

obtained with a given search string when added to every other search string included 

above it in the table. The column “New” indicates the number of unique results added 
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when adding a given search string to every search string that preceded it in the table. The 

column “searched alone” indicates the total number of hits obtained when only searching 

for the terms included in a given row. A comparison of these last two columns allows us 

to get a sense of whether the search terms are redundant with prior terms in the table. 

What I found in completing Table C8, was that most search terms used were non-

redundant and provided unique information beyond one another. 

Once a search query was finalized for PsycInfo, it was then adapted for use with 

MEDLINE and Scopus, going through a similar process as was used to develop the 

PsycInfo query (i.e., going through equivalent procedures as depicted in Table C7 and 

Table C8).  
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Table C7. Examining Hits Obtained with the Use of Different Search Queries in PsycInfo 

Search String 

Total 

Hits 

Rel. 

in 1st 

10a 

Search String 

Total 

Hits 

Rel. 

in 1st 

10a 

(match* AND appeal*).ab,id,mh,sh,ti. 345 3 (match* ADJ3 appeal*).ab,id,mh,sh,ti. 32 7 

(match* AND messag*).ab,id,mh,sh,ti. 848 2 (match* ADJ3 messag*).ab,id,mh,sh,ti. 127 8 

(match* AND (frame OR framing OR 

frames)).ab,id,mh,sh,ti. 

1025 1 (match* ADJ3 (frame OR framing OR 

frames)).ab,id,mh,sh,ti. 

63 6 

(match* AND cultur*).ab,id,mh,sh,ti. 3820 SK (match* ADJ3 cultur*).ab,id,mh,sh,ti. 249 1 

(match* AND communicat*).ab,id,mh,sh,ti. 4532 SK (match* ADJ3 communicat*).ab,id,mh,sh,ti. 126 0 

(match* AND feedback*).ab,id,mh,sh,ti. 2234 SK (match* Adj3 feedback*).ab,id,mh,sh,ti. 142 1 

(match* AND function*).ab,id,mh,sh,ti. 2803

3 

SK (match* ADJ3 function*).ab,id,mh,sh,ti. 756 0 

(mismatch* AND appeal*).ab,id,mh,sh,ti. 49 3 (mismatch* ADJ3 appeal*).ab,id,mh,sh,ti. 5 5 

(mismatch* AND messag*).ab,id,mh,sh,ti. 139 3 (mismatch* ADJ3 messag*).ab,id,mh,sh,ti. 31 7 

(mismatch* AND (frame OR framing OR 

frames)).ab,id,mh,sh,ti. 

140 1 (mismatch* ADJ3 (frame OR framing OR 

frames)).ab,id,mh,sh,ti. 

10 4 

(mismatch* AND cultur*).ab,id,mh,sh,ti. 508 0 (mismatch* ADJ3 cultur*).ab,id,mh,sh,ti. 102 0 

(mismatch* AND communicat*).ab,id,mh,sh,ti. 428 1 (mismatch* ADJ3 communicat*).ab,id,mh,sh,ti. 18 0 

(mismatch* AND feedback*).ab,id,mh,sh,ti. 278 0 (mismatch* ADJ3 feedback*).ab,id,mh,sh,ti. 48 0 

(mismatch* AND function*).ab,id,mh,sh,ti. 1643 0 (mismatch* ADJ3 function*).ab,id,mh,sh,ti. 57 0 

(frame* AND appeal*).ab,id,mh,sh,ti. 1558 1 (frame* ADJ3 appeal*).ab,id,mh,sh,ti. 120 5 

(messag* AND fram*).ab,id,mh,sh,ti. 3841 SK (messag* ADJ3 fram*).ab,id,mh,sh,ti. 904 6 

(cultur* AND fram*).ab,id,mh,sh,ti. 2822

7 

SK (cultur* ADJ3 fram*).ab,id,mh,sh,ti. 2870 SK 

(frame* AND communicat*).ab,id,mh,sh,ti. 1648

9 

SK (frame* ADJ3 communicat*).ab,id,mh,sh,ti. 789 0 

(frame* AND print).ab,id,mh,sh,ti. 624 0 (frame* ADJ3 print).ab,id,mh,sh,ti. 19 1 

(frame* AND feedback).ab,id,mh,sh,ti. 3748 SK (frame* ADJ3 feedback).ab,id,mh,sh,ti. 129 1 

(positive* AND appeal*).ab,id,mh,sh,ti. 1634 2 (positive* ADJ3 appeal*).ab,id,mh,sh,ti. 114 2 

(positive* AND message*).ab,id,mh,sh,ti. 5304 SK (positive* ADJ3 message*).ab,id,mh,sh,ti. 759 1 

(positive* AND fram*).ab,id,mh,sh,ti. 2088

1 

SK (positive* ADJ3 fram*).ab,id,mh,sh,ti. 1038 4 

(positive* AND communicat*).ab,id,mh,sh,ti. 2189 SK (positive* ADJ3 communicat*).ab,id,mh,sh,ti. 1678 0 
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4 

(negative* AND appeal*).ab,id,mh,sh,ti. 1019 1 (negative* ADJ3 appeal*).ab,id,mh,sh,ti. 109 1 

(negative* AND message*).ab,id,mh,sh,ti. 3997 SK (negative* ADJ3 message*).ab,id,mh,sh,ti. 733 3 

(negative* AND fram*).ab,id,mh,sh,ti. 1306

6 

SK (negative* ADJ3 fram*).ab,id,mh,sh,ti. 636 3 

(negative* AND communicat*).ab,id,mh,sh,ti. 1366

8 

SK (negative* ADJ3 communicat*).ab,id,mh,sh,ti. 966 0 

(type* AND appeal*).ab,id,mh,sh,ti. 1812 0 (type* ADJ3 appeal*).ab,id,mh,sh,ti. 235 0 

(type* AND messag*).ab,id,mh,sh,ti. 4312 SK (type* ADJ3 messag*).ab,id,mh,sh,ti. 717 2 

(type* AND frame*).ab,id,mh,sh,ti. 1859

0 

SK (type* ADJ3 frame*).ab,id,mh,sh,ti. 472 0 

(tailor* AND appeal*).ab,id,mh,sh,ti. 182 4 (tailor* ADJ3 appeal*).ab,id,mh,sh,ti. 15 4 

(tailor* AND messag*).ab,id,mh,sh,ti. 974 3 (tailor* ADJ3 messag*).ab,id,mh,sh,ti. 480 4 

(tailor* AND frame*).ab,id,mh,sh,ti. 1562 SK (tailor* ADJ3 frame*).ab,id,mh,sh,ti. 68 0 

(tailor* AND communicat*).ab,id,mh,sh,ti. 1770 SK (tailor* ADJ3 communicat*).ab,id,mh,sh,ti. 238 2 

(tailor* AND print).ab,id,mh,sh,ti. 160 1 (tailor* ADJ3 print).ab,id,mh,sh,ti. 70 8 

(tailor* AND feedback*).ab,id,mh,sh,ti. 799 1 (tailor* ADJ3 feedback*).ab,id,mh,sh,ti. 234 5 

(tailor* AND function*).ab,id,mh,sh,ti. 2380 SK (tailor* ADJ3 function*).ab,id,mh,sh,ti. 51 0 

(individuali* AND appeal*).ab,id,mh,sh,ti. 288 0 (individuali* ADJ3 appeal*).ab,id,mh,sh,ti. 31 2 

(individuali* AND messag*).ab,id,mh,sh,ti. 416 1 (individuali* ADJ3 messag*).ab,id,mh,sh,ti. 45 0 

(individuali* AND frame*).ab,id,mh,sh,ti. 3082 SK (individuali* ADJ3 frame*).ab,id,mh,sh,ti. 152 0 

(individuali* AND communicat*).ab,id,mh,sh,ti. 2580 SK (individuali* ADJ3 communicat*).ab,id,mh,sh,ti. 263 0 

(individuali* AND print).ab,id,mh,sh,ti. 104 0 (individuali* ADJ3 print).ab,id,mh,sh,ti. 6 1 

(individuali* AND feedback*).ab,id,mh,sh,ti. 1112 0 (individuali* ADJ3 feedback*).ab,id,mh,sh,ti. 395 1 

(personali* AND appeal*).ab,id,mh,sh,ti. 1050 0 (personali* ADJ3 appeal*).ab,id,mh,sh,ti. 51 0 

(personali* AND messag*).ab,id,mh,sh,ti. 1456 2 (personali* ADJ3 messag*).ab,id,mh,sh,ti. 243 2 

(personali* AND frame*).ab,id,mh,sh,ti. 9736 SK (personali* ADJ3 frame*).ab,id,mh,sh,ti. 555 1 

(personali* AND communicat*).ab,id,mh,sh,ti. 7981 SK (personali* ADJ3 communicat*).ab,id,mh,sh,ti. 1581 SK 

(personali* AND print).ab,id,mh,sh,ti. 175 0 (personali* ADJ3 print).ab,id,mh,sh,ti. 6 0 

(personali* AND feedback*).ab,id,mh,sh,ti. 2883 SK (personali* ADJ3 feedback*).ab,id,mh,sh,ti. 1131 0 

(congruen* AND appeal*).ab,id,mh,sh,ti. 131 2 (congruen* ADJ3 appeal*).ab,id,mh,sh,ti. 9 8 

(congruen* AND messag*).ab,id,mh,sh,ti. 409 5 (congruen* ADJ3 messag*).ab,id,mh,sh,ti. 92 6 

(congruen* AND fram*).ab,id,mh,sh,ti. 1638 SK (congruen* ADJ3 fram*).ab,id,mh,sh,ti. 91 3 

(congruen* AND function*).ab,id,mh,sh,ti. 3266 SK (congruen* ADJ3 function*).ab,id,mh,sh,ti. 150 0 
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(cultur* AND appeal*).ab,id,mh,sh,ti. 2361 SK (cultur* ADJ3 appeal*).ab,id,mh,sh,ti. 121 2 

(cultur* AND messag*).ab,id,mh,sh,ti. 4313 SK (cultur* ADJ3 messag*).ab,id,mh,sh,ti. 513 0 

(cultur* AND fram*).ab,id,mh,sh,ti. 2822

7 

SK (cultur* ADJ3 fram*).ab,id,mh,sh,ti. 2870 SK 

(target* AND appeal*).ab,id,mh,sh,ti. 997 1 (target* ADJ3 appeal*).ab,id,mh,sh,ti. 94 1 

(target* AND messag*).ab,id,mh,sh,ti. 3239 SK (target* ADJ3 messag*).ab,id,mh,sh,ti. 624 0 

(target* AND frame*).ab,id,mh,sh,ti. 9938 SK (target* ADJ3 frame*).ab,id,mh,sh,ti. 296 0 

(target* AND communicat*).ab,id,mh,sh,ti. 8716 SK (target* ADJ3 communicat*).ab,id,mh,sh,ti. 618 0 

(target* AND print).ab,id,mh,sh,ti. 479 1 (target* ADJ3 print).ab,id,mh,sh,ti. 34 2 

(target* AND feedback*).ab,id,mh,sh,ti. 5405 SK (target* ADJ3 feedback*).ab,id,mh,sh,ti. 330 1 

(motiv* AND match*).ab,id,mh,sh,ti. 3895 SK (motiv* ADJ3 match*).ab,id,mh,sh,ti. 173 0 

(motiv* AND tailor*).ab,id,mh,sh,ti. 1640 SK (motiv* ADJ3 tailor*).ab,id,mh,sh,ti. 91 1 

(motiv* AND congruen*).ab,id,mh,sh,ti. 1290 0 (motiv* ADJ3 congruen*).ab,id,mh,sh,ti. 151 0 

(cultur* AND tailor*).ab,id,mh,sh,ti. 2243 SK (cultur* ADJ3 tailor*).ab,id,mh,sh,ti. 724 2 

(cultur* AND target*).ab,id,mh,sh,ti. 1037

2 

SK (cultur* ADJ3 target*).ab,id,mh,sh,ti. 587 1 

(framed appeal*).ab,id,mh,sh,ti. 28 10 ("culturally matched" OR "cultural match*" OR "match 

cultural").ab,id,mh,sh,ti. 

80 2 

(framed messag*).ab,id,mh,sh,ti. 339 10 ("matched communication").ab,id,mh,sh,ti. 0 0 

(message fit).ab,id,mh,sh,ti. 5 3 ("communication match*").ab,id,mh,sh,ti. 7 0 

(gain-frame*).ab,id,mh,sh,ti. 351 9 (match* ADJ function*).ab,id,mh,sh,ti. 226 0 

(loss-frame*).ab,id,mh,sh,ti. 402 8 (functional match*).ab,id,mh,sh,ti. 24 5 

(regulatory fit).ab,id,mh,sh,ti. 256 2 ((match* adj3 function*) not (imaging or neural or brain or 

magnetic)).ab,id,mh,sh,ti. 

552 0 

(congruency hypothesis).ab,id,mh,sh,ti. 69 1 ("functional matching" OR "functionally 

matched").ab,id,mh,sh,ti. 

33 3 

(functional hypothesis).ab,id,mh,sh,ti. 41 0 (messag* ADJ2 fram*).ab,id,mh,sh,ti. 821 5 

(framing effect).ab,id,mh,sh,ti. 389 0 (messag* ADJ fram*).ab,id,mh,sh,ti. 599 8 

(functional theory).ab,id,mh,sh,ti. 266 0 (cultur* ADJ2 fram*).ab,id,mh,sh,ti. 1963 0 

(functional approach).ab,id,mh,sh,ti. 720 1 (cultur* ADJ fram*).ab,id,mh,sh,ti. 964 0 

(functional strategy).ab,id,mh,sh,ti. 20 0 (frame ADJ3 communication).ab,id,mh,sh,ti. 43 0 

(tailored intervention*).ab,id,mh,sh,ti. 1167 0 (framed ADJ3 communication).ab,id,mh,sh,ti. 34 0 

(Psychological* target*).ab,id,mh,sh,ti. 11 1 (positive* ADJ fram*).ab,id,mh,sh,ti. 367 5 

(Psychological* tailor*).ab,id,mh,sh,ti. 4 3 (negative* ADJ appeal*).ab,id,mh,sh,ti. 27 4 
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(message fram*).ab,id,mh,sh,ti. 541 7 (negative* ADJ message*).ab,id,mh,sh,ti. 355 0 

("self-congruity" OR "self-congruence").ab,id,mh,sh,ti. 870 0 (negative* ADJ fram*).ab,id,mh,sh,ti. 382 4 

(attitud* AND function*).ab,id,mh,sh,ti. 2060

1 

SK (attitud* ADJ3 function*).ab,id,mh,sh,ti. 1352 1 

(gain AND fram*).ab,id,mh,sh,ti. 4451 SK (gain ADJ3 fram*).ab,id,mh,sh,ti. 563 7 

(loss AND fram*).ab,id,mh,sh,ti. 4464 SK (loss ADJ3 fram*).ab,id,mh,sh,ti. 607 4 

(non-gain AND fram*).ab,id,mh,sh,ti. 9 5 (non-gain ADJ3 fram*).ab,id,mh,sh,ti. 4 3 

(non-loss AND fram*).ab,id,mh,sh,ti. 8 5 (non-loss ADJ3 fram*).ab,id,mh,sh,ti. 3 2 

(cultur* AND sensitiv*).ab,id,mh,sh,ti. 1357

2 

SK (cultur* ADJ3 sensitiv*).ab,id,mh,sh,ti. 6967 SK 

(cultur* AND adapt*).ab,id,mh,sh,ti. 1944

0 

SK (cultur* ADJ3 adapt*).ab,id,mh,sh,ti. 5297 SK 

(cultur* AND appropriate).ab,id,mh,sh,ti. 1204

0 

SK (cultur* ADJ3 appropriate).ab,id,mh,sh,ti. 3922 SK 

(cultur* AND competen*).ab,id,mh,sh,ti. 1379

2 

SK (cultur* ADJ3 competen*).ab,id,mh,sh,ti. 6607 SK 

(persuas* AND function*).ab,id,mh,sh,ti. 1220 0 (persuas* ADJ3 function*).ab,id,mh,sh,ti. 108 1 

(motiv* AND function*).ab,id,mh,sh,ti. 2277

4 

SK (motiv* ADJ3 function*).ab,id,mh,sh,ti. 1997 SK 

(functional* AND relevan*).ab,id,mh,sh,ti. 1378

7 

SK (functional* ADJ3 relevan*).ab,id,mh,sh,ti. 1580 SK 

(match* AND (social-adjustive OR value-expressive OR 

hedonic OR utilitarian OR knowledge)).ab,id,mh,sh,ti. 

5795 SK (type* ADJ appeal*).ab,id,mh,sh,ti. 3 1 

(tailor* AND (social-adjustive OR value-expressive OR 

hedonic OR utilitarian OR knowledge)).ab,id,mh,sh,ti. 

2457 SK (personali* ADJ communicat*).ab,id,mh,sh,ti. 1205 0 

(congru* AND (social-adjustive OR value-expressive OR 

hedonic OR utilitarian OR knowledge)).ab,id,mh,sh,ti. 

1616 SK (congruen* ADJ5 appeal*).ab,id,mh,sh,ti. 22 5 

(function* AND (social-adjustive OR value-expressive OR 

hedonic OR utilitarian OR knowledge)).ab,id,mh,sh,ti. 

3191

2 

SK (congruen* ADJ5 messag*).ab,id,mh,sh,ti. 171 5 

(match* AND (social-adjustive AND value-

expressive)).ab,id,mh,sh,ti. 

7 2 (congruen* ADJ2 function*).ab,id,mh,sh,ti. 72 1 

(match* AND (social-adjustive AND 

hedonic)).ab,id,mh,sh,ti. 

0 0 (congruen* ADJ function*).ab,id,mh,sh,ti. 11 1 

(match* AND (social-adjustive AND 1 0 (cultur* ADJ appeal*).ab,id,mh,sh,ti. 71 0 
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utilitarian)).ab,id,mh,sh,ti. 

(match* AND (social-adjustive AND 

knowledge)).ab,id,mh,sh,ti. 

0 0 (target* ADJ messag*).ab,id,mh,sh,ti. 131 1 

(match* AND (value-expressive AND 

hedonic)).ab,id,mh,sh,ti. 

0 0 (target* ADJ communicat*).ab,id,mh,sh,ti. 119 2 

(match* AND (value-expressive AND 

utilitarian)).ab,id,mh,sh,ti. 

4 2 (target* ADJ3 feedback*).ab,id,mh,sh,ti. 27 0 

(match* AND (value-expressive AND 

knowledge)).ab,id,mh,sh,ti. 

3 3 (motiv* adj2 tailor*).ab,id,mh,sh,ti. 62 1 

(match* AND (hedonic AND utilitarian)).ab,id,mh,sh,ti. 21 8 (cultur* ADJ tailor*).ab,id,mh,sh,ti. 550 1 

(match* AND (hedonic AND knowledge)).ab,id,mh,sh,ti. 5 0 (cultur* ADJ target*).ab,id,mh,sh,ti. 90 2 

(match* AND (utilitarian AND knowledge)).ab,id,mh,sh,ti. 3 0 (functional AND (approach OR theory) AND (attitude OR 

persuasion)).ab,id,mh,sh,ti. 

288 0 

(congru* AND (social-adjustive AND value-

expressive)).ab,id,mh,sh,ti. 

3 0 (attitud* ADJ function*).ab,id,mh,sh,ti. 235 1 

(congru* AND (social-adjustive AND 

hedonic)).ab,id,mh,sh,ti. 

0 0 (cultur* ADJ3 sensitive ADJ3 messag*).ab,id,mh,sh,ti. 19 2 

(congru* AND (social-adjustive AND 

utilitarian)).ab,id,mh,sh,ti. 

0 0 (cultur* ADJ3 adapt* ADJ3 messag*).ab,id,mh,sh,ti. 4 0 

(congru* AND (social-adjustive AND 

knowledge)).ab,id,mh,sh,ti. 

0 0 (cultur* ADJ3 appropriate ADJ3 messag*).ab,id,mh,sh,ti. 27 0 

(congru* AND (value-expressive AND 

hedonic)).ab,id,mh,sh,ti. 

0 0 (cultur* ADJ3 sensitive ADJ3 appeal*).ab,id,mh,sh,ti. 0 0 

(congru* AND (value-expressive AND 

utilitarian)).ab,id,mh,sh,ti. 

1 1 (cultur* ADJ3 adapt* ADJ3 appeal*).ab,id,mh,sh,ti. 2 0 

(congru* AND (value-expressive AND 

knowledge)).ab,id,mh,sh,ti. 

0 0 (cultur* ADJ3 appropriate ADJ3 appeal*).ab,id,mh,sh,ti. 3 0 

(congru* AND (hedonic AND utilitarian)).ab,id,mh,sh,ti. 20 7 (cultur* ADJ3 conpeten* ADJ3 messag*).ab,id,mh,sh,ti. 0 0 

(congru* AND (hedonic AND knowledge)).ab,id,mh,sh,ti. 5 0 (motiv* ADJ function*).ab,id,mh,sh,ti. 603 0 

(congru* AND (utilitarian AND knowledge)).ab,id,mh,sh,ti. 5 0 (motiv* ADJ3 function* ADJ3 attitud*).ab,id,mh,sh,ti. 25 1 

(match* AND ("construal level")).ab,id,mh,sh,ti. 35 2 (functional* ADJ relevan*).ab,id,mh,sh,ti. 1131 0 

(tailor* AND ("construal level")).ab,id,mh,sh,ti. 6 3 ((messag* OR appeal*) AND (congru*) AND ("self-

construal")).ab,id,mh,sh,ti. 

5 4 
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(congru* AND ("construal level")).ab,id,mh,sh,ti. 16 7 ((messag* OR appeal*) AND (fit) AND ("self-

construal")).ab,id,mh,sh,ti. 

2 2 

(fit AND ("construal level")).ab,id,mh,sh,ti. 23 2 ((messag* OR appeal*) AND (match*) AND 

(interdependen* AND independen*)).ab,id,mh,sh,ti. 

9 9 

(match* AND ("volunteer function*")).ab,id,mh,sh,ti. 5 1 ((messag* OR appeal*) AND (tailor*) AND 

(interdependen* AND independen*)).ab,id,mh,sh,ti. 

3 3 

(tailor* AND ("volunteer function*")).ab,id,mh,sh,ti. 1 0 ((messag* OR appeal*) AND (congru*) AND 

(interdependen* AND independen*)).ab,id,mh,sh,ti. 

6 6 

(congru* AND ("volunteer function*")).ab,id,mh,sh,ti. 2 0 ((messag* OR appeal*) AND (fit) AND (interdependen* 

AND independen*)).ab,id,mh,sh,ti. 

1 1 

(fit AND ("volunteer function*")).ab,id,mh,sh,ti. 2 0 ((messag* OR appeal*) AND (match*) AND (individual* 

AND collectiv*)).ab,id,mh,sh,ti. 

15 4 

(match* AND ("self-construal")).ab,id,mh,sh,ti. 26 3 ((messag* OR appeal*) AND (tailor*) AND (individual* 

AND collectiv*)).ab,id,mh,sh,ti. 

13 4 

(tailor* AND ("self-construal")).ab,id,mh,sh,ti. 3 2 ((messag* OR appeal*) AND (congru*) AND (individual* 

AND collectiv*)).ab,id,mh,sh,ti. 

12 7 

(congru* AND ("self-construal")).ab,id,mh,sh,ti. 38 0 ((messag* OR appeal*) AND (fit) AND (individual* AND 

collectiv*)).ab,id,mh,sh,ti. 

12 2 

(fit AND ("self-construal")).ab,id,mh,sh,ti. 51 0 ((messag* OR appeal*) AND (match*) AND (self-

monitor*)).ab,id,mh,sh,ti. 

15 7 

(match* AND (interdependen* AND 

independen*)).ab,id,mh,sh,ti. 

72 2 ((messag* OR appeal*) AND (tailor*) AND (self-

monitor*)).ab,id,mh,sh,ti. 

23 1 

(tailor* AND (interdependen* AND 

independen*)).ab,id,mh,sh,ti. 

11 1 ((messag* OR appeal*) AND (congru*) AND (self-

monitor*)).ab,id,mh,sh,ti. 

4 3 

(congru* AND (interdependen* AND 

independen*)).ab,id,mh,sh,ti. 

51 0 ((messag* OR appeal*) AND (fit) AND (self-

monitor*)).ab,id,mh,sh,ti. 

3 0 

(fit AND (interdependen* AND 

independen*)).ab,id,mh,sh,ti. 

63 0 (match* ADJ3 advert*).ab,id,mh,sh,ti. 58 2 

(match* AND (individual* AND collectiv*)).ab,id,mh,sh,ti. 284 0 (mismatch* ADJ3 advert*).ab,id,mh,sh,ti. 0 0 

(tailor* AND (individual* AND collectiv*)).ab,id,mh,sh,ti. 94 0 (frame* ADJ3 advert*).ab,id,mh,sh,ti. 112 1 

(congru* AND (individual* AND collectiv*)).ab,id,mh,sh,ti. 190 0 (cultur* ADJ3 advert*).ab,id,mh,sh,ti. 348 0 

(fit AND (individual* AND collectiv*)).ab,id,mh,sh,ti. 346 0 (tailor* ADJ3 advert*).ab,id,mh,sh,ti. 24 1 

(match* AND (self-monitor*)).ab,id,mh,sh,ti. 219 0 (individuali* ADJ3 advert*).ab,id,mh,sh,ti. 50 2 

(tailor* AND (self-monitor*)).ab,id,mh,sh,ti. 113 0 (personali* ADJ3 advert*).ab,id,mh,sh,ti. 182 2 
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(congru* AND (self-monitor*)).ab,id,mh,sh,ti. 54 3 (congruen* ADJ3 advert*).ab,id,mh,sh,ti. 47 6 

(fit AND (self-monitor*)).ab,id,mh,sh,ti. 88 0 (target* ADJ3 advert*).ab,id,mh,sh,ti. 387 0 

"matching effect".id. 8 6 (match* AND ("stage* of change") AND (appeal* OR 

messag* OR advert*)).ab,id,mh,sh,ti. 

6 4 

(match* AND advert*).ab,id,mh,sh,ti. 554 2 (congru* AND ("stage* of change") AND (appeal* OR 

messag* OR advert*)).ab,id,mh,sh,ti. 

0 0 

(mismatch* AND advert*).ab,id,mh,sh,ti. 36 5 (tailor*  AND  ("stage* of change") AND (appeal* OR 

messag* OR advert*)).ab,id,mh,sh,ti. 

29 2 

(frame* AND advert*).ab,id,mh,sh,ti. 1600 SK (match* AND ("transtheoretical model") AND (appeal* OR 

messag* OR advert*)).ab,id,mh,sh,ti. 

5 2 

(cultur* AND advert*).ab,id,mh,sh,ti. 2,193 SK (congru* AND ("transtheoretical model") AND (appeal* 

OR messag* OR advert*)).ab,id,mh,sh,ti. 

0 0 

(tailor* AND advert*).ab,id,mh,sh,ti. 169 2 (tailor*  AND  ("transtheoretical model") AND (appeal* OR 

messag* OR advert*)).ab,id,mh,sh,ti. 

17 4 

(individuali* AND advert*).ab,id,mh,sh,ti. 237 0 (congru* AND ("stage* of change")).ab,id,mh,sh,ti. 22 0 

(personali* AND advert*).ab,id,mh,sh,ti. 767 0 (tailor*  AND  ("stage* of change")).ab,id,mh,sh,ti. 269 2 

(congruen* AND advert*).ab,id,mh,sh,ti. 303 1 (match* AND ("transtheoretical model")).ab,id,mh,sh,ti. 143 0 

(target* AND advert*).ab,id,mh,sh,ti. 1,830 SK (congru* AND ("transtheoretical model")).ab,id,mh,sh,ti. 9 0 

(match* AND ("stage* of change")).ab,id,mh,sh,ti. 196 4 (tailor*  AND  ("transtheoretical model")).ab,id,mh,sh,ti. 202 1 
aFor the row entitled, “Rel. in 1st 10”, I examined the titles and abstracts of the first 10 results obtained in each query, and noted the 

number of hits that were publications related to message matching phenomena. In this column, “SK” means that I did not examine the 

results of a specific search strategy because it returned a very large number of hits and it was assumed that many of the hits would be 

unwanted results. This was operationalized as any single search query which resulted in over 1500 results. 
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Table C8. Cumulative and unique number of results obtained by adding an increasingly 

large number of search terms to a search strategy in PsycInfo. 

Search Terms Cumulative New 
Searched 

Alone 

Set of Terms Prioritized for Theoretical Meaning (Conducted on 5/29/2018) 

(match* AND appeal*).ab,id,mh,sh,ti. 345 345 345 

(match* AND messag*).ab,id,mh,sh,ti. 1129 784 848 

(mismatch* AND appeal*).ab,id,mh,sh,ti. 1154 25 49 

(mismatch* AND messag*).ab,id,mh,sh,ti. 1211 57 139 

(frame* ADJ3 appeal*).ab,id,mh,sh,ti. 1324 113 120 

(messag* ADJ3 fram*).ab,id,mh,sh,ti. 2125 801 904 

(tailor* AND appeal*).ab,id,mh,sh,ti. 2283 158 182 

(tailor* AND messag*).ab,id,mh,sh,ti. 3132 849 974 

(congruen* AND appeal*).ab,id,mh,sh,ti. 3249 117 131 

(congruen* AND messag*).ab,id,mh,sh,ti. 3570 321 409 

(functional match*).ab,id,mh,sh,ti. 3579 9 80 

("functionally matched").ab,id,mh,sh,ti. 3591 12 18 

(Psychological* target*).ab,id,mh,sh,ti. 3601 10 11 

(Psychological* tailor*).ab,id,mh,sh,ti. 3602 1 4 

(match* AND advert*).ab,id,mh,sh,ti. 4038 436 554 

(mismatch* AND advert*).ab,id,mh,sh,ti. 4047 9 36 

(frame* ADJ3 advert*).ab,id,mh,sh,ti. 4136 89 112 

(tailor* ADJ3 advert*).ab,id,mh,sh,ti. 4150 14 112 

(congruen* AND advert*).ab,id,mh,sh,ti. 4316 166 303 

Added Complementary Terms  (Conducted on 5/29/2018) 

(match* ADJ3 (frame OR framing OR frames)).ab,id,mh,sh,ti. 4356 40 63 

(mismatch* ADJ3 (frame OR framing OR frames)).ab,id,mh,sh,ti. 4364 8 10 

(tailor* ADJ3 print).ab,id,mh,sh,ti. 4419 55 70 

(tailor* ADJ3 feedback*).ab,id,mh,sh,ti. 4603 184 234 

(congruen* ADJ3 fram*).ab,id,mh,sh,ti. 4678 75 91 

(positive* ADJ fram*).ab,id,mh,sh,ti. 4950 272 367 

(negative* ADJ appeal*).ab,id,mh,sh,ti. 4976 26 27 

(negative* ADJ fram*).ab,id,mh,sh,ti. 5111 135 382 

(message fit).ab,id,mh,sh,ti. 5115 4 5 

(gain-frame*).ab,id,mh,sh,ti. 5203 88 351 

(loss-frame*).ab,id,mh,sh,ti. 5256 53 402 

(non-gain AND fram*).ab,id,mh,sh,ti. 5261 5 9 

(non-loss AND fram*).ab,id,mh,sh,ti. 5262 1 8 

(gain ADJ3 fram*).ab,id,mh,sh,ti. 5374 112 563 

(loss ADJ3 fram*).ab,id,mh,sh,ti. 5476 102 607 

(match* AND (social-adjustive AND value-

expressive)).ab,id,mh,sh,ti. 
5477 1 7 

(match* AND (value-expressive AND utilitarian)).ab,id,mh,sh,ti. 5477 0 4 

Additional Terms Added on 9/6/2018. Last step on this new date gave 5577 hits. 

(match* AND (value-expressive AND knowledge)).ab,id,mh,sh,ti. 5577 0 3 

(congru* AND (value-expressive AND utilitarian)).ab,id,mh,sh,ti. 5578 1 1 

(congru* AND (hedonic AND utilitarian)).ab,id,mh,sh,ti. 5590 12 20 

(match* AND ("construal level")).ab,id,mh,sh,ti. 5606 16 37 

(tailor* AND ("construal level")).ab,id,mh,sh,ti. 5608 2 6 

(congru* AND ("construal level")).ab,id,mh,sh,ti. 5615 7 17 

(tailor* AND ("self-construal")).ab,id,mh,sh,ti. 5616 1 3 
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((messag* OR appeal*) AND (congru*) AND ("self-

construal")).ab,id,mh,sh,ti. 
5617 1 5 

((messag* OR appeal*) AND (fit) AND ("self-

construal")).ab,id,mh,sh,ti. 
5619 2 2 

((messag* OR appeal*) AND (match*) AND (interdependen* AND 

independen*)).ab,id,mh,sh,ti. 
5619 0 9 

((messag* OR appeal*) AND (tailor*) AND (interdependen* AND 

independen*)).ab,id,mh,sh,ti. 
5619 0 3 

((messag* OR appeal*) AND (congru*) AND (interdependen* AND 

independen*)).ab,id,mh,sh,ti. 
5619 0 6 

((messag* OR appeal*) AND (fit) AND (interdependen* AND 

independen*)).ab,id,mh,sh,ti. 
5620 1 1 

((messag* OR appeal*) AND (match*) AND (individual* AND 

collectiv*)).ab,id,mh,sh,ti. 
5620 0 15 

((messag* OR appeal*) AND (tailor*) AND (individual* AND 

collectiv*)).ab,id,mh,sh,ti. 
5620 0 13 

((messag* OR appeal*) AND (congru*) AND (individual* AND 

collectiv*)).ab,id,mh,sh,ti. 
5620 0 12 

((messag* OR appeal*) AND (fit) AND (individual* AND 

collectiv*)).ab,id,mh,sh,ti. 
5630 10 12 

((messag* OR appeal*) AND (match*) AND (self-

monitor*)).ab,id,mh,sh,ti. 
5630 0 15 

((messag* OR appeal*) AND (congru*) AND (self-

monitor*)).ab,id,mh,sh,ti. 
5630 0 4 

(match* AND ("stage* of change")).ab,id,mh,sh,ti. 5819 189 197 

(tailor*  AND  ("stage* of change") AND (appeal* OR messag* OR 

advert*)).ab,id,mh,sh,ti. 
5820 1 31 

(match* AND ("transtheoretical model") AND (appeal* OR messag* 

OR advert*)).ab,id,mh,sh,ti. 
5820 0 5 

(tailor*  AND  ("transtheoretical model") AND (appeal* OR messag* 

OR advert*)).ab,id,mh,sh,ti. 
5820 0 17 
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C5. Evaluating the Electronic Search Queries. To examine the success of my 

electronic search strategy to find articles on message matching, I put together a list of 60 

previously published articles on message matching. This list was made up of the 38 

articles I used in Table C1, along with an additional 22 articles.  

Then, I examined the number of these articles identified by the final search 

queries I developed (see Appendix D), and compared this to the actual number of articles 

contained in the PsycInfo (Table C9), MEDLINE (Table C10), and Scopus databases 

(Table C11).  This evaluation procedure was completed on November 18th, 2018. 

Overall, 47 of the 60 articles were contained in PsycInfo, and the PsycInfo search 

query identified 40. In other words, the electronic search strategy correctly identified 

85% of the articles in the PsycInfo sample. 

Overall, 38 of the 60 articles were contained in MEDLINE, and the MEDLINE 

search query identified 29. In other words, the electronic search strategy correctly 

identified 76% of the articles in the MEDLINE sample. 

Overall, 60 of the 60 articles were contained in SCOPUS, and the SCOPUS search 

query identified 45. In other words, the electronic search strategy correctly identified 

75% of the articles in the SCOPUS sample. 

Combined across databases, 49 articles were identified out of the set of 60, 

reflecting a coverage rate of around 82% for our electronic search strategy used in 

isolation.  
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Table C9. Examining Which Articles from a Sample of 60 Articles are (a) Accessible via 

PsycInfo, and (b) Identifiable via the Electronic Search Query Outlined in Appendix D 

Article 

In
 P

sy
c
In

fo
 

Id
en

ti
fi

ed
 

Article 

In
 P

sy
c
In

fo
 

Id
en

ti
fi

ed
 

Aaker & Lee (2001) 
1 0 

Latimer, Katulak, Mowad, & Salovey 

(2005) 
1 1 

Abhyankar, O'Connor, & Lawton 

(2008) 
1 1 

Lavine & Snyder (1996) 
1 1 

Apanovitch, McCarthy, & Salovey 

(2003) 
1 1 

Lee & Aaker (2004) 
1 1 

Banks et al. (1995) 1 1 Lee, Liu, & Cheng (2018) 0 0 

Bazzini & Shaffer (1995) 1 1 Lu et al. (2017) 0 0 

Brinberg, Axelson, & Price (2000) 1 1 Lueck (2017) 1 1 

Bull, Kreuter, & Scharff (1999) 1 1 Mann et al. (2004) 1 1 

Campbell & Kay (2014) 1 0 Meldrum et al. (1994) 0 0 

Campbell et al. (1994) 1 1 Nansel et al. (2002) 1 1 

Cesario et al. (2013) 
1 1 

O'Connor, Ferguson, & O'Connor 

(2005) 
1 1 

Chiauzzi, Green, Lord, Thum, & 

Goldstein (2005) 
1 0 

Orbell & Kyriakaki (2008) 
1 0 

Clary et al. (1998) 1 1 Orleans et al. (1998) 1 1 

de Vet et al. (2007) 1 0 Petty & Wegener (1998) 1 1 

DeBono (1987) 1 1 Pfeffer (2013) 1 1 

Detweiler, Bedell, Salovey, Pronin, & 

Rothman (1999) 
1 1 

Rothman et al. (1993) 
1 1 

Dutta-Bergman (2003) 
1 1 

Rothman, Martino, Bedell, Detweiler, 

& Salovey (1999) 
1 1 

Evans & Petty (2003) 1 1 Shavitt (1990) 1 1 

Gallagher & Updegraff (2011).  1 1 Shen & Dillard (2007) 1 1 

Gallagher et al. (2011) 1 1 Skinner et al. (1994)   0 

Gerend et al. (2013) 0 0 Snyder & DeBono (1985) 1 0 

Gotay et al. (2000) 
0 0 

Spittaels, De Bourdeaudhuij, Brug, & 

Vandelanotte (2006) 
1 1 

Han & Shavitt (1994) 1 1 Spivey et al. (1983) 1 1 

Hébert et al. (2017) 0 0 Strecher et al. (2008) 1 1 

Hirsh et al. (2012) 0 0 Tu et al. (2006) 0 0 

Hullett & Boster (2001) 1 1 Uskul & Oyserman (2010) 1 1 

Julka & Marsh (2005) 0 0 van Doorn & Hoekstra (2013) 1 0 

Kang & Lakshmanan (2018) 
0 0 

Van't Riet, Ruiter, Werrij, Candel, & 

de Vries (2010) 
1 1 

Kidwell, Farmer, & Hardesty (2013) 1 1 Voelkel & Feinberg (2017) 0 0 

Kingsbury, Gibbons, & Gerrard 

(2015) 
1 1 

Xue (2015) 
1 1 

Ko, Campbell, Lewis, Earp & 

DeVellis (2010) 
1 1 

Zhang et al. (2018) 
0 0 

Summary: In Total, 47 of the 60 articles were accessible via PsycInfo. Of these 47 articles, 40 (85%) 

were identified using the electronic search strategy in Appendix B. 
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Table C10. Examining Which Articles from a Sample of 60 Articles are (a) Accessible 

via MEDLINE, and (b) Identifiable via the Electronic Search Query Outlined in 

Appendix D 

Article 

In
 M

E
D

L
IN

E
 

Id
en

ti
fi

ed
 

Article 

In
 M

E
D

L
IN

E
 

Id
en

ti
fi

ed
 

Aaker & Lee (2001) 0 0 Latimer, Katulak, Mowad, & Salovey 

(2005) 

1 1 

Abhyankar, O'Connor, & Lawton 

(2008) 

1 1 Lavine & Snyder (1996) 1 1 

Apanovitch, McCarthy, & Salovey 

(2003) 

1 1 Lee & Aaker (2004) 1 1 

Banks et al. (1995) 1 1 Lee, Liu, & Cheng (2018) 0 0 

Bazzini & Shaffer (1995) 0 0 Lu et al. (2017) 0 0 

Brinberg, Axelson, & Price (2000) 1 1 Lueck (2017) 1 1 

Bull, Kreuter, & Scharff (1999) 1 0 Mann et al. (2004) 1 1 

Campbell & Kay (2014) 1 0 Meldrum et al. (1994) 1 0 

Campbell et al. (1994) 1 1 Nansel et al. (2002) 1 0 

Cesario et al. (2013) 0 0 O'Connor, Ferguson, & O'Connor 

(2005) 

1 1 

Chiauzzi, Green, Lord, Thum, & 

Goldstein (2005) 

1 0 Orbell & Kyriakaki (2008) 1 0 

Clary et al. (1998) 1 1 Orleans et al. (1998) 1 1 

de Vet et al. (2007) 1 1 Petty & Wegener (1998) 0 0 

DeBono (1987) 0 0 Pfeffer (2013) 1 1 

Detweiler, Bedell, Salovey, Pronin, & 

Rothman (1999) 

1 1 Rothman et al. (1993) 0 0 

Dutta-Bergman (2003) 1 1 Rothman, Martino, Bedell, Detweiler, 

& Salovey (1999) 

0 0 

Evans & Petty (2003) 1 1 Shavitt (1990) 0 0 

Gallagher & Updegraff (2011).  1 1 Shen & Dillard (2007) 0 0 

Gallagher et al. (2011) 1 1 Skinner et al. (1994) 1 1 

Gerend et al. (2013) 1 1 Snyder & DeBono (1985) 0 0 

Gotay et al. (2000) 1 0 Spittaels, De Bourdeaudhuij, Brug, & 

Vandelanotte (2006) 

1 1 

Han & Shavitt (1994) 0 0 Spivey et al. (1983) 0 0 

Hébert et al. (2017) 1 1 Strecher et al. (2008) 1 0 

Hirsh et al. (2012) 1 1 Tu et al. (2006) 1 0 

Hullett & Boster (2001) 0 0 Uskul & Oyserman (2010) 1 1 

Julka & Marsh (2005) 0 0 van Doorn & Hoekstra (2013) 0 0 

Kang & Lakshmanan (2018) 1 1 Van't Riet, Ruiter, Werrij, Candel, & 

de Vries (2010) 

0 0 

Kidwell, Farmer, & Hardesty (2013) 0 0 Voelkel & Feinberg (2017) 0 0 

Kingsbury, Gibbons, & Gerrard (2015) 1 1 Xue (2015) 0 0 

Ko, Campbell, Lewis, Earp & 

DeVellis (2010) 

1 1 Zhang et al. (2018) 0 0 

Summary: In Total, 38 of the 60 articles were accessible via MEDLINE. Of these 38 articles, 29 (76%) 

were identified using the electronic search strategy in Appendix B. 
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Table C11. Examining Which Articles from a Sample of 60 Articles are (a) Accessible 

via Scopus, and (b) Identifiable via the Electronic Search Query Outlined in Appendix D 

Article 

In
 S

co
p

u
s 

Id
en

ti
fi

ed
 

Article 

In
 S

co
p

u
s 

Id
en

ti
fi

ed
 

Aaker & Lee (2001) 1 0 Latimer, Katulak, Mowad, & Salovey 

(2005) 

1 0 

Abhyankar, O'Connor, & Lawton 

(2008) 

1 1 Lavine & Snyder (1996) 1 1 

Apanovitch, McCarthy, & Salovey 

(2003) 

1 1 Lee & Aaker (2004) 1 1 

Banks et al. (1995) 1 1 Lee, Liu, & Cheng (2018) 1 1 

Bazzini & Shaffer (1995) 1 1 Lu et al. (2017) 1 1 

Brinberg, Axelson, & Price (2000) 1 1 Lueck (2017) 1 1 

Bull, Kreuter, & Scharff (1999) 1 0 Mann et al. (2004) 1 1 

Campbell & Kay (2014) 1 0 Meldrum et al. (1994) 1 0 

Campbell et al. (1994) 1 1 Nansel et al. (2002) 1 0 

Cesario et al. (2013) 1 1 O'Connor, Ferguson, & O'Connor 

(2005) 

1 1 

Chiauzzi, Green, Lord, Thum, & 

Goldstein (2005) 

1 0 Orbell & Kyriakaki (2008) 1 0 

Clary et al. (1998) 1 1 Orleans et al. (1998) 1 0 

de Vet et al. (2007) 1 1 Petty & Wegener (1998) 1 1 

DeBono (1987) 1 1 Pfeffer (2013) 1 1 

Detweiler, Bedell, Salovey, Pronin, & 

Rothman (1999) 

1 1 Rothman et al. (1993) 1 1 

Dutta-Bergman (2003) 1 1 Rothman, Martino, Bedell, Detweiler, 

& Salovey (1999) 

1 1 

Evans & Petty (2003) 1 1 Shavitt (1990) 1 1 

Gallagher & Updegraff (2011).  1 1 Shen & Dillard (2007) 1 1 

Gallagher et al. (2011) 1 1 Skinner et al. (1994) 1 1 

Gerend et al. (2013) 1 1 Snyder & DeBono (1985) 1 0 

Gotay et al. (2000) 1 0 Spittaels, De Bourdeaudhuij, Brug, & 

Vandelanotte (2006) 

1 1 

Han & Shavitt (1994) 1 1 Spivey et al. (1983) 1 1 

Hébert et al. (2017) 1 1 Strecher et al. (2008) 1 1 

Hirsh et al. (2012) 1 1 Tu et al. (2006) 1 0 

Hullett & Boster (2001) 1 1 Uskul & Oyserman (2010) 1 1 

Julka & Marsh (2005) 1 0 van Doorn & Hoekstra (2013) 1 0 

Kang & Lakshmanan (2018) 1 1 Van't Riet, Ruiter, Werrij, Candel, & 

de Vries (2010) 

1 1 

Kidwell, Farmer, & Hardesty (2013) 1 1 Voelkel & Feinberg (2017) 1 0 

Kingsbury, Gibbons, & Gerrard (2015) 1 1 Xue (2015) 1 1 

Ko, Campbell, Lewis, Earp & 

DeVellis (2010) 

1 1 Zhang et al. (2018) 1 1 

Summary: In Total, 60 of the 60 articles were accessible via Scopus. Of these 60 articles, 45 (75%) were 

identified using the electronic search strategy in Appendix B. 
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C6. Forward and Backward Citation Searches. To complement the electronic 

search, I made use of two types of citation searches. First, I conducted a backward 

citation search by looking through the reference lists of past reviews and discussions of 

message matching techniques. In total, I identified 81 sources to use for a backward 

citation search, including narrative reviews, systematic reviews, meta-analyses, chapters, 

dissertations, and editorials. In addition to the backward citation search, I also conducted 

a forward citation search using the same 81 sources. The search was accomplished via 

Web of Science to identify reports that have cited these sources. The forward citation 

search also sought to identify works that cited a set of 33 influential and/or foundational 

studies in the message matching literature. The total of 114 sources are explicitly 

identified/listed in Appendix D (which provides the full registered search protocol). 

When an article was not indexed in Web of Science, a hand search of their reference list 

was conducted instead to accomplish the backwards citation search. 

C7. Additional strategies to identify literature. Over the last few years, I have 

accumulated a list of message matching reports which were also used for this project. 

Many of the accumulated reports were identified via Google Scholar alerts for the terms 

“message matching”, “message framing”, and “message tailoring”. The last alert 

considered for the current meta-analysis was received on December 19th, 2018.  
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Appendix D. Project 1 - Full Registered Search Strategy  

D1. Electronic Search Strings. Tables D1, D2, and D3 present the electronic 

search queries used with PsycInfo, MEDLINE, and Scopus, respectively. The search 

strategies are broken up into steps for simplicity and organization of search terms. The 

steps were applied in order during the search process. However, a single search string can 

also combine every step to achieve the same result. 

Table D1. Electronic Search Strategy for Use with PsycInfo 

Steps Labela Search String 

1 Theoretically Preferred terms 

1.1 a ((congruen* AND advert*) OR 

(congruen* AND appeal*) OR 

(congruen* AND messag*) OR 

(match* AND advert*) OR 

(match* AND appeal*) OR 

(match* AND messag*) OR 

(mismatch* AND advert*) OR 

(mismatch* AND appeal*) OR 

(mismatch* AND messag*) OR 

(tailor* AND appeal*) OR 

(tailor* AND messag*)).ab,id,ti. 

1.2 b ((frame* ADJ3 advert*) OR 

(frame* ADJ3 appeal*) OR 

(messag* ADJ3 fram*) OR 

(tailor* ADJ3 advert*)).ab,id,ti. 

1.3 c (("functionally matched") OR 

(functional match*) OR 

(Psychological* tailor*) OR 

(Psychological* target*)).ab,id,ti. 

2 Additional Specific terms 

2.1 a ((congru* AND ("construal level")) OR 

(match* AND ("construal level")) OR 

(match* AND ("self-construal")) OR 

(match* AND ("stage* of change")) OR 

(non-gain AND fram*) OR 

(non-loss AND fram*) OR 

(tailor* AND ("construal level")) OR 

(tailor* AND ("self-construal"))).ab,id,ti. 

2.2 b ((congruen* ADJ3 fram*) OR 

(cultur* ADJ2 messag*) OR 

(cultur* ADJ3 appeal*) OR 

(gain ADJ3 fram*) OR 

(individuali* ADJ3 advert*) OR 

(individuali* ADJ3 appeal*) OR 

(loss ADJ3 fram*) OR 
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(motiv* ADJ2 tailor*) OR 

(negative* ADJ appeal*) OR 

(negative* ADJ fram*) OR 

(positive* ADJ fram*) OR 

(positive* ADJ3 appeal*) OR 

(tailor* ADJ3 feedback*) OR 

(tailor* ADJ3 print) OR 

(target* ADJ3 print)).ab,id,ti. 

2.3 c (("attitud* function*") OR 

("computer tailor*") OR 

("congruency hypothesis") OR 

("cultural tailoring") OR 

("self-congruence") OR 

(gain-frame*) OR 

(loss-frame*) OR 

(message fit)).ab,id,ti. 

2.4 d ((congru* AND (hedonic AND utilitarian)) OR 

(congru* AND (value-expressive AND utilitarian)) OR 

(match* ADJ3 (frame OR framing OR frames)) OR 

(match* AND (social-adjustive AND value-expressive)) OR 

(match* AND ("transtheoretical model") AND (appeal* OR messag* OR advert*)) 

OR 

(match* AND (value-expressive AND knowledge)) OR 

(match* AND (value-expressive AND utilitarian)) OR 

((messag* OR appeal*) AND (congru*) AND ("self-construal")) OR 

((messag* OR appeal*) AND (congru*) AND (individual* AND collectiv*)) OR 

((messag* OR appeal*) AND (congru*) AND (interdependen* AND independen*)) 

OR 

((messag* OR appeal*) AND (congru*) AND (self-monitor*)) OR 

((messag* OR appeal*) AND (fit) AND ("self-construal")) OR 

((messag* OR appeal*) AND (fit) AND (individual* AND collectiv*)) OR 

((messag* OR appeal*) AND (fit) AND (interdependen* AND independen*)) OR 

((messag* OR appeal*) AND (match*) AND (individual* AND collectiv*)) OR 

((messag* OR appeal*) AND (match*) AND (interdependen* AND independen*)) 

OR 

((messag* OR appeal*) AND (match*) AND (self-monitor*)) OR 

((messag* OR appeal*) AND (tailor*) AND (individual* AND collectiv*)) OR 

((messag* OR appeal*) AND (tailor*) AND (interdependen* AND independen*)) 

OR 

(mismatch* ADJ3 (frame OR framing OR frames)) OR 

(tailor*  AND  ("stage* of change") AND (appeal* OR messag* OR advert*)) OR 

(tailor*  AND  ("transtheoretical model") AND (appeal* OR messag* OR advert*)) 

OR 

(tailor* AND communicat* AND generic)).ab,id,ti. 

3 Subject Heading 

3.1  ("Framing Effects").mh,sh. 

4 Limits 

4.1  NOT (Authored Book OR Book OR Chapter OR Edited Book).pt 

4.2  and English.lg. 
aFor Labels: a = 2 terms combined with an “AND” operator; b = 2 terms combined with an adjacency 

operator; c = exact expressions (allowing wildcard); d = more complex combination of 3 or more terms. 
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Table D2. Electronic Search Strategy for Use with MEDLINE 

Steps Labela Search String 

1 Theoretically Preferred terms 

1.1 a ((congruen* AND advert*) OR 

(congruen* AND messag*) OR 

(match* AND appeal*) OR 

(match* AND messag*) OR 

(mismatch* AND advert*) OR 

(mismatch* AND appeal*) OR 

(mismatch* AND messag*) OR 

(tailor* AND appeal*)).mp. 

1.2 b ((congruen* ADJ3 appeal*) OR 

(frame* ADJ3 advert*) OR 

(frame* ADJ3 appeal*) OR 

(match* ADJ3 advert*) OR 

(messag* ADJ3 fram*) OR 

(tailor* ADJ messag*) OR 

(tailor* ADJ3 advert*)).mp. 

1.3 c (("functionally matched") OR 

(functional match*) OR 

(psychological* tailor*) OR 

(psychological* target*)).mp. 

2 Additional Specific terms 

2.1 a ((congru* AND ("construal level")) OR 

(congru* AND ("self-construal")) OR 

(fit AND ("self-construal")) OR 

(match* AND ("construal level")) OR 

(match* AND ("self-construal")) OR 

(match* AND ("stage* of change")) OR 

(match* AND ("transtheoretical model")) OR 

(match* AND ("volunteer function*")) OR 

(non-gain AND fram*) OR 

(non-loss AND fram*) OR 

(tailor* AND ("construal level"))).mp. 

2.2 b ((congruen* ADJ3 fram*) OR 

(cultur* adj2 appeal*) OR 

(cultur* ADJ2 messag*) OR 

(frame* ADJ3 print) OR 

(gain ADJ3 fram*) OR 

(individuali* ADJ3 advert*) OR 

(individuali* ADJ3 appeal*) OR 

(individuali* ADJ3 messag*) OR 

(loss ADJ3 fram*) OR 

(motiv* ADJ2 tailor*) OR 

(motiv* ADJ3 congruen*) OR 

(negative* ADJ1 fram*) OR 

(negative* ADJ3 appeal*) OR 

(personali* ADJ3 advert*) OR 

(personali* ADJ3 appeal*) OR 

(positive* ADJ3 appeal*) OR 

(positive* ADJ1 fram*) OR 

(tailor* ADJ3 print) OR 

(target* ADJ3 print) OR 
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(type* ADJ3 appeal*)).mp. 

2.3 c (("attitud* function*") OR 

("computer tailor*") OR 

("congruency hypothesis") OR 

("cultural tailoring") OR 

("tailored feedback") OR 

(gain-frame*) OR 

(loss-frame*) OR 

(message fit)).mp. 

2.4 d ((match* ADJ3 (frame OR framing OR frames)) OR 

(match* AND (hedonic AND utilitarian)) OR 

(match* AND (social-adjustive AND value-expressive)) OR 

((messag* OR appeal*) AND (congru*) AND ("self-construal")) OR 

((messag* OR appeal*) AND (congru*) AND (individual* AND collectiv*)) OR 

((messag* OR appeal*) AND (congru*) AND (interdependen* AND independen*)) 

OR 

((messag* OR appeal*) AND (congru*) AND (self-monitor*)) OR 

((messag* OR appeal*) AND (fit) AND ("self-construal")) OR 

((messag* OR appeal*) AND (match*) AND (individual* AND collectiv*)) OR 

((messag* OR appeal*) AND (match*) AND (interdependen* AND independen*)) 

OR 

((messag* OR appeal*) AND (match*) AND (self-monitor*)) OR 

((messag* OR appeal*) AND (tailor*) AND (individual* AND collectiv*)) OR 

((messag* OR appeal*) AND (tailor*) AND (interdependen* AND independen*)) 

OR 

((messag* OR appeal*) AND (tailor*) AND (self-monitor*)) OR 

(tailor*  AND  ("transtheoretical model") AND (appeal* OR messag* OR 

advert*))).mp. 

3 Limits 

3.1  NOT (Autobiography OR Advertisements OR Almanacs OR Animation OR Annual 

Reports OR Biography OR Comment OR Congresses OR "Consensus Development 

Conference" OR Dictionary OR Editorial OR Eulogies OR "Government 

Publications" OR Guideline OR Interview OR "Introductory Journal Article" OR 

Lectures OR Letter OR News OR "Newspaper Article" OR "Patient Education 

Handout" OR "Practice Guideline" OR "Published Erratum" OR "Retracted 

Publication").pt 

3.2  and English.lg. 
aFor Labels: a = 2 terms combined with an “AND” operator; b = 2 terms combined with an adjacency 

operator; c = exact expressions (allowing wildcard); d = more complex combination of 3 or more terms. 
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Table D3. Electronic Search Strategy for Use with Scopus 

Steps Labela Search String 

1 Theoretically Preferred terms 

1.1 a TITLE-ABS-KEY ((congruen* AND advert*) OR 

(congruen* AND messag*) OR 

(mismatch* AND advert*)) 

1.2 b TITLE-ABS-KEY ((congruen* W/3 appeal*) OR 

(frame* W/1 appeal*) OR 

(frame* W/3 advert*) OR 

(match* W/3 advert*) OR 

(match* W/3 appeal*) OR 

(match* W/3 messag*) OR 

(messag* W/0 fram*) OR 

(mismatch* W/3 appeal*) OR 

(mismatch* W/3 messag*) OR 

(tailor* W/3 advert*) OR 

(tailor* W/3 appeal*) OR 

(tailor* W/3 messag*)) 

1.3 c TITLE-ABS-KEY (("functional match*") OR 

("functionally matched") OR 

("psychological* tailor*") OR 

("psychological* target*")) 

2 Additional Specific terms 

2.1 a TITLE-ABS-KEY ((congru* AND ("construal level")) OR 

(congru* AND ("self-construal")) OR 

(congru* AND (self-monitor*)) OR 

(fit AND ("construal level")) OR 

(fit AND ("self-construal")) OR 

(match* AND ("construal level")) OR 

(match* AND ("self-construal")) OR 

(match* AND ("stage* of change")) OR 

(match* AND ("transtheoretical model")) OR 

(non-gain AND fram*) OR 

(non-loss AND fram*) OR 

(tailor* AND ("construal level")) OR 

(tailor* AND ("self-construal"))) 

2.2 b TITLE-ABS-KEY ((congruen* W/3 fram*) OR 

(cultur* W/2 messag*) OR 

(individuali* W/3 advert*) OR 

(individuali* W/3 appeal*) OR 

(individuali* W/3 messag*) OR 

(motiv* W/1 tailor*) OR 

(negative* W/3 appeal*) OR 

(tailor*  W/2  feedback* ) OR 

(tailor* W/3 print) OR 

(type* W/3 appeal*)) 

2.3 c TITLE-ABS-KEY (("attitud* function*" ) OR 

("computer tailored") OR 

("computer tailoring")  OR 

("cultural tailoring") OR 

("gain fram*") OR 

("gain-frame*") OR 

("loss fram*") OR 
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("loss-frame*") OR 

("message fit") OR 

("negatively framed") OR 

("positively framed") OR 

("self-congruence")) 

2.4 d TITLE-ABS-KEY ((congru* AND ("big 5" OR "big five") AND (appeal* OR 

messag*)) OR 

(congru* AND (hedonic AND utilitarian)) OR 

(congru* AND (liberal* AND conservative*)) OR 

(congru* AND (partisan AND nonpartisan)) OR 

(congru* AND ((selfish OR egoistic) AND (altruistic OR selfless))) OR 

(congru* AND (utilitarian AND knowledge)) OR 

(congru* AND (value-expressive AND knowledge)) OR 

(congru* AND (value-expressive AND utilitarian)) OR 

(match* AND ("big 5" OR "big five") AND (appeal* OR messag*)) OR 

(match* AND (hedonic AND utilitarian)) OR 

(match* AND (interdependen* AND independen*)) OR 

(match* AND (liberal* AND conservative*)) OR 

(match* AND ((selfish OR egoistic) AND (altruistic OR selfless))) OR 

(match* AND (social-adjustive AND knowledge)) OR 

(match* AND (social-adjustive AND object-appraisal)) OR 

(match* AND (social-adjustive AND utilitarian)) OR 

(match* AND (social-adjustive AND value-expressive)) OR 

(match* AND (value-expressive AND knowledge)) OR 

(match* AND (value-expressive AND utilitarian)) OR 

((messag* OR appeal*) AND (congru*) AND (individual* AND collectiv*)) OR 

((messag* OR appeal*) AND (fit) AND (individual* AND collectiv*)) OR 

((messag* OR appeal*) AND (match*) AND (individual* AND collectiv*)) OR 

((messag* OR appeal*) AND (match*) AND (self-monitor*)) OR 

((messag* OR appeal*) AND (tailor*) AND (individual* AND collectiv*)) OR 

(mismatch* W/3 (frame OR framing OR frames)) OR 

(tailor*  AND  ("big 5" OR "big five") AND (appeal* OR messag*)) OR 

(tailor* AND (interdependen* AND independen*)) OR 

(tailor*  AND  ("stage* of change") AND (appeal* OR messag* OR advert*))) 

3 Limits 

3.1 - ( LIMIT-TO ( LANGUAGE ,  "English" ) ) 

3.2 - NOT DOCTYPE(bk OR ch OR cr OR ed OR er OR le OR no OR pr OR re) 
aFor Labels: a = 2 terms combined with an “AND” operator; b = 2 terms combined with an adjacency 

operator; c = exact expressions (allowing wildcard); d = more complex combination of 3 or more terms. 
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D2. Forward and Backward Citation Searches. To complement the electronic 

search, I made use of two types of citation searches: backward and forward citation 

searches. First, I identified 81 reviews to use for a backward citation search, including 

narrative reviews, systematic reviews, meta-analyses, chapters, dissertations, and 

editorials. These sources are indicated in the reference list within Table D4. In addition to 

the backward citation search, I also conducted a forward citation search using the same 

81 sources. Additionally, a forward citation search was also conducted to identify works 

that have cited a set of 33 influential and/or foundational empirical studies in the message 

matching literature. These articles are also identified in the reference list in Table D4. 

The citation searches were accomplished using Web of Science. 

 

Table D4. List of Sources used for Backward and Forward Citation Searches 

Source 

E
m

p
ir

ic
a
l 

S
tu

d
y
 

R
ev

ie
w

 

Aaker, J. L., & Lee, A. Y. (2001). “I” seek pleasures and “we” avoid pains: The role of 

self‐regulatory goals in information processing and persuasion. Journal of Consumer 

Research, 28(1), 33-49. 

x 
 

Abrams, D. B., Mills, S., & Bulger, D. (1999). Challenges and future directions for 

tailored communication research. Annals of Behavioral Medicine, 21(4), 299-306.  

 
x 

Alden, D. L., Friend, J., Schapira, M., & Stiggelbout, A. (2014). Cultural targeting and 

tailoring of shared decision making technology: a theoretical framework for improving 

the effectiveness of patient decision aids in culturally diverse groups. Social Science & 

Medicine, 105, 1-8. 

 
x 

Anderson, L. R. (2011). Refining what works in tailoring: Comprehensive meta-analysis 

of computer-tailored interventions. Dissertations and Master's Theses (Campus Access). 

Paper AAI3465908. Retrieved from 

https://digitalcommons.uri.edu/dissertations/AAI3465908 

 
x 

Apanovitch, A. M., McCarthy, D., & Salovey, P. (2003). Using message framing to 

motivate HIV testing among low-income, ethnic minority women. Health Psychology, 

22(1), 60. 

x 
 

Bridle, C., Riemsma, R. P., Pattenden, J., Sowden, A. J., Mather, L., Watt, I. S., & 

Walker, A. (2005). Systematic review of the effectiveness of health behavior 

interventions based on the transtheoretical model. Psychology & Health, 20(3), 283-

301. 
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Brug, J., Campbell, M., & van Assema, P. (1999). The application and impact of 

computer-generated personalized nutrition education: a review of the literature. Patient 

Education and Counseling, 36(2), 145-156. 

 
x 

Brug, J., Oenema, A., & Campbell, M. (2003). Past, present, and future of computer-

tailored nutrition education. The American Journal of Clinical Nutrition, 77(4), 1028S-

1034S. 

 
x 

Bull, F. C., Kreuter, M. W., & Scharff, D. P. (1999). Effects of tailored, personalized and 

general health messages on physical activity. Patient Educ Couns, 36(2), 181-192. 

x 
 

Campbell, M. K., DeVellis, B. M., Strecher, V. J., Ammerman, A. S., DeVellis, R. F., & 

Sandler, R. S. (1994). Improving dietary behavior: the effectiveness of tailored 

messages in primary care settings. American Journal of Public Health, 84(5), 783-787.  

x 
 

Carpenter, C. J. (2012). A meta-analysis of the functional matching effect based on 

functional attitude theory. Southern Communication Journal, 77(5), 438-451.  

 
x 

Carpenter, C., Boster, F. J., & Andrews, K. R. (2013). Functional attitude theory. The 

Sage handbook of persuasion: Developments in theory and practice, 104-119.  

 
x 

Cesario, J., Corker, K. S., & Jelinek, S. (2013). A self-regulatory framework for message 

framing. Journal of Experimental Social Psychology, 49(2), 238-249.  

x 
 

Clary, E. G., & Snyder, M. (1999). The Motivations to Volunteer: Theoretical and 

Practical Considerations. Current Directions in Psychological Science, 8(5), 156-159. 

doi:10.1111/1467-8721.00037 

x 
 

Clary, E. G., Snyder, M., Ridge, R. D., Miene, P. K., & Haugen, J. A. (1994b). Matching 

Messages to Motives in Persuasion: A Functional Approach to Promoting Volunteerism. 

Journal of Applied Social Psychology, 24(13), 1129-1146. doi:10.1111/j.1559-

1816.1994.tb01548.x 

x 
 

Clary, E. G., Snyder, M., Ridge, R. D., Copeland, J., Stukas, A. A., Haugen, J., & Miene, 

P. (1998). Understanding and Assessing the Motivations of Volunteers: A Functional 

Approach. J Pers Soc Psychol, 74(6), 1516-1530 

x 
 

Conway, N., Webster, C., Smith, B., & Wake, D. (2017). eHealth and the use of 

individually tailored information: a systematic review. Health Informatics Journal, 

23(3), 218-233. 

 
x 

Covey, J. (2014). The role of dispositional factors in moderating message framing effects. 

Health Psychology, 33(1), 52. 

 
x 

DeBono, K. G. (1987). Investigating the social-adjustive and value-expressive functions 

of attitudes: Implications for persuasion processes. J Pers Soc Psychol, 52(2), 279. 

x 
 

DeBono, K. G. (2000). Attitude functions and consumer psychology: Understanding 

perceptions of product quality. In G. R. Maio & J. M. Olson (Eds.), Why we evaluate: 

Functions of attitudes (1 ed., pp. 195-221). New York: Psychology Press. 

 
x 

Detweiler, J. B., Bedell, B. T., Salovey, P., Pronin, E., & Rothman, A. J. (1999). Message 

framing and sunscreen use: gain-framed messages motivate beach-goers. Health 

Psychology, 18(2), 189. 

x 
 

Dijkstra, A. (2008). The psychology of tailoring‐ingredients in computer‐tailored 

persuasion. Social and Personality Psychology Compass, 2(2), 765-784. 

 
x 

Enwald, H. P. K., & Huotari, M. L. A. (2010). Preventing the obesity epidemic by second 

generation tailored health communication: an interdisciplinary review. Journal of 

medical Internet research, 12(2). 

 
x 

Finitsis, D. J., Pellowski, J. A., & Johnson, B. T. (2014). Text message intervention 

designs to promote adherence to antiretroviral therapy (ART): a meta-analysis of 

randomized controlled trials. PloS one, 9(2), e88166. 

 
x 

Gallagher, K. M., & Updegraff, J. A. (2012). Health message framing effects on attitudes, 

intentions, and behavior: a meta-analytic review. Ann Behav Med, 43(1), 101-116. 

doi:10.1007/s12160-011-9308-7 

 
x 

Ganzach, Y., & Karsahi, N. (1995). Message framing and buying behavior: A field 

experiment. Journal of Business Research, 32(1), 11-17.  

x 
 

Gardner, W. L., Gabriel, S., & Lee, A. Y. (1999). “I” value freedom, but “we” value x 
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relationships: Self-construal priming mirrors cultural differences in judgment. Psychol 

Sci, 10(4), 321-326.  

Gerend, M. A., & Shepherd, J. E. (2007). Using message framing to promote acceptance 

of the human papillomavirus vaccine. Health Psychology, 26(6), 745. 

x 
 

Gould, G. S., McEwen, A., Watters, T., Clough, A. R., & van der Zwan, R. (2013). 

Should anti-tobacco media messages be culturally targeted for Indigenous populations? 

A systematic review and narrative synthesis. Tobacco Control, 22(4), e7-e7. 

 
x 

Grewal, D., Motyka, S., Puccinelli, N. M., Roggeveen, A. L., Daryanto, A., de Ruyter, K., 

& Wetzels, M. (2011). Understanding how to achieve competitive advantage through 

regulatory fit: a meta-analysis. Marketing Science Institute Research Report, 10-117.  

 
x 

Han, S.-P., & Shavitt, S. (1994). Persuasion and culture: Advertising appeals in 

individualistic and collectivistic societies. Journal of Experimental Social Psychology, 

30(4), 326-350.  

x 
 

Hartmann‐Boyce, J., Lancaster, T., & Stead, L. F. (2014). Print‐based self‐help 

interventions for smoking cessation. Cochrane Database of Systematic Reviews, (6). 

 
x 

Hawkins, R. P., Kreuter, M., Resnicow, K., Fishbein, M., & Dijkstra, A. (2008). 

Understanding tailoring in communicating about health. Health Educ Res, 23(3), 454-

466.  

 
x 

Head, K. J., Noar, S. M., Iannarino, N. T., & Harrington, N. G. (2013). Efficacy of text 

messaging-based interventions for health promotion: a meta-analysis. Social Science & 

Medicine, 97, 41-48. 

 
x 

Heo, H. H., & Braun, K. L. (2014). Culturally tailored interventions of chronic disease 

targeting Korean Americans: a systematic review. Ethnicity & Health, 19(1), 64-85. 

 
x 

Herek, G. M. (1986). The Instrumentality of Attitudes: Toward a Neofunctional Theory. 

Journal of Social Issues, 42(2), 99-114.  

x 
 

Herek, G. M. (1987). Can functions be measured? A new perspective on the functional 

approach to attitudes. Social Psychology Quarterly, 285-303.  

x 
 

Hornikx, J. M. A., & O'Keefe, D. J. (2009a). Adapting consumer advertising appeals to 

cultural values: A meta-analytic review of effects on persuasiveness and ad liking. In C. 

S. Beck (Ed.), Communication Yearbook 33 (pp. 38-71). New York: Lawrence 

Erlbaum. 

 
x 

Hornikx, J., & O’Keefe, D. J. (2009b). Adapting consumer advertising appeals to cultural 

values a meta-analytic review of effects on persuasiveness and ad liking. Annals of the 

International Communication Association, 33(1), 39-71. 

 
x 

Huang, Y., & Shen, F. (2016). Effects of Cultural Tailoring on Persuasion in Cancer 

Communication: A Meta‐Analysis. Journal of Communication, 66(4), 694-715.  

 
x 

Hutchison, A. J., Breckon, J. D., & Johnston, L. H. (2009). Physical activity behavior 

change interventions based on the transtheoretical model: a systematic review. Health 

Education & Behavior, 36(5), 829-845 

 
x 

Johar, J. S., & Sirgy, M. J. (1991). Value-expressive versus utilitarian advertising appeals: 

When and why to use which appeal. Journal of Advertising, 20(3), 23-33. 

x 
 

Katz, D. (1960). The functional approach to the study of attitudes. Public Opinion 

Quarterly, 24(2), 163-204. doi:10.1086/266945 

x 
 

Keller, P. A., & Lehmann, D. R. (2008). Designing effective health communications: a 

meta-analysis. Journal of Public Policy & Marketing, 27(2), 117-130.  

 
x 
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x 
 

Krebs, P., Prochaska, J. O., & Rossi, J. S. (2010). A meta-analysis of computer-tailored 

interventions for health behavior change. Prev Med, 51(3-4), 214-221. 

 
x 
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x 
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Appendix E. Project 1 - Interface Used During Coding 

Figure E1. Example of the Spreadsheet Interface Coders Used to Extract Information from Studies  
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Appendix F. Project 1 - Full Codebook  

Codebook for Systematic Review and Meta-Analysis 

General Usage Notes: 

● This file references variables and definitions as outlined by the dictionary of terms 

in the “Definitions” document.  

● The current file describes the procedure to be followed when extracting 

information from studies. The extracted information from studies will be inputted 

into unique spreadsheets for each coder 

● Text in blue, bold font in the current file refers to the names of columns in the 

spreadsheet where data will be extracted 

● Wherever you see “…”, this indicates that categories may be added as we 

continue 

● If you reach a point that states (stop coding). You can stop extracting data from 

the source, and move to the next source. 

o Note that there still needs to be a row for EVERY study we exclude so 

that we track reasons for exclusion. At a minimum, every row will contain 

citation info and 1 reason for exclusion. 

● Elements in [square brackets] are response options for the extracted data 

● When creating new rows in the shared spreadsheet, make sure to organize rows 

giving priority to elements that appear first. For example, for a study with 

multiple “groups” (comes earlier in coding sheet) and “types of outcome” (comes 

later): Create a row for group 1, code the first type of outcome. Then, code the 

second type of outcome for group 1, and so on, until you cover all types of 

outcomes. Then, code each type of outcome for the second group (and so on). 

● If you are completely unable to code a particular element from the codebook, 

leave the cell blank in the spreadsheet. This will treat the cell as “missing data” 

● See end of workflow document for instructions to petition an article to be 

excluded or coded later 

Additional Notes Regarding Spreadsheet Formatting: 

1. The top row(s) are color coded to help fill the document: 

o Columns in purple highlight refer to citation information. The 

information in these columns will not vary within a source and can safely 

be copied across rows 

▪ Columns in purple will always be completed regardless of whether 

we include/exclude a given study. 

o Columns using red font signal points where you might stop coding the 

source depending on the data you extract. 

o Columns in yellow highlight, signal points when you might have to divide 

a source into several rows. The first such column corresponds to the study 

number column 
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o Columns in blue highlight, signal information that will most commonly 

be invariant within a given study (e.g., be the same for all row 

corresponding to study 1 for a given source). There will be exceptions 

though. 

o Columns in green highlight concerns information that will usually vary 

across rows within a given study. 

o Columns in red highlight and white font pertain to extracting effect 

sizes. 
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0. Before Beginning to Code a Report… 

FOR ALL CODERS: 

1. Open the spreadsheet called “List of Matching Reports” 

a. This contains a list of all the reports identified for use in the current 

project. 

2. Look at the column “Coder 1”. Identify the next article that has not been coded 

by anyone to date (i.e., the first row for which this column is blank). Add your 

initials in this column to identify that you are coding this article (can use the 

drop-down menu). 

3. Look for a copy of the Full Text for the given report.  

a. Do your best to find a copy of the report. Prioritize finding a PDF over 

other formats, and look for the published version of the report (e.g., not a 

pre-print version). If the full text is available on a web-page and a 

downloadable file is not available, you can create a file (e.g., convert page 

to PDF) 

b. If you simply cannot find a copy of the full text (e.g., if it seems like your 

University subscriptions doesn’t give you access to the journal), indicate 

an “x” in the column “cannot access”. Then, move on to the next report 

instead. 

i. Before doing this, try a few ways to get the report first. For reports 

we ultimately cannot access, we will try and get access through 

interlibrary loans. 

4. Once you have found a copy of the full text, save/index a copy in the shared 

folder called “Articles”. 

a. In the folder, find or create a folder according to the name of the Journal 

in which the paper is published (use full journal name). Then, save the file 

in one of the following formats: 

i. “Author, date_” followed by your initials (single authors; e.g., 

“Austin, 2010_KJD.pdf”) 

ii. “Author 1 & Author 2, date_” followed by your initials (two 

authors; e.g., “Austin & Roberts, 2010_KJD.pdf”) 

iii. “Author et al., date_” followed by your initials (3+ authors; e.g., 

“Austin et al., 2010_KJD.pdf”) 

b. When coding articles, feel free to save notes/comments directly onto the 

PDF saved. If we need to revisit coding for any articles, we will be able to 

benefit from seeing notes from the corresponding coder (hence why you 

will note your initials). 

c. In addition to saving copies of articles themselves, feel free to save 

supplemental files as well. Just make sure to identify them as well (e.g.: 
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“Austin, 2010–supplemental_KJD.pdf” or “Austin, 2010–

messages_KJD.pdf”). 

5. If the article ends up being excluded, add an “x” to the column “Excl.” 

FOR CODERS EXTRACTING EFFECT SIZES: 

1. When coding articles, add your initials to the column “Effects 1” in addition to 

“coder 1”. 

2. Before coding new articles, look at the next row where the effects haven’t been 

coded (as indicate by “Effects 1”). If someone has coded the article apart from the 

effects (i.e., initials in “coder 1” but not in “effects 1”), then extract the effects for 

this article next. 

a. Skip articles noted for exclusion under “Excl.” 

b. When you identify an article to code effect sizes for, open the spreadsheet 

used by the coder identified in “coder 1”.  

c. Copy the rows corresponding to the article to your own spreadsheet and 

delete from original coder’s spreadsheet. Then, extract the effect sizes. At 

this stage, you may need to re-organize rows/information if the initial 

coder did not set them up properly for data extraction. 

RELIABILITY CODING: 

1. If the “NEEDED” designation is present in column “coder 2” and “effects 2”, 

then do not code the article in your own spreadsheet. Instead, use the “reliability” 

spreadsheet. 

2. Extract information into the sheet of the reliability spreadsheet with your initials 

instead of using your own spreadsheet. 

3. If you are coding effects, write your initials under “effects 2” on the list of 

articles, and extract the effect sizes directly into the sheet of the person who is 

listed under “Coder 2”. Do not use your own spreadsheet/sheet 

 

4. If an article has not been coded by a second coder yet (i.e., the “coder 2” and/or 

“effects 2” columns still say “NEEDED”), then code this article before moving on 

to a new article. When extracting information as a second coder, extract the 

information to the sheet with your initials of the “reliability” spreadsheet instead 

of using your own spreadsheet.  

 

● Overall, columns “coder 2” and “effects 2” indicate a random set of articles that 

we will have a second person coding. 
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1. Citation Info for Report (purple highlight): 

Extract the following Information About the Overall citation information (can copy info 

from reports list, and simply verify info is correct). 

A. Source #  

B. Authors (in APA format) 

C. Year (of publication) 

i. Include actual year of publication (e.g., 1998) 

ii. [in press] 

D. Title (of report) 

F. Journal (name) - only complete if report is a journal article. Otherwise, skip to 

column X (“Publication format”). 

D. Vol. Volume number for journal article 

D. Iss. Issue number for journal article 

D. Pg. Page range/numbers for journal article 

2. Overall Report Inclusion/Exclusion Criteria: 

Consider the overall report. Ensure the following criteria are met before continuing with 

data extraction: 

E. Duplicate: Usually leave blank. If while reading article, it the authors note that 

results were also reported elsewhere, notify Keven and stop coding for now. 

Then: 

Write “yes:” in this column followed by the “source #” of any reports 

from the “List of Matching Reports” document that may contain duplicate 

information with the current report. 

E.g., “Yes-345,643”. This would indicate that the article present duplicate 

info with reports #345 and #643. For these, we will choose 1 article to 

code only. 

E. Publication Format 

i. [journal article] 

ii. [dissertation/thesis] (stop coding study; will be put aside for later) 

iii. [other] (stop coding source) 

 G. English: Is the report in the English language? 
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i. [yes] 

ii. [no] (stop coding source) 

 

H. Empirical Study: Does report contain one or more empirical study? 

i. [yes] 

ii. [no] (stop coding source) 

I. Retraction: Was the study retracted? Use retractiondatabase.org 

i. [yes] (stop coding source) 

ii. [no] Select if cannot find article on website 

J. Correction: Was a correction made to the article since its initial publication? 

Use retractiondatabase.org 

i. [yes] If correction found, take corrections into account when 

coding 

ii. [no] Select if cannot find article on website 

 

3. Setting up of Rows According to Number of Studies in Report: 

For each empirical study included in a given report (including pilot studies), complete the 

following steps: 

- First, create an additional row per study, and copy down the information from 

the previous columns (e.g., Authors, Year, Title, Publication Format, 

Journal, Empirical Study) for each new row created. Then, assign a study 

number for each created row: 

K. Study number: Label the study number according to order in which it appears 

in the source (Study 1, 2, Etc.) 

4. Study-Wise Inclusion/Exclusion Criteria: 

First, for each study/row, ensure the following categories are met: 

L. Message-Based Experiment: Make sure study contains at least 2 message 

conditions, and that assignment to the conditions is random (i.e., not 

systematically based on some other characteristic). Note that “randomized 

clinical trials” is often used synonymously with “experiment”. 

i. [yes] – article explicitly says randomization or experimental 

design used 

http://retractiondatabase.org/RetractionSearch.aspx?
http://retractiondatabase.org/RetractionSearch.aspx?
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ii. [likely] – article doesn’t explicitly use 

“randomization/experimental” language, but it seems to be 

experimental as far as you can tell 

iii. [no] (stop coding study) 

iv. [unclear] (stop coding study) 

M. Outcome of Interest: Study includes at least 1 outcome of interest (attitude, 

intention, self-report behavior, objective behavior) 

i. [yes] 

ii. [no] (stop coding study) 

N. Matching Paradigm Used: Make sure that the message feature manipulated is 

theoretically matched to a characteristic, such a message can be classified 

as “matched”, and at least 1 other can be classified as a comparison 

condition.  

i. [yes] 

ii. [no] (stop coding study) 

Second, identify which literatures the given study falls into. Note that a given study may 

be part of multiple literatures. 

O. Functional Matching. Targeted characteristic(s) has a motivational element to 

it (e.g., matching to a person’s orientation, matching to an object’s 

common associated attitude function).  

i. [yes] 

ii. [no] (Stop coding study & put aside for coding in larger project 

later.) 

Note: Functional matching deals with differences in what motivates 

people, and why they hold certain beliefs, attitudes, etc. Studies that match 

to motivation simply to engage in the behavior promoted by a message do 

not count. 

P. Message Framing: Manipulated feature is a message frame (doesn’t matter 

what the targeted characteristic is) 

i. [yes] 

ii. [no]  

Q. Message Tailoring: Matching is to people’s characteristics (e.g., individuals 

or groups, but not matching to the characteristic of an object or behavior) 

i. [yes] 

ii. [no]  
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R. Context Matching: Features of the message are matched to other features of 

the message (or product/behavior), or to the context in which the message 

appears (e.g., following a prime) rather than to characteristics of a person.  

i. [yes] 

ii. [no]  

iii. [yes - consistency] – Pick this option over [yes] if two message 

features are matched to each other, but one cannot be clearly identified 

as the characteristic. If you pick this option, choose one feature 

randomly to be coded as the characteristic matched to (the other will 

serve as the message conditions)  

S. Research Design (in receiving the manipulation; not in measuring/assessing 

outcome): 

i. [between person] 

ii. [within person] (stop coding study) 

 

5. Identifying Study Type & Adding More Rows if Necessary: 

T. Study Type: 

i. [type I] 

ii. [type II] 

iii. [type III] (Stop coding study & put aside for coding in larger project 

later.) 

iv. [none/cannot classify] (stop coding study) 

 

Notes:  

● If you can extract more than one type, then extract multiple.  

● If it is Type II, but there is an additional comparison group (e.g., Type 

II with matched/mismatched conditions plus a mixed condition), then 

use the extra condition to create a Type I row (e.g., Matched vs. 

mixed). 

● Whenever an ordinal factor has an intermediate level, use only the two 

extreme levels (e.g., if there are 3 levels of message appeal as 

“liberal”, “moderate”, and “conservative”, ignore the “moderate” 

level”). 

● If unsure, check in with group 

U. Type of Comparison: Two-steps to identifying the comparison. Each category 

has a strict definition in the definitions document.  

https://www.random.org/
https://www.random.org/
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a) First, identify which of the following comparison is used. Select all that apply 

and separate by comma (e.g., [1,6]). Order numbers from smallest to 

largest. 

i. [1] mismatch  

ii. [2] generic message 

iii. [3] low match (cannot overlap with #1,6,7) 

iv. [4] mixed appeal 

v. [5] none/cannot classify (stop coding study) –pick if can’t pick 

anything else. This includes cases where the control receives no 

intervention, or an intervention that is unrelated (e.g., about a 

different outcome domain) 

Note: If the study contains a comparison coded as [5] in addition to 

another comparison group, you do not need to add an extra row 

just for this additional comparison (e.g., if study has a match, 

mismatch and no-intervention group; you can simply code 1 row 

comparing the match/mismatch and ignore the no-intervention) 

   b) Second, if the type of comparison above is a mismatch (#1), can it be further 

specified as either of the following two categories? If so, add number to list. 

i. [6] negative match - Select only if clearly negative match 

ii. [7] non-match - Select only if clearly non-match 

Do not pick both 6 and 7, as these should be mutually exclusive. To help 

distinguish between negative matches and non-matches, see the “Matching 

Classification Heuristic” entry in the definitions document. 

If there are 2 or more types of comparison, add an extra row for the study per additional 

comparison group used. Duplicate preceding columns. The extra comparisons can be 

differentiated using the column “Message Condition Description”  

V. Message Condition Description: Write a description of the 2 levels of the 

message feature being compared  

▪ Note: The message conditions cannot be the type of 

product/behavior. If it seems like the message feature manipulated 

is the product/behavior type, ask yourself if this can be coded 

instead as the characteristic being matched to. If not, then code the 

field “message-based experiment” as no, and exclude article   

From this point onward, data extraction is completed per row. You may choose to 

complete a full row/study within a source before moving on to extracting information 

about the next row. 
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6. Qualifying the Matching effect to aid extraction: 

Characterize and break down the nature of the effect by completing the following 

columns: 

Number of Characteristics in Intervention: 

W. Number of characteristics in intervention: 

i. Will usually be a number (e.g., “1” if matches to just 1 

characteristic).  

ii. Can write [unclear] if you cannot tell, or if what they are matching 

to appears to be a grouping variable made up of a large number of 

characteristics) 

X. Number of characteristics in comparison: 

iii. Will usually be a number (e.g., “0” if systematically mismatches a 

characteristic).  

iv. Can write [unclear] if you cannot tell (same as above) 

i. Mark “NA” if not applicable (e.g., if ONLY a generic message) 

Y. Characteristic Determination Process: 

i. [directly measured] 

ii. [manipulated] 

iii. [indirectly inferred] -> (e.g., assuming a characteristic based on 

group membership; assuming a class of behaviors shares a 

characteristic) 

iv. [unclear/mixed] 

Z. Characteristic Polarity: 

i. [unipolar] 

ii. [bipolar] 

iii. [categorical] 

iv. [mixed] -> Can select this if there are multiple characteristics, 

and they fall in 2+ categories above (i.e., unipolar, bipolar, 

categorical) 

v. [other/undefined]  

AA. Specific Characteristic Targeted. 

i. This is open-ended. List all characteristic targeted if multiple. 

If comparison is “low match”, consider only what additional 

characteristics are targeted in the positive match on top of 

what is in the comparison condition. 
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AB. Characteristic Type Targeted. Select all that apply and separate by comma 

(e.g., [3,5]). Order numbers from smallest to largest. Be liberal in 

selection (i.e., err on selecting over not selecting). If comparison is “low 

match”, consider only what additional characteristics are targeted in the 

positive match on top of what is in the comparison condition.  

v. [1] motivation – trait (note. Will generally entail #3) 

vi. [2] motivation - state 

vii. [3] personality - trait 

viii. [4] personality - state 

ix. [5] culture/nationality 

x. [6] barriers/facilitators (e.g., tailoring instructions, of how to 

overcome personal barriers, self-efficacy) 

xi. [7] ideology/schema 

xii. [8] behavioral beliefs (e.g., matching to attitudes, risk perceptions, 

norms) 

xiii. [9] behavior stage//behavior enactment (e.g., engages in behavior 

or not; stages of behavior: transtheoretical model, precaution 

adoption process) 

xiv. [10] behavior type (e.g., in health: prevention, promotion, 

detection) 

xv. [11] unique personal identifier (e.g., name) 

xvi. [12] ethnic/racial group 

xvii. [13] gender 

xviii. [14] age 

xix. [15] socio-economic status 

xx. [16] product/service type 

xxi. [17] message location 

xxii. [18] mood/emotion/affect 

 

xxiii. [99] other  

xxiv. […] (may add new categories -> confer with group first) 

xxv.  

AC. Specific Outcome Domain: (i.e., what behavior/outcome is the study 

targeting?) 

i. Open-ended response -> can note the specific outcome measure 

of interest to help effects extraction 

AD. Outcome Domain Type: Select all that apply and separate by comma (e.g., 

[3,5]). Order numbers from smallest to largest. Can pick multiple even 
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within a cluster. Be conservative in selection (i.e., err on not selecting 

over selecting when unsure). 

i. [1] health behavior – illness prevention (pick only if clearly 

identified as such; prioritize the 2nd cluster of health categories 

below) 

ii. [2] health behavior – illness detection (pick only if clearly 

identified as such; prioritize the 2nd cluster of health categories 

below) 

iii. [3] health behavior – health promotion (i.e., promoting good 

health, not avoiding illness) (pick only if clearly identified as such; 

prioritize the 2nd cluster of health categories below) 

 

iv. [4] health behavior – treatment adherence  

v. [5] health behavior – smoking related 

vi. [6] health behavior – nutrition/diet related 

vii. [7] health behavior – physical activity related 

viii. [8] health behavior – vaccination/immunization 

ix. [9] health behavior – cancer-related 

x. [10] health behavior – sexual health related 

xi. [11] health behavior – drinking/drug use related 

xii. [12] health behavior – oral health 

xiii. [13] health behavior – cardiovascular disease (e.g., heart; stroke) 

xiv. [14] health behavior – obesity (e.g., weight management/reduction) 

xv. [15] health behavior – mental health  

xvi. [16] health behavior – other (not captured by #4-15); ignore 

whether you picked 1-3 

 

xvii. [17] environmental behavior – recycling  

xviii. [18] environmental behavior – waste reduction & composting 

xix. [19] environmental behavior – energy conservation 

xx. [20] environmental behavior – diet-related 

xxi. [21] environmental behavior – green product/service 

xxii. [22] environmental behavior – ecological responsibility 

xxiii. [23] environmental behavior – other (not captured by #17-22) 
 

xxiv. [24] prosocial behavior – volunteerism 

xxv. [25] prosocial behavior – donations/charity (financial/materialistic 

contributions) 

xxvi. [26] prosocial behavior – blood/organ donation 

xxvii. [27] prosocial behavior – other (not captured by #24-26) 
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xxviii. [28] political behavior – voting/endorsements 

xxix. [29] political behavior – policy support 

xxx. [30] political behavior – other (not captured by #28-29) 
 

xxxi. [31] product/service – tourism 

xxxii. [32] product/service – food & drinks (specific types of 

products/brands) 

xxxiii. [33] product/service – electronic device 

xxxiv. [34] product/service – cars/vehicles  

xxxv. [35] product/service – other (not captured by #31-34; but 

excluding #21) 
 

xxxvi. [36] misc – disaster-related behaviors (e.g., earthquakes/floods) 

xxxvii. [37] misc – antisocial behaviors 

xxxviii. [38] misc – registration/recruitment 

xxxix. [39] misc – job applications 

xl. [40] misc – personal Finance 

xli. [41] misc – workplace behaviors 

xlii. [42] misc – cyber behaviors (e.g., cyber-security, online behaviors) 

xliii. [43] misc – academic behaviors (e.g., studying, exams) 

xliv. [44] misc – safety behaviors (e.g., injury & accidental death 

prevention) 

 

xlv. [99] other category not above (select if cannot fit into any category 

above) 

 

xlvi. […] (may add categories if needed -> confer with group first) 

AE. Change Type desired by the intervention (defined by what the message 

attempts to do; not by how the outcome is actually assessed) 

i. [promoting] 

ii. [limiting] 

iii. [other/unclear/both] 

 

7. Setting Up Additional Rows to Code Each Individual Effect: 

AF. Group: If there are subgroups, assign a number to each Group. Mark [na] if 

the study doesn’t break outcomes per group. Only report findings broken 

down by groups if the effects are not reported at the aggregate level. 

o Note. Groups are 3rd variables that create subgroups, not the matching 

condition. 
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o Adding rows: if the study reports outcomes separately for 2 groups, assign 

a number to each, and code them in separate rows. If the study separates 

some outcomes per groups, but not other outcomes, mark [na] when the 

outcomes correspond to the full sample. 

AG. Group Description, describe the group [open-ended filed; e.g., “Diagnosed 

Group” vs. “Non-diagnosed group”).  

If study doesn’t break results down by group, mark [na]. 

AI. Assessment Time Category for the effect you are recording: 

i. [first assessment] (First time outcome is assessed regardless of 

how far out after intervention. Every study should have at least 1 

first assessment time category) 

ii. [last assessment] (last time point assessed, skip coding anything 

between first and last assessment time points) 

Adding rows: If the assessment time category differs between some of the 

outcomes you have recorded above, separate them into different rows 

according to assessment time category. Do not code outcomes measured 

between the 1st and last time points (i.e., this can only create 1 extra set of 

rows) 

AJ. Type of Outcome corresponding to a given effect. 

i. [attitude] – (note: exclude attitude towards message itself) 

ii. [intention] – (note: includes most motivation/willingness measures 

& hypothetical decisions) 

iii. [self-report behavior] 

iv. [objective behavior] 

Adding rows: When a study codes more than one type of outcome, code these on 

separate rows. 

AK. Type of Effect: 

i. [message|characteristic] 

ii. [characteristic|message] 

iii. [interaction effect] 

Adding rows: When a study codes more than one type of effect, code these on 

separate rows. Keep in mind how many we can extract per type of 

outcome according to different study designs: 

1. Type I:  

a. message|characteristic -> 1 effect 

2. Type II: 

a. message|characteristic ->  2 effects 
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b. characteristic|message ->  2 effects 

c. interaction -> 1 effect 

3. Type III: 

a. characteristic|message ->  2 effects 

b. interaction ->  1 effect 

AL. Compare [X] Given [Y] / Interaction: describe in open-ended terms the 

type of effect using the format “X, given Y” (e.g., “Message Frame, given 

High Promotion Focus”).  

i. If the “Type of effect” is an interaction, just write [na] 

8. Data Extraction for Effect Sizes  

When extracting effect sizes, should refer to the guidelines on extracting and converting 

effect sizes document  

For any given outcome, extract the following information: 

AM. N: The sample size 

i. If Unavailable, mark [na] 

AN. Rel: The reliability information associated to the outcome measure (round to 

2 decimals) 

i. If unavailable, mark [na] 

Note: Accept internal consistency indices with similar metric such as 

Cronbach’s Alpha, Standardized Alpha, correlation between two 

items, etc.  

AO. Effect: The effect size, expressed in r (round to 3 decimals) 

i. If unavailable, mark [na] 

ii. Note: When calculating the effect size, make sure to take 

direction into account.  

a. E.g., for Type I & II studies, set the matched condition 

as the intervention group (group #1 in calculators). For 

an interaction term, a positive direction signifies that 

the interaction is in the expected direction.  

b. E.g., If the goal of the study is to REDUCE a behavior, 

then a reduction is considered a POSITIVE effect 

c. DO NOT CODE if direction of effect is unclear to you 

(e.g., they provide an R2 or an F-test without any means 

or stating which group has a larger mean). 
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iii. Note: when calculating an effect, use the ‘calculation notes” 

column to keep track of how you calculated the effect 

AP. Calculation Notes. A column to take notes about how the effect was 

calculated. Write down any numbers from the article that you used to 

calculate effect sizes, N, or Rel. 

AQ. Stated Direction. According to the author’s verbal description of the effect 

(in-text/paragraphs, not tables/numbers), what is the direction of the 

effect? Authors need to EXPLICITLY present comparison in the verbal 

text description, otherwise mark as na. 

i. [match advantage] -> matched message is more effective 

ii. [comparison advantage] -> matched message is less effective 

iii. [na] -> Unreported or there isn’t enough information to 

classify as any of the above. This will be a common answer for 

many effects. 

AQ. Stated Significance. According to the author’s description of the effect (in-

text/paragraphs, not tables), what is the significance of the effect? If they 

give a p-value in the text, it needs to be less than .05 (i.e., if they say 

“significant” but give  p=.07, mark as non-significant). 

i. [non-significant] 

ii. [significant] 

iii. [na] -> Unreported or there isn’t enough information to 

classify as any of the above. This will be a common answer for 

many effects. 

Note: When determining the authors’ report of significance: First, look at 

their reported p-value, and see it is below .05. If the authors report 

significance, but the p-value is > .05, mark as non-significant. If no p-

value is provided, use whatever the authors report (i.e., whether they label 

the effect “significant”). If the wording is less strong (e.g., “trend”) do not 

select significant. 

 

9. Extracting Components of Study Design: 

AR-AU. Assessment time delay, which is composed of multiple parts: 

AR. Day of Study: Outcome assessed same day? 

i. [yes] 

ii. [no] 
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iii. [na] if missing or unclear 

If answer No for “Day of Study”, provide the following info (otherwise 

leave these columns blank): 

AS. Months: Indicate # of months  

i. Leave blank if it was less than 1 month 

ii. Write [na] if # is unclear, but it could have been 1 or more months 

AT. Weeks: Indicate # of weeks 

i. Leave blank if it was less than 1 week 

ii. Write [within week] if within a week but unclear how long 

iii. Write [na] if # is unclear, but it could have been 1 or more weeks 

iv. If study states a number larger than a month, but it is expressed in 

weeks, use that number instead (e.g., 10 weeks). In such a case, 

leave “months” column blank 

AU. Days: Indicate # of days: 

i. Leave blank if assessment time only expressed in months/weeks 

ii. [na] if missing or unclear, but could have been more than 1 day 

Note. Can combine months, weeks and days (E.g., if study reports 2 weeks and 2 

days) 

AV. Full Message Available: 

i. [yes] -> select if the complete message manipulation (and all 

versions thereof) is made publicly available to the reader.  

● Count if in manuscript, if in appendix, or available in 

supplemental files. If message isn’t actually accessible, can 

write “no” 

● If available, access message to help code other elements.  

ii. [no] -> don’t provide the full message; may provide just an 

excerpt, or say something such as “materials can be given upon 

request” 

AW. Message Length: 

i. [short] 

ii. [medium] 

iii. [long] 

iv. [unclear] -> Select this unless it is very clear it falls under one of 

the other categories 
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AX. Message Modality that is being manipulated (e.g., images in the message 

that aren’t manipulated don’t count) 

i. [text only] 

ii. [static image only] 

iii. [text and images] 

iv. [audio only] 

v. [audio-visual] 

vi. [interpersonal] 

vii. [unclear/other] 

AY. Delivery Setting: 

i. [in person] 

ii. [online] 

iii. [environment] 

iv. [by mail] 

v. [other/multiple] 

AZ. Intervention Contacts: 

i. [single contact]  

● (e.g., most in-lab studies; intervention embedded in a 

survey people can’t go back to) 

ii. [ensured multiple contacts] 

iii. [potential multiple contacts]  

● (e.g., booklet sent by mail, access given to a website; ads 

placed in the environment; message to play occasionally on 

radio) 

 

10. Note attributes of the overall study sample 

BA. Female. Mark the % of the sample that is female (up to 1 decimal point).  

i. Mark [na] if unavailable 

BB. Male. Mark the % of the sample that is male (up to 1 decimal point).  

ii. Mark [na] if unavailable 

BC. Overall N: The total N (sample size) used in this study (total sample 

recruited, not accounting for attrition AND including all groups within 

experiment, even those we aren’t coding such as extra controls) 

BD. Nationality: Note the Countries represented in the sample (separate using 

commas) 
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iii. Mark [na] if unavailable 

BE. Average age: Note the average age of participants (up to 1 decimal point; 

prioritize mean, but can accept median) 

i. Mark [na] if unavailable 

BF. Population type: Choose among the following to characterize the 

participants: 

i. [offline community sample] – Pick only if another category 

doesn’t describe more accurately 

ii. [online community sample] (e.g., panel, MTurk, Crowdflower) 

iii. [children/adolescents]  

iv. [diagnosed patients] 

v. [undiagnosed population at risk] 

vi. [college/university students]  

vii. [other]  (e.g. a mix of 2 categories) 

viii. Mark [na] if unavailable/unclear 

 

11. Note Risk of Bias Variables 

BG. Characteristic Assessment Time: When was the characteristic assessed 

relative to the delivery of the message? 

i. [before]  

ii. [after] 

iii. [unclear] 

iv. [na] -> Not applicable, such as when characteristic is not measured 

BH. Reliability Statistic (Characteristic): What is the internal 

consistency/reliability statistic for the characteristic if it was measured? If 

more than 1 instrument was used (e.g., using a median split of 2 

variables), take average. 

i. Indicate # (up to 2 decimal places) 

ii. [na] if unavailable or not measured 

 

[the following 2 variables (in yellow) can be skipped – they have been blacked 

out in the coding spreadsheets] 

BI. Categorized Continuous: If the study was type I or II and directly measured 

the characteristic, was the characteristic: 
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i. [yes] -> variable was categorized. E.g., Cutoffs were selected (e.g., 

median) to create categories for an otherwise continuous variable 

ii. [no] -> variable is naturally categorical. E.g., gender may be 

categorical 

iii. [na] – Not applicable because study was type III or did not 

measure the characteristic 

iv. [unclear] – Cannot classify as one of the above 

BJ. Fused Dimensions: If the underlying characteristics are theoretically 

dimensional AND are theoretically distinct dimensions, did the authors 

combined them into a single index? 

i. [yes] – e.g., used a difference score 

ii. [no] – retained a separate assessment of each dimension 

iii. [na] – Only targeted one characteristic, and/or the characteristics 

were categorical 

iv. [unclear] 

BK. Pre-Registered: Was the study indicated as pre-registered in some way? 

i. [yes] 

ii. [no] – no indication of pre-registration 

BL. Data Open Access: Is the data freely available (with a link provided)? 

i. [available] 

ii. [not available] 

BM. Analysis Script Available: Is the code/script file for doing the analyses 

made available? (in a link, supplemental files, etc.) 

i. [available] 

ii. [not available] 

BN. Analysis Involves Covariates: Do the primary analyses involve covariates 

in addition to the main matching variables (i.e., characteristic and message 

features)? -> Note this corresponds to the effect size extracted (not the test 

reported).  

i. [yes] – covariates included 

ii. [no] – No covariates; clearest interpretation 

iii. [unclear]  

iv. Leave blank if did not extract an effect size 

BO. Intervention is Matching Specific: Did the intervention groups differ in any 

other component that the matching/tailoring? 
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i. [purely matching] – Matching is the only dimension of difference. 

Pick this option only if you are fairly certain. 

ii. [more than matching] – Conditions differed in more than just 

degree of matching.  

iii. [unclear] 

 

12. Cochrane Risk of Bias Tool Assessments 

BP. Selection Bias: Code at study level; be picky here. 

i. [high] – High risk. E.g., Either randomization sequence was 

flawed, or someone had the ability and required knowledge to 

interfere in the randomization 

ii. [low] – Low risk. E.g., Randomization sequence fully random, no 

reason to believe someone could have interfered with assignment 

iii. [unclear] – Not enough information provided (e.g., authors say 

people were randomized, but not how they were randomized). 

Saying that randomization used clustering/stratification does not 

count towards picking “low”. Most common option. 

BQ. Performance Bias: Code at study level 

i. [high] – High risk. E.g., Participants not blind to the condition they 

are in, or interventionists not blind. 

ii. [low] – Low risk. E.g., all participants/researchers blind to 

conditions/hypotheses and this is explicitly stated; OR study done 

electronically or by mail so that no intervention personnel is 

interacting directly with participants for intervention 

iii. [unclear] – Not enough information provided to tell blind status of 

people/ This will be the most common answer 

BR. Detection Bias: Code at outcome level 

i. [high] – High risk. E.g., external, non-blind, raters used to assess 

outcomes and measures required them to use some judgement. 

Reason to believe response bias differed across conditions for 

participants giving self-reports (uncommon) 

ii. [low] – Low risk. E.g., observers did not know which condition 

participants were or used a truly objective assessment. Participants 

gave self-reports, and there isn’t an explicit reason to expect 

different response bias across conditions. Will be the most 

common answer. 

iii. [unclear] – Not enough information provided 
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BS. Attrition Bias: Code at outcome level. Compare N used for randomization to 

N used for analyses. 

i. [high] – High risk. E.g., substantial missing data (more than 20%) 

from recruitment. May not be random 

ii. [low] – Low risk. E.g., not much missing data (less than 20%) or 

data missing at random. If proximal time point, usually low bias. 

iii. [unclear] – Not enough information provided 

BT. Reporting Bias: Code at study level & consider only our primary outcomes 

of interest (i.e., intentions, attitudes, behaviors) 

i. [high] – High risk. E.g., do not report effect sizes for all outcomes; 

certain groups excluded from report.  

1. Note it is fine if effect sizes cannot be extracted for this 

review if they are still reported somehow.  

2. If report only a verbal description of an effect (e.g. “it 

wasn’t significant”) without giving any stats, pick high 

bias. 

3. If study could have been reported at a Type II but they 

report effects aggregated as Type I, can pick “low” instead 

ii. [low] – Low risk. E.g., have effect sizes for all 

subgroups/outcomes.  

iii. [unclear] – Not enough information provided (probably won’t use 

this option frequently) 

BU. RoB_Notes: Use this column to add in any notes about your ratings with this 

risk of bias tool 

13. Other  

BW. Notes: Mark down any notes about the article you have here.  
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15. Petitioning Procedure: 

Occasionally, an article may be particularly challenging to code such that you feel you 

cannot make out the structure of the study(studies) in a reliable manner. This may be 

because the article is very complex (e.g., some 2x2x2x2 designs), or because reporting 

within the article doesn’t match our workflow very closely (e.g., they report the matching 

effects with less detail because this wasn’t the main focus of the paper). 

In such cases, you can petition for one of two options: 

1. That the article be excluded altogether from the review.  

2. That the article be put aside for later coding. This option may entail having multiple 

coders go through the article and achieve coding through a consensus method.  

Process for Petition: 

● First, make sure you have tried your best to attempt to code the article. If this does not 

seem to work out, then: 

● Email Keven about the article. In your email, make sure to: 

o Clearly state which article is being considered 

o Point to which option above you think would be most appropriate (exclusion 

vs. delayed coding) 

o List reasons why you think the option you are advocating for is appropriate 

● If we decide to remove the article: 

o Copy rows from your sheet; move to either: 

▪ “Delay”: Articles we choose to delay coding 

▪ “Exclude”: Articles we choose to exclude 

o Delete rows corresponding to article from your main coding sheet 

Example Reasons: 

● For excluding the article: 

o The writing of the report lacks a substantial amount of information.  

▪ Appears to concern matching, but it might not be clear what is being 

matched to what. This may be because they outline many lines of 

arguments that do not converge/ 

▪ Quality of writing may lack substantial clarity 

▪ May have measures our outcomes of interest, but it does not seem like 

we will be able to extract any effects (and perhaps they provide limited 

interpretations as well) 

● To delay coding of the article: 

o Much of the information needed for coding appears present in the article, but 

it is presented in a way that makes you very unsure of the way in which you 

should be coding 

▪ May provide all necessary info to extract effects, but may have a very 

complex design that could be coded in many different ways 

▪ Report unusual outcome measures that you cannot tell whether they fit 

in any of our categories of interest 
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Appendix G. Project 1 - Dictionary of Terms to Complement Codebook 

Dictionary of Terms Used in Codebook 

1. Citation Info for Report 

A. Source #: corresponds to the source # available on the reports list. This is a 

number to keep track of all the reports identified in the systematic search. 

B. Authors: List authors of report according to APA format. (e.g., John, M., 

Terry, Q., & Sylian, P.). Can usually copy and paste from the reports list. 

C. Year: Year of Publication of the report 

D. Title: Title of the report 

E. Journal: Full name of the journal in which the publication appears (do not use 

abbreviated name). Only relevant if the report is a journal article. If not 

relevant, leave blank.  

F. Vol.: Volume number associated to a journal article. If no volume number is 

available, may leave blank. Article volume/issue info often presented as: 

Journal Name, X(Y). X is usually the volume number, and Y the issue 

number. 

G. Iss.: Issue number associated to a journal article. If no issue number is 

available, may leave blank. Article volume/issue info often presented as: 

Journal Name, X(Y). X is usually the volume number, and Y the issue 

number. 

H. Pg: Pages of the report. Present the page range in the format “##-##”. If only 

first page is available, may use that instead. 

2. Overall Report Inclusion/Exclusion Criteria 

I. Publication Format: What kind of format is the report? Is it: 

• Journal Article (i.e., a peer-reviewed article appearing in a scientific 

journal) 

• Dissertation/Thesis (e.g., masters or doctoral thesis) 

• Other (e.g., poster, book, pre-print article, chapter, etc.).  

 G. English. Is the report in the English language? 

H. Empirical Study: An empirical study is one which involves data collection. 

For the current review, the study must also be quantitative (e.g., involve a 

survey, assessment) rather than qualitative (e.g., data from focus groups, 

informal interviews, literature reviews, etc) 
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I. Retraction: Was the report retracted? To verify, can use retractiondatabase.org. 

If the article does not show up on the database, this means there is no 

record of it being retracted. Can usually search the database using 

elements like the author’s name and/or the report’s title. 

J. Correction: Was a correction made to the report? To verify, can use 

retractiondatabase.org. If the article does not show up on the database, this 

means there is no record of it being corrected. Can usually search the 

database using elements like the author’s name and/or the report’s title. If 

a correction is available for a given report, then this should be considered 

when extracting data from the report. 

3. Setting up of Rows According to Number of Studies in Report 

K. Study Number: A number assigned for each study included in a report, 

including any pilot studies. Only mark down a number (e.g., “1”, “2”) 

4. Study-Wise Inclusion/Exclusion Criteria: 

L. Message-Based Experiment: A study that contains at least 2 message 

conditions, and that assignment to the conditions is random (or at least 

approximately random). Note that “randomized clinical trials” is often 

used synonymously with the term “experiment”. 

M. Outcome of Interest: Includes one of the 4 types of outcomes of interest for 

the current review. These outcomes are defined in the sections on 

“attitudes”, “intentions”, “self-report-behaviors”, and “objectively 

assessed behaviors” 

N. Matching Paradigm Used: The study is designed in a way such that the 

message feature manipulated is sometimes matched to a characteristic 

(such a message can be classified as “matched”) and at other times 

classified as a comparison message. This question can be considered 

together with the “study type” under consideration (see below). 

O-Q. Literatures: Literatures are the broad area of research (or research 

tradition) in which a study is located. These are defined loosely, and are 

not mutually exclusive categories. For example, a study may be 

considered part of both the “Functional Message Matching” and the 

“Message Framing” literature. Specific definitions of the types of 

literatures are included below. 

O. Functional Matching: Refers to the literature on “functional message 

matching”. In this category, the characteristic(s) targeted for matching 

explicitly has a motivational element to how it is defined/conceptualized. 

This includes values, goals, identities (i.e., when people actively identify 
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with and value them), and many personality-based variables, among 

others. It also includes matching to the common motivational domain 

(e.g., attitude base) associated to a given object/behavior. Importantly, 

functional matching deals with differences in what motivates people 

and/or why they engage in particular actions or hold certain beliefs, 

attitudes, etc. 

• Examples: Volunteer Functions (from VFI); Regulatory Focus; BIS/BAS; Self-Construal; 

Self-Monitoring; self-construal. Also includes matching to “hedonistic” vs “utilitarian” 

products.  

• If a study matches to the person’s level of motivation specifically to engage in the 

behavior being promoted by a study, this does not count as functional matching 

P. Message Framing: The message feature manipulated consists of message 

frames. Specifically, messages conditions are composed of a comparison 

of gain, loss, non-gain, and/or non-loss frames.  

• Typical definitions of frames involve the following: 

o Gain frames emphasize the benefits obtained by adhering to a recommended 

behavior 

o Loss frames emphasize the costs incurred by not adhering to a recommended 

behavior 

o Non-gain frames emphasize the benefits not obtained by not adhering to a 

recommended behavior 

o Non-loss frames emphasize the costs not incurred by adhering to a 

recommended behavior 

• Generally, messages that vary in terms of message frame are factually equivalent, and the 

only difference is in how they are presented. If a message consists of gains and losses of 

acting in a single way (i.e., emphasizes the pros and cons of an action), this is not a 

message framing distinction. It may, however, still fall in one of the other literatures 

described. 

• Often, message framing studies will also be functional matching (e.g. matching to 

BIS/BAS, regulatory focus) 

Q. Message Tailoring: Messages are matched to any characteristic of a person. 

These can be personality characteristics, identifying information such as a 

person’s name, age, demographic group, etc. These studies can also 

include matching to a characteristic linked to enacting behaviors (e.g., 

giving a risk message when individuals perceive a harmful behavior as 

low risk, as suggested by theories like the HBM), or to behavioral stages 

(e.g., stages of change models). 

• Many message matching studies make references to a large category of variables. When 

such variables also include a person’s values, motives, goals, a message tailoring study 

may also be marked as a “functional message matching” study. 
• Note: Whenever studies match to a personal characteristic, they will be coded as 

tailoring. Therefore, there will be a lot of overlap between tailoring and the other two 

categories. Studies that are not tailoring will usually be matching to the predominant 

function of an attitude object, matching to a behavior, or context matching 
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R. Context Matching: Features of the message are matched to other features of 

the message, or to the context in which the message appears rather than to 

characteristics of a person.  

• Examples include ensuring that the content of an ad is congruent with other ads/content 

around it, that a message is internally congruent, that a celebrity sponsor matches the 

product being advertised, matching messages to a prime. 

• Includes matching to a product’s attitudinal base 

• When message features are matched to another feature of the message itself, and one of 

these cannot be clearly identified as the characteristic matched to, the choice between 

which is the message feature and the characteristic matched to will be made on an 

arbitrary basis. Use a random means to assign which is which. An exception is made in 

cases when message framing is involved. In such cases, generally designate the message 

frame as the message feature. 

S. Research Design: Which of the following two types of research design was 

used to evaluate the matching effect? 

• Between Person: The effect between the intervention and comparison is 

done between individuals (e.g., different people receive the two types of 

messages) 

• Within Person: The effect between the intervention and comparison is 

done within the same individual (i.e., they are exposed to both the 

interventions and the comparison message) 

5. Identifying Study Type & Adding More Rows if Necessary: 

T. Study Type: The way in which a message matching study is constructed. This 

meta-analysis will consider three types of designs. Figure A1 provides a 

depiction of the 3 types of studies (showing a few additional types we are 

excluding). The 3 types are defined further below. 

https://www.random.org/
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Figure G1. Examples of each Study Type. 

• Type I: The message feature takes 2 possible forms (either positively 

matched or not). Matching is conceptualized categorically. This may be 

because the characteristic is invariant (e.g., everyone in the sample is a 

member of the same targeted group), or because their content within the 

matched condition varies according to the characteristics of the individual. 

• Type II: Matching is conceptualized categorically, and the study is set up 

such that each level of the feature can either positively match or not each 

level of the characteristic. There are usually 2 levels of the characteristic, 

and 2 levels of the feature. Each level of the message feature is a match for 

one level of the characteristic but not for the other. The 2 levels of the 

feature are matched to different levels of the characteristic from one 

another.  
o In some cases, a type II study may have an additional comparison group (e.g., a 

mixed message condition). In such cases, can be coded as a Type II study 

ignoring the additional group at first, and then, we can separately code 
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comparisons between the two positive match conditions and the additional 

comparison group (coded as two Type I study type effects) 

• Type III: Study design allows for matching effects to vary in terms of 

degree of match (i.e., uses a continuous operationalization). Generally 

uses 2 levels of a message features, crossed with a continuous 

operationalization of a characteristic 

U. Type of Comparison (what are positive matches compared to). For the 

current project, all studies will be framed in terms of positive matching 

effects. That is, they will either compare studies with the main 

experimental condition being a positive match OR will consist of a 

continuous matching effect for which one pole of the IV will be framed as 

a “positive matching pole”. Although the experimental direction/group 

will be consistently operationalized across studies, the comparison 

(control group or reference direction) will be allowed to vary in types. 

Each type are described below (and summarized in Figure A3 and Figure 

A4 below): 

• [1] Mismatch: The message is clearly not positively aligned with a target 

characteristic condition. Can be defined slightly differently depending on 

the Study Type. Note that the “Mismatch” category can be divided into 

“non-match” and “negative match”. 

• Mismatch Condition (Study Type I or II): The message condition is 

clearly not positively aligned with a target characteristic condition 

(e.g., people primed with value-expressive themes are given a message 

that does NOT contain value expressive themes). 

• Mismatch Pole (study Type III): The pole opposite to the positive 

matching pole is clearly not positively aligned with a message 

condition (e.g., for a value-expressive message, the comparison pole 

characterized by a low motivation to seek value expression). 

• Notes: 

o Note: All non-matches and all negative matches are mismatches, but 

mismatches are not necessarily non-matches nor necessarily negative 

matches. Mismatches are a broader and more encompassing category.  
o An example mismatch message that does not clearly fall into non-match and 

negative match conceptualizations is when 2 or more dimensions are 

merged into a single dimension. For example, this include: (1) Using a 

difference score to merge 2 dimensions like prevention/promotion 

regulatory focus; (2) Using within-person standardized or ipsatized scores 

such that ratings are in relation to other scores rather than a raw rating (e.g., 

sometimes used with VFI)  

• [2] Generic Message: A generic message condition (AKA; a non-tailored 

message) is one in which everyone gets the same message regardless of 
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their characteristic. Generic messages are only defined in study Type I and 

Type II. They do not exist for Type III (i.e., as a distinct pole)  

• [3] Low match: A low match condition is one that involves positive 

matching, but to a lesser extent than the main intervention group (e.g., the 

intervention, or “positive match” message is matched to multiple 

characteristics, and the comparison, the “low match” is matched to only 

one). This is more likely to occur as a Type I study than type II.  

o E.g., Studies that examine a high tailoring depth condition to a low tailoring 

depth condition will consist of a positive match (the high depth condition) 

and a low match condition (the low depth condition).  

• [4] Mixed Appeal: Mixed appeal condition OR pole (Study Type I, II, or 

III) is a condition that contains more than one level of the manipulated 

message feature. For example, it may contain both gain and loss frames.  

• [6] Negative Match: The message condition is negatively aligned with 

(i.e., opposed to) the target characteristic. Can also be defined slightly 

differently depending on the Study Type. 

• Negative Match Condition (Study Type I or II): The message condition 

is negatively aligned with (i.e., opposed to) the target characteristic 

(e.g., for a value-expressive motivation, this might be a message 

endorsing the opposite value to what the individual holds) 

• Negative Match Pole (Study type III): The pole opposite to the 

positive matching pole is negatively aligned with the message 

condition (e.g., for a liberally-oriented message, the negative match 

pole is the degree to which people are conservative). 

• Negative match examples include: (1) Giving a conservative message to a liberal, or 

a liberal message to a conservative; (2) Giving a person a message that threatens an 

important need/motive; (3) A message tailoring intervention that misidentifies a 

demographic variable that is important to an individual’s identity. 

• [7] Non-Match: The message is not positively aligned with, but also not 

in opposition to the target characteristic. Can also be defined slightly 

differently depending on the Study Type. 

• Non-Match Condition (Study Type I or II): The message condition is 

not positively aligned with, but also not in opposition to the target 

characteristic. 

• Non-Match Pole (Study type III): The pole opposite to the positive 

matching pole is not positively aligned with, nor in opposition to, the 

message condition (e.g., for a value-expressive motive, the comparison 

pole is characterized by a low motivation to seek value expression). 

• Non-Match examples include: (1) Message tailoring in which no references is made 

to a person’s demographics/name; (2) a message whose feature level is deemed 

irrelevant to a given characteristic, such as matching to an unimportant function 

(e.g., VFI function with low rating); (3) targeting the wrong stage of change for a 

model 
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Figure G2. Visual Depiction of different types of matching conditions 

 

Figure G3. Visual Depiction of the two types of matching poles 

• Matching Classification Heuristic to determine whether a comparison is a 

negative match or non-match: 

▪ If message feature manipulation represents 2 opposites AND the 

characteristic is naturally bipolar (e.g., not 2 dimensions merged 

together with a difference score), then the comparison is more 

likely a negative match 

▪ If the message contains an element such as “people like X don’t 

like this”, it is likely a negative match to people with the 

characteristic “X” (e.g., a message states that introverts don’t 

typically like the promoted volunteer organization) 

▪ If the message mentions that doing the recommended behavior 

leads to greater costs in the domain participants care about, then it 

can likely be considered a negative match (e.g., for people who 

care about short-term outcomes over long-term outcomes, short-

term costs may represent a negative match, whereas long-term 

costs may be a non-match) 

▪ If the characteristic is nominal in nature, a non-match is more 

likely (unless the second bullet point applies). 
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V. Message Condition Description: An open-ended description of the different 

levels of the message feature, as pertains to the 2 groups being compared 

(the positive match and the comparison group). For example, if the study 

compares gain and loss framed message, may write “gain vs. loss frames”. 

W. Number of characteristics in intervention: The number of characteristics 

that correspond to individually manipulated aspects of a message in the 

intervention condition.  

• Will commonly be equal to 1 (e.g., the messages are systematically made 

to match one specific characteristics).  

• Will most commonly be another number in studies interested in “tailoring 

depth” 

• Will depend on how many features of a message are dependent on distinct 

characteristics from one another 

• E.g., If matching to the VFI as a whole (e.g., to dominant motive of a set of 6), 

mark 1 for that condition, but if matching to each individual element (e.g., 6 

statements correspond to 1 VFI motive each and the delivery of each individual 

statement is dependent on VFI scores), then mark 6.  

X. Number of characteristics in comparison: The number of characteristics that 

correspond to individually manipulated aspects of a message in the 

comparison condition. 

• Most of the time, will be equal to 0 (e.g., the messages are systematically 

made to match zero characteristics) 

• Coding is done the same way as for the number of characteristics in 

intervention variable 

Y. Characteristic Determination: How are the levels of the characteristic 

variable determined? Classified into 3 distinct ways: 

• Directly Measured: Characteristic is measured using a psychological 

instrument (e.g., assessing individual differences in value-expressive 

tendencies using a self-monitoring scale; explicitly asking what goals a 

person endorses)  

• Manipulated: Characteristic is induced in the person via the study design 

(e.g., priming high vs. low value-expressive themes), or matching is do to 

some other type of contextual characteristic that is determined by the 

interventionist (e.g., manipulating the type of organization being 

promoted) 

▪ Note: Contextual matching studies will generally involve this 

• Indirectly Inferred: Characteristic is inferred contextually (i.e., assumed 

that certain types of attitudes/behaviors are predominantly guided by 
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certain themes; e.g., engagement in public environmental behavior is 

guided by value-expressive functions) or by virtue of another correlated 

characteristic such as group membership (e.g., wealthier individuals are 

more guided by value-expressive functions) 

Z. Characteristic Polarity: How is the targeted characteristic theoretically 

conceived when thinking about different values it can take? Can fall under 

several categories: 

• Unipolar: The targeted characteristic is understood as a unipolar 

construct. For instance, scoring high may mean a predisposition towards 

something, and scoring low may reflect the lack of a predisposition. This 

may also characterize a dimension where one pole contrasts with the other, 

but not in a way that opposes the other (e.g., concreteness is the same as 

low abstraction, rather than being the opposite, so a dimension from 

concrete to abstract is unipolar). 

▪ Note: Generally, targeting a unipolar characteristic should almost always lead to 

a comparison between a “positively matched message” and a “non-match 

message” 

• Bipolar: The targeted characteristic is understood as a bipolar construct, 

such that scoring high means a predisposition towards something, scoring 

low reflects a predisposition against something, and scoring somewhere in 

between (midpoint on many raw scales) reflects a relative lack of a 

predisposition either towards or against (e.g., political ideology is an 

example. The midpoint is neutral. Moving towards the liberal pole may 

mean increasingly having a disposition against conservatism) 

▪ Note: Generally, targeting a bipolar characteristic should lead to a comparison 

between a “positively matched message” and a “negatively matched message”. 

That said, this assumes the levels nearing the poles are represented (e.g., if a 

measure is skewed such that people either score high or near the midpoint, but 

not low, you should not see negative matching effects. Manipulating the 2 poles 

of the construct is perhaps likely to be more efficient).  

• Categorical: The targeted characteristic is not understood as a continuous 

variable, or the polarity is debated/undefined.  

▪ Examples: ethnic grouping, gender, etc. 

• Mixed: The authors are matching to more than one type of characteristics, 

and the characteristics fall in at least 2 of the categories above (unipolar, 

bipolar, categorical) 

• Other/Undefined: The polarity of the construct is undefined, debated, or 

not understood 

▪ Example: Two or more distinct dimensions are merged into one, making it 

difficult to say where on a range of scores people lack a predisposition vs where 

they are predisposed against something. Generally, when distinct dimensions are 
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merged into one, this category should be picked (e.g., difference scores, 

ipsatized scores) 

AA. Specific Characteristics Targeted: The specific characteristic(s) that was 

targeted by the message matching intervention. Take note of the 

characteristic. Be as specific in naming the characteristic as needed. 

• Examples: Extroversion. Independent Self-Construal. Utilitarian function. Social-

adjustive function. Value-expressive function. Participant Name. Participant gender. 

Ethnic group (levels: White vs. racial minority). Ethnic group (levels: European 

Americans vs. Asian Americans). Nationality (levels: Koreans vs. Americans).  

AB. Characteristic Type Targeted: Messages can be matched to a number of 

different types of characteristics. Note whether each of the following 

characteristic type was targeted by the message matching intervention 

(i.e., whether messages were matched to this particular type of 

characteristic). Note that a single characteristic could be counted towards 

multiple types. These categories are tied to the characteristic that was 

assessed, induced, or inferred 

• [1] Motivation – Trait: When the motivational characteristic reflects a 

person’s stable, enduring, pattern of motivations, desires, values, or goals 

o E.g., Volunteer Functions Inventory, Regulatory Focus, Self-Monitoring,  

• [2] Motivation – State: When the motivational characteristic reflects a 

short-term, situational, or induced state of motivations, values, desires, 

goals (e.g., following priming, threat, etc) 

o E.g., primed regulatory focus; asking about specific goals a person has; asking 

about the reasons they have for setting a specific goal (e.g., “why do you want to 

quit smoking this month?”) 

• [3] Personality – Trait: A broad disposition to think, act, or feel in a 

certain way across a variety of situations. Traits reflects a stable, enduring 

orientation 

o E.g., Big 5, Plasticity/Stability 

• [4] Personality – State: When the personality characteristic reflects a 

short-term, situational, or induced state (e.g., following priming). 
o E.g., Primed neuroticism 

• [5] Culture/Nationality: Characteristic describes a person’s nationality 

and/or cultural background along some dimension. Excludes ethnic/racial 

groups within a given country. 
o E.g., Individualism/collectivism measure; Nationality, Power-Distance 

• [6] Barriers/Facilitators: Assesses a barrier that participants indicate 

prevents them from engaging in a behavior and/or asks them about their 

perceived ability/confidence to engage in a behavior (their self-efficacy). 

May include participants identifying some sort of step they next need to 
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engage in. Can also be focusing on reasons for (or relative attention to 

reasons for) doing vs. not doing something, or on barriers vs. facilitators. 
o E.g., Financial or time constraints, needing to travel some distance, interpersonal 

challenges, self-efficacy, perceived behavioral control 

• [7] Ideology/Schema: A belief system that shapes how individuals view 

and understand the world around them 

o E.g., Political Ideology, Self-Construal; Social Dominance Orientation; 

construal level,  etc. 

• [8] Behavioral Beliefs: Belief-based variables that are specific to a 

particular behavior. Often tied to specific theoretical frameworks (e.g., 

Theory of Planned Behavior) 

o E.g., Attitudes, Norms, perceived risk, perceived susceptibility, etc. 

• [9] Behavior Stage/behavior enactment: Step in a process of distinct 

stages that a person engages in as they make a decision about something. 

Also encompasses whether a person is currently engaging in a behavior or 

not. 
o E.g., Stage of Change; Processes of Change; Precaution Adoption Process; 

status as smoker or not 

• [10] Behavior Type: Matching to an element that distinguishes a type of 

behavior from other types 
o E.g., In health: prevention, promotion and detection behaviors. 

• [11] Unique Personal Identifier: Something that uniquely characterizes 

the person 

• [12] Ethnic/Racial Group: Specific ethnic or racial group within a 

country 

o E.g., Asian Americans vs. European Americans 

• [13] Gender: Gender/Sex of participants 

• [14] Age: How old a participant is 

• [15] Socio-Economic Status: Income, education, professional status 

• [16] Product/Service Type: Category of products and/or services that 

people are asked to make decisions towards. Also includes matching to the 

associations people have with a product/service/location. 

o E.g., Utilitarian vs. hedonistic product or destinations (for tourism), matching to 

a “brand’s personality” 

• [17] Message Location: Matching to where/when the message will be 

delivered 
o E.g., giving a health message when near a clinic; placing ad for tourism during a 

show that shows exotic locations 

• [18] Mood/Emotion/Affect: Matching to a person’s affective/emotional 

experience. Commonly matching to positive vs. negative mood. 

•  [99] Other: Characteristic not encompassed by any of the categories 

above 

o E.g., Social Support 
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AC. Specific Outcome Domain: Note the specific behavior/outcome that the 

study is trying to target/change. Be specific. If the study reports multiple 

outcome types (e.g., intentions, attitudes), can include information which 

outcomes is linked to which row here. 

• E.g., attitude towards meat consumption; Mammography use intentions, 

donating to an environmental organization, support for a political 

candidate, 7-day smoking cessation 

AD. Outcome Domain Type: Note the broad domain to which the outcome 

belongs, and the sub-domain as well. May select more than one category if 

relevant. (Note: Categories will be updated as we are coding studies through) 

• Health Behavior: Intervention seeks to change behaviors that have 

health-related consequences  

o [1] Illness prevention: Behavior engaged in to prevent the onset of 

some illness (e.g., flossing/brushing to prevent tooth decay) 

o [2] Illness detection: Behavior engaged in to detect whether one 

has an illness or not (e.g., cancer screening; Pap tests) 

o [3] Health Promotion: Behavior engaged in to promote/improve 

health (e.g., exercising to get in better shape). This is different 

from preventing bad health (but a behavior could include both 

aspects) 

o [4] Treatment adherence: Continuing to follow a treatment plan 

(e.g., taking medication; following through with appointments, etc) 

o [5] Smoking related: Anything related to smoking and quitting 

smoking 

o [6] Nutrition/Diet related: Anything related to what people are 

eating/drinking (aside from alcohol, drugs, medication). For 

example, encouraging vegetable consumption. 

o [7] Physical activity related: Encouraging people to be physically 

active (would also be health promoting) or less sedentary (would 

also be illness preventing) 

o [8] Vaccination/immunization: Anything related to immunization 

o [9] Cancer-related: Behaviors enacted/avoided specifically because 

of their link to cancer (and this is explicit in the study) 

o [10] Sexual health related: Anything pertaining to sexual health 

(e.g., STI/STD testing, condom use) 

o [11] Drinking/Drug Use: Use of alcohol and or drugs, excluding 

medication adherence 

o [12] Oral Health: Behaviors such as flossing, brushing, dental 

appointments, etc. 

o [13] Cardiovascular disease: Anything related to cardiovascular 

diseases. However, link to the disease should be apparent in the 

goals of the article (e.g., physical activity in the context of a health 
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campaign to decrease heart disease, but NOT marketing campaigns 

for a gym membership) 

o [14] Obesity: Behaviors to prevent/manage obesity 

o [15] Mental Health: behaviors related to mental health, 

psychopathology, etc. This can be behaviors such as seeking 

help/counselling. 

o [16] Other: Anything not captured by the above categories but 

related to health 

• Environmental Behavior: Intervention seeks to change behaviors that 

have environment-related consequences: 

o [17] Recycling: Improving rates of recycling,  

o [18] Waste reduction & composting: discouraging wasteful 

consumption, encouraging longer use of products. Encouraging 

composting instead of trash. 

o [19] Energy Conservation: Behaviors that conserve energy or 

reduce usage (e.g., turning off lights). May also include elements 

such as carpooling, using public transit, etc. 

o [20] Diet-related: Changing what/how people eat for explicitly 

environmental reasons 

o [21] Green Product/service: Promoting a product/service that is 

environmentally friendly (e.g., compostable products, energy-

efficient products) 

o [22] Ecological Responsibility: Behaviors that directly involve 

cleaning/maintaining ecological spaces. E.g., Interacting better 

with wildlife, cleaning up wild spaces, etc.  

o [23] Other: Environmental behaviors not captured above 

• Prosocial Behavior: Intervention seeks to change behaviors that are 

related to prosocial or altruistic behaviors: 

o [24] Volunteerism: Encouraging people to become involved or stay 

involved with a volunteer opportunity 

o [25] Donations/charity (financial/materialistic contributions): 

Making a donation of funds or objects for a cause 

o [26] Blood/Organ donation: Behaviors related to donating 

blood/organs 

o [27] Other: Prosocial behaviors not captured above 

• Political Behavior: Intervention seeks to promote an outcome related to 

politics: 

o [28] Voting/endorsements: Voting for a party/ candidate. Can also 

include behaviors such as expressing support for a candidate 

o [29] Policy support: Expressing support towards a policy rather 

than a party/candidate 

o [30] Other: Political behaviors not captured above 

• Product/Service: Intervention seeks to promote a product and/or service: 
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o [31] Tourism: Anything related to tourism, such as promoting 

different destinations. Also includes ads for airlines. 

o [32] Food & Drinks (specific types of products): E.g., Promoting 

certain foods, drinks, restaurants, brands, etc. 
▪ E.g., beer, milk, hamburgers, McDonald’s, Kraft 

o [33] Electronic device: E.g., computer, cell phone, tablet 

o [34] Cars/vehicles: E.g., ads for a given company, or for more 

environmental cars 

o [35] Other (excluding green products/services captured above): 

Any consumer-related behaviors not captured in above categories 

• Misc:  

o [36] Disaster-related behaviors: Behaviors related to the 

occurrence of disasters. E.g., this can be preparing for floods, 

earthquakes, etc. 

o [37] Antisocial Behaviors: Behaviors that lead to negative/harmful 

outcomes for others. E.g., aggression/violence, theft, fraud. 

o [38] Registration/recruitment: Asking people to register to a study, 

participate in a program, answer a survey, etc 

o [39] Job applications: Applications towards a work position 

o [40] Personal finance: Behaviors related to personal finances such 

as saving funds, investing, etc. 

o [41] Workplace behaviors: Behaviors enacted specifically at the 

workplace 

o [42] Cyber behaviors: Behaviors that involve the use of computers 

and other electronic devices. E.g., behaviors related to cyber-

security, actions in virtual environments, social media, etc. 

o [43] Academic Behaviors: Behaviors related to school 

work/success. E.g., studying, taking exams, completing 

assignments, etc. 

o [44] Safety Behaviors: Behaviors that that put people at risk of 

injury or death caused by accidents. This can be injuries to the self, 

or to others (when to others, consider whether the behavior is also 

an antisocial behavior).  

▪ Example behaviors: Not following safety protocols at work; 

driving under the influence; speeding 

• [99] Other Category Not Above: Select this if could not classify outcome 

domain into any of the categories above 

AE. Change Type: What kind of change is the message intervention trying to 

induce in terms of the behavior of interest? 

• Promoting: Intervention is trying to promote greater likelihood of 

engaging in a behavior, or aims to create more positive attitudes/intentions 

towards a behavior or object 
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• Limiting: Intervention is trying to promote lesser likelihood of engaging 

in a behavior, or aims to create more negative attitudes/intentions towards 

a behavior or object 

• Other/Unclear/Both: The goal of the message does not clearly fall into 

the above category. The status of the message goal may be unclear (e.g., 

does not suggest changing outcomes in a particular direction), or the 

intervention may be targeted towards a broad class of outcomes that 

encompass both promoting and limiting types (e.g., states one should eat 

less meat and eat more vegetables) 

7. Setting Up Additional Rows to Code Each Individual Effect: 

AF. Group: When the effect between the positive match and the comparison isn’t 

given for the overall sample, but for a subset at a time. The “group” 

variable assigns a number to the group. 

• E.g., The study may assess whether matching operates differently for men 

and women and report findings broken down by gender.  

AG. Group Description: Which of the following two types of research design 

was used to evaluate the matching effect? 

AI. Assessment Time Category: Which time point does the effect correspond to? 

From the following: 

• First assessment (of outcome): First time the outcome variable is 

assessed after the delivery of the intervention. Note that some time may 

still have passed since the intervention (e.g., the first time the outcome is 

assessed may be 3 months after the intervention. There will be at least one 

first assessment row coded for every study we retain. 

• Final assessment (of outcome): When there are 2 or more time points 

when the outcome was assessed, this corresponds to the most distal (last) 

time point when a particular effect was assessed in a study. For example, 

if intentions was measured right after the intervention, after 6 weeks, after 

6 months, and 1 year out, then this corresponds to the measurement taken 

1 year out. We will not code the outcome assessed between the first and 

final assessment times. 

AJ. Type of Outcome: What kind of outcome is being assessed for a particular 

effect/comparison? 

• Attitude: “A psychological tendency that is expressed by evaluating a 

particular entity with some degree of favor or disfavor” (Eagly & Chaiken, 

1993; 2007).  
o Assessed towards the behavior/object/brand that a message is targeted towards 

(i.e., not assessing attitude towards message itself) 
o Usually assessed with a likert-type scale with evaluatively laden poles such as 

good-bad, enjoyable-unenjoyable, important-unimportant, etc. 
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o A measure of the acceptability of a policy or position is also considered an 

attitude 

o A measure of the worth (e.g., monetary value) associated with an object/service 

would be an attitude measure 

• Intention: A state of wanting or planning to act in a given way. Can be in 

general (e.g., intending to exercise more) or specific (e.g., intending to 

exercise at 6am tomorrow morning). For this study, we will also include 

related concepts such as expectations one will engage in a behavior. 

o Includes hypothetical decisions (self reports on how someone 

would behave in response to a hypothetical scenario) fall under the 

category of intentions 
▪ For example, they may be asked to report how they would react in 

response to a hypothetical volunteer organization with a particular ad. 

Alternatively, participants could be asked to spend virtual resources. 
o Measures of willingness to engage in a behavior should also fall 

into this category. 
▪ Willingness to pay a given amount is also included 

• Self-report behavior: Participant reports on their own degree of 

engagement in a given behavior. Engagement in the behavior must come 

after the message matching intervention exposure 
o This includes self-reported performance measures as well 

• Objectively assessed behavior: Using a method external to an individual, 

such as an objective measure of a behavior (e.g., accelerometer; researcher 

observation) or external record (e.g., record of them going to a gym, 

implying exercise). Engagement in the behavior must come after the 

message matching intervention exposure 
o This includes performance measures as well 

AK. Types of Effects: The type of effect represented by a given effect size. These 

depend on the study type, and can be broken down as: 

• Message|Characteristic: The effect being evaluated corresponds to the 

main effect of a message condition given a particular level of a 

characteristic (e.g., evaluates the effect of a gain relative to a loss frame, 

for people who are promotion focused). This type of effect can be 

extracted for study Type I and study Type II.  

• Characteristic|Message: The effect being evaluated corresponds to the 

main effect of a person’s characteristic given a particular level of a 

message manipulation (e.g., evaluates the effect of a higher promotion 

focused for people who are receiving a gain-framed message). This type of 

effect can be extracted for study Type II and study Type III. 

• Interaction: The effect being evaluated corresponds to the interaction 

effect between message condition and a characteristic (e.g., message 

framing X regulatory focus). This type of effect can be extracted for study 

Type II and study Type III. 
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Compare [X] Given [Y] / Interaction: A description, in open-ended terms, of 

the effect being evaluated. Takes the form of “X, given Y”. This stands 

either for a specific Message|Characteristic effect or a 

Characteristic|Message effect. 

• E.g., “Message Frame, given High Promotion Focus” 

8. Data Extraction for Effect Sizes: 

AM. N: The sample size corresponding to a specific effect 

AN. Rel: The reliability information associated to the outcome measure (rounded 

to 2 decimals), as it pertains to a given effect 

AO. Effect: The effect size, expressed in r (rounded to 3 decimals) 

AP. Calculation Notes: A column to take notes about how the effect was 

calculated. Write down any numbers from the article that you used to 

calculate effect sizes, N, or Rel. 

O-Q. Author Interpretation: How does the author(s) verbally describe/interpret 

the effect in the text of the manuscript? Broken into two elements: 

AQ. Stated Direction: According to the author, what direction is the effect in 

(whether the matched or comparison group has better outcomes; i.e., 

“match advantage” = matched message is more effective)? Make sure to 

consider direction. Code as what the authors EXPLICITLY states as their 

interpretation in the text, not what can be extrapolated from the 

numbers/tables. Examples: 

• “Group 1 (M = 4.3) was significantly different from Group 2 (M = 3.7).” 

If group 2 is the matched group, can write “comparison advantage” for the 

group 2 vs 1 comparison. 

AQ. Stated Significance: According to the author, is the effect significant? In the 

text of the article, do they either report a p value lower than .05, OR state 

that the effect is “significant”?  

• Do NOT count “marginal effects” as significant. If the authors states an 

effect is significant, but the p-value is greater than .05, count as “non-

significant”. Generally, if two interpretations of the text are present, pick 

the more conservative option. 

9. Extracting Components of Study Design 

AR-AU. Assessment Time Delay: Will keep track of 4 items to track the time 

lapse between receiving the intervention (i.e., message exposure) and the 

assessment of the primary outcome. These are listed next. 
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AR. Day of study: Outcome is assessed the same day that a participant was 

administered a message intervention (e.g., during a study session, or right 

after) 

AS. Months: The number of months (after the intervention was given) before the 

outcome was assessed. 

AT. Weeks: The number of weeks (after the intervention was given) before the 

outcome was assessed. Can be combined with the number of months. 

AU. Days: The number of months (after the intervention was given) before the 

outcome was assessed. Can be combined with the number of months and 

weeks. 

AV. Full Message Available: Is the complete message manipulation made 

available to the reader (e.g., in the manuscript, in the appendix, in 

supplemental materials)? This must include every version of the message. 

If the authors provide only an excerpt of the message manipulation (or 

only describe them), mark no. 

AW. Message Length: How much content is contained within the messages 

participants are exposed to? 4 categories: 

• Short: Message length is very brief. Must not contain any characteristics 

in either the “medium” or “long” categories, and may be characterized by 

any of the following: 

o Text/Script is 2 sentences or less. 

o 1 image 

o Video/Sound of at most 59 seconds 

• Medium: Message length is moderately long. Must not contain any 

characteristics in the “long” category. Characterized by at least one of the 

following: 

o Text/Script is more than 2 sentences but no more than 1 page of 

double-spaced content (single sided; approx. 300 words max). This 

may be a short flyer, an email, a slide, etc. 

o 2-9 images 

o Video/Sound of between 1-5 minutes 

• Long: message length is fairly long. Characterized by any of the 

following: 

o Text/Script is more than 1 page of double-spaced content (e.g., 

more than 300 words). This may be a booklet, a series of slides, an 

essay, etc. 

o 10 + images 

o Video/Sound of more than 5 minutes 

• Unclear: Cannot classify the length of the message according to the above 

categories (e.g., not enough information is provided) 
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AX. Message Modality: Through what medium were message features 

manipulated? This is not the medium through which the message overall 

was delivered (e.g., if a message intervention contained text and images, 

but only the text was manipulated across conditions, select “Text only”): 

• Text only: Feature manipulation involves text-based information, but no 

images, nor audio. (e.g., essay, email) 

• Static Images Only: Feature manipulation is conveyed solely via one or 

more images. No text or audio information is present. 

• Text and Images: Feature manipulation involves both text-based 

information, along with images (e.g., pamphlet, flyers) 

• Audio Only: Feature manipulation is conveyed solely via audio 

information with no text or images (e.g., automated phone call; audio 

recording) 

• Audio-Visual: Feature manipulation is delivered in a video/animation 

which contains visual elements (requires images, which may or may not 

be supplemented with text)along with auditory elements (spoken words 

and/or other sounds).  

• Interpersonal: Message is communicated by a person, rather than using 

any of the other modalities (e.g., this could be by the interventionist, a 

confederate, a health provider) 

• Unclear/Other: Message modality does not fall into any of the above 

categories, or it is unclear which category describes the intervention (e.g., 

not enough information is provided). 

AY. Delivery Setting: In what setting was the intervention given to participants? 

• In Person: Participants came to see the researcher, and were exposed to 

the materials in a lab setting and/or when using a computer in a lab 

• Online: Delivered directly to person via internet (e.g., recruited sample 

online and manipulation administered within survey, targeted people via 

email, changed ads on Facebook on a per-profile basis) 

• Environment: Message was not delivered directly to a person, but 

changes were made to a person’s environment, such as by altering 

naturalistically occurring ads (e.g., billboards, posters, TV ads, radio, ads 

administered online based on location) 

• Other/multiple:  Cannot classify as any of the above. May be missing 

information, or may fall under other categories (e.g., mail, phone) or 

multiple categories (e.g., message given in person, but also administered 

online) 

AZ. Intervention Contacts: Was the message given to participants on multiple 

occasions? (i.e., did they have a refresher message, a booster session, or was the 

message given before every assessment?) 
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• Single Contact: Participants were administered a message on only one 

occasion 

• Ensured Multiple Contacts: Participants were explicitly exposed to the 

message on multiple occasions such that multiple exposures to the 

message was guaranteed by design (e.g., sent texts/emails to participants 

containing the message on several distinct days) 

• Potential Multiple Contacts: Participants could feasibly be exposed to a 

message on multiple occasions, but this was outside the control of 

experimenters (e.g., this would be the case when messages are 

administered via radio/TV, or if participants chose whether/when they 

would view the message).  
o Note: It is feasible that some participants in this condition would never view the 

message whereas others would view it many times. 
o When materials are sent via mail, email, etc., and are set up such that 

participants can browse them at their leisure, pick this category. If the materials 

are embedded in an online survey (i.e., people can’t go back to view them), do 

not pick this 

10. Note attributes of the overall study sample 

BA. Female: The proportion of the study’s sample that is female 

BB. Male: The proportion of the study’s sample that is male 

BC. Overall N: The total N (sample size) used in this study (total sample 

recruited, not accounting for attrition AND including all groups within 

experiment, even those we aren’t coding such as extra controls). 

BD. Nationality: Note which countries are represented in the sample. Note if 

information is not available. 

BE. Average Age: Note the average age of the sample if such information is 

available (prioritize mean, but can accept median) 

BF. Population Type: Choose among the following categories to describe the 

sample used 

• Offline community sample: A non-student, and non-patient sample that 

is not recruited using internet-based means (e.g., telephone, mail, in-

person). For this review, category excludes the other categories below. 

• Online community sample (e.g., panel, MTurk, Crowdflower): A non-

student, and non-patient sample that is recruited using internet-based 

means 

• Children/Adolescents: A sample consisting of individuals below the age 

of 18 (excluding college/university students) 

• Diagnosed Patients: A sample of patients that have been formally 

diagnosed with some illness 
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• Undiagnosed population at risk: A sample of participant that haven’t 

been formally diagnosed, but are part of a group that is known to be at risk 

for a particular disease of interest 

• College/University Students: Students at a college or University 

• Other: A category not included above (e.g., if a mixture) 

 

11. Note Risk of Bias Variables 

BG. Characteristic assessment time: If the characteristic matched to was 

measured (not implied or manipulated), was it measured before or after the 

delivery of the message?  

BH. Reliability Statistic (Characteristic): If applicable, take note of the 

reliability statistic for the assessed characteristic (i.e., the construct being 

matched to). This is only feasible if the characteristic was directly 

measured. 

• Accept measures of internal consistency that have a similar metric: 

correlation between two items, Cronbach’s Alpha, Spearman Brown, 

Standardized Alpha, etc. 

BI. Categorized Continuous: If the study was of type I or II, AND directly 

measured the characteristic, we can note whether the characteristic is 

theoretically thought of as categorical (e.g., matching to name) or 

continuous (e.g., most personality traits). If it is theoretically continuous, 

then was it artificially made into a categorical variable? 

• E.g., Self-monitoring is a continuous variable. If people are categorized 

into “high” and “low” self-monitors, this is artificially categorizing the 

variable. 

BJ. Fused Dimensions: If the characteristic is comprised of 2 or more 

independent dimensions, were scores along these dimensions somehow 

combined into a single index (e.g., by taking a difference score, or using 

within-person standardization)? 

• E.g., Promotion and prevention focus are 2 distinct variables. If a 

researcher matches to the differences score between the 2 foci, or matches 

to people’s predominant orientation (i.e, classifies people as either 

promotion or prevention focus), this is fusing the 2 dimensions. 

• If a manipulation (e.g., a prime) has 2 levels, and each level consist of 

separate factors, this is also a form of fusing. For example, it isn’t fusing if 

the prime for high vs. low promotion focus. It is fusing if it is for 

prevention vs. promotion focus. 

BK. Pre-registered: Was the study pre-registered? Here, pre-registration deals 

with the primary outcomes being evaluated.? 
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BL. Data open Access: Is data freely available? Article must provide a link to 

access the data, not just mention that it is available. No need to assess the 

usability of the dataset.  

BM. Analysis Script Available: Is the code/script file the investigators used to 

complete their analyses available? The researchers must provide the code 

to reproduce their analyses with a link, in supplemental files, etc (not just 

mention it is or can be made available). No need to assess the quality of 

the shared code/script file. 

BN. Analysis involves covariates: Do the primary analyses involve covariates in 

addition to the matching effect (as a main effect term), or main effects of 

message/condition (when the matching effect is considered as an 

interaction term)? This might include controlling for variables such as 

gender, demographics, etc. 

BO. Intervention Is Matching Specific: Did the intervention involve other 

components than the matching, which were different between the 

intervention and control conditions? (e.g., control and experimental group 

were delivered via different methods, intervention group was tailored and 

used other techniques).  

 

12. Cochrane Risk of Bias Tool Assessments (Higgins & Green, 2011) 

BP. Selection Bias: “Selection bias refers to systematic differences between 

baseline characteristics of the groups that are compared. The unique 

strength of randomization is that, if successfully accomplished, it prevents 

selection bias in allocating interventions to participants.  Its success in 

this respect depends on fulfilling several interrelated processes.  A rule for 

allocating interventions to participants must be specified, based on some 

chance (random) process. We call this sequence generation. Furthermore, 

steps must be taken to secure strict implementation of that schedule of 

random assignments by preventing foreknowledge of the forthcoming 

allocations. This process if often termed allocation concealment, although 

could more accurately be described as allocation sequence concealment. 

Thus, one suitable method for assigning interventions would be to use a 

simple random (and therefore unpredictable) sequence, and to conceal the 

upcoming allocations from those involved in enrolment into the trial.” 

(Higgins & Green, 2011) 

• Low Risk Examples:  

o Used true randomization.  

o Random number was generated per participant, not in advance. 

o Random numbers generated in advance, but person assigning 

participants could not see the numbers ahead of time before 

needing to assign a given participant 
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• High Risk Examples: 

o Using an alternating assignment (e.g., every other participant; 

assignment based on names, dates, etc), and other “quasi random” 

methods. 

o Experimenter has a printed list, and can see what allocation is 

coming up. (e.g., they can decide to change the order in which they 

call in two participants to be “randomized” based on knowledge of 

what allocation is upcoming) 

• Unclear Example: 

o Simply say participants were “allocated”, “randomized”, or does 

not provide any information on how randomization was performed. 

o If they used some form of restricted randomization (e.g., blocked 

randomization, stratified randomization), they must still specify 

further to not be counted as “unclear” (i.e., still want to see some 

form of true or simple randomization such as with a computer 

algorithm) 

BQ. Performance Bias: “Performance bias refers to systematic differences 

between groups in the care that is provided, or in exposure to factors other 

than the interventions of interest. After enrolment into the study, blinding 

(or masking) of study participants and personnel may reduce the risk that 

knowledge of which intervention was received, rather than the 

intervention itself, affects outcomes. Effective blinding can also ensure 

that the compared groups receive a similar amount of attention, ancillary 

treatment and diagnostic investigations. Blinding is not always possible, 

however. For example, it is usually impossible to blind people to whether 

or not major surgery has been undertaken.” (Higgins & Green, 2011)/ 

For our meta-analysis, we will ONLY consider whether participants and 

study personnel are blinded/masked to the intervention. Other elements 

will be captured by the “purely matching” variable. 

• Low Risk Examples:  

o Participants and study personnel are stated to have been blind to 

the condition in which they were assigned 

o If the study was completely delivered by computers/mail, it is 

usually low risk 

• High Risk Examples: 

o Either or both participants or study personnel were aware of which 

condition participants were assigned to 

• Unclear Example: 

o It isn’t clear whether participants and personnel were blind 

BR. Detection Bias: “Detection bias refers to systematic differences between 

groups in how outcomes are determined. Blinding (or masking) of 
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outcome assessors may reduce the risk that knowledge of which 

intervention was received, rather than the intervention itself, affects 

outcome measurement. Blinding of outcome assessors can be especially 

important for assessment of subjective outcomes, such as degree of 

postoperative pain.” (Higgins & Green, 2011). 

• Low Risk Examples:  

o observers did not know which condition participants were or used 

a truly objective assessment.  

o Participants gave self-reports, and there isn’t an explicit reason to 

expect different response bias across conditions (this will be the 

most common case, and will be typical of self-report outcomes 

such as attitudes, intentions and self-reported behaviors) 

• High Risk Examples: 

o external, non-blind, raters used to assess outcomes and the measure 

required them to use some judgement.  

o Reason to believe response bias differed across conditions for 

participants giving self-reports (uncommon) 

• Unclear Example: 

o Not enough information to make a judgment 

BS. Attrition Bias: “Attrition bias refers to systematic differences between 

groups in withdrawals from a study. Withdrawals from the study lead to 

incomplete outcome data. There are two reasons for withdrawals or 

incomplete outcome data in clinical trials. Exclusions refer to situations in 

which some participants are omitted from reports of analyses, despite 

outcome data being available to the trialists. Attrition refers to situations in 

which outcome data are not available”  (Higgins & Green, 2011). 

For our purposes, we will use a more encompassing definition. We will 

compare the number of participants used at the randomization stage 

(excluding participants randomized to a group not of interest), and 

compare that number to the number of participants used for the analyses 

we are extracting. 

• Low Risk Examples:  

o Little to no participants dropped out during the study by the time 

the outcome was assessed (i.e, may differ for proximal and distal 

outcomes – the proximal outcome usually has low attrition) 

o Missing data is similar across groups, and appears to be missing at 

random (i.e., tests of this may be reported) 

o Little missing data on the outcome of interest 

o Researchers were not dependent on participants coming back 

because distal outcome was assessed through some other available 

record 
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• High Risk Examples: 

o Significantly more people in one group dropped out than in the 

other 

o There is a substantial amount of attrition and it doesn’t seem 

random (there are systematic differences between groups) 

• Unclear Example: 

o It isn’t clear how much missing data there may be. The authors do 

not discuss attrition for distal outcome 

BT. Reporting Bias: “Reporting bias refers to systematic differences between 

reported and unreported findings. Within a published report those analyses 

with statistically significant differences between intervention groups are 

more likely to be reported than non-significant differences. This sort of 

‘within-study publication bias’ is usually known as outcome reporting bias 

or selective reporting bias, and may be one of the most substantial biases 

affecting results from individual studies (Chan 2005)” (Higgins & Green, 

2011). 

For our purposes, this will only consider our primary outcomes of interest. 

• Low Risk Examples:  

o Ideal case: There is enough data to extract all effects of interest in 

the study (e.g., all main effects and interaction effects can be 

extracted) 

o Still low risk if some effect sizes are reported for each of the 

outcomes and for each subgroup 

• High Risk Examples: 

o Effects associated to some outcome are not reported in any form 

(e.g., assessed behavior but do not report any effects associated to 

it).  

o Pick high risk if the reported effects are just verbal descriptions 

without numbers (e.g. “effects were significant” 

• Unclear Example: 

o Not enough information to judge 

BU. RoB_Notes: Use this column to add in any notes about your ratings with this 

risk of bias tool. 

13. Other 

BW. Notes: Use this space to write down any extra notes about the report/study. 

Use this instead of incorporating comments into the spreadsheet. 
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GENERAL TERMS (Not corresponding to any column) 

 

Features (of a message): Attributes of a message that are experimentally varied 

to be more (or less) congruent with a particular characteristic 

• This can be the content of a message (e.g., different themes), the framing 

of the message (e.g., gain/loss frames), images/colors used, direct 

references to the characteristics of an audience, etc. 

Characteristics (of a Target): Attribute(s) of a participant to which a message 

feature can be matched 

• This can be individual differences in personality/values/motives, a 

demographic category (e.g., gender), a type of behavior/goal targeted (e.g., 

health promotion vs. prevention behaviors; goals to do vs. not do a 

behavior), etc. 

 

Matching Effect: The differential impact of delivering two messages that vary in 

the degree to which they are (positively) matched to an individual’s 

characteristics. For the current study, this is operationalized either: 

• Categorically defined: The differential impact of receiving (1) a positively 

matched message compared to (2) a comparison message. 

• Continuously defined: The effect of a message being (1) more positively 

matched (approaching the positive match pole) compared to less positively 

matched (moving towards the comparison pole). 

 

Positive Match: When message feature is more highly congruent with a target’s 

characteristic(s) 

• When matching is categorical (Study type I or II), this is the experimental 

condition(s) in which a manipulated message feature(s) is congruent with 

the characteristic(s) of a target. This condition represents the “positive 

match message”. 
• Examples include: (1) Message tailoring condition in which direct mentions to a person’s 

name and/demographic classifications are made; (2) Message conditions in which a 

person is assigned a message based on their dominant motivational orientation; (3) 

Message framing studies in which a particular frame is assigned to promoted a behavior 

that corresponds to a function predisposed to that frame (e.g., loss frames for risky 

behaviors) 

• When matching is continuously operationalized (Study type III), a 

message is more positively matched to the extent that an individual’s 

characteristic is closer to the pole that to which the feature is congruent. 

For a given message feature level, this pole is the “Positive Match Pole”. 

 

Comparison: What is a positive match being compared to? What is the 

experimental/matching effect defined in relation to? (dynamic is shown in 

Figure A2) 
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• When matching is categorical (Study type I or II), this is the “control” 

condition(s) in which a manipulated message feature(s) is not congruent 

with the characteristic(s) of a target. This condition represents the 

“comparison message”. 

• When matching is continuously operationalized (Study type III), a 

message is less positively matched to the extent that an individual’s 

characteristic is closer to the pole that to which the feature is not 

congruent with a person’s characteristic. For a given message feature 

level, this pole is the “Comparison Pole”. The comparison pole is defined 

as being at the opposite end of a characteristic as the positive match pole. 

 
Figure G4. Continuous Depiction of how Matching Effects Vary in Degree  
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Appendix H. Project 1 – Extracting Effect Sizes in a Common Metric (r) 

In order to reliably convert effects into r, I compiled a number of calculator tools 

in excel which, when provided with a given set of information (e.g., group means, 

standard deviations, and sample sizes), calculate an effect size in the metric of a 

correlation coefficient (calculators were developed by: DeCoster, 2012; Lakens, 2013). I 

also created excel-based calculators using common formulae to convert between effect 

sizes (e.g., Borenstein, Hedges, Higgins, & Rothstein, 2009; Polanin & Snilstveit, 2016). 

Figure H1 below shows an example interface for one of these excel calculators. 

Calculator files allowed coders to accomplish the following conversions 

• Convert Cohen’s d into r 

• Calculate r when provided with the means, standard deviations, and sample sizes 

for 2 or more groups 

• Convert results from an independent-samples t-test into r  

• Convert an F-test (e.g., for an ANOVA) into r 

• Calculate r when given % success on a dichotomous outcome for two or more 

groups 

• Convert odds ratios into r 

• Convert η2 into r 

• Calculate standard deviations from a t-test, from confidence intervals, or from 

standard errors 

Coders were instructed to first extract information using data they were most 

confident did not control for covariates. Most commonly, this meant calculating effects 
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using observed means, standard deviations, and sample sizes (over F-tests from ANOVA 

tables). When quantifying the differences between groups, it was frequently the case that 

one or more pieces of information was missing from the report. Under such 

circumstances, coders were instructed to provide their best guess estimate of the value of 

the missing information, if enough other information was provided to do so. For example, 

this involved: 

• Using figures to extract means if numbers were not directly presented in text.  

• Using figures to extract standard deviations if these showed information such as 

confidence intervals or standard errors 

• Assuming equal sample sizes across experimental conditions if specific sample 

sizes were not explicitly stated 

• Assuming equal standard deviations between different experimental conditions 

when specific standard deviations were not provided 

• Using t-tests to calculate standard deviations 

o E.g., in a Type II study, report may have provided t-tests for two of four 

pairwise tests. If so, the t-tests were used to calculate r for these two 

effects, and the average SD implied by the two t-tests was imputed as a 

value to extract effects for the other two comparisons. 

Occasionally, information was corrected if authors had clearly made a mistake, 

and the true value could be easily deduced (e.g., obvious mistake in degrees of freedom 

for a two-way ANOVA, or when tables/text disagreed but one of the two could be 

identified as the mistake). 
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Figure H1. Example Interface of a Calculator File Interface Used by Coders to Extract Effect Sizes 

Note. This calculator file was used to extract pairwise comparisons between the four cells making up a Type II study design (which 

follows a 2x2 factorial design). Two of the extracted effects correspond to the difference between receiving the 2 messages levels 

given a particular level of the characteristic, whereas the other two effects correspond to the difference between the 2 levels of the 

characteristic conditional on receipt of one of the two message levels.  
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Appendix I. Project 1 – Acknowledgement of Unique Team Member Contributions  

The full team having made contributions to this project includes: Keven Joyal-

Desmarais (KJD), Mark Snyder (MS), Alexander J Rothman (AJR), Alexandra Scharmer 

(AS), Molly K Madzelan (MM), Jolene See (JS); Amy Riegelman (AR), Hannah Becker 

(HB), Claire Pardubsky (CP), and Melanie Iversen (MI). This appendix acknowledges the 

relative contribution of each individual throughout this project. 

KJD’s Contributions: 

• Full project conceptualization and design.  

• Generation of hypotheses and research questions 

• Generation of full search procedure 

• Creation of coding materials and procedures. 

• Conducting the full search for reports. 

• Conducting the full deduplication, screening by titles, and screening by abstracts 

• Conducting screening of full texts, and accumulating PDFs of articles for each 

screened text. 

• Coding of articles (coded around 75% of reports; see Table I1 below) 

• Supervised coding/training of AS, MM, JS, HB, CP, and MI. 

• Conducted all analyses; prepared all reports of data 

MS’s Contributions: 

• Provided supervisory guidance at all stages of research, including development of 

research questions and procedures, as well as the interpretations of findings. 
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AJR’s Contributions: 

• Provided supervisory guidance at all stages of research, including development of 

research questions and procedures, as well as the interpretations of findings. 

AS’s Contributions: 

• Took part in training phase of coding; played a role in the refinement of the 

coding protocol and materials 

• Conducting screening of full texts, and accumulating PDFs of articles for each 

screened text. 

• Independently coded a substantial number of reports (see Table I1) 

MM’s Contributions: 

• Took part in training phase of coding; played a role in the refinement of the 

coding protocol and materials 

• Conducting screening of full texts, and accumulating PDFs of articles for each 

screened text. 

• Independently coded a substantial number of reports (see Table I1) 

JS’s Contributions: 

• Took part in training phase of coding; played a role in the refinement of the 

coding protocol and materials 

• Conducting screening of full texts, and accumulating PDFs of articles for each 

screened text. 
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• Independently coded a substantial number of reports (see Table I1) 

AR’s Contributions: 

• Provided guidance and feedback to KJD during the development of the search and 

indexing protocol to identify studies for inclusion into the review 

HB’s Contributions: 

• Took part in training phase of coding; played a role in the refinement of the 

coding protocol and materials 

• Conducted some independent coding (see Table I1), screening of full texts, and 

accumulating of PDFs of articles 

CP’s Contributions: 

• Took part in training phase of coding; played a role in the refinement of the 

coding protocol and materials 

• Conducted some independent coding (see Table I1), screening of full texts, and 

accumulating of PDFs of articles 

MI’s Contributions: 

• Took part in training phase of coding; played a role in the refinement of the 

coding protocol and materials 

• Conducted some independent coding (see Table I1), screening of full texts, and 

accumulating of PDFs of articles 
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I.1. Individual Contributions to Coding. Table I1 provides a breakdown of the 

relative contribution of each person involved in coding records for the systematic review 

and meta-analysis. The main coders were KJD, AS, MM, and JS. However, since CP, 

HB, and MI also contributed to coding during the training phase, their contributions are 

also noted. The first column lists the initials of each individual coder. The next three 

columns list the percentage of the 2,671 records identified for full-text screening which a 

coder: (1) identified as having at least one study meeting eligibility criteria and therefore 

coded in full; (2) attempted to extract effect sizes for, which included unsuccessful 

attempts for which coders noted missing data—this number differs from the previous 

column, as during the training stage, coders began by familiarizing themselves with all 

other aspects of coding first—and, (3) identified as not eligible for coding.  

Table I1. Relative Contribution of each coder in Coding Articles 

Coder Records Coded in 

Full (%)a 

Records for Which 

Coder Extracted 

Effects (%)a 

Records Marked 

by Coder for 

Exclusion (%)a 

CP 3.7 1.8 1.7 

HB 1.6 0.0 2.1 

MI 2.3 0.0 2.0 

JS 13.0 10.0 15.3 

MM 6.7 6.8 9.7 

AS 11.9 12.1 13.3 

KJD 65.0 75.4 60.2 

3-7 ratersb 9.8 3.2 2.4 
cPercentages add up to more than 100% as coders sometimes worked in pairs during 

training, and records evaluated for reliability were also coded by two individuals each. 

bThese articles were coded by anywhere between 3-7 coders during the training stage. 

The relative contribution of each individual coders for this stage was not computed. 
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During training, coders worked in groups. Early during the training stage, AS, MM, 

JS, HB, CP, and MI worked in pairs to extract code, and KJD independently coded 

records. The pairs would then hold weekly meetings with KJD to review their coding, 

resolve discrepancies, and discuss ways to improve the reliability of coding (e.g., by 

making small tweaks to the codebook). During this stage, only KJD, AS, and MM 

extracted effect sizes. Then, AS, MM, JS, HB, and MI continued working in pairs, but 

each person began coding independently. During weekly meetings with KJD, 

inconsistencies in code were resolved, and the agreement between coders was again 

examined. During this stage, JS and CP began to extract effect sizes under the close 

supervision of KJD. Once coders showed high agreement, felt confident in their coding 

abilities, and showed small numbers of mistakes, they transitioned out of the training 

phase.  
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Appendix J. Project 1 – Interrater Reliability Assessment  

Table J1 below provides a detailed summary, with notes of the interrater 

reliability for each coder pair, and for each variable assessed for reliability. Here are 

notes on how to read the table’s columns: 

Column 1: Variable & Notes for Reliability Calculations. This column lists all 

the variables assessed for variability. It further provides notes on the distribution of 

response choices selected during coding (i.e., for the reliability coding, not for the full 

dataset), and other relevant notes to consider to interpret the reliability indices provided. 

Column 2: Nesting. This columns outlines the level under which a variable was 

nested to calculate reliability. Efforts were made such that coding instances were 

evaluated only once (i.e., to avoid double counting coding). For example, if a study was 

Type II and had 5 rows, we only coded the “Message Framing” response choice indicted 

by a coder once, as there was no possible variation in the other 4 rows (i.e., the coder’s 

choice would carry over). There were different types of nesting that could occur in the 

datasets: 

1) Matching Effect: Refers to every unique instance of the column 

“Specific Characteristic Targeted” per study. Variables that are coded 

according to this don’t vary within matching effects (these variables 

are usually dependent on the specific characteristic targeted). 

2) Study number: Variables nested under this designation typically did 

not vary within a given study. 

3) Specific Outcome Domain: Refers to the outcome measures being 
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used for assessment. Variables nested under this are usually those that 

code for attributes of the outcome domain being assessed 

4) Assessment time: Refers to whether the effect extracted corresponded 

to the first or last assessment time point 

5) Message condition description: Refers to the type of message 

characteristic being manipulated. Variables nested under this 

designation were usually used to qualify the message manipulation. 

For some designations of nesting, it was occasionally possible for variation to occur, and 

if it did, then multiple instances of coding were entered into the reliability calculation 

(e.g., study type is usually invariant within studies, but a Type II study with an additional 

control group could lead to additional rows coded as Type I. These coded the 

comparisons of the positive match groups with the control group [a comparison that 

wasn’t capturable using the Type II coding scheme]. 

Column 3: Reliability: Notes the assessment of interrater reliability for each 

variable. Provides a combination of: 

• CA = Coder (percent) Agreement 

• r = Pearson correlation 

• ICC = ICC calculation (class 3, type 1) 

• Ranges: provided when coders picked all response options that applied 

from a list. each possible response options. The “range” is the range of the 

above reliability indices across each individual response option. 

• Means: provided when coders picked all response options that applied 
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from a list. each possible response options. The “mean” is the average of 

the reliability indices across each individual response option. 

• k: The k next to each estimate represents the number of unique 

instances/observations of the variable that were coded by the two coders  

Column 3 also provides four numbers for each index reported. These correspond to: 

1) The overall reliability index for a variable, aggregated across all coder pairs (KJD, 

coding with AS, MM, or JS). 

2) The reliability index for the coder pair 1 

3) The reliability index for the coder pair 2 

4) The reliability index for the coder pair 3 
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Table J1. Detailed Breakdown of Interrater Reliability Per Coder and Per Variable 

Variable & Notes for Reliability Calculations Nesting Reliability 
Message Framing. Dichotomous Variable. 

Variability: Yes (30.3%); No(69.7%) 

Matching Effect [1] CA = 90.1 [k=71] 

[2] CA = 95.5 [k=22] 

[3] CA = 88.9 [k=27] 

[4] CA = 86.4 [k=22] 

Message tailoring. Dichotomous Variable.  

Variability: Yes (47.9%); No(52.1%) 

Matching Effect [1] CA = 98.6 [k=71] 

[2] CA = 100 [k=22] 

[3] CA = 100 [k=27] 

[4] CA = 95.5 [k=22] 

Context-Matching. Three levels. 

Calculation ignores differences between the response options of "yes" and 

"yes-consistency". Deemed equivalent and are not differentiated in 

analyses. 
Variability: Yes (42.3%); No (39.4%); Yes-consistency (18.3%) 

Matching Effect [1] CA = 98.6 [k=71] 

[2] CA = 100 [k=22] 

[3] CA = 100 [k=27] 

[4] CA = 95.5 [k=22] 

 

Study Type. Original variable has 4 possible options. However, only 2 were 

eligible for inclusion. Consequently, can be considered a dichotomous variable for 

our purposes. 

Variance: Type II (61%); Type I (39%) 

Study Number if no 

variation within. If 

variation exists by study 

number, code unique 

instances within each study. 

[1] CA = 98.3 [k=58] 

[2] CA =100 [k=16] 

[3] CA = 100 [k=22] 

[4] CA = 95 [k=20] 

Type of Comparison. Two ways of calculating agreement. This row simply notes 

whether the entire selection for this variable was in agreement (or not) between 

coders. The next row provides more specific analyses by response choice. 

 This is a stringent variable as it requires agreement on 7 choices. 

Matching Effect if no 

variation within. If 

variation exists within, code 

unique instances within 

matching effect. 

[1] CA = 85.1 [k=67] 

[2] CA = 68.2 [k=22] 

[3] CA = 87 [k=23] 

[4] CA = 100 [k=22] 

Type of Comparison. Breaks down each of the 7 options raters could pick. One 

option (option 5) isn’t considered here, as it was a criteria for exclusion (therefore 

any row containing this response would have been excluded). 

Most categories had very little variance. If mistakes occurred, this was likely the 

Matching Effect Means 

[1] CA = 97.0 [k=402] 

[2] CA = 93.2 [k=132] 

[3] CA = 97.8 [k=138] 
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result of a coder selecting the most common category (i.e., selecting it as a 

default). The “k’s” reported for the reliability are the sum for the 7 categories. 

For any given category, the k is equal to the k from “Type of Comparison” 

Variance for the response choices: 1(96%), 2(2%), 3(2%), 4(0%), 6(5%), 7(84%) 

[4] CA = 100 [k=132] 

Ranges 

[1] CA = 89.6-100 [k=402] 

[2] CA = 72.7-100 [k=132] 

[3] CA = 91-100 [k=138] 

[4] CA =100-100  [k=132] 

Number of characteristics in intervention. Variable contained a mix of 

categorical and count-based response options (i.e., a numerical count, or selecting 

“unclear” or NA”). Did not differentiate between the “NA” and the “Unclear” 

response options, as these are treated interchangeably in analyses. 

Note: there is very little variation for this variable. 

Study Number if no 

variation within. If 

variation exists by study 

number, coded unique 

instances within each study. 

[1] CA = 100 [k=60] 

[2] CA = 100 [k=18] 

[3] CA = 100 [k=22] 

[4] CA = 100 [k=20] 

Number of characteristics in comparison. Variable contained a mix of 

categorical and count-based response options. Because treating it as an MC Choice 

would lead to a lot of response categories, are only coding whether the raters were 

consistent or not in their coding. Did not differentiate between the “NA” and the 

“Unclear” response options.  

There is very little variation for this variable. 

Study Number if no 

variation within. If 

variation exists by study 

number, coded unique 

instances within each study. 

[1] CA = 98.3 [k=60] 

[2] CA = 100 [k=18] 

[3] CA = 95.5 [k=22] 

[4] CA = 100 [k=20] 

Characteristic Determination. Categorical variable with 4 response options. 

75% of discrepancies between coders came from a single record. 

Variance per option: directly measured (20%); manipulated (52%); indirectly 

inferred(29%) 

Matching Effect [1] CA = 93.94 [k=66] 

[2] CA = 81 [k=21] 

[3] CA = 100 [k=23] 

[4] CA = 100 [k=22] 

Characteristic Polarity. Categorical variable with 5 response options. 

Variance per option: other/undefined (2%); mixed (2%); bipolar (10%); unipolar 

(23%); categorical (62.9%) 

Matching Effect [1] CA = 87.88 [k=66] 

[2] CA = 66.7 [k=21] 

[3] CA = 100 [k=23] 

[4] CA = 95.5 [k=22] 

Characteristic Type Targeted. The first column called “Overall Agree” simply 

notes whether the entire selection for this variable was in agreement (or not) 

between coders. Only takes 2 values: Yes  vs. No. 

A very stringent way of calculating variability as the coders need to agree on 19 

possible categories. The lower reliability also seems to predominantly emerge 

from the second coder pair in very specific categories. 

Matching Effect if no 

variation within. If 

variation exists within, code 

unique instances within 

matching effect. 

[1] CA = 67.2 [k=64] 

[2] CA = 33.3 [k=21] 

[3] CA = 82.6 [k=23] 

[4] CA = 85 [k=20] 
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Characteristic Type Targeted. Breaks down each of the 19 options raters could 

pick.  

A lot of variation in terms of how much variance was seen across options. Here is 

the breakdown of how often each choice was picked: 1(41%), 2(51%), 3(38%), 

4(0%), 5(23%), 6(2%), 7(31%), 8(1%), 9(0%), 10(0%), 11(0%), 12(3%), 13(9%), 

14(0%), 15(0%), 16(16%), 17(0%), 18(5%), 99(3%). Much of this constriction is 

due to limiting analyses to the functional literature. 

Matching Effect Means 

[1] CA =97.5 [k=1216] 

[2] CA =94.5 [k=399] 

[3] CA =99.1 [k=437] 

[4] CA =98.9 [k=380] 

Ranges 

[1] CA =84.1-100 [k=1216] 

[2] CA = 52.4-100 [k=399] 

[3] CA = 82.6-100 [k=437] 

[4] CA = 90-100 [k=380] 

Outcome Domain Type. The first column called “Overall Agree” simply notes 

whether the entire selection for this variable was in agreement (or not) between 

coders. Only takes 2 values: Yes  vs. No. 

A stringent way of calculating variability as the coders need to agree on 45 

possible categories.  

Specific Outcome Domain [1] CA = 85.2 [k=61] 

[2] CA = 84.2 [k=19] 

[3] CA = 100 [k=17] 

[4] CA = 76 [k=25] 

Outcome Domain Type. This variable could take 45 different values. This is too 

much to evaluate reliability due to small cell sizes. Therefore, calculated this based 

on larger categories (e.g., whether the selection fell into the health vs. 

environmental categories). This created 7 higher-order categories.  

Here is a breakdown of the clusters and how often each cluster was picked: 

1-16(25%); 17-23(2%); 24-27(19%); 28-30 (0%); 31-35 (51%); 36-44 (2%); 99 

(3%) 

Specific Outcome Domain 

if no variation within. If 

variation exists within, code 

unique instances within  

Means 

[1] CA = 99.8 [k=427] 

[2] CA = 100[k=133] 

[3] CA =100 [k=119] 

[4] CA =99.4 [k=175] 

Ranges 

[1] CA =98.4-100 [k=427] 

[2] CA = 100-100 [k=133] 

[3] CA =100-100 [k=119] 

[4] CA =96-100 [k=175] 

Change Type. Categorical variable with 3 levels. 

Note so much variability. All discrepancies came from one coder picking the 

unclear category, whereas the other committed to a choice. Variability: promoting 

(87.9%); limiting (8.9%); other/unclear/both (3.2%). 

Specific Outcome Domain [1] CA = 95.2 [k=62] 

[2] CA = 100 [k=19] 

[3] CA = 100 [k=18] 

[4] CA = 88 [k=25] 

Assessment Time. Categorical variable with 2 levels. Coded for each outcome. 

Will likely be high given default choices. 

Not much variance. First assessment (97%); last assessment (3%). Coding of this 

Specific Outcome Domain [1] CA = 100 [k=66] 

[2] CA = 100 [k=23] 

[3] CA = 100 [k=19] 
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variable is straightforward, and less likely to have reliability issues. [4] CA = 100 [k=24] 

Type of outcome. Categorical variable with 4 response options. 

Not all levels reflected in reliability coding. Objective behavior (11%); attitude 

(44%); intention (45%); self-report behavior (0%). 

Specific Outcome Domain [1] CA = 97.3 [k=66] 

[2] CA = 92.3 [k=23] 

[3] CA = 100 [k=19] 

[4] CA = 100 [k=24] 

N. A continuous variable. For Type II studies, can extract the 5 rows captured in 

the “Type of Effect”. For Type I studies, can  

For the coder agreement evaluation: Considered ANY deviation (regardless of 

how small) as a disagreement. Used this strict interpretation as sample sizes 

should be relatively easier to code for. 

No nesting Correlation 

[1] r = .99 [k=393] 

[2] r = .96 [k=187] 

[3] r = 1.00 [k=86] 

[4] r = .999 [k=120] 

Coder Agreement 

[1] CA = 93.4 [k=395] 

[2] CA = 90.9 [k=187] 

[3] CA = 100 [k=86] 

[4] CA = 92.6 [k=122] 

ICC(3,1) 

[1] ICC = .99 [k=393] 

[2] ICC = .96 [k=187] 

[3] ICC = 1.00 [k=86] 

[4] ICC = 1.00 [k=120] 

Rel. Continuous variable. 

For the coder agreement evaluation: Considered ANY deviation (regardless of 

how small) as a disagreement. Used this strict interpretation as sample sizes 

should be relatively easier to code for. The k for coder agreement is higher 

because it considers cases when reliability is missing (“na”), whereas the 

correlation indicator only considers cases when a reliability number is extracted.  

Specific Outcome Domain Correlation 

[1] r = .95 [k=49] 

[2] r = 1.0 [k=11] 

[3] r = 1.0 [k=17] 

[4] r = .89 [k=21] 

Coder Agreement 

[1] CA = 96.3 [k=81] 

[2] CA = 100 [k=29] 

[3] CA = 95.7 [k=23] 

[4] CA = 93.1 [k=29] 

ICC(3,1) 

[1] ICC = .95 [k=49] 
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[2] ICC = 1.00 [k=11] 

[3] ICC = 1.00 [k=17] 

[4] ICC = .88 [k=21] 

Effect. A continuous variable.  

For the coder agreement evaluation: Any deviation greater than r of .01 was 

coded as discrepant.  

The k for coder agreement is higher because it considers cases when effect size 

information is missing (“na”), whereas the correlation only considers cases when 

a number is extracted.  

No nesting Correlation 

[1] r = .96 [k=261] 

[2] r = .94 [k=121] 

[3] r = .999 [k=52] 

[4] r = .97 [k=88] 

Coder Agreement 

[1] CA = 87.1 [k=395] 

[2] CA = 78.1 [k=187] 

[3] CA = 94.2 [k=86] 

[4] CA = 95.9 [k=122] 

ICC(3,1) 

[1] ICC = .96 [k=261] 

[2] ICC = .94 [k=121] 

[3] ICC = 1.00 [k=52] 

[4] ICC = .96 [k=88] 

Stated Direction. Categorical variable with three levels. 

Variance: na (70.8%); match advantage (27%); comparison advantage (2%) 

No nesting [1] CA = 95.7 [k=395] 

[2] CA = 94.1 [k=187] 

[3] CA = 97.7 [k=86] 

[4] CA = 96.7 [k=122] 

Stated Significance. Categorical variable with three levels. 

Variance: na (62%); significant (23%); non-significant (15%) 

No nesting [1] CA = 88.9 [k=395] 

[2] CA = 82.9 [k=187] 

[3] CA = 97.7 [k=86] 

[4] CA = 91.8 [k=122] 

Day of Study. Categorical variable with 2 options. 

Little variance: yes (95%); no (3%); na (2%) 

Assessment Time [1] CA = 96.7 [k=61] 

[2] CA = 90.5 [k=21] 

[3] CA = 100 [k=19] 

[4] CA = 100 [k=21] 

months-weeks-days. Composite of 3 variables that were mutually exclusive. Assessment Time [1] CA = 100 [k=61] 
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Simply considered whether the coding was in agreement or not between the two 

coders involved.  

[2] CA = 100 [k=21] 

[3] CA = 100 [k=19] 

[4] CA = 100 [k=21] 

Full Message Available. Dichotomous variable. 

Variance: Yes (48%); No (52%) 

Message Condition 

Description (i.e., per 

comparisons between a 

given type of message and 

comparison group) 

[1] CA = 87.7 [k=57] 

[2] CA = 76.5 [k=17] 

[3] CA = 94.4 [k=18] 

[4] CA = 90.99 [k=22] 

Message Length. Categorical with 4 response options. 

Variance: Unclear (18%); short (43%); medium (35%); long (4%) 

Message Condition 

Description (i.e., per 

comparisons between a 

given type of message and 

comparison group) 

[1] CA = 80.7 [k=57] 

[2] CA = 52.9 [k=17] 

[3] CA = 88.9 [k=18] 

[4] CA = 95.5 [k=22] 

Message Modality. Categorical with 7 response options. 

Variance: unclear/other (3%); text only (63%); text and image (9%); static image 

only (9%); interpersonal (5%); audio-visual (7%); audio only (4%). 

Message Condition 

Description (i.e., per 

comparisons between a 

given type of message and 

comparison group) 

[1] CA = 89.5 [k=57] 

[2] CA = 88.2 [k=17] 

[3] CA = 100 [k=18] 

[4] CA = 81.8 [k=22] 

Delivery Setting. Categorical with 5 response options. 

Variance: other/multiple (8%); online (25%); in person (66%) 

Study. (or unique instances 

in study) 

[1] CA = 87.3 [k=55] 

[2] CA = 82.3 [k=17] 

[3] CA = 100 [k=18] 

[4] CA = 80 [k=20] 

Intervention Contacts. Categorical with 3 response options. 

Variance: single contact (91%); potential multiple contact (2%); ensure multiple 

contacts (7%). 

Study  [1] CA = 96.4 [k=55] 

[2] CA = 88.2 [k=17] 

[3] CA = 100 [k=18] 

[4] CA = 100 [k=20] 

Female. Continuous variable 

For the coder agreement evaluation: Considered ANY deviation above .1 as a 

disagreement (i.e., any deviation beyond one coder rounding off at 2 decimals 

instead of 1). Used this strict interpretation as sample sizes should be relatively 

easier to code for. The k for coder agreement is a higher because it considers 

Study Correlation 

[1] r = .96 [k=39] 

[2] r = 1.00 [k=9] 

[3] r = 1.00 [k=11] 

[4] r = .92 [k=19] 
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cases when reliability is missing (“na”). Coder Agreement 

[1] CA = 96.2 [k=52] 

[2] CA = 100 [k=15] 

[3] CA = 100 [k=17] 

[4] CA = 90 [k=20] 

ICC(3,1) 

[1] ICC = .95 [k=39] 

[2] ICC = 1.00 [k=9] 

[3] ICC = 1.00  [k=11] 

[4] ICC = .91 [k=19] 

Male. Continuous variable 

For the coder agreement evaluation: Considered ANY deviation above .1 as a 

disagreement (i.e., any deviation beyond one coder rounding off at 2 decimals 

instead of 1). Used this strict interpretation as sample sizes should be relatively 

easier to code for. The k for coder agreement is a higher because it considers 

cases when reliability is missing (“na”). 

Study Correlation 

[1] r = .98 [k=39] 

[2] r = .96 [k=9] 

[3] r = 1.00 [k=11] 

[4] r = .97 [k=19] 

Coder Agreement 

[1] CA = 94.2 [k=52] 

[2] CA = 93.3 [k=15] 

[3] CA = 100 [k=17] 

[4] CA = 90 [k=20] 

ICC(3,1) 

[1] ICC = .96 [k=39] 

[2] ICC = .96 [k=9] 

[3] ICC = 1.00  [k=11] 

[4] ICC = .98 [k=19] 

Overall N. Continuous variable 

For the coder agreement evaluation: Considered ANY deviation (regardless of 

how small) as a disagreement. 

Study Correlation 

[1] r = 1.00 [k=51] 

[2] r = 1.00 [k=14] 

[3] r = 1.00 [k=17] 

[4] r = 1.00 [k=20] 

Coder Agreement 

[1] CA = 98.1 [k=52] 
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[2] CA = 93.3 [k=15] 

[3] CA = 100 [k=17] 

[4] CA = 100 [k=20] 

ICC(3,1) 

[1] ICC = 1.00 [k=51] 

[2] ICC =1.00 [k=14] 

[3] ICC = 1.00  [k=17] 

[4] ICC = 1.00 [k=20] 

Nationality. Open-ended. But evaluated agreement vs. disagreement. 

All discrepancies in reliability coding were due to coders assuming (vs. not 

assuming) that an MTurk sample consisted of participants from the USA.  

Study [1] CA = 92.3 [k=52] 

[2] CA = 100 [k=15] 

[3] CA = 100 [k=17] 

[4] CA = 80 [k=20] 

Average age. Continuous variable 

For the coder agreement evaluation: Considered ANY deviation above .1 as a 

disagreement (i.e., any deviation beyond one coder rounding off at 2 decimals 

instead of 1). Used this strict interpretation as sample sizes should be relatively 

easier to code for. The k for coder agreement is a higher because it considers 

cases when reliability is missing (“na”). 

 

Study Correlation 

[1] r = 1.00 [k=33] 

[2] r = 1.00 [k=6] 

[3] r =1.00 [k=9] 

[4] r = 1.00 [k=18] 

Coder Agreement 

[1] CA = 98.1 [k=52] 

[2] CA = 93.3 [k=15] 

[3] CA = 100 [k=17] 

[4] CA = 100 [k=20] 

ICC(3,1) 

[1] ICC = 1.00 [k=33] 

[2] ICC = 1.00 [k=6] 

[3] ICC = 1.00  [k=9] 

[4] ICC = 1.00 [k=18] 

Population type. Categorical variable with 8 levels. 

Variance: undiagnosed population at risk (6%); online community sample (16%); 

offline community sample (8%); diagnosed patients (2%); college/university 

students (64%); college/university students (4%) 

Study [1] CA = 98.1 [k=52] 

[2] CA = 100 [k=15] 

[3] CA = 100 [k=17] 

[4] CA = 95 [k=20] 

Characteristic Assessment Time. Categorical variable with 4 levels.  Matching Effect [1] CA = 96.8 [k=62] 
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Variance: unclear (4%0; before (9%); na (85%); after (2%) [2] CA = 90 [k=20] 

[3] CA = 100 [k=20] 

[4] CA = 100 [k=22] 

Reliability Statistic (characteristic). Continuous variable. Compared when 

extracted only. 

For the coder agreement evaluation: Considered ANY deviation (regardless of 

how small) as a disagreement. 

Did not calculate an ICC or a correlation because there are only 4 instances of a 

number being coded in the reliability coding. 

Matching Effect Coder Agreement 

[1] CA = 100  [k=62] 

[2] CA = 100 [k=20] 

[3] CA = 100 [k=20] 

[4] CA = 100 [k=22] 

Analysis involves covariates. Categorical variable with 3 levels. [only included in 

reliability table when an effect was extracted by either coder] 

Fairly little variance: no (94%) yes (6%); unclear (0%) 

No nesting [1] CA = 96.3 [k=270] 

[2] CA = 95.3 [k=129] 

[3] CA = 98.1 [k=52] 

[4] CA = 96.6 [k=89] 

Intervention is Matching Specific. Categorical variable with 3 levels. 

Variance: Unclear (6%); more than matching (10%); purely matching (84%) 

Matching Effect [1] CA = 86.2 [k=65] 

[2] CA = 90.9 [k=22] 

[3] CA = 81 [k=21] 

[4] CA = 86.4 [k=22] 

Selection bias. Categorical variable with 3 levels. 

Variance: Unclear (90%); low (7%); high (3%) 

Study [1] CA = 90.4 [k=52] 

[2] CA = 66.7 [k=15] 

[3] CA = 100 [k=14] 

[4] CA = 100 [k=20] 

Performance bias. Categorical variable with 3 levels. 

Variance: Unclear (62%); low (38%); high (0%) 

Study [1] CA = 84.6 [k=52] 

[2] CA = 80 [k=15] 

[3] CA = 88.2 [k=17] 

[4] CA = 85 [k=20] 

Detection bias. Categorical variable with 3 levels. 

No Variance: Unclear (0%); low (100%); high (0%) 

Specific Outcome Domain [1] CA = 100 [k=65] 

[2] CA = 100 [k=23] 

[3] CA = 100 [k=19] 

[4] CA = 100 [k=23] 

Attrition bias. Categorical variable with 3 levels. 

Variance: Unclear (1%); low (93%); high (6%) 

Specific Outcome Domain [1] CA = 98.5 [k=65] 

[2] CA = 100 [k=23] 
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[3] CA = 94.7 [k=19] 

[4] CA = 100 [k=23] 

Reporting bias. Categorical variable with 3 levels. 

Variance: Unclear (0%); low (98%); high (2%) 

Study [1] CA = 100 [k=52] 

[2] CA = 100 [k=15] 

[3] CA = 100 [k=17] 

[4] CA = 100 [k=20] 
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Appendix K. Project 1 – Outlier Identification  

To examine the data for possible outliers, I began by producing descriptive analyses on 

the following four variables: 

• The sample size used in the calculation for each effect size (N) 

• The effect size estimate extracted (r) 

• The Fisher’s Z transformation for the effect size (Z) 

• The Standard error for the Fisher’s Z transformation (SE(Z)) 

Analyses treated each extractable effect size estimate as the unit of observation (i.e., these 

are univariate analyses that do not consider the nested structure of the dataset). 

Table K1. Descriptives for Overall Sample that Met Inclusion Criteria and Had at Least 

1 Extractable Effect Size. 

Statistic Mean Median SD Min Max Skew Kurtosis 

N 15720.06 72 543239.44 12 24829007 44.65 2032.84 

r .17 0.18 0.27 -1 1 -0.13 1.13 

Z .20 0.18 0.39 -3.8 3.8 0.96 24.9 

SE(Z) .13 0.12 0.05 0 0.33 0.67 0.82 

N = Sample size associated to an effect; r = Pearson correlation; Z = Fisher’s Z; SE(Z) = 

standard error for Fisher’s Z. SE(Z) is directly proportional to N. 

From this Table K1, it was clear that outliers at the very least would be 

identifiable by sample size. I therefore proceeded to try and identify outliers by sample 

size and by effect size. 

Table K2 outlines the bottom and top 1% values for Ns and SE(Z). The table also 

notes how much the values change from row to row, expressed as the % increase in N (or 

decrease in SE(Z)) from one row to the other. 
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Table K2. Bottom and Top 1% of Values for Sample Sizes (N) and SE(Z). 

Bottom 1% (43 rows) Top 1% (43 rows) 

Values  % increase N / 

Decrease in SE 
Values  % increase N / 

Decrease in SE 

N SE(Z)  N SE(Z) N SE(Z)  N SE(Z) 

12 0.333  na na 1712 0.024  na na 

12 0.333  0.00 0.00 1713 0.024  0.06 0.03 

12 0.333  0.00 0.00 1714 0.024  0.06 0.03 

12 0.333  0.00 0.00 1714 0.024  0.00 0.00 

14 0.302  16.67 9.55 1714 0.024  0.00 0.00 

15 0.289  7.14 4.26 1714 0.024  0.00 0.00 

15 0.289  0.00 0.00 1714 0.024  0.00 0.00 

15 0.289  0.00 0.00 1714 0.024  0.00 0.00 

15 0.289  0.00 0.00 1714 0.024  0.00 0.00 

15 0.289  0.00 0.00 1714 0.024  0.00 0.00 

16 0.277  6.67 3.92 1731 0.024  0.99 0.49 

16 0.277  0.00 0.00 1758 0.024  1.56 0.77 

16 0.277  0.00 0.00 1758 0.024  0.00 0.00 

17 0.267  6.25 3.64 1758 0.024  0.00 0.00 

17 0.267  0.00 0.00 1758 0.024  0.00 0.00 

17.5 0.263  2.94 1.74 1981 0.022  12.68 5.81 

17.5 0.263  0.00 0.00 3501 0.017  76.73 24.80 

17.5 0.263  0.00 0.00 3501 0.017  0.00 0.00 

17.5 0.263  0.00 0.00 9095 0.010  159.78 37.97 

17.5 0.263  0.00 0.00 9153 0.010  0.64 0.32 

17.5 0.263  0.00 0.00 9748 0.010  6.50 3.10 

18 0.258  2.86 1.68 9860 0.010  1.15 0.57 

18 0.258  0.00 0.00 27136 0.006  175.21 39.73 

18 0.258  0.00 0.00 27136 0.006  0.00 0.00 

18 0.258  0.00 0.00 38203 0.005  40.78 15.72 

18 0.258  0.00 0.00 38203 0.005  0.00 0.00 

18 0.258  0.00 0.00 45973 0.005  20.34 8.84 

18 0.258  0.00 0.00 45973 0.005  0.00 0.00 

18 0.258  0.00 0.00 57040 0.004  24.07 10.22 

18 0.258  0.00 0.00 57040 0.004  0.00 0.00 

18 0.258  0.00 0.00 534250 0.001  836.62 67.33 

18 0.258  0.00 0.00 534250 0.001  0.00 0.00 

18 0.258  0.00 0.00 1524415 0.001  185.34 40.80 

18 0.258  0.00 0.00 1524415 0.001  0.00 0.00 

18 0.258  0.00 0.00 1553467 0.001  1.91 0.94 

18 0.258  0.00 0.00 1553467 0.001  0.00 0.00 

18 0.258  0.00 0.00 1576526 0.001  1.48 0.73 

18 0.258  0.00 0.00 1576526 0.001  0.00 0.00 

18 0.258  0.00 0.00 1605578 0.001  1.84 0.91 
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18.5 0.254  2.78 1.63 1605578 0.001  0.00 0.00 

18.5 0.254  0.00 0.00 3129993 0.001  94.94 28.38 

18.5 0.254  0.00 0.00 24829007 0.000  693.26 64.49 

18.5 0.254   0.00 0.00 24829007 0.000   0.00 0.00 

Note. Large jumps in Ns and SEs are noted in the table by bold font (either N doubling, 

or SE changing by more than 25%). 

The most Notable Jump in the table is from the 14th to the 12th largest values, when 

there is an 836% increase in sample size. This jump is underlined in the table. The rows 

in red font all come from 2 specific sources: 

• Matz, S. C., Kosinski, M., Nave, G., & Stillwell, D. J. (2017). Psychological 

targeting as an effective approach to digital mass persuasion. Proceedings of the 

National Academy of Sciences of the United States of America, 114(48), 12714-

12719 . 

• Graham, A. L., Fang, Y., Moreno, J. L., Streiff, S. L., Villegas, J., Muñoz, R. F., 

Tercyak, K. P., Mandelblatt, J. S., & Vallone, D. M. (2012). Online advertising to 

reach and recruit latino smokers to an internet cessation program: Impact and 

costs. Journal of Medical Internet Research, 14(4) 

These are two large online studies that use sampling frameworks which may have 

allowed the same participants to be counted multiple times as separate participants.  

Based on these results, I decided to exclude these 2 sources entirely as being outliers 

when it comes to sampling. 

 Next, I computed analyses to identify outliers in terms of effect size estimates. 

Table K3 lists the top 1% and bottom 1% values for the effect sizes in the dataset, and 

notes how far the value is from the mean (expressed as a standard deviation, SD, from the 
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mean on either the r or the Z metric). 

Table K3. Bottom and Top 1% of Values for Effect Sizes (r and Z) 

Bottom 1% Top 1% 

Values Deviation (SD) Values Deviation (SD) 

r Z r Z r Z r Z 

-0.999 -3.800 -4.297 -10.274 0.906 1.505 2.692 3.362 

-0.999 -3.800 -4.297 -10.274 0.912 1.539 2.714 3.450 

-0.999 -3.800 -4.297 -10.274 0.913 1.545 2.718 3.466 

-0.999 -3.800 -4.297 -10.274 0.914 1.551 2.722 3.481 

-0.942 -1.756 -4.088 -5.018 0.917 1.570 2.733 3.529 

-0.926 -1.630 -4.029 -4.694 0.919 1.583 2.740 3.562 

-0.896 -1.452 -3.919 -4.237 0.920 1.589 2.744 3.578 

-0.873 -1.346 -3.835 -3.964 0.925 1.623 2.762 3.665 

-0.873 -1.346 -3.835 -3.964 0.928 1.644 2.773 3.719 

-0.844 -1.235 -3.728 -3.680 0.928 1.644 2.773 3.719 

-0.778 -1.040 -3.486 -3.180 0.930 1.658 2.780 3.757 

-0.766 -1.011 -3.442 -3.103 0.939 1.730 2.813 3.939 

-0.766 -1.011 -3.442 -3.103 0.941 1.747 2.821 3.984 

-0.763 -1.003 -3.431 -3.085 0.945 1.783 2.835 4.076 

-0.758 -0.992 -3.413 -3.054 0.949 1.822 2.850 4.176 

-0.753 -0.980 -3.394 -3.024 0.950 1.832 2.854 4.202 

-0.744 -0.959 -3.361 -2.972 0.955 1.886 2.872 4.341 

-0.720 -0.908 -3.273 -2.839 0.955 1.886 2.872 4.341 

-0.717 -0.901 -3.262 -2.823 0.956 1.897 2.876 4.370 

-0.657 -0.788 -3.042 -2.530 0.957 1.909 2.879 4.401 

-0.648 -0.772 -3.009 -2.490 0.957 1.909 2.879 4.401 

-0.645 -0.767 -2.998 -2.477 0.961 1.959 2.894 4.529 

-0.644 -0.765 -2.995 -2.472 0.962 1.972 2.898 4.563 

-0.638 -0.755 -2.973 -2.446 0.965 2.014 2.909 4.670 

-0.629 -0.740 -2.940 -2.407 0.967 2.044 2.916 4.747 

-0.618 -0.722 -2.899 -2.361 0.970 2.092 2.927 4.872 

-0.610 -0.709 -2.870 -2.328 0.971 2.110 2.931 4.916 

-0.608 -0.706 -2.862 -2.320 0.971 2.110 2.931 4.916 

-0.607 -0.704 -2.859 -2.316 0.972 2.127 2.934 4.962 

-0.607 -0.704 -2.859 -2.316 0.972 2.127 2.934 4.962 

-0.607 -0.704 -2.859 -2.316 0.973 2.146 2.938 5.009 

-0.603 -0.698 -2.844 -2.300 0.973 2.146 2.938 5.009 



 

 

 

449 

 
 

 

-0.600 -0.693 -2.833 -2.288 0.974 2.165 2.942 5.058 

-0.590 -0.678 -2.796 -2.248 0.976 2.205 2.949 5.162 

-0.590 -0.678 -2.796 -2.248 0.979 2.273 2.960 5.336 

-0.588 -0.675 -2.789 -2.240 0.979 2.273 2.960 5.336 

-0.587 -0.673 -2.785 -2.236 0.999 3.800 3.033 9.262 

-0.581 -0.664 -2.763 -2.213 0.999 3.800 3.033 9.262 

-0.567 -0.643 -2.712 -2.159 0.999 3.800 3.033 9.262 

-0.565 -0.640 -2.705 -2.151 0.999 3.800 3.033 9.262 

-0.564 -0.639 -2.701 -2.148 0.999 3.800 3.033 9.262 

-0.561 -0.634 -2.690 -2.136 0.999 3.800 3.033 9.262 

-0.561 -0.634 -2.690 -2.136 0.999 3.800 3.033 9.262 

Note. For r, the mean(SD) is 0.1721973(0.2725586). For Z, the mean (SD) 

is 0.1968682 (0.3890646). 

   
Given the results in this table, it appears important to exclude some of the most 

extreme outliers. To establish a specific cutoff criterion, I used an SD of +/- 4.5 SDs 

away from the mean as a cutoff point (using Fisher’s Z). This eliminated all the values in 

red font contained in the table (which includes 28 values, or about 0.65% of 

observations). Given the observed mean and SD, values this far from the mean have a 

likelihood of occurring 0.000679535% of the time. Given that we have 4277 

observations, values in this range would only be expected to occur about 3 times in the 

dataset (not 28 times). 

 Figures K1 and K2 present histograms of the distribution of effects sizes 

(expressed in Fisher’s Z) without the outlier exclusion applied (Figure K1) and with the 

outlier exclusion applied (Figure K2).  
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Figure K1. Histogram of Fisher’s Z Before Exclusions 

Note. The black curve represents the observed distribution; the blue curve represents a 

normal distribution with the same mean and standard deviation; the orange lines mark the 

mean, and each 1SD deviation from it (e.g., +/- 1SD, +/- 2SD). 

 

Figure K2. Histogram of Fisher’s Z After Exclusions 

Note. The black curve represents the observed distribution; the blue curve represents a 

normal distribution with the same mean and standard deviation; the orange lines mark the 

mean, and each 1SD deviation from it (e.g., +/- 1SD, +/- 2SD). 
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Appendix L. Project 1 – Analyses Documenting Correlated Features of Effects  

 This appendix reports three tables to document the strength of association 

between the categorical variables coded in this synthesis. The first table, Table L1, 

provides information on variable labels used for the other two tables. Table L2 presents a 

matrix of Cramér’s V for each variable (Cramér, 1946). Cramér’s V is a symmetrical 

measure of covariance, and therefore only numbers above the diagonal are displayed. 

Table L3 supplements Table L2 by providing a matrix of Goodman and Kruskal’s tau (τ; 

Goodman & Kruskal, 1963). Because τ is an asymmetrical measure of covariance, the 

full matrix is provided. The diagonal represents the number of unique values for each 

variable (e.g., possible response options coders selected). Numbers above and below the 

diagonal then present τ (x, y), such that each number exemplifies the degree to which the 

variable corresponding to the column (y) can be predicted by knowing the value of the 

variable corresponding to the row (x). 

 Cells within Tables L2 and L3 have been color-coded to ease their use: values of 

V and τ of a magnitude between .25 and .50 have been highlighted in yellow; values 

between .50 and .75 have been highlighted in orange, and; values greater than .75 have 

been highlighted in red. In addition, some cells have been highlighted in black, to 

indicate that these variables are recoded values from checklist variables (e.g., selecting all 

types of behavioral domains a study’s outcome can be associated with from health 

behavior to consumer behavior). Typically, many of the response categories for these 

variables exclude one another. 
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Table L1. Variables Used to Examine Correlated Features 

# Variable Description 

1 study_type Is the study of Type I or Type II? 

2 char_determination How was the characteristic assessed? (e.g., directly measured, 

indirectly assessed) 

3 char_polarity What is the polarity or measurement interval of the 

characteristic? (e.g., bipolar, unipolar, categorical) 

4 change_type Is the matching effect attempting to promote or limit a type of 

behavior? 

5 type_of_outcome What type of outcome is being assessed? (e.g., attitude, 

intentions) 

6 type_of_effect What is the type of effect? (e.g., effect of message given 

characteristic) 

7 full_message_availabl

e 

Are the message manipulation materials accessible? 

8 message_length How long is the message? (e.g., short, medium) 

9 delivery_setting In what setting did the intervention occur? (e.g., online, in 

person) 

10 intervention_contacts How many times was the intervention message delivered? 

(e.g., multiple contacts, single contacts) 

11 population_type What was the type of population  recruited? (e.g., college 

students, online community sample) 

12 pre.registered Was the study pre-registered?  

13 data_open_access Is the data for the study readily accessible?  

14 analysis_script_availa

ble 

Are analysis script files for the original study freely 

accessible? 

15 analysis_involves_cov

ariates 

Does the effect size estimate control for any covariate(s)? 

16 intervention_matching

_specific 

Do the 2 message conditions vary by anything else than the 

degree they match a person's characteristic(s)? 

17 selection_bias Is there selection bias present? 

18 performance_bias Is there performance bias present? 

19 detection_bias Is there detection bias present? 

20 attrition_bias Is there attrition bias present? 

21 reporting_bias Is there reporting bias present? 

22 reporting_bias_2 Reporting bias version 2. What proportion of effect sizes were 

we able to extract from this study? 

23 number_char_interve

ntion 

How many characteristics were matched to? 

24 message_modality Through what modality were messages delivered? (e.g., audio-

visual vs. text-only) 

25 assessment_day How long after the intervention were the outcomes assessed? 

26 lit_overall Which of the four functional literatures from Figure 2. 

represented in this meta-analysis does the study fall under? 

27 female What proportion of the participants were female? 

28 N_quartile When considering the sample size corresponding to this effect 

estimate, which quartile of sample sizes did the effect 

correspond to? (e.g., lowest = smallest 25% of samples) 
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29 out.health Outcome evaluated falls under the health behavior domain 

30 out.env Outcome evaluated falls under the environmental behavior 

domain 

31 out.pros Outcome evaluated falls under the prosocial behavior domain 

32 out.pol Outcome evaluated falls under the political behavior domain 

33 out.prod Outcome evaluated falls under the consumer behavior domain 

34 mismatch Comparision group considered a mismatch (yes/no) 

35 neg.match Comparision group considered a negative match (yes/no) 

36 non.match Comparision group considered a non match (yes/no) 

37 generic Comparision group considered a generic message (yes/no) 

38 low.match Comparision group considered a low match (yes/no) 

39 mixed Comparision group considered a mixed condition (yes/no) 
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Table L2 (Part 1). Cramér’s V for Different Variable Pairs 

Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

1 study_type  .35 .37 .13 .38 .41 .27 .42 .29 .30 .35 .19 .02 .03 .04 .25 .25 .21 .17 .28 

2 char_determination   .50 .13 .25 .10 .09 .21 .13 .33 .20 .10 .10 .11 .09 .20 .11 .19 .17 .19 

3 char_polarity    .19 .31 .11 .13 .27 .21 .43 .22 .21 .08 .09 .10 .28 .25 .24 .21 .20 

4 change_type     .21 .05 .08 .16 .11 .30 .27 .08 .03 .13 .10 .11 .13 .10 .11 .09 

5 type_of_outcome      .12 .20 .38 .29 .44 .30 .22 .05 .02 .08 .27 .25 .18 .23 .32 

6 type_of_effect       .13 .14 .08 .10 .11 .05 .03 .02 .13 .09 .08 .08 .07 .09 

7 full_message_available        .59 .20 .18 .20 .10 .07 .06 .05 .29 .07 .18 .06 .08 

8 message_length         .28 .37 .32 .19 .13 .05 .10 .31 .24 .20 .18 .29 

9 delivery_setting          .38 .43 .26 .15 .07 .15 .15 .23 .60 .09 .24 

10 intervention_contacts           .44 .24 .03 .01 .05 .28 .23 .16 .26 .22 

11 population_type            .16 .21 .09 .11 .24 .20 .50 .24 .31 

12 pre.registered             .01 .00 .13 .10 .25 .04 .01 .06 

13 data_open_access              .30 .16 .07 .03 .12 .01 .03 

14 analysis_script_available               .02 .03 .01 .06 .01 .02 

15 analysis_involves_covariates                .07 .06 .16 .01 .05 

16 intervention_matching_specific                 .15 .11 .09 .12 

17 selection_bias                  .23 .20 .22 

18 performance_bias                   .19 .17 

19 detection_bias                    .15 

20 attrition_bias                     
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Table L2 (Part 2). Cramér’s V for Different Variable Pairs 

Variables 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 

1 study_type .08 .26 .47 .27 .41 .35 .15 .19 .17 .10 .01 .06 .12 .05 .03 .43 .53 .20 .19 

2 char_determination .14 .05 .34 .21 .24 .56 .10 .08 .22 .09 .08 .10 .19 .06 .06 .30 .26 .47 .04 

3 char_polarity .14 .08 .47 .26 .29 .36 .13 .13 .23 .17 .14 .08 .25 .09 .11 .47 .44 .61 .05 

4 change_type .09 .07 .20 .16 .24 .12 .10 .12 .36 .12 .13 .04 .35 .04 .07 .11 .25 .08 .03 

5 type_of_outcome .12 .10 .37 .24 .50 .21 .13 .18 .41 .14 .17 .14 .49 .10 .07 .35 .49 .33 .01 

6 type_of_effect .04 .17 .14 .08 .13 .10 .06 .17 .08 .05 .01 .02 .05 .02 .03 .16 .22 .09 .08 

7 full_message_available .04 .08 .20 .34 .23 .17 .13 .03 .01 .03 .07 .04 .06 .02 .06 .10 .19 .05 .08 

8 message_length .13 .07 .34 .27 .39 .22 .13 .16 .33 .11 .11 .10 .36 .11 .18 .32 .55 .23 .13 

9 delivery_setting .13 .12 .26 .14 .32 .14 .14 .23 .19 .16 .12 .10 .18 .14 .06 .27 .35 .17 .10 

10 intervention_contacts .14 .10 .46 .33 .50 .24 .14 .19 .32 .10 .11 .07 .33 .08 .07 .34 .44 .40 .03 

11 population_type .12 .15 .32 .29 .30 .18 .17 .23 .40 .14 .13 .15 .26 .25 .11 .32 .41 .33 .09 

12 pre.registered .01 .09 .25 .15 .25 .10 .13 .09 .13 .03 .01 .02 .10 .02 .02 .17 .37 .02 .01 

13 data_open_access .03 .06 .03 .07 .03 .10 .06 .06 .07 .04 .06 .30 .15 .04 .04 .08 .04 .03 .01 

14 analysis_script_available .01 .05 .01 .03 .01 .07 .04 .05 .04 .02 .02 .29 .06 .01 .01 .03 .01 .01 .01 

15 analysis_involves_covariates .05 .14 .06 .12 .08 .10 .07 .07 .18 .05 .05 .07 .16 .08 .08 .07 .05 .03 .02 

16 intervention_matching_specific .06 .08 .30 .32 .27 .18 .15 .10 .10 .16 .04 .12 .08 .14 .07 .29 .30 .28 .03 

17 selection_bias .02 .10 .32 .18 .27 .10 .16 .17 .15 .06 .08 .06 .07 .10 .05 .23 .36 .10 .03 

18 performance_bias .14 .13 .23 .23 .24 .12 .14 .24 .14 .07 .05 .07 .15 .11 .05 .22 .19 .20 .08 

19 detection_bias .12 .02 .24 .13 .26 .09 .05 .09 .10 .02 .03 .02 .07 .00 .00 .13 .08 .19 .01 

20 attrition_bias .08 .07 .27 .13 .35 .21 .19 .24 .21 .04 .09 .05 .18 .04 .04 .24 .29 .20 .24 

21 reporting_bias  .26 .14 .09 .16 .16 .08 .05 .29 .05 .10 .02 .07 .01 .06 .06 .15 .08 .03 

22 reporting_bias_2   .08 .12 .08 .05 .13 .13 .09 .11 .06 .09 .14 .03 .07 .10 .12 .05 .07 

23 number_char_intervention    .27 .43 .26 .18 .19 .33 .06 .10 .06 .27 .03 .07 .55 .59 .75 .02 

24 message_modality     .23 .18 .15 .13 .21 .12 .06 .11 .23 .08 .08 .30 .28 .30 .04 

25 assessment_day      .18 .10 .18 .39 .07 .08 .05 .31 .06 .07 .35 .54 .28 .02 

26 lit_overall       .14 .12 .40 .13 .10 .08 .25 .06 .22 .24 .30 .32 .08 

27 female        .11 .27 .13 .14 .06 .14 .06 .13 .24 .21 .16 .07 
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Table L2 (Part 3). Cramér’s V for Different Variable Pairs 

Variables 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 

28 N_quartile         .16 .13 .06 .08 .15 .05 .04 .17 .18 .11 .06 

29 out.health          .16 .19 .12 .49 .01 .13 .10 .24 .12 .03 

30 out.env           .14 .01 .22 .02 .05 .07 .07 .03 .02 

31 out.pros            .04 .28 .06 .04 .09 .01 .07 .03 

32 out.pol             .22 .00 .05 .01 .05 .04 .04 

33 out.prod              .11 .16 .03 .20 .18 .04 

34 mismatch               .06 .47 .06 .05 .02 

35 neg.match                .47 .06 .05 .02 

36 non.match                 .46 .38 .17 

37 generic                  .05 .00 

38 low.match                   .02 

39 mixed                                       

 



 

 

 

457 

 
 

 

Table L3 (Part 1). Goodman and Kruskal’s τ for Different Variable Pairs 

Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

1 study_type 2 .06 .02 .01 .02 .12 .07 .03 .02 .07 .03 .03 .00 .00 .00 .04 .05 .01 .03 .06 

2 char_determination .12 4 .24 .03 .04 .01 .01 .04 .01 .16 .02 .02 .02 .02 .01 .06 .01 .01 .03 .05 

3 char_polarity .14 .33 5 .05 .05 .02 .02 .05 .02 .28 .03 .08 .01 .01 .01 .12 .08 .02 .04 .05 

4 change_type .02 .01 .01 3 .02 .00 .01 .01 .01 .13 .02 .01 .00 .02 .02 .02 .02 .01 .01 .01 

5 type_of_outcome .14 .06 .05 .06 4 .02 .04 .08 .04 .29 .06 .08 .01 .00 .01 .12 .09 .02 .05 .15 

6 type_of_effect .17 .01 .00 .00 .01 3 .02 .01 .00 .01 .01 .01 .00 .00 .03 .01 .01 .00 .01 .01 

7 full_message_available .07 .00 .00 .00 .01 .01 2 .12 .01 .02 .00 .01 .00 .00 .00 .05 .00 .02 .00 .01 

8 message_length .17 .05 .05 .04 .08 .02 .35 4 .03 .19 .05 .06 .03 .00 .01 .12 .07 .03 .03 .11 

9 delivery_setting .08 .02 .03 .01 .05 .01 .04 .05 5 .19 .26 .11 .04 .01 .03 .03 .06 .61 .01 .05 

10 intervention_contacts .09 .06 .06 .14 .07 .01 .03 .06 .03 3 .07 .09 .00 .00 .00 .12 .07 .01 .07 .07 

11 population_type .13 .04 .03 .10 .06 .02 .04 .07 .33 .26 8 .04 .08 .01 .01 .07 .05 .34 .08 .11 

12 pre.registered .04 .01 .01 .01 .02 .01 .01 .01 .01 .07 .01 3 .08 .33 .03 .02 .08 .00 .00 .00 

13 data_open_access .00 .01 .01 .00 .00 .00 .01 .02 .03 .00 .04 .16 3 .45 .04 .01 .00 .03 .00 .00 

14 analysis_script_available .00 .01 .01 .02 .00 .00 .00 .00 .01 .00 .01 .16 .24 3 .00 .00 .00 .01 .00 .00 

15 analysis_involves_covariates .00 .01 .01 .02 .00 .01 .00 .01 .01 .00 .00 .03 .04 .00 3 .01 .00 .02 .00 .00 

16 intervention_matching_specific .06 .02 .02 .02 .03 .01 .08 .05 .01 .12 .02 .01 .01 .00 .01 3 .03 .00 .01 .01 

17 selection_bias .06 .01 .02 .02 .02 .01 .01 .02 .04 .08 .01 .11 .00 .00 .00 .03 3 .04 .04 .07 

18 performance_bias .05 .01 .01 .02 .02 .01 .03 .02 .39 .04 .17 .00 .03 .00 .02 .02 .05 3 .04 .04 

19 detection_bias .03 .00 .00 .01 .01 .00 .00 .01 .00 .03 .01 .00 .00 .00 .00 .01 .02 .00 2 .02 

20 attrition_bias .08 .03 .01 .01 .03 .01 .01 .03 .03 .07 .03 .01 .00 .00 .00 .02 .07 .02 .02 3 

21 reporting_bias .01 .02 .01 .01 .01 .00 .00 .01 .02 .02 .01 .00 .00 .00 .00 .00 .00 .01 .01 .01 

22 reporting_bias_2 .07 .01 .00 .01 .01 .02 .01 .01 .02 .01 .02 .01 .01 .00 .03 .01 .01 .02 .00 .00 

23 number_char_intervention .23 .09 .08 .06 .07 .03 .04 .07 .04 .32 .05 .10 .00 .00 .00 .13 .13 .02 .06 .11 

24 message_modality .07 .03 .03 .03 .04 .01 .12 .07 .01 .16 .03 .04 .01 .00 .01 .15 .05 .01 .02 .03 

25 assessment_day .17 .07 .05 .08 .12 .02 .05 .08 .05 .39 .08 .10 .00 .00 .01 .10 .11 .02 .07 .19 

26 lit_overall .12 .51 .18 .02 .02 .01 .03 .04 .02 .08 .03 .02 .02 .01 .01 .05 .01 .01 .01 .05 

27 female .02 .01 .01 .01 .01 .00 .02 .02 .03 .03 .03 .03 .01 .00 .00 .03 .03 .04 .00 .04 

28 N_quartile .04 .01 .01 .02 .02 .02 .00 .02 .07 .05 .07 .01 .01 .00 .01 .01 .04 .08 .01 .08 

29 out.health .03 .03 .01 .10 .04 .00 .00 .02 .00 .08 .03 .01 .00 .00 .02 .01 .02 .01 .01 .02 

30 out.env .01 .00 .01 .00 .01 .00 .00 .01 .00 .00 .01 .00 .00 .00 .00 .02 .00 .00 .00 .00 

31 out.pros .00 .00 .01 .01 .01 .00 .00 .00 .01 .01 .00 .00 .00 .00 .00 .00 .01 .00 .00 .01 
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Table L3 (Part 2). Goodman and Kruskal’s τ for Different Variable Pairs 

Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

32 out.pol .00 .00 .00 .00 .01 .00 .00 .00 .01 .00 .01 .00 .08 .06 .00 .01 .00 .00 .00 .00 

33 out.prod .02 .02 .02 .10 .08 .00 .00 .03 .00 .08 .01 .01 .02 .00 .02 .00 .00 .01 .00 .01 

34 mismatch .00 .00 .00 .00 .01 .00 .00 .01 .01 .01 .01 .00 .00 .00 .00 .01 .00 .01 .00 .00 

35 neg.match .00 .00 .01 .00 .00 .00 .00 .01 .00 .00 .00 .00 .00 .00 .01 .00 .00 .00 .00 .00 

36 non.match .19 .03 .03 .01 .02 .02 .01 .02 .02 .09 .02 .02 .01 .00 .00 .06 .04 .01 .02 .04 

37 generic .28 .03 .02 .05 .04 .03 .04 .05 .01 .15 .03 .11 .00 .00 .00 .07 .09 .01 .01 .06 

38 low.match .04 .04 .05 .00 .02 .01 .00 .01 .01 .12 .01 .00 .00 .00 .00 .06 .01 .01 .04 .03 

39 mixed .04 .00 .00 .00 .00 .00 .01 .01 .01 .00 .00 .00 .00 .00 .00 .00 .00 .01 .00 .02 
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Table L3 (Part 3). Goodman and Kruskal’s τ for Different Variable Pairs 

Variables 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 

1 study_type .00 .04 .15 .03 .09 .05 .00 .01 .03 .01 .00 .00 .02 .00 .00 .19 .28 .04 .04 

2 char_determination .04 .01 .22 .06 .08 .32 .01 .01 .05 .01 .01 .01 .04 .00 .00 .09 .07 .22 .00 

3 char_polarity .03 .01 .44 .08 .13 .18 .01 .02 .05 .03 .02 .01 .06 .01 .01 .22 .19 .37 .00 

4 change_type .01 .01 .05 .02 .05 .01 .00 .01 .13 .01 .02 .00 .13 .00 .01 .01 .06 .01 .00 

5 type_of_outcome .03 .02 .26 .07 .46 .05 .01 .03 .17 .02 .03 .02 .24 .01 .01 .12 .24 .11 .00 

6 type_of_effect .00 .03 .03 .01 .02 .01 .00 .02 .01 .00 .00 .00 .00 .00 .00 .03 .05 .01 .01 

7 full_message_available .00 .00 .03 .06 .02 .01 .01 .00 .00 .00 .00 .00 .00 .00 .00 .01 .04 .00 .01 

8 message_length .03 .01 .23 .09 .26 .05 .01 .03 .11 .01 .01 .01 .13 .01 .03 .10 .30 .05 .02 

9 delivery_setting .03 .02 .11 .03 .20 .03 .02 .05 .04 .02 .01 .01 .03 .02 .00 .07 .12 .03 .01 

10 intervention_contacts .04 .01 .29 .09 .28 .04 .01 .03 .10 .01 .01 .01 .11 .01 .00 .12 .19 .16 .00 

11 population_type .03 .03 .21 .07 .21 .05 .03 .05 .16 .02 .02 .02 .07 .06 .01 .10 .17 .11 .01 

12 pre.registered .00 .01 .07 .02 .05 .01 .01 .01 .02 .00 .00 .00 .01 .00 .00 .03 .14 .00 .00 

13 data_open_access .00 .01 .00 .01 .00 .01 .01 .00 .01 .00 .00 .09 .03 .00 .00 .01 .00 .00 .00 

14 analysis_script_available .00 .00 .00 .00 .00 .01 .00 .00 .00 .00 .00 .09 .01 .00 .00 .00 .00 .00 .00 

15 analysis_involves_covariates .00 .02 .00 .01 .01 .01 .00 .00 .03 .00 .00 .01 .03 .01 .01 .01 .00 .00 .00 

16 intervention_matching_specific .01 .01 .12 .12 .07 .02 .01 .01 .01 .03 .00 .01 .01 .02 .01 .08 .09 .08 .00 

17 selection_bias .00 .01 .10 .02 .07 .01 .01 .02 .02 .00 .01 .00 .00 .01 .00 .05 .13 .01 .00 

18 performance_bias .03 .02 .07 .04 .03 .01 .01 .04 .02 .01 .00 .00 .02 .01 .00 .05 .04 .04 .01 

19 detection_bias .00 .00 .03 .01 .03 .00 .00 .00 .01 .00 .00 .00 .00 .00 .00 .02 .01 .04 .00 

20 attrition_bias .01 .01 .10 .01 .15 .03 .02 .04 .04 .00 .01 .00 .03 .00 .00 .06 .08 .04 .06 

21 reporting_bias 3 .05 .02 .01 .01 .01 .00 .00 .08 .00 .01 .00 .01 .00 .00 .00 .02 .01 .00 

22 reporting_bias_2 .13 4 .01 .02 .01 .00 .02 .02 .01 .01 .00 .01 .02 .00 .01 .01 .02 .00 .03 

23 number_char_intervention .03 .01 4 .10 .24 .06 .02 .04 .11 .00 .01 .00 .07 .00 .01 .30 .35 .56 .00 

24 message_modality .01 .02 .15 4 .07 .03 .02 .02 .04 .02 .00 .01 .05 .01 .01 .09 .08 .09 .00 

25 assessment_day .04 .01 .31 .07 5 .06 .01 .03 .17 .01 .01 .00 .11 .00 .01 .13 .29 .08 .00 

26 lit_overall .05 .00 .11 .05 .06 5 .02 .02 .16 .02 .01 .01 .06 .00 .05 .06 .09 .10 .01 

27 female .01 .03 .06 .03 .02 .02 5 .01 .07 .02 .02 .00 .02 .00 .02 .06 .04 .03 .01 

28 N_quartile .00 .03 .05 .02 .05 .02 .01 4 .03 .02 .00 .01 .02 .00 .00 .03 .03 .01 .00 

29 out.health .08 .01 .07 .01 .11 .06 .02 .01 2 .03 .04 .01 .24 .00 .02 .01 .06 .02 .00 

30 out.env .00 .01 .00 .01 .00 .01 .01 .01 .03 2 .02 .00 .05 .00 .00 .01 .00 .00 .00 

31 out.pros .01 .00 .01 .00 .01 .01 .01 .00 .04 .02 2 .00 .08 .00 .00 .01 .00 .00 .00 
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Table L3 (Part 4). Goodman and Kruskal’s τ for Different Variable Pairs 

Variables 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 

32 out.pol .00 .01 .00 .01 .00 .00 .00 .00 .01 .00 .00 2 .05 .00 .00 .00 .00 .00 .00 

33 out.prod .01 .01 .05 .01 .07 .03 .00 .01 .24 .05 .08 .05 2 .01 .02 .00 .04 .03 .00 

34 mismatch .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .01 2 .00 .22 .00 .00 .00 

35 neg.match .00 .00 .00 .00 .00 .02 .00 .00 .02 .00 .00 .00 .02 .00 2 .22 .00 .00 .00 

36 non.match .00 .00 .22 .04 .07 .02 .01 .01 .01 .01 .01 .00 .00 .22 .22 2 .22 .15 .03 

37 generic .02 .01 .21 .03 .15 .04 .01 .01 .06 .00 .00 .00 .04 .00 .00 .22 2 .00 .00 

38 low.match .00 .00 .35 .04 .04 .02 .01 .00 .02 .00 .00 .00 .03 .00 .00 .15 .00 2 .00 

39 mixed .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .03 .00 .00 2 
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Figure L1. Distribution of Effects by Outcome Type, Study Type, and Assessment Day 

 

From Figure L1, we can see that whereas most outcome types are assessed the same day 

as the intervention message is delivered, self-report behaviors tend to be assessed only 

after some time has passed. This pattern is especially pronounced for Type I studies. 
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Figure L2. Distribution of Effects by Number of Intervention Contacts and Assessment 

Time Point 

 

From Figure L2, we can see that whereas most outcomes were assessed the day of the 

intervention when a single intervention contact was used, interventions making use of 

(ensured or potential) multiple contact points were relatively more likely to assess 

outcomes at a future time point.  
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Figure L3. Distribution of Effects by Whether They are Associated to the Health 

Behavior Domain, and by Subliterature of Functional Matching 

 

From Figure L3, we can see that effect sizes for functional message matching literature 

that is context matching, but not message framing, represents proportionately fewer 

effects from the health behavior domains.
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Figure L3. Distribution of Effects by Assessment Day, Type of Outcome, and Number of 

Characteristics Targeted in the Intervention 

 

From Figure L4, we can see that effect sizes for functional message matching literature 

that is context matching, but not message framing, represents proportionately more 

effects from the consumer behavior domains.



 

 

 

465 

 
 

 

Figure L5. Distribution of Effects by Assessment Day, Type of Outcome, and Number of 

Characteristics Targeted in the Intervention 

 

From Figure L5, we can see that effect sizes of messages targeting a larger number of 

characteristics are more likely to assess effects on self-report behaviors that were 

assessed at later time points. 
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Figure L6. Distribution of Effects by Number of Intervention Contacts and Message 

Length 

 

From Figure L6, we can see messages that make use of multiple contact points are more 

likely to use longer messages. 
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Figure L7. Distribution of Effects by Number of Intervention Contacts and Message 

Modality 

 

From Figure L7, we can see messages that make use of multiple contact points use 

different proportions of message modalities. For instance, they are less likely to make use 

of images in their manipulation of message features. 
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Figure L8. Distribution of Effects by Number of Intervention Contacts and Assessment 

Time 

 

From Figure L8, we can see messages that make use of multiple contact points are 

proportionately more likely to assess outcomes at a time point further in time relative 

than interventions with a single contact point. 
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Figure L9. Distribution of Effects by Message Length and Assessment Time 

 

From Figure L9, we can see messages that longer messages are proportionately much 

more likely to be used in studies that assess outcomes at a time point further in time 

relative than interventions with that make use of short or medium length messages.
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Appendix M. Project 1 – Sensitivity Analyses  

Sensitivity analyses are the primary method I used to evaluate the presence and 

operation of bias. Sensitivity analyses involved evaluating the moderating influence of 

various variables that are suspected to have a potential biasing effect on results.  

 Table M1 Provides a summary of the variables used to conduct sensitivity 

analyses, including a description of each variable, and the percentage with which each 

coding response for that variable was selected.  

Moderation results are provided separately for the 10 variables in Table M2 to 

M11 to allow inferences to be draw for each variable. For simplicity, analyses are only 

reported in Fisher’s Z. Moderation effects are evaluated using the following strategies: 

1. For categorical variables (variables 1-8 in Table M1). 

a. Subgroup analyses are performed by running a separate three-level meta-

analysis for each level of the moderating variable 

b. The presence/absence of moderation was evaluated by whether the confidence 

intervals of any levels of the moderator differed from each other. That is, 

evidence of moderation is displayed if at least two confidence intervals do not 

interact with one another. 

2. For continuous variables (variables 9 & 10 in Table M1): 

a. Evaluated these using a single model per each of the 16 study/effect/outcome 

types. 

b. Entered the moderator into the multi-level meta-analytic model as a predictor. 

c. The results are the estimate corresponding to the effects of the moderator 
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Table M1. List of Variables used For Sensitivity Analyses (Including Descriptions and 

Frequencies) 

Variable Description 

Levels of Bias  

(and % response selected) 

Low Unclear High 

1. Message 

fully 

available 

Are the messages/interventions fully available? Yes 

(49.6) 

Noa (50.4) - 

2. Covariates 

included 

Were covariates included in the analyses? Yes 

(87.8) 

Unclear 

(2.6) 

No (9.6) 

3. 

Manipulation 

confounded 

Do messages/interventions differ only in degree 

of matching? Or is manipulation confounded? 

Purely 

matching 

(70.6) 

Unclear 

(7.2) 

More 

than 

matching 

(22.1) 

4. Selection 

Bias 

Is the randomization process explicitly 

described? Is it truly random? 

Low 

(5.9) 

Unclear 

(91.1) 

High 

(3.0) 

5. 

Performance 

bias 

Blinding/masking to prevent influence on true 

outcomes (independent of assessment) 

Low 

(35.7) 

Unclear 

(60.7) 

High 

(3.7) 

6. Attrition 

bias 

Drop-out rate between assessment time and 

randomization (used 20% cutoff) 

Low [< 

20% 

attrition] 

(87.4) 

Unclear 

(3.0) 

High 

[>20% 

attrition] 

(9.6) 

7. Reporting 

bias 

Outcomes are reported for all effects of interest 

and all subgroups. Do not need to be reported in 

an extractable form (e.g., Means without SDs) 

Low 

(89.8) 

[Unclear 

(0.2)]c 

High 

(10.0) 

8. 

Extractable 

effects (% 

per study)b 

Percent of effects we could extract for a given 

study (alternate measure of reporting bias) 

100% 

(34.9) 

80% to 

<100% 

(45.4) 

< 80% 

(19.7) 

9. Sample 

size (effect-

level) 

Sample size (effect-level) Operationalized Continuously 

10. Sample 

size (study-

level) 

Sample size (study-level) Operationalized Continuously 

aMarked under unclear rather than high, as most studies provide a sample of message/intervention 

components. 
bCutoff points were selected for theoretical reasons while ensuring enough observations per group. The 

variable was not treated continuously, as cutoffs represent qualitatively different patterns of studies. A rate 

of 100% means all effects of interest could be extracted. For Type II studies, requires authors to produce 

and analyze data that took an explicit 2x2 factorial design. This subgroup contains 34.9% of all 

observations. A rate of 80% could represent a certain degree of selective reporting; however, for many 

Type II studies, this emerges when interaction effects could not be extracted but all pairwise comparisons 

could. This commonly emerges when all data for each subgroup is presented (i.e., complete reporting), but 

the F-tests for interactions cannot be extracted because one factor has three levels (e.g., there may be a 

control group, leading to a 2x3 design, and changing the nature of the F-statistic). About 45.4% of effect 

sizes are in studies that report 80% to <100% of effects. The last category (<80%) predominantly indicates 

that at least some degree of selective reporting of necessary components to extract effects (e.g., effect size, 

standard deviations, test statistics). 
cThis level was omitted from analyses due to the very low level of representation.
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Table M2. Sensitivity Analyses - Message fully available 

Effect Set / Bias Level 

of Moderator 

Fisher's Z 

Effect # Study # 
95% 

Mod. Est. 
95% CI 

Low High 

1. Message, given characteristic - Type I - Attitude    

 Available 0.232 0.091 0.373 63 28 
No 

 Not Available 0.234 0.163 0.305 155 63 

2. Message, given characteristic - Type I – Intention    

 Available 0.107 0.060 0.155 69 30 
No 

 Not Available 0.164 0.097 0.232 175 52 

3. Message, given characteristic - Type I - Self-Report Behavior  

 Available - - - - - 
- 

 Not Available 0.062 0.038 0.087 193 40 

4. Message, given characteristic - Type I - Objective Behavior  

 Available 0.111 -0.036 0.257 10 8 
No 

  Not Available 0.118 0.026 0.209 54 19 

5. Message, given characteristic - Type II – Attitude    

 Available 0.228 0.183 0.273 385 117 
No 

 Not Available 0.165 0.124 0.206 325 103 

6. Message, given characteristic - Type II – Intention   

 Available 0.205 0.166 0.245 415 142 
No 

 Not Available 0.231 0.186 0.276 330 100 

7. Message, given characteristic - Type II - Self-Report Behavior  

 Available 0.139 -0.117 0.395 17 5 
No 

 Not Available 0.089 -0.022 0.201 27 7 

8. Message, given characteristic - Type II - Objective Behavior  

 Available 0.203 0.066 0.340 61 18 
No 

  Not Available 0.190 0.128 0.252 56 18 

9. Characteristic, given message – Attitude    

 Available 0.234 0.177 0.290 347 103 
No 

 Not Available 0.163 0.120 0.205 301 91 

10. Characteristic, given message – Intention    

 Available 0.190 0.149 0.230 387 121 
No 

 Not Available 0.247 0.202 0.292 267 86 

11. Characteristic, given message - Self-Report Behavior   

 Available 0.192 -0.061 0.444 16 4 
No 

 Not Available 0.080 -0.029 0.189 22 6 

12. Characteristic, given message - Objective Behavior   

 Available 0.222 0.084 0.360 56 15 
No 

  Not Available 0.185 0.128 0.242 59 18 

13. Interaction – Attitude      

 Available 0.264 0.211 0.316 107 84 
No 

 Not Available 0.196 0.140 0.251 74 65 

14. Interaction – Intention      

 Available 0.242 0.196 0.288 144 111 
No 

 Not Available 0.247 0.199 0.295 83 68 

15. Interaction - Self-Report Behavior     

 Available - - - - - - 
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 Not Available - - - - - 

16. Interaction - Objective Behavior     

 Available 0.104 -0.270 0.477 8 7 
No 

  Not Available 0.325 0.206 0.443 8 6 

Note. Cells highlighted in italicized font signify the presence of moderation within a set 

of comparisons. “Down” indicates evidence of downward bias, “Up” indicates presence 

of upwards bias, “Mixed” indicates evidence of both upward and downward bias, and 

“No” mean no evidence of moderation. Effects are not included unless a given estimate 

relied on information from at least 4 studies. 
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Table M3. Sensitivity Analyses - Covariates Included 

Effect Set / Bias Level 

of Moderator 

Fisher's Z 
Effect  

# 
Study # 

95% 

Mod. Est. 
95% CI 

Low High 

1. Message, given characteristic - Type I - Attitude    

 Low Bias 0.220 0.157 0.282 184 71 

No  Unclear Bias - - - - - 

 High Bias 0.317 0.076 0.558 28 17 

2. Message, given characteristic - Type I – Intention    

 Low Bias 0.154 0.100 0.207 222 72 

No  Unclear Bias 0.081 -0.082 0.243 8 4 

 High Bias 0.143 0.048 0.237 14 7 

3. Message, given characteristic - Type I - Self-Report Behavior  

 Low Bias 0.063 0.034 0.092 164 36 

No  Unclear Bias - - - - - 

 High Bias 0.072 0.034 0.110 33 5 

4. Message, given characteristic - Type I - Objective Behavior  

 Low Bias 0.116 0.027 0.205 50 19 

No  Unclear Bias - - - - - 

  High Bias 0.099 -0.066 0.264 13 7 

5. Message, given characteristic - Type II – Attitude    

 Low Bias 0.208 0.176 0.241 655 195 

No  Unclear Bias 0.126 -0.077 0.328 10 4 

 High Bias 0.121 0.009 0.234 45 19 

6. Message, given characteristic - Type II – Intention   

 Low Bias 0.224 0.193 0.256 660 218 

No  Unclear Bias 0.079 -0.040 0.198 30 9 

 High Bias 0.182 0.066 0.298 55 13 

7. Message, given characteristic - Type II - Self-Report Behavior  

 Low Bias 0.143 -0.002 0.288 31 8 

-  Unclear Bias - - - - - 

 High Bias - - - - - 

8. Message, given characteristic - Type II - Objective Behavior  

 Low Bias 0.226 0.161 0.292 103 31 

No  Unclear Bias - - - - - 

  High Bias 0.081 -0.233 0.396 14 5 

9. Characteristic, given message – Attitude    

 Low Bias 0.207 0.169 0.245 620 178 

No  Unclear Bias - - - - - 

 High Bias 0.063 -0.151 0.277 20 9 

10. Characteristic, given message – Intention    

 Low Bias 0.213 0.182 0.245 592 189 

No  Unclear Bias 0.269 0.164 0.374 10 5 

 High Bias 0.207 0.105 0.310 52 14 

11. Characteristic, given message - Self-Report Behavior   

 Low Bias 0.146 -0.022 0.314 26 7 

-  Unclear Bias - - - - - 

 High Bias - - - - - 
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12. Characteristic, given message - Objective Behavior   

 Low Bias 0.214 0.144 0.285 102 29 

No  Unclear Bias - - - - - 

  High Bias 0.168 -0.055 0.392 12 4 

13. Interaction – Attitude      

 Low Bias 0.271 0.225 0.317 124 102 

Down  Unclear Bias 0.217 0.098 0.336 10 8 

 High Bias 0.143 0.065 0.221 47 39 

14. Interaction – Intention      

 Low Bias 0.254 0.224 0.284 166 133 

No  Unclear Bias 0.240 0.116 0.364 17 12 

 High Bias 0.222 0.104 0.339 44 39 

15. Interaction - Self-Report Behavior     

 Low Bias - - - - - 

-  Unclear Bias - - - - - 

 High Bias - - - - - 

16. Interaction - Objective Behavior     

 Low Bias 0.263 0.015 0.511 10 7 

No  Unclear Bias - - - - - 

  High Bias 0.149 -0.368 0.666 5 5 

Note. Cells highlighted in italicized font signify the presence of moderation within a set 

of comparisons. “Down” indicates evidence of downward bias, “Up” indicates presence 

of upwards bias, “Mixed” indicates evidence of both upward and downward bias, and 

“No” mean no evidence of moderation. Effects are not included unless a given estimate 

relied on information from at least 4 studies. 
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Table M4. Sensitivity Analyses - Manipulation confounded 

Effect Set / Bias Level 

of Moderator 

Fisher's Z 
Effect  

# 

Study  

# 

95% 

Mod. Est. 
95% CI 

Low High 

1. Message, given characteristic - Type I - Attitude    

 Low Bias 0.269 0.202 0.336 162 68 

Down  Unclear Bias 0.024 -0.030 0.079 38 17 

 High Bias 0.307 -0.093 0.707 18 7 

2. Message, given characteristic - Type I – Intention    

 Low Bias 0.185 0.128 0.241 143 55 

No  Unclear Bias 0.065 -0.068 0.197 33 10 

 High Bias 0.098 -0.014 0.209 68 17 

3. Message, given characteristic - Type I - Self-Report Behavior  

 Low Bias 0.024 -0.086 0.135 7 4 

No  Unclear Bias 0.154 0.002 0.305 32 8 

 High Bias 0.058 0.037 0.078 160 30 

4. Message, given characteristic - Type I - Objective Behavior  

 Low Bias 0.112 0.016 0.209 24 14 

No  Unclear Bias - - - - - 

  High Bias 0.130 -0.019 0.279 35 12 

5. Message, given characteristic - Type II – Attitude    

 Low Bias 0.192 0.157 0.227 549 174 

No  Unclear Bias 0.202 0.036 0.369 34 9 

 High Bias 0.235 0.161 0.310 36 127 

6. Message, given characteristic - Type II – Intention   

 Low Bias 0.211 0.177 0.246 588 187 

No  Unclear Bias 0.183 0.116 0.250 49 15 

 High Bias 0.248 0.178 0.319 108 41 

7. Message, given characteristic - Type II - Self-Report Behavior  

 Low Bias 0.145 -0.028 0.319 22 7 

No  Unclear Bias - - - - - 

 High Bias 0.075 -0.078 0.229 20 4 

8. Message, given characteristic - Type II - Objective Behavior  

 Low Bias 0.211 0.096 0.325 50 22 

No  Unclear Bias 0.271 0.129 0.413 14 4 

  High Bias 0.151 0.079 0.223 53 10 

9. Characteristic, given message – Attitude    

 Low Bias 0.199 0.155 0.243 498 150 

No  Unclear Bias 0.180 0.038 0.322 37 11 

 High Bias 0.216 0.143 0.289 113 31 

10. Characteristic, given message – Intention    

 Low Bias 0.206 0.173 0.240 530 162 

No  Unclear Bias 0.178 0.085 0.271 28 11 

 High Bias 0.239 0.163 0.316 96 36 

11. Characteristic, given message - Self-Report Behavior   

 Low Bias 0.197 -0.036 0.430 16 5 

No  Unclear Bias - - - - - 

 High Bias 0.067 -0.064 0.199 20 4 
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12. Characteristic, given message - Objective Behavior   

 Low Bias 0.227 0.116 0.338 48 19 

No  Unclear Bias 0.255 0.150 0.360 14 4 

  High Bias 0.146 0.075 0.216 53 10 

13. Interaction – Attitude      

 Low Bias 0.231 0.188 0.274 144 122 

No  Unclear Bias - - - - - 

 High Bias 0.272 0.181 0.363 32 25 

14. Interaction – Intention      

 Low Bias 0.251 0.212 0.291 187 143 

No  Unclear Bias 0.188 0.065 0.311 11 10 

 High Bias 0.220 0.140 0.299 29 26 

15. Interaction - Self-Report Behavior     

 Low Bias 0.141 -0.141 0.424 6 4 

-  Unclear Bias - - - - - 

 High Bias - - - - - 

16. Interaction - Objective Behavior     

 Low Bias 0.149 -0.129 0.427 11 9 

-  Unclear Bias - - - - - 

  High Bias - - - - - 

Note. Cells highlighted in italicized font signify the presence of moderation within a set 

of comparisons. “Down” indicates evidence of downward bias, “Up” indicates presence 

of upwards bias, “Mixed” indicates evidence of both upward and downward bias, and 

“No” mean no evidence of moderation. Effects are not included unless a given estimate 

relied on information from at least 4 studies. 
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Table M5. Sensitivity Analyses - Selection Bias 

Effect Set / Bias Level 

of Moderator 

Fisher's Z 

Effect # Study # 
95% 

Mod. Est. 
95% CI 

Low High 

1. Message, given characteristic - Type I - Attitude    

 Low Bias 0.562 0.155 0.970 8 4 

No  Unclear Bias 0.215 0.152 0.278 207 85 

 High Bias - - - - - 

2. Message, given characteristic - Type I – Intention    

 Low Bias -0.002 -0.091 0.087 12 7 

No  Unclear Bias 0.163 0.111 0.216 223 71 

 High Bias 0.173 0.078 0.268 9 4 

3. Message, given characteristic - Type I - Self-Report Behavior  

 Low Bias 0.056 0.026 0.086 98 18 

No  Unclear Bias 0.102 0.044 0.159 75 18 

 High Bias 0.022 -0.051 0.096 26 6 

4. Message, given characteristic - Type I - Objective Behavior  

 Low Bias 0.075 -0.003 0.154 15 8 

No  Unclear Bias 0.143 0.039 0.248 49 19 

  High Bias - - - - - 

5. Message, given characteristic - Type II – Attitude    

 Low Bias 0.140 0.022 0.258 28 6 

No  Unclear Bias 0.202 0.170 0.235 666 207 

 High Bias 0.204 0.064 0.343 16 3 

6. Message, given characteristic - Type II – Intention   

 Low Bias 0.075 -0.020 0.170 24 6 

Up  Unclear Bias 0.221 0.190 0.252 699 228 

 High Bias 0.208 -0.062 0.478 22 6 

7. Message, given characteristic - Type II - Self-Report Behavior  

 Low Bias - - - - - 

-  Unclear Bias 0.137 0.030 0.244 43 11 

 High Bias - - - - - 

8. Message, given characteristic - Type II - Objective Behavior  

 Low Bias - - - - - 

-  Unclear Bias 0.222 0.154 0.291 111 33 

  High Bias - - - - - 

9. Characteristic, given message – Attitude    

 Low Bias 0.150 0.050 0.249 28 6 

No  Unclear Bias 0.201 0.163 0.240 604 181 

 High Bias - - - - - 

10. Characteristic, given message – Intention    

 Low Bias 0.075 -0.021 0.170 24 6 

No  Unclear Bias 0.216 0.184 0.247 610 195 

 High Bias 0.270 0.135 0.406 20 5 

11. Characteristic, given message - Self-Report Behavior   

 Low Bias - - - - - 

-  Unclear Bias 0.135 0.017 0.253 38 10 

 High Bias - - - - - 
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12. Characteristic, given message - Objective Behavior   

 Low Bias - - - - - 

-  Unclear Bias 0.227 0.163 0.292 109 30 

  High Bias - - - - - 

13. Interaction – Attitude      

 Low Bias - - - - - 

-  Unclear Bias 0.236 0.196 0.276 175 144 

 High Bias - - - - - 

14. Interaction – Intention      

 Low Bias - - - - - 

-  Unclear Bias 0.248 0.214 0.282 222 174 

 High Bias - - - - - 

15. Interaction - Self-Report Behavior     

 Low Bias - - - - - 

-  Unclear Bias 0.231 0.126 0.336 6 4 

 High Bias - - - - - 

16. Interaction - Objective Behavior     

 Low Bias - - - - - 

-  Unclear Bias 0.264 0.091 0.436 15 12 

  High Bias - - - - - 

Note. Cells highlighted in italicized font signify the presence of moderation within a set 

of comparisons. “Down” indicates evidence of downward bias, “Up” indicates presence 

of upwards bias, “Mixed” indicates evidence of both upward and downward bias, and 

“No” mean no evidence of moderation. Effects are not included unless a given estimate 

relied on information from at least 4 studies. 
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Table M6. Sensitivity Analyses - Performance bias 

Effect Set / Bias Level 

of Moderator 

Fisher's Z 

Effect # Study # 
95% 

Mod. Est. 
95% CI 

Low High 

1. Message, given characteristic - Type I - Attitude    

 Low Bias 0.208 0.128 0.288 78 34 

No  Unclear Bias 0.255 0.163 0.346 129 55 

 High Bias - - - - - 

2. Message, given characteristic - Type I – Intention    

 Low Bias 0.147 0.078 0.215 95 30 

No  Unclear Bias 0.158 0.089 0.227 136 49 

 High Bias - - - - - 

3. Message, given characteristic - Type I - Self-Report Behavior  

 Low Bias 0.049 0.015 0.083 38 15 

No  Unclear Bias 0.073 0.023 0.123 107 19 

 High Bias 0.078 0.050 0.105 54 9 

4. Message, given characteristic - Type I - Objective Behavior  

 Low Bias 0.181 0.081 0.281 26 14 

No  Unclear Bias 0.117 -0.038 0.271 25 8 

  High Bias -0.022 -0.150 0.106 13 5 

5. Message, given characteristic - Type II – Attitude    

 Low Bias 0.152 0.116 0.188 200 73 

No  Unclear Bias 0.222 0.180 0.265 506 141 

 High Bias - - - - - 

6. Message, given characteristic - Type II – Intention   

 Low Bias 0.177 0.140 0.214 322 96 

No  Unclear Bias 0.244 0.199 0.289 387 133 

 High Bias 0.217 0.113 0.321 36 11 

7. Message, given characteristic - Type II - Self-Report Behavior  

 Low Bias 0.114 -0.057 0.284 29 6 

No  Unclear Bias 0.182 0.093 0.271 15 6 

 High Bias - - - - - 

8. Message, given characteristic - Type II - Objective Behavior  

 Low Bias 0.266 0.129 0.403 37 14 

No  Unclear Bias 0.171 0.109 0.232 80 23 

  High Bias - - - - - 

9. Characteristic, given message – Attitude    

 Low Bias 0.135 0.085 0.185 189 66 

No  Unclear Bias 0.237 0.182 0.292 455 122 

 High Bias - - - - - 

10. Characteristic, given message – Intention    

 Low Bias 0.161 0.123 0.199 266 81 

Up  Unclear Bias 0.242 0.199 0.285 375 118 

 High Bias 0.307 0.195 0.419 13 7 

11. Characteristic, given message - Self-Report Behavior   

 Low Bias 0.110 -0.091 0.311 24 5 

No  Unclear Bias 0.182 0.022 0.341 14 5 

 High Bias - - - - - 
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12. Characteristic, given message - Objective Behavior   

 Low Bias 0.255 0.111 0.400 35 13 

No  Unclear Bias 0.181 0.133 0.230 80 21 

  High Bias - - - - - 

13. Interaction – Attitude      

 Low Bias 0.171 0.140 0.203 63 53 

Up  Unclear Bias 0.269 0.211 0.327 116 94 

 High Bias - - - - - 

14. Interaction – Intention      

 Low Bias 0.219 0.184 0.253 95 81 

No  Unclear Bias 0.260 0.202 0.319 127 93 

 High Bias 0.235 0.132 0.338 5 5 

15. Interaction - Self-Report Behavior     

 Low Bias - - - - - 

No  Unclear Bias - - - - - 

 High Bias - - - - - 

16. Interaction - Objective Behavior     

 Low Bias 0.357 0.197 0.517 6 6 

-  Unclear Bias 0.083 -0.259 0.425 10 7 

  High Bias - - - - - 

Note. Cells highlighted in italicized font signify the presence of moderation within a set 

of comparisons. “Down” indicates evidence of downward bias, “Up” indicates presence 

of upwards bias, “Mixed” indicates evidence of both upward and downward bias, and 

“No” mean no evidence of moderation. Effects are not included unless a given estimate 

relied on information from at least 4 studies. 
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Table M7. Sensitivity Analyses - Attrition bias 

Effect Set / Bias Level 

of Moderator 

Fisher's Z 

Effect # Study # 
95% 

Mod. Est. 
95% CI 

Low High 

1. Message, given characteristic - Type I - Attitude    

 Low Bias 0.242 0.174 0.310 192 82 

No  Unclear Bias - - - - - 

 High Bias 0.121 0.018 0.224 18 8 

2. Message, given characteristic - Type I – Intention    

 Low Bias 0.167 0.115 0.219 212 73 

No  Unclear Bias - - - - - 

 High Bias 0.030 -0.083 0.143 22 8 

3. Message, given characteristic - Type I - Self-Report Behavior  

 Low Bias 0.062 0.031 0.093 61 16 

No  Unclear Bias - - - - - 

 High Bias 0.074 0.042 0.107 134 28 

4. Message, given characteristic - Type I - Objective Behavior  

 Low Bias 0.183 0.075 0.292 40 18 

No  Unclear Bias - - - - - 

  High Bias 0.034 -0.037 0.105 24 10 

5. Message, given characteristic - Type II – Attitude    

 Low Bias 0.203 0.171 0.236 642 203 

No  Unclear Bias 0.144 0.051 0.236 30 4 

 High Bias 0.202 0.037 0.366 38 10 

6. Message, given characteristic - Type II – Intention   

 Low Bias 0.224 0.193 0.255 697 232 

Down  Unclear Bias - - - - - 

 High Bias 0.017 -0.046 0.079 30 5 

7. Message, given characteristic - Type II - Self-Report Behavior  

 Low Bias 0.174 0.026 0.323 27 8 

No  Unclear Bias - - - - - 

 High Bias 0.044 -0.097 0.184 17 5 

8. Message, given characteristic - Type II - Objective Behavior  

 Low Bias 0.229 0.150 0.307 103 30 

No  Unclear Bias - - - - - 

  High Bias 0.100 -0.038 0.238 12 5 

9. Characteristic, given message – Attitude    

 Low Bias 0.205 0.166 0.244 580 177 

No  Unclear Bias 0.147 0.081 0.213 30 4 

 High Bias 0.099 -0.006 0.203 38 10 

10. Characteristic, given message – Intention    

 Low Bias 0.221 0.191 0.252 606 198 

Down  Unclear Bias - - - - - 

 High Bias 0.008 -0.046 0.062 30 5 

11. Characteristic, given message - Self-Report Behavior   

 Low Bias 0.186 0.041 0.331 26 7 

No  Unclear Bias - - - - - 

 High Bias 0.016 -0.169 0.201 12 4 
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12. Characteristic, given message - Objective Behavior   

 Low Bias 0.238 0.164 0.312 107 27 

No  Unclear Bias - - - - - 

  High Bias 0.089 -0.054 0.232 12 5 

13. Interaction – Attitude      

 Low Bias 0.240 0.199 0.281 168 140 

No  Unclear Bias - - - - - 

 High Bias 0.138 0.000 0.276 10 7 

14. Interaction – Intention      

 Low Bias 0.245 0.210 0.280 218 172 

No  Unclear Bias - - - - - 

 High Bias 0.247 0.055 0.439 6 5 

15. Interaction - Self-Report Behavior     

 Low Bias 0.145 -0.144 0.434 6 4 

-  Unclear Bias - - - - - 

 High Bias - - - - - 

16. Interaction - Objective Behavior     

 Low Bias 0.215 0.025 0.406 16 13 

-  Unclear Bias - - - - - 

  High Bias - - - - - 

Note. Cells highlighted in italicized font signify the presence of moderation within a set 

of comparisons. “Down” indicates evidence of downward bias, “Up” indicates presence 

of upwards bias, “Mixed” indicates evidence of both upward and downward bias, and 

“No” mean no evidence of moderation. Effects are not included unless a given estimate 

relied on information from at least 4 studies. 
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Table M8. Sensitivity Analyses - Reporting bias 

Effect Set / Bias 

Level of Moderator 

Fisher's Z 

Effect # Study # 
95% 

Mod. Est. 
95% CI 

Low High 

1. Message, given characteristic - Type I - Attitude    

 Low Bias 0.233 0.168 0.297 209 87 
No 

 High Bias 0.219 0.059 0.380 9 4 

2. Message, given characteristic - Type I – Intention    

 Low Bias 0.160 0.108 0.211 220 75 
No 

 High Bias 0.060 -0.050 0.170 22 6 

3. Message, given characteristic - Type I - Self-Report Behavior  

 Low Bias 0.069 0.035 0.103 142 28 
No 

 High Bias 0.059 0.025 0.093 53 12 

4. Message, given characteristic - Type I - Objective Behavior  

 Low Bias 0.162 0.081 0.243 50 22 
Down 

  High Bias -0.034 -0.148 0.080 14 5 

5. Message, given characteristic - Type II – Attitude    

 Low Bias 0.204 0.170 0.238 605 195 
No 

 High Bias 0.169 0.093 0.246 105 21 

6. Message, given characteristic - Type II – Intention   

 Low Bias 0.222 0.191 0.254 701 224 
No 

 High Bias 0.126 0.051 0.202 42 15 

7. Message, given characteristic - Type II - Self-Report Behavior  

 Low Bias 0.142 0.028 0.255 38 10 
- 

 High Bias - - - - - 
8. Message, given characteristic - Type II - Objective Behavior  

 Low Bias 0.216 0.148 0.284 115 35 
- 

  High Bias - - - - - 
9. Characteristic, given message – Attitude    

 Low Bias 0.208 0.168 0.248 553 172 
No 

 High Bias 0.118 0.057 0.180 95 18 

10. Characteristic, given message – Intention    

 Low Bias 0.217 0.186 0.248 616 193 
No 

 High Bias 0.128 0.045 0.212 38 13 

11. Characteristic, given message - Self-Report Behavior   

 Low Bias 0.156 0.021 0.291 32 8 
- 

 High Bias - - - - - 
12. Characteristic, given message - Objective Behavior   

 Low Bias 0.222 0.158 0.286 113 32 
- 

  High Bias - - - - - 
13. Interaction – Attitude      

 Low Bias 0.229 0.188 0.270 163 134 
No 

 High Bias 0.291 0.181 0.401 18 15 

14. Interaction – Intention      

 Low Bias 0.249 0.214 0.284 215 168 
No 

 High Bias 0.158 0.024 0.291 11 10 

15. Interaction - Self-Report Behavior     

 Low Bias 0.204 0.106 0.302 7 5 No 
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 High Bias - - - 0 0 

16. Interaction - Objective Behavior     

 Low Bias 0.215 0.025 0.406 16 13 
- 

  High Bias - - - - - 
Note. Cells highlighted in italicized font signify the presence of moderation within a set 

of comparisons. “Down” indicates evidence of downward bias, “Up” indicates presence 

of upwards bias, “Mixed” indicates evidence of both upward and downward bias, and 

“No” mean no evidence of moderation. Effects are not included unless a given estimate 

relied on information from at least 4 studies. 
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Table M9. Sensitivity Analyses - Extractable effects (% per study) 

Effect Set / Bias Level 

of Moderator 

Fisher's Z 

Effect # Study # 
95% 

Mod. Est. 
95% CI 

Low High 

1. Message, given characteristic - Type I - Attitude    

 Low Bias 0.215 0.147 0.283 146 69 

No  Unclear Bias 0.378 0.127 0.629 51 11 

 High Bias 0.175 0.101 0.248 21 11 

2. Message, given characteristic - Type I – Intention    

 Low Bias 0.102 0.051 0.153 135 53 

No  Unclear Bias 0.282 0.164 0.401 80 19 

 High Bias 0.094 0.019 0.169 28 9 

3. Message, given characteristic - Type I - Self-Report Behavior  

 Low Bias 0.061 0.028 0.095 136 28 

No  Unclear Bias 0.053 -0.018 0.125 31 5 

 High Bias 0.095 0.056 0.135 30 8 

4. Message, given characteristic - Type I - Objective Behavior  

 Low Bias 0.172 0.069 0.275 28 14 

Down  Unclear Bias 0.159 -0.029 0.347 22 4 

  High Bias -0.060 -0.159 0.038 13 8 

5. Message, given characteristic - Type II – Attitude    

 Low Bias 0.229 0.167 0.292 155 70 

No  Unclear Bias 0.187 0.137 0.237 382 87 

 High Bias 0.193 0.148 0.237 173 59 

6. Message, given characteristic - Type II – Intention   

 Low Bias 0.249 0.197 0.301 233 98 

No  Unclear Bias 0.197 0.146 0.249 346 84 

 High Bias 0.203 0.151 0.255 166 58 

7. Message, given characteristic - Type II - Self-Report Behavior  

 Low Bias 0.326 0.160 0.492 12 4 

No  Unclear Bias 0.062 -0.071 0.194 20 4 

 High Bias 0.035 -0.204 0.273 12 4 

8. Message, given characteristic - Type II - Objective Behavior  

 Low Bias 0.399 0.182 0.617 14 7 

No  Unclear Bias 0.214 0.167 0.261 78 19 

  High Bias 0.061 -0.108 0.229 25 10 

9. Characteristic, given message – Attitude    

 Low Bias 0.226 0.168 0.284 156 70 

No  Unclear Bias 0.192 0.131 0.253 380 87 

 High Bias 0.171 0.113 0.230 112 33 

10. Characteristic, given message – Intention    

 Low Bias 0.238 0.196 0.279 222 96 

No  Unclear Bias 0.190 0.143 0.238 358 83 

 High Bias 0.199 0.124 0.274 74 27 

11. Characteristic, given message - Self-Report Behavior   

 Low Bias 0.317 0.085 0.548 12 4 

No  Unclear Bias 0.054 -0.069 0.177 20 4 

 High Bias - - - - - 
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12. Characteristic, given message - Objective Behavior   

 Low Bias 0.407 0.201 0.613 14 7 

No  Unclear Bias 0.204 0.162 0.246 81 19 

  High Bias 0.054 -0.102 0.210 20 7 

13. Interaction – Attitude      

 Low Bias 0.224 0.165 0.284 79 70 

No  Unclear Bias 0.227 0.135 0.319 29 16 

 High Bias 0.246 0.186 0.306 73 63 

14. Interaction – Intention      

 Low Bias 0.262 0.211 0.313 117 97 

No  Unclear Bias 0.147 0.082 0.211 34 17 

 High Bias 0.256 0.206 0.306 75 64 

15. Interaction - Self-Report Behavior     

 Low Bias 0.231 0.126 0.336 6 4 

-  Unclear Bias - - - - - 

 High Bias - - - - - 

16. Interaction - Objective Behavior     

 Low Bias 0.318 0.205 0.431 7 7 

No  Unclear Bias - - - - - 

  High Bias - - - - - 

Note. Cells highlighted in italicized font signify the presence of moderation within a set 

of comparisons. “Down” indicates evidence of downward bias, “Up” indicates presence 

of upwards bias, “Mixed” indicates evidence of both upward and downward bias, and 

“No” mean no evidence of moderation. Effects are not included unless a given estimate 

relied on information from at least 4 studies. 
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Table M10. Sensitivity Analyses - Sample size (effect-level) 

Effect Set / Bias 

Level of 

Moderator 

Fisher's Z 
Effect 

# 

Study 

# 
Sig. 

95% 

Mod. Est. 
95% CI 

Low High 

1. Message, given characteristic - Type I - 

Attitude    

 

 N (effects) 0.000 -0.002 0.001 218 91 0.400 No 

2. Message, given characteristic - Type I – 

Intention    

 

 N (effects) -0.001 -0.001 0.000 244 82 0.024 Up 

3. Message, given characteristic - Type I - Self-Report Behavior   

 N (effects) 0.000 0.000 0.000 199 42 0.974 No 

4. Message, given characteristic - Type I - Objective Behavior   

  N (effects) 0.000 -0.001 0.000 64 27 0.376 No 

5. Message, given characteristic - Type II – 

Attitude    

 

 N (effects) 0.000 -0.001 0.000 710 216 0.077 No 

6. Message, given characteristic - Type II – Intention    

 N (effects) -0.001 -0.001 0.000 745 240 0.003 Up 

7. Message, given characteristic - Type II - Self-Report Behavior   

 N (effects) -0.002 -0.003 0.000 44 12 0.037 Up 

8. Message, given characteristic - Type II - Objective Behavior   

  N (effects) 0.000 0.000 0.000 117 36 0.881 No 

9. Characteristic, given message – Attitude     

 N (effects) 0.000 -0.001 0.000 648 190 0.105 No 

10. Characteristic, given message – Intention     

 N (effects) -0.001 -0.002 0.000 654 206 0.001 Up 

11. Characteristic, given message - Self-Report 

Behavior   

 

 N (effects) -0.002 -0.004 0.000 38 10 0.023 Up 

12. Characteristic, given message - Objective Behavior    

  N (effects) 0.000 0.000 0.000 115 33 0.958 No 

13. Interaction – Attitude       

 N (effects) 0.000 -0.001 0.000 181 149 0.009 Up 

14. Interaction – Intention       

 N (effects) -0.001 -0.001 0.000 227 179 0.004 Up 

15. Interaction - Self-Report 

Behavior     

 

 N (effects) 0.002 -0.003 0.007 7 5 0.262 No 

16. Interaction - Objective Behavior      

  N (effects) 0.001 -0.004 0.006 16 13 0.665 No 

Note. Cells highlighted in italicized font signify the presence of moderation within a set 

of comparisons. “Down” indicates evidence of downward bias, “Up” indicates presence 

of upwards bias (i.e., small samples with more bias associated with larger effects. This is 

indicated by a negative estimate in these analyses). Effects are not included unless a 

given estimate relied on information from at least 4 studies. 
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Table M11. Sensitivity Analyses - Sample size (study-level) 

Effect Set / Bias 

Level of 

Moderator 

Fisher's Z 

Effect # Study # Sig. 
95% 

Mod. Est. 
95% CI 

Low High 

1. Message, given characteristic - Type I - 

Attitude    

 

 N (study) -0.000 0.000 0.000 218 91 0.265 No 

2. Message, given characteristic - Type I – 

Intention    

 

 N (study) -0.000 0.000 0.000 244 82 0.271 No 

3. Message, given characteristic - Type I - Self-Report Behavior   

 N (study) 0.000 0.000 0.000 199 42 0.902 No 

4. Message, given characteristic - Type I - Objective Behavior   

  N (study) -0.000 0.000 0.000 64 27 0.009 Up 

5. Message, given characteristic - Type II – 

Attitude    

 

 N (study) -0.000 0.000 0.000 710 216 0.039 Up 

6. Message, given characteristic - Type II – Intention    

 N (study) -0.000 0.000 0.000 745 240 0.001 Up 

7. Message, given characteristic - Type II - Self-Report Behavior   

 N (study) -0.000 0.000 0.000 44 12 0.106 No 

8. Message, given characteristic - Type II - Objective Behavior   

  N (study) -0.000 0.000 0.000 117 36 0.944 No 

9. Characteristic, given message – Attitude     

 N (study) -0.000 0.000 0.000 648 190 0.086 No 

10. Characteristic, given message – Intention     

 N (study) -0.000 0.000 0.000 654 206 <.001 Up 

11. Characteristic, given message - Self-Report Behavior    

 N (study) -0.000 0.000 0.000 38 10 0.116 No 

12. Characteristic, given message - Objective Behavior    

  N (study) -0.000 0.000 0.000 115 33 0.903 No 

13. Interaction – Attitude       

 N (study) -0.000 -0.001 0.000 181 149 0.002 Up 

14. Interaction – Intention       

 N (study) -0.000 -0.001 0.000 227 179 0.006 Up 

15. Interaction - Self-Report Behavior      

 N (study) 0.002 -0.003 0.006 7 5 0.333 No 

16. Interaction - Objective Behavior      

  N (study) 0.001 -0.003 0.005 16 13 0.646 No 

Note. Cells highlighted in italicized font signify the presence of moderation within a set 

of comparisons. “Down” indicates evidence of downward bias, “Up” indicates presence 

of upwards bias (i.e., small samples with more bias associated with larger effects. This is 

indicated by a negative estimate in these analyses). Effects are not included unless a 

given estimate relied on information from at least 4 studies. 
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Appendix N. Project 1 – Funnel Plots and P-Curve Analyses  

 In this appendix, I present funnel plots and p-curve analyses for each of the main 

estimates making up the primary analyses in this dissertation.  

N.1. Funnel Plots. Funnel plots are common tools to evaluate bias. Unfortunately 

for this review, they have yet to be adapted in a way to take into account the nested 

structure of a three-level meta-analysis. However, they still provide some descriptive 

insights as to whether some effects may be biased according to a mixture of sample size 

and effect size (e.g., whether effects relying on small samples are more likely to be the 

source of larger effects). To aid interpretations, I will provide two types of funnel plots.  

The first is a standard funnel plot, centered on the estimated effect sizes. From 

this plot, we can get a descriptive sense of the asymmetry of effects present in the 

literature. Frequently, effects calculated using small samples (i.e., having large variance) 

are prone to being larger and/or more extreme (and this can make small samples more 

prone to erroneously significant findings). This variation naturally emerges 

symmetrically around a true effect, but publication biases can lead to an over-

representation of these effects in a particular direction (e.g., in support of a hypothesis). 

Looking at a standard funnel plot can give a descriptive sense of the presence of such a 

bias. Specifically, to the extent that effects are skewed, and over-represented on either the 

left- or right-side of a plot, this is indicative of bias. 

The second type of plot I present are contour-enhanced funnel plots. These are 

centered around zero (the typical null hypothesis being evaluated against in studies), 

instead of the estimated effect from the meta-analysis. The plots then present colored 

regions, corresponding to different levels of significance for each effect. 
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• Effects within the central white region are non-significant. 

• Effects within the yellow region correspond to p-values between .10 and 

.05 (i.e., just outside significance at 95%) 

• Effects within the blue region correspond to p-values between .05 and .01. 

• The outer-most grey zone contains effects that would have effects with p-

values less than .01. 

To the extent that there is publication bias (and certain practices such as p-

hacking), there should be a greater preponderance of effects within the blue region, 

especially close to the border of the yellow region.  

N.2. P-Curves. P-curves are another popular tool when it comes to evaluating the 

implications of publication bias (Simonsohn et al., 2014a; 2014b; 2015). Essentially, the 

analyses aim to determine whether there is evidence of a true effect despite the potential 

presence of questionable research practices such as p-hacking. If an effect is truly present 

in the literature, the p-values reported in studies ought to be right-skewed. If p values are 

left skewed (at least when examining values between 0 and 0.05), this is indicative of 

questionable practices and a higher clustering of p-values closer to .05 than should be 

expected.  

P-curves allow two tests. The first is a right-skewness test, which can act as 

evidence for the presence of an effect (ideally, this test should be significant). The second 

test, is a “flatness test”, which if significant, may indicate that there either is not a true 

effect underlying the pattern of data, or that there is insufficient power to be able to tell 

(therefore, this should ideally be non-significant). The full p-curve test evaluates p-values 
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under .05, operating under the assumption that suspicious p-values would fall largely just 

below this threshold. This makes the test more limited in detecting stronger p-hacking 

that may, for instance, push p-values below .025. As a solution to that, the half-p-curve 

test (focusing on the distribution of p-values below .025) was developed. The half p-

curve is more sensitive to such cases, but this comes at the cost of a greater likelihood of 

studies being evaluated as not having evidential value for the presence of an effect. In the 

analyses presented in this text, I present the results of both the full and half p-curves. 

As with funnel plots, p-curves have not been developed to take into consideration 

dependency in effect size estimates. Consequently, caution is needed when interpreting 

the results of these tests.  
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Figure N1. Funnel Plots: Effects of Message given characteristic, Type I, Attitude. 

 

From the plot on the left, there appears to be some skewness, and more extreme values on 

the right. However, they do not seem associated with smaller samples and there is a 

decent cluster of values on the left side of the central value. From the plot on the right, 

there does not seem to be an obvious concentration of p-values within the blue region 

relative to the others.  

Figure N2. P-Curves: Effects of Message given characteristic, Type I, Attitude. 

 

Table N1. P-Curve Results: Effects of Message given characteristic, Type I, Attitude. 

Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

218 121 105 p<.001 p<.001 p > .999 p > .999 97 95.8-98.1 

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 
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Figure N3. Funnel Plots: Effects of Message given characteristic, Type I, Intention 

 

Pattern from the two plots does not appear too suspicious. There does not appear to be 

too much skewness on the plot from the left. Additionally, there isn’t a highly noticeable 

concentration of effects within the blue region of the plot on the right.  

Figure N4. P-Curves: Effects of Message given characteristic, Type I, Intention. 

 

Table N2. P-Curve Results: Effects of Message given characteristic, Type I, Attitude. 

Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

244 100 72 p<.001 p<.001 p > .999 p > .999 83 76.1-87.7 

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 
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Figure N5. Funnel Plots: Effects of Message given characteristic, Type I, Self-Report 

Behavior 

 
Pattern from the two plots does not appear too suspicious. There does not appear to be 

too much skewness on the plot from the left. Additionally, there isn’t a highly noticeable 

concentration of effects within the blue region of the plot on the right.  

 

Figure N6. P-Curves: Effects of Message given characteristic, Type I, Self-Report 

Behavior. 

 
 

Table N3. P-Curve Results: Effects of Message given characteristic, Type I, Self-Report 

Behavior. 
Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

200 59 52 p<.001 p<.001 p > .999 p > .999 99 97.6-99 

  

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 
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Figure N7. Funnel Plots: Effects of Message given characteristic, Type I, Objective 

Behavior. 

Pattern from the two plots does not appear too suspicious. There does not appear to be 

too much skewness on the plot from the left. Regarding the plot on the right, there may 

be a slightly larger concentration of effects in the blue area, but it is very slight (may not 

be too much of a concern).  

Figure N8. P-Curves: Effects of Message given characteristic, Type I, Attitude. 

 

Table N4. P-Curve Results: Effects of Message given characteristic, Type I, Attitude. 

Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

64 27 21 p<.001 p<.001 p > .999 p > .999 79 63.5-88.8 

 

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 
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Figure N9. Funnel Plots: Effects of Message given characteristic, Type II, Attitude. 

Pattern from the two plots does not appear too suspicious. The plot on the left seems 

quite symmetrical. As for the plot on the right, there may be too many points to 

accurately tell, but there are plenty of non-significant points, and effect don’t look too 

clustered in the blue area. 

Figure N10. P-Curves: Effects of Message given characteristic, Type II, Attitude. 

 

Table N5. P-Curve Results: Effects of Message given characteristic, Type II, Attitude. 

Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

810 309 253 p<.001 p<.001 p > .999 p > .999 89 86.4-91 

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 
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Figure N11. Funnel Plots: Effects of Message given characteristic, Type II, Intention. 

Pattern from the two plots does not appear too suspicious. The plot on the left seems 

quite symmetrical. As for the plot on the right, there may be too many points to 

accurately tell, but there are plenty of non-significant points, and effect don’t look too 

clustered in the blue area. 

Figure N12. P-Curves: Effects of Message given characteristic, Type II, Intention. 

 

Table N6. P-Curve Results: Effects of Message given characteristic, Type II, Intention. 

Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

745 353 292 p<.001 p<.001 p > .999 p > .999 89 86.3-90.6 

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 

 



 

 

 

499 

 
 

 

Figure N13. Funnel Plots: Effects of Message given characteristic, Type II, Self-Report 

Behavior 

Pattern from the two plots does not appear too suspicious. The plot on the left seems 

quite symmetrical. As for the plot on the right, effects do not look too clustered in the 

blue area. 

Figure N14. P-Curves: Effects of Message given characteristic, Type II, Self-Report 

Behavior 

 

Table N7. P-Curve Results: Effects of Message given characteristic, Type II, Self-Report 

Behavior 

Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

44 16 31.82 p<.001 p<.001 p > .999 p > .999 98 94.9-99 

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 



 

 

 

500 

 
 

 

Figure N15. Funnel Plots: Effects of Message given characteristic, Type II, Objective 

Behavior. 

 
Pattern from the two plots does not appear too suspicious. The plot on the left seems 

quite symmetrical. As for the plot on the right, there does look to be some clustering on 

the border between the yellow and blue regions. However, there is decent spread around 

it as well. There may be more evidence of bias here than in the other tests so far. 

 

Figure N16. P-Curves: Effects of Message given characteristic, Type II, Objective 

Behavior. 

 
 

Table N8. P-Curve Results: Effects of Message given characteristic, Type II, Objective 

Behavior. 
Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

117 45 35 p<.001 p<.001 p > .999 p > .999 86 75.8-92 

  
The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 
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Figure N17. Funnel Plots: Effects of Characteristic Given Message, Type II, Attitude. 

 
Pattern from the two plots does not appear too suspicious. The plot on the left seems 

quite symmetrical. As for the plot on the right, there may be too many points to 

accurately tell, but there are plenty of non-significant points, and effect don’t look too 

clustered in the blue area. 

 

Figure N18. P-Curves: Effects of Characteristic Given Message, Type II, Attitude. 

 
 

Table N9. P-Curve Results: Effects of Characteristic Given Message, Type II, Attitude. 
Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

648 283 239 p<.001 p<.001 p > .999 p > .999 96 95.4-97.2 

  
The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 
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Figure N19. Funnel Plots: Effects of Characteristic Given Message, Type II, Intention. 

Pattern from the two plots does not appear too suspicious. The plot on the left seems 

quite symmetrical. As for the plot on the right, there may be too many points to 

accurately tell, but there are plenty of non-significant points, and effect don’t look too 

clustered in the blue area. 

 

 

Figure N20. P-Curves: Effects of Characteristic Given Message, Type II, Intention. 

 
 

 

Table N10. P-Curve Results: Effects of Characteristic Given Message, Type II, Intention. 

Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

654 296 248 p<.001 p<.001 p > .999 p > .999 95 93.6-96 

 

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 
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Figure N21. Funnel Plots: Effects of Characteristic Given Message, Type II, Self-Report 

Behavior. 

Pattern from the two plots does not appear too suspicious, but there may be a little bit of 

right skew overall. There isn’t a very large concentration of points in the blue area but 

certainly more so than in the yellow area. Overall, may not bee too large a problem. 

 

Figure N22. P-Curves: Effects of Characteristic Given Message, Type II, Self-Report 

Behavior. 

 
 

 

Table N11. P-Curve Results: Effects of Characteristic Given Message, Type II, Self-

Report Behavior. 
Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

38 14 11 p<.001 p<.001 p > .999 p > .999 96 90.3-98.9 

  
The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 
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Figure N23. Funnel Plots: Effects of Characteristic Given Message, Type II, Objective 

Behavior. 

Pattern from the two plots does not appear too suspicious. The plot on the left seems 

quite symmetrical. As for the plot on the right, there does look to be some clustering on 

the border between the yellow and blue regions. However, there is decent spread around 

it as well. There may be more evidence of bias here than in the other tests so far. 

 

Figure N24. P-Curves: Effects of Characteristic Given Message, Type II, Objective 

Behavior. 

 
 

Table N12. P-Curve Results: Effects of Characteristic Given Message, Type II, Objective 

Behavior. 

Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

115 39 35 p<.001 p<.001 p > .999 p > .999 91 83.2-95.1 

 

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). 
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Figure N25. Funnel Plots: Interactions, Type II, Attitude. 

 
From the pattern, the plots show a decent amount of spread. However, there is some 

skewness overall, and there looks to be a fairly strong concentration of values in the blue 

region of the contour-enhanced plot. This may be a sign of bias. 

 

Figure N26. P-Curves: Interactions, Type II, Attitude. 

 
 

Table N13. P-Curve Results: Interactions, Type II, Attitude. 
Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

181 147 119 p<.001 p<.001 p > .999 p > .999 79 72.5-83.8 

 

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). Overall, it may be the case 

that there is substantial bias here, but that there is still enough evidence of the effect 

existing even on top of that bias (i.e., there is an effect, but it is inflated). 
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Figure N27. Funnel Plots: Interactions, Type II, Intention. 

From the pattern, the plots show a decent amount of spread. However, there is some 

skewness overall, and there looks to be a fairly strong concentration of values in the blue 

region of the contour-enhanced plot. This may be a sign of bias. 

 

Figure N28. P-Curves: Interactions, Type II, Intention. 

 
 

Table N14. P-Curve Results: Interactions, Type II, Intention. 
Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

227 179 134 p<.001 p<.001 p > .999 p > .999 88 84.8-91.1 

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). Again, it may be the case 

that there is substantial bias here, but that there is still enough evidence of the effect 

existing even on top of that bias (i.e., there is an effect, but it is inflated). 
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Figure N29. Funnel Plots: Interactions, Type II, Self-Report Behavior. 

 
Very few observations present overall. However, these have a very clear concentration in 

the blue region of the contour-enhanced plot. This may be a sign of bias. 

 

Figure N30. P-Curves: Interactions, Type II, Self-Report Behavior. 

 
 

 

Table N15. P-Curve Results: Interactions, Type II, Self-Report Behavior. 
Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

7 5 5 0.078 0.694 0.473 0.947 31 5%-78.1% 

 

The results of the p-curve analyses are inconclusive. There are likely was too few cases. 

Overall, it may be the case again that there is substantial bias here. It isn’t too clear 

whether there is good evidence for the presence of an effect here. The very small number 

of effects represented likely compounds these issues. 
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Figure N31. Funnel Plots: Interactions, Type II, Objective Behavior. 

 
Very few observations present overall. However, there is likely a concentration in the 

blue region of the contour-enhanced plot. This may be a sign of bias. 

 

Figure N32. P-Curves: Interactions, Type II, Objective Behavior. 

 
 

 

Table N16. P-Curve Results: Interactions, Type II, Objective Behavior. 
Number of effects Right-Skewness test Flatness Test Power 

Total p< .05 p <.025 Full Half Full Half Est. CI 

16 11 9 p<.001 p<.001 p > .999 p > .999 85 64.5-95 

 

The results of the p-curve analyses do not present caution towards biased p-values (i.e., 

the data passed both the right-skewness and the flatness tests). Again, it may be the case 

that there is substantial bias here, but that there is still enough evidence of the effect 

existing even on top of that bias (i.e., there is an effect, but it is inflated). 
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Appendix O. Project 1 – Results Broken Down for Each Sub-Literature of Functional Matching 

Table O1. Meta-Analytic Results for Effects that are Functional and Tailoring, Not Framing 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .181 .101 .259 -.355 .628 96 45 248 <.001 

Type II M|C .170 .104 .235 -.450 .680 173 63 220 <.001 

 C|M .163 .089 .235 -.635 .793 162 59 227 <.001 

 Int. .234 .133 .329 -.371 .699 43 39 198 <.001 

Intention 

Type I M|C .137 .065 .208 -.369 .581 137 47 295 <.001 

Type II M|C .157 .107 .206 -.332 .580 144 54 206 <.001 

 C|M .146 .094 .196 -.385 .604 139 51 221 <.001 

 Int. .218 .166 .268 -.065 .468 49 34 170 <.001 

Self-Report Behavior 

Type I M|C .065 .041 .089 -.187 .310 197 40 1051 <.001 

Type II M|C .071 -.062 .202 -.477 .580 21 4 274 .279 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .053 -.004 .109 -.246 .343 43 22 421 .067 

Type II M|C .138 .056 .218 -.166 .417 34 11 427 .002 

 C|M .139 .056 .220 -.179 .430 37 11 427 .002 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table O2. Meta-Analytic Results for Effects that are Functional, Tailoring, and Framing 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C .190 .058 .316 -.369 .648 64 12 261 .006 

 C|M .112 .014 .208 -.469 .626 54 10 288 .026 

 Int. .238 .145 .327 -.007 .456 11 9 162 <.001 

Intention 

Type I M|C - - - - - - - - - 

Type II M|C .145 .046 .240 -.345 .572 62 21 284 .005 

 C|M .171 .061 .277 -.308 .581 48 17 303 .003 

 Int. .149 .039 .255 -.278 .526 17 17 222 .011 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C .243 -.125 .552 -.625 .842 17 6 167 .179 

 C|M .223 -.228 .596 -.728 .881 16 5 175 .309 

  Int. .120 -.358 .549 -.734 .827 5 4 85 .535 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table O3. Meta-Analytic Results for Effects that are Functional and Context Matching, Not Framing 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .344 .213 .463 -.401 .815 73 27 226 <.001 

Type II M|C .225 .181 .268 -.350 .677 323 101 210 <.001 

 C|M .239 .178 .298 -.411 .728 298 90 220 <.001 

 Int. .237 .192 .280 -.094 .520 158 81 63 <.001 

Intention 

Type I M|C .219 .160 .276 -.164 .545 75 30 231 <.001 

Type II M|C .265 .216 .313 -.344 .717 300 108 234 <.001 

 C|M .266 .218 .313 -.393 .745 275 90 249 <.001 

 Int. .280 .222 .337 -.247 .680 104 79 177 <.001 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .317 .097 .508 -.267 .731 19 4 120 .008 

Type II M|C .198 .110 .283 -.232 .563 34 14 1510 <.001 

 C|M .214 .168 .259 .084 .337 32 13 1621 <.001 

  Int. .206 -.201 .552 -.684 .850 6 6 93 .250 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 

 



 

 

 

512 

 
 

 

Table O4. Meta-Analytic Results for Effects that are Functional, Context Matching, and Framing 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .208 .108 .303 -.274 .607 43 20 243 <.001 

Type II M|C .161 .114 .207 -.282 .547 142 48 230 <.001 

 C|M .154 .100 .207 -.371 .604 126 39 252 <.001 

 Int. .219 .139 .297 -.264 .615 44 37 221 <.001 

Intention 

Type I M|C .047 -.012 .105 -.166 .256 22 7 375 .115 

Type II M|C .167 .123 .211 -.256 .536 228 71 248 <.001 

 C|M .156 .109 .203 -.295 .551 180 58 266 <.001 

 Int. .214 .167 .261 -.085 .478 53 47 189 <.001 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C .190 -.071 .427 -.428 .687 14 4 495 .139 

 C|M .184 -.091 .434 -.579 .775 14 4 495 .171 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C .280 .105 .438 -.152 .622 16 5 243 .004 

 C|M .261 .065 .438 -.160 .602 14 4 281 .014 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Appendix P. Project 1 – Moderation: Type of Comparison Group Used  

Table P1. Meta-Analytic Results for Using a Mismatch Message as the Comparison Group 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .374 .063 .619 -.486 .866 25 7 278 .022 

Type II M|C .064 -.011 .139 -.389 .493 51 14 260 .093 

 C|M .064 -.019 .146 -.438 .535 51 14 260 .127 

 Int. .233 .068 .385 -.300 .654 14 10 191 .010 

Intention 

Type I M|C .383 .116 .598 -.406 .845 30 7 266 .008 

Type II M|C .200 -.016 .398 -.377 .665 16 7 185 .067 

 C|M .289 .144 .423 -.064 .578 12 5 224 .001 

 Int. .308 .029 .543 -.514 .835 9 9 145 .035 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table P2. Meta-Analytic Results for Using a Negatively Matched Message as the Comparison Group 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .114 -.061 .281 -.429 .596 12 7 201 .179 

Type II M|C .227 .143 .309 -.278 .634 41 14 304 <.001 

 C|M .236 .149 .319 -.190 .587 42 14 304 <.001 

 Int. .289 .172 .398 -.078 .587 18 10 218 <.001 

Intention 

Type I M|C .180 .032 .320 -.274 .568 15 9 304 .021 

Type II M|C .350 .246 .446 -.192 .728 42 23 287 <.001 

 C|M .326 .235 .411 -.202 .707 43 23 287 <.001 

 Int. .251 .169 .329 .048 .433 12 10 176 <.001 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table P3. Meta-Analytic Results for Using a Non-Matched Message as the Comparison Group 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .214 .156 .271 -.308 .637 144 74 238 <.001 

Type II M|C .204 .170 .237 -.368 .664 612 191 207 <.001 

 C|M .203 .163 .243 -.485 .736 549 164 220 <.001 

 Int. .224 .184 .263 -.219 .590 148 128 183 <.001 

Intention 

Type I M|C .123 .077 .169 -.236 .453 120 52 304 <.001 

Type II M|C .205 .175 .235 -.323 .636 683 219 231 <.001 

 C|M .197 .167 .227 -.376 .661 595 186 245 <.001 

 Int. .233 .199 .267 -.190 .583 206 160 186 <.001 

Self-Report Behavior 

Type I M|C .087 -.066 .235 -.325 .470 10 5 218 .230 

Type II M|C .133 .020 .243 -.404 .602 41 10 335 .023 

 C|M .131 .005 .253 -.455 .638 36 9 312 <.001 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .215 .087 .336 -.306 .637 20 13 354 .002 

Type II M|C .220 .146 .291 -.227 .590 83 29 916 <.001 

 C|M .227 .158 .295 -.148 .545 81 26 1011 <.001 

  Int. .255 .068 .424 -.342 .705 13 11 103 .012 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table P4. Meta-Analytic Results for Using a Generic Message as the Comparison Group 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .297 -.341 .748 -.834 .948 19 4 187 .344 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Intention 

Type I M|C .114 -.009 .233 -.412 .583 48 19 245 .068 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C .064 .035 .094 -.158 .280 133 30 948 <.001 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .059 -.060 .177 -.308 .411 32 10 391 .316 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table P5. Meta-Analytic Results for Using a Low Matched Message as the Comparison Group 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Intention 

Type I M|C .087 -.094 .262 -.330 .475 15 5 250 .322 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C .060 .009 .111 -.299 .404 59 12 1241 .022 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .032 -.174 .234 -.392 .444 6 4 593 .711 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Appendix Q. Project 1 – Moderation: Method of Determining Characteristic Used for Matching 

Table Q1. Meta-Analytic Results for Directly Measuring the Characteristic 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .090 -.004 .182 -.353 .500 42 17 381 .060 

Type II M|C .164 .089 .237 -.411 .645 123 41 244 <.001 

 C|M .104 .021 .185 -.630 .740 117 40 244 .015 

 Int. .177 .115 .236 -.117 .442 32 29 215 <.001 

Intention 

Type I M|C .107 .011 .202 -.358 .530 67 22 400 .029 

Type II M|C .183 .127 .237 -.261 .562 141 48 227 <.001 

 C|M .180 .122 .236 -.289 .579 121 42 240 <.001 

 Int. .202 .142 .262 -.119 .485 41 33 195 <.001 

Self-Report Behavior 

Type I M|C .074 .033 .114 -.267 .398 119 25 1110 .001 

Type II M|C .049 -.093 .190 -.508 .578 20 5 198 .479 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .080 .010 .149 -.198 .346 23 14 483 .027 

Type II M|C .180 .034 .318 -.388 .649 40 14 379 .017 

 C|M .174 .028 .313 -.388 .642 43 14 379 .021 

  Int. .151 -.189 .458 -.558 .732 7 5 103 .321 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table Q2. Meta-Analytic Results for Indirectly Inferring the Characteristic 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .236 .175 .295 -.224 .610 92 45 204 <.001 

Type II M|C .116 .060 .171 -.308 .502 88 26 238 <.001 

 C|M .127 .051 .203 -.481 .653 85 25 245 .002 

 Int. .188 .053 .316 -.283 .586 15 13 177 .010 

Intention 

Type I M|C .114 .044 .182 -.319 .507 93 32 254 .002 

Type II M|C .082 .005 .157 -.390 .519 55 20 250 .036 

 C|M .086 -.001 .171 -.484 .605 58 20 266 .052 

 Int. .183 .083 .280 -.185 .506 18 13 201 .001 

Self-Report Behavior 

Type I M|C .015 -.047 .077 -.135 .164 22 9 303 .623 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .102 -.046 .246 -.360 .524 13 8 159 .158 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table Q3. Meta-Analytic Results for Manipulating the Characteristic 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .287 .141 .421 -.519 .823 83 31 227 <.001 

Type II M|C .203 .169 .236 -.332 .639 481 151 210 <.001 

 C|M .215 .169 .260 -.401 .697 428 128 226 <.001 

 Int. .228 .189 .267 -.156 .553 129 103 180 <.001 

Intention 

Type I M|C .238 .154 .318 -.237 .621 76 30 230 <.001 

Type II M|C .232 .197 .266 -.319 .665 543 180 235 <.001 

 C|M .231 .196 .266 -.360 .690 469 151 247 <.001 

 Int. .255 .216 .294 -.196 .618 165 133 177 <.001 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C .176 -.032 .369 -.373 .634 18 5 430 .091 

 C|M .166 -.058 .373 -.562 .749 18 5 430 .136 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .317 .097 .508 -.267 .731 19 4 120 .008 

Type II M|C .214 .137 .288 -.184 .551 48 18 1238 <.001 

 C|M .212 .165 .259 .048 .365 44 16 1383 <.001 

  Int. .243 -.096 .532 -.593 .827 7 7 93 .128 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Appendix R. Project 1 – Moderation: Number of Characteristics Matched To 

Table R1. Meta-Analytic Results for Matching to Just One Characteristic 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .227 .167 .285 -.371 .692 208 90 244 <.001 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Intention 

Type I M|C .168 .118 .217 -.297 .569 205 74 286 <.001 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C .027 -.025 .080 -.089 .143 25 10 361 .292 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .193 .081 .300 -.335 .628 39 17 307 .001 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table R2. Meta-Analytic Results for Matching to 2-9 characteristics 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Intention 

Type I M|C .075 -.077 .223 -.262 .396 24 4 187 .317 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C .156 .020 .287 -.560 .739 35 4 514 .026 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table R3. Meta-Analytic Results for Matching to 10+ Characteristics 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Intention 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C .056 .007 .105 -.107 .216 17 6 1259 .027 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table R4. Meta-Analytic Results for Matching to an Unclear Number of Multiple Characteristics 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Intention 

Type I M|C -.060 -.238 .121 -.464 .364 15 5 382 <.001 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C .057 .033 .081 -.118 .228 123 22 1332 <.001 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C -.007 -.043 .029 -.055 .041 16 6 536 .687 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Appendix S. Project 1 – Moderation: Message Length 

Table S1. Meta-Analytic Results for Effects from Messages of a Short Length 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .249 .139 .353 -.124 .560 26 10 222 .000 

Type II M|C .220 .169 .269 -.340 .665 251 74 211 <.001 

 C|M .227 .170 .282 -.368 .690 229 64 219 <.001 

 Int. .310 .238 .378 -.245 .711 73 56 186 <.001 

Intention 

Type I M|C .126 .071 .181 -.130 .367 41 18 232 <.001 

Type II M|C .180 .145 .215 -.262 .560 204 71 220 <.001 

 C|M .189 .148 .229 -.255 .567 197 59 239 <.001 

 Int. .255 .212 .297 -.097 .550 92 66 179 <.001 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C -.004 -.194 .187 -.513 .508 10 6 616 .965 

Type II M|C .238 .126 .345 -.040 .483 37 8 290 <.001 

 C|M .229 .147 .307 -.121 .528 40 8 290 <.001 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table S2. Meta-Analytic Results for Effects from Messages of a Medium Length 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .286 .207 .362 -.330 .732 109 50 269 <.001 

Type II M|C .208 .160 .254 -.360 .663 293 96 243 <.001 

 C|M .203 .143 .260 -.539 .767 272 87 254 <.001 

 Int. .203 .162 .244 -.067 .446 61 53 201 <.001 

Intention 

Type I M|C .209 .121 .294 -.352 .660 92 35 314 <.001 

Type II M|C .235 .186 .283 -.365 .697 381 119 268 <.001 

 C|M .224 .175 .271 -.450 .735 322 102 276 <.001 

 Int. .225 .164 .284 -.293 .641 92 75 206 <.001 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C .102 -.252 .432 -.622 .732 13 4 471 .546 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C .173 -.032 .363 -.512 .723 26 12 1830 .094 

 C|M .204 -.002 .394 -.448 .715 22 10 2179 .052 

  Int. .000 -.526 .526 -.885 .885 5 5 114 .998 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table S3. Meta-Analytic Results for Effects from Messages of a Long Length 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C .268 -.040 .529 -.520 .809 13 4 195 .082 

 C|M .286 -.061 .571 -.551 .836 12 4 195 .095 

 Int. - - - - - - - - - 

Intention 

Type I M|C .048 -.081 .176 -.357 .438 28 11 243 .453 

Type II M|C .273 .121 .413 -.115 .589 14 6 171 .002 

 C|M .311 .130 .471 -.206 .692 12 5 171 .003 

 Int. .332 .109 .523 -.117 .668 5 4 119 .015 

Self-Report Behavior 

Type I M|C .071 .045 .097 -.192 .325 183 35 1039 <.001 

Type II M|C .113 -.034 .255 -.476 .632 21 6 214 .123 

 C|M .120 -.057 .289 -.493 .653 16 5 149 .168 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .064 -.022 .148 -.238 .354 40 13 396 .140 

Type II M|C .149 .067 .229 -.188 .455 29 7 310 .001 

 C|M .130 .050 .208 -.046 .298 28 6 341 .003 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Appendix T. Project 1 – Moderation: Message Modality 

Table T1. Meta-Analytic Results for Messages Delivered through Audio or Audiovisual Means 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C .071 -.450 .556 -.843 .879 8 4 204 .771 

 C|M .070 -.445 .551 -.862 .894 8 4 204 .772 

 Int. - - - - - - - - - 

Intention 

Type I M|C .148 -.211 .472 -.656 .795 13 5 182 .388 

Type II M|C .151 .062 .238 -.388 .613 44 12 233 .002 

 C|M .170 .098 .239 -.237 .525 40 10 262 <.001 

 Int. .095 -.075 .259 -.354 .508 8 8 166 .228 

Self-Report Behavior 

Type I M|C .164 -.088 .397 -.747 .861 20 4 221 .188 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table T2. Meta-Analytic Results for Messages Delivered through Images or Text Plus Images 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .439 .301 .560 -.272 .840 35 14 218 <.001 

Type II M|C .182 .143 .222 -.162 .487 134 37 224 <.001 

 C|M .185 .137 .232 -.296 .591 123 32 235 <.001 

 Int. .189 .120 .256 -.149 .488 30 23 229 <.001 

Intention 

Type I M|C .251 .093 .396 -.455 .763 40 16 264 .003 

Type II M|C .209 .136 .280 -.187 .547 75 30 258 <.001 

 C|M .191 .121 .259 -.221 .545 76 29 272 <.001 

 Int. .203 .137 .268 -.114 .483 31 24 251 <.001 

Self-Report Behavior 

Type I M|C .063 .022 .104 -.018 .143 16 7 1560 .005 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table T3. Meta-Analytic Results for Messages Delivered through Text Only 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .202 .136 .267 -.364 .659 161 70 258 <.001 

Type II M|C .205 .168 .242 -.393 .681 515 159 219 <.001 

 C|M .208 .162 .253 -.497 .747 468 141 231 <.001 

 Int. .250 .206 .292 -.194 .608 133 108 184 <.001 

Intention 

Type I M|C .123 .076 .170 -.235 .453 142 50 293 <.001 

Type II M|C .222 .187 .257 -.324 .658 559 174 231 <.001 

 C|M .212 .176 .247 -.399 .693 493 148 240 <.001 

 Int. .256 .216 .295 -.193 .617 167 127 175 <.001 

Self-Report Behavior 

Type I M|C .071 -.057 .196 -.340 .459 14 5 278 .252 

Type II M|C .139 .027 .248 -.244 .485 38 10 338 .017 

 C|M .153 .019 .281 -.419 .639 32 8 351 .026 

 Int. .140 -.140 .400 -.398 .607 6 4 100 .255 

Objective Behavior 

Type I M|C .196 .087 .300 -.231 .560 31 10 382 .001 

Type II M|C .205 .100 .305 -.300 .620 57 23 1082 <.001 

 C|M .217 .122 .309 -.241 .596 56 21 1178 <.001 

  Int. .133 -.185 .426 -.659 .786 10 8 109 .369 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Appendix U. Project 1 – Moderation: Number of Intervention Contacts 

Table U1. Meta-Analytic Results for Messages with Only One Intervention Contact Point 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .230 .170 .288 -.364 .691 214 90 245 <.001 

Type II M|C .199 .168 .229 -.362 .654 702 213 218 <.001 

 C|M .198 .162 .234 -.466 .720 639 186 231 <.001 

 Int. .233 .195 .269 -.206 .594 178 146 186 <.001 

Intention 

Type I M|C .166 .117 .214 -.289 .560 222 75 288 <.001 

Type II M|C .216 .187 .245 -.314 .643 715 235 231 <.001 

 C|M .213 .183 .242 -.361 .669 624 201 245 <.001 

 Int. .242 .210 .274 -.181 .589 224 176 183 <.001 

Self-Report Behavior 

Type I M|C .132 -.041 .298 -.663 .787 30 8 222 .129 

Type II M|C .171 .036 .300 -.285 .564 27 9 300 .016 

 C|M .186 .038 .326 -.452 .698 26 8 332 .016 

 Int. .201 .106 .293 .106 .293 7 5 107 .002 

Objective Behavior 

Type I M|C .202 .099 .300 -.299 .615 42 17 314 <.001 

Type II M|C .216 .122 .306 -.320 .647 68 27 229 <.001 

 C|M .226 .136 .313 -.234 .604 66 24 245 <.001 

  Int. .186 -.039 .393 -.505 .732 13 11 102 .097 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table U2. Meta-Analytic Results for Messages with More than One Intervention Contact Point 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M .109 -.104 .311 -.435 .594 9 4 193 .272 

 Int. - - - - - - - - - 

Intention 

Type I M|C -.028 -.175 .120 -.407 .360 22 7 271 .699 

Type II M|C .156 .071 .239 -.270 .531 30 5 346 .001 

 C|M .151 .057 .243 -.327 .568 30 5 346 .003 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C .058 .040 .077 -.109 .223 169 34 1198 <.001 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .020 -.055 .096 -.209 .248 22 10 453 .581 

Type II M|C .162 .104 .220 -.036 .348 49 11 1983 <.001 

 C|M .161 .104 .217 -.008 .321 49 11 1983 <.001 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Appendix V. Project 1 – Moderation: Characteristic Polarity 

Table V1. Meta-Analytic Results for Matching to Bipolar Characteristics 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .111 -.021 .239 -.410 .577 24 12 190 <.001 

Type II M|C .135 .056 .213 -.405 .605 112 38 223 <.001 

 C|M .106 .036 .174 -.498 .640 103 37 220 <.001 

 Int. .156 .072 .238 -.284 .542 33 28 200 <.001 

Intention 

Type I M|C .123 -.023 .264 -.361 .555 28 11 330 <.001 

Type II M|C .187 .124 .249 -.260 .568 122 41 206 <.001 

 C|M .180 .110 .248 -.263 .560 107 36 213 <.001 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .064 -.069 .194 -.188 .308 6 5 455 .272 

Type II M|C .292 .020 .523 -.440 .791 12 6 335 <.001 

 C|M .290 .018 .522 -.421 .780 12 6 335 <.001 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table V2. Meta-Analytic Results for Matching to Unipolar Characteristics 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .222 .091 .346 -.494 .759 72 32 313 <.001 

Type II M|C .208 .153 .262 -.256 .595 112 40 203 <.001 

 C|M .173 .089 .254 -.562 .756 102 34 214 <.001 

 Int. .205 .161 .249 .009 .386 36 30 173 <.001 

Intention 

Type I M|C .227 .110 .337 -.327 .665 39 17 424 <.001 

Type II M|C .168 .130 .205 -.230 .517 146 52 220 <.001 

 C|M .172 .126 .217 -.314 .586 141 48 223 <.001 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C .098 -.060 .252 -.507 .639 19 5 242 .209 

 C|M .100 -.100 .292 -.545 .671 14 4 168 .299 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C .165 .105 .224 -.094 .404 47 12 1790 <.001 

 C|M .165 .106 .222 -.007 .328 47 12 1790 <.001 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table V3. Meta-Analytic Results for Matching to Categorical Characteristics 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .259 .187 .329 -.302 .687 108 47 212 <.001 

Type II M|C .192 .157 .227 -.353 .640 459 134 222 <.001 

 C|M .202 .153 .249 -.431 .701 417 116 239 <.001 

 Int. .233 .187 .278 -.176 .573 107 87 191 <.001 

Intention 

Type I M|C .155 .095 .214 -.285 .541 141 49 226 <.001 

Type II M|C .232 .192 .272 -.351 .686 464 154 243 <.001 

 C|M .241 .200 .282 -.386 .716 396 129 261 <.001 

 Int. .269 .223 .314 -.221 .650 132 112 185 <.001 

Self-Report Behavior 

Type I M|C .122 -.018 .258 -.597 .733 35 8 455 .086 

Type II M|C .136 -.131 .385 -.497 .675 15 5 404 .292 

 C|M .184 -.091 .434 -.579 .775 14 4 495 .171 

 Int. .138 -.107 .367 -.335 .555 6 4 116 .207 

Objective Behavior 

Type I M|C .200 .025 .364 -.429 .699 19 8 111 .028 

Type II M|C .193 .030 .345 -.440 .697 28 13 179 <.001 

 C|M .228 .094 .354 -.238 .609 24 11 196 <.001 

  Int. .140 -.269 .506 -.758 .855 7 7 70 .439 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Appendix W. Project 1 – Moderation: Assessment Time 

Table W1. Meta-Analytic Results When Assessment Occurs the Day of the Intervention 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .227 .168 .285 -.366 .689 217 91 244 <.001 

Type II M|C .197 .167 .227 -.363 .653 704 215 218 <.001 

 C|M .197 .161 .232 -.467 .718 642 189 230 <.001 

 Int. .232 .194 .268 -.206 .592 179 147 185 <.001 

Intention 

Type I M|C .170 .122 .216 -.279 .558 223 76 285 <.001 

Type II M|C .214 .185 .243 -.316 .642 735 238 234 <.001 

 C|M .210 .181 .238 -.360 .666 644 204 248 <.001 

 Int. .239 .207 .271 -.187 .590 224 177 183 <.001 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .186 .087 .282 -.304 .598 44 18 311 .001 

Type II M|C .224 .143 .302 -.253 .613 98 29 844 <.001 

 C|M .234 .160 .306 -.176 .575 97 27 900 <.001 

  Int. .212 .025 .385 -.423 .707 16 13 94 .030 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table W2. Meta-Analytic Results When Assessment Occurs at Least One Day After the Intervention 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Intention 

Type I M|C -.105 -.252 .047 -.447 .264 11 6 316 .155 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C .064 .038 .089 -.198 .317 192 40 1050 <.001 

Type II M|C .126 .020 .230 -.398 .589 44 12 298 .021 

 C|M .134 .017 .248 -.433 .626 38 10 300 .026 

 Int. .201 .106 .293 .106 .293 7 5 107 .002 

Objective Behavior 

Type I M|C .023 -.055 .099 -.212 .255 20 10 453 .547 

Type II M|C .113 .039 .186 -.098 .315 17 6 469 .005 

 C|M .100 .025 .173 -.100 .293 16 5 538 .012 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table W3. Meta-Analytic Results When Assessment Between 1 Day and 1 Month After the Intervention 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Intention 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C .125 -.001 .247 -.573 .718 41 14 633 .052 

Type II M|C .171 .036 .300 -.285 .564 27 9 300 .016 

 C|M .186 .038 .326 -.452 .698 26 8 332 .016 

 Int. .201 .106 .293 .106 .293 7 5 107 .002 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C .133 .064 .200 -.029 .288 11 4 431 .002 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table W4. Meta-Analytic Results When Assessment Between 1 and 6 Months After the Intervention 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Intention 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C .057 .032 .081 -.104 .215 99 28 1212 <.001 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .024 -.079 .127 -.230 .275 10 7 301 .609 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table W5. Meta-Analytic Results When Assessment Beyond 6 Months After the Intervention 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Intention 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Self-Report Behavior 

Type I M|C .063 .033 .092 -.130 .250 52 11 1446 <.001 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .024 -.156 .204 -.374 .415 8 4 682 .759 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Appendix X. Project 1 – Moderation: Outcome Domain 

Table X1. Meta-Analytic Results for Interventions Targeting Health Behaviors 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .039 -.055 .133 -.339 .406 35 15 212 .407 

Type II M|C .131 .082 .179 -.283 .503 137 37 241 <.001 

 C|M .126 .070 .182 -.412 .599 129 33 260 <.001 

 Int. .180 .124 .234 -.085 .420 34 29 214 <.001 

Intention 

Type I M|C .061 -.010 .130 -.303 .408 82 29 275 .091 

Type II M|C .155 .104 .205 -.320 .568 250 72 261 <.001 

 C|M .152 .100 .203 -.312 .557 228 63 275 <.001 

 Int. .183 .122 .243 -.227 .538 57 50 198 <.001 

Self-Report Behavior 

Type I M|C .064 .040 .088 -.188 .309 198 41 1027 <.001 

Type II M|C .128 .013 .240 -.412 .601 40 11 310 .031 

 C|M .141 .014 .264 -.427 .630 34 9 315 .031 

 Int. .201 .106 .293 .106 .293 7 5 107 .002 

Objective Behavior 

Type I M|C .050 -.015 .115 -.203 .297 34 15 345 .129 

Type II M|C .167 -.042 .363 -.519 .722 25 12 248 .112 

 C|M .190 -.053 .411 -.523 .746 20 9 298 .117 

  Int. .079 -.389 .514 -.826 .870 6 6 83 .697 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table X2. Meta-Analytic Results for Interventions Targeting Environmental Behaviors 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C .121 -.022 .258 -.440 .613 30 15 303 .093 

 C|M .121 -.031 .266 -.579 .718 28 14 314 .113 

 Int. .089 .006 .170 -.193 .358 15 14 322 .037 

Intention 

Type I M|C - - - - - - - - - 

Type II M|C .215 .127 .299 -.246 .596 79 25 250 <.001 

 C|M .234 .139 .325 -.244 .621 59 21 229 <.001 

 Int. .216 .152 .279 -.042 .448 25 20 208 <.001 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C .133 .070 .196 -.113 .364 22 9 2542 <.001 

 C|M .134 .068 .199 -.127 .378 22 9 2542 <.001 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table X3. Meta-Analytic Results for Interventions Targeting Prosocial Behaviors 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .377 .164 .556 -.398 .838 26 11 253 .002 

Type II M|C .157 .029 .281 -.434 .654 34 12 220 .018 

 C|M .146 .008 .279 -.438 .643 32 11 233 .039 

 Int. .165 .099 .230 .076 .251 8 6 242 <.001 

Intention 

Type I M|C .099 .026 .171 -.192 .375 25 13 207 .010 

Type II M|C .115 .055 .174 -.302 .495 96 32 169 <.001 

 C|M .130 .066 .192 -.277 .497 83 31 186 <.001 

 Int. .191 .120 .259 -.180 .514 37 30 180 <.001 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C .207 .113 .298 -.195 .550 26 8 379 <.001 

 C|M .197 .076 .312 -.186 .527 26 8 379 .003 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table X4. Meta-Analytic Results for Interventions Targeting Political Behaviors 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .229 .141 .313 -.220 .597 40 21 201 <.001 

Type II M|C .138 .087 .188 -.024 .293 40 15 297 <.001 

 C|M .141 .026 .252 -.485 .671 40 15 297 .018 

 Int. .240 .097 .374 -.218 .612 12 11 287 .004 

Intention 

Type I M|C - - - - - - - - - 

Type II M|C .149 .017 .275 -.177 .445 17 7 284 .029 

 C|M .242 -.126 .551 -.784 .914 12 6 239 .174 

 Int. .332 -.092 .654 -.507 .848 4 4 159 .087 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 

 



 

 

 

545 

 
 

 

Table X5. Meta-Analytic Results for Interventions Targeting Consumer Behaviors 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .244 .167 .318 -.356 .702 138 54 275 <.001 

Type II M|C .212 .176 .248 -.364 .671 555 154 205 <.001 

 C|M .210 .168 .252 -.455 .725 505 132 216 <.001 

 Int. .245 .198 .292 -.226 .624 127 101 168 <.001 

Intention 

Type I M|C .224 .146 .299 -.304 .647 129 34 344 <.001 

Type II M|C .253 .208 .297 -.340 .702 326 109 235 <.001 

 C|M .262 .214 .309 -.380 .734 290 91 252 <.001 

 Int. .261 .220 .301 -.097 .559 104 81 174 <.001 

Self-Report Behavior 

Type I M|C - - - - - - - - - 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .224 -.017 .441 -.474 .749 10 6 375 .064 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Appendix Y. Project 1 – Moderation: Type of Behavioral Change Type Targeted  

Table Y1. Meta-Analytic Results for Interventions Attempting to Promote a Behavior 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C .232 .172 .289 -.361 .691 212 90 244 <.001 

Type II M|C .211 .179 .242 -.352 .662 652 194 216 <.001 

 C|M .213 .174 .251 -.446 .722 590 167 230 <.001 

 Int. .247 .208 .286 -.197 .607 162 134 182 <.001 

Intention 

Type I M|C .156 .105 .207 -.301 .555 204 68 289 <.001 

Type II M|C .219 .187 .251 -.334 .660 638 205 235 <.001 

 C|M .216 .184 .247 -.359 .672 570 179 249 <.001 

 Int. .236 .200 .271 -.201 .595 198 154 184 <.001 

Self-Report Behavior 

Type I M|C .063 .017 .109 -.309 .418 102 24 783 .008 

Type II M|C .138 .009 .263 -.451 .644 34 11 300 .037 

 C|M .154 .003 .298 -.509 .702 28 9 303 .046 

 Int. .201 .106 .293 .106 .293 7 5 107 .002 

Objective Behavior 

Type I M|C .141 .041 .238 -.290 .524 42 17 377 .007 

Type II M|C .202 .131 .270 -.209 .552 95 28 954 <.001 

 C|M .194 .122 .264 -.201 .535 97 27 984 <.001 

  Int. .185 -.004 .361 -.284 .582 10 7 115 .054 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Table Y2. Meta-Analytic Results for Interventions Attempting to Limit a Behavior 

Outcome, Study 

& Effect Type 
r 

95% CI 95% PI Effect  

# 

Study  

# 

Mean 

Study N 

Sig. 

(p) Low High Low High 

Attitude 

Type I M|C - - - - - - - - - 

Type II M|C .078 .004 .150 -.308 .442 46 19 235 .038 

 C|M .071 -.069 .208 -.669 .740 42 17 252 .312 

 Int. .091 .018 .163 -.130 .303 15 13 224 .018 

Intention 

Type I M|C .115 -.037 .262 -.406 .580 23 11 235 .130 

Type II M|C .168 .102 .232 -.223 .513 80 27 239 <.001 

 C|M .170 .085 .253 -.436 .670 60 19 253 .000 

 Int. .245 .136 .348 -.225 .622 20 19 165 .000 

Self-Report Behavior 

Type I M|C .070 .043 .096 -.132 .266 96 24 1253 <.001 

Type II M|C - - - - - - - - - 

 C|M - - - - - - - - - 

 Int. - - - - - - - - - 

Objective Behavior 

Type I M|C .029 -.071 .128 -.251 .304 17 8 417 .550 

Type II M|C .102 -.132 .325 -.433 .585 14 6 172 .363 

 C|M .152 .056 .246 .056 .246 10 4 217 .006 

  Int. - - - - - - - - - 

Notes.  r = meta-analytic estimate expressed as a correlation; 95 % CI = 95% confidence interval; 95% PI = 95 % prediction interval; 

Effect # = number of effect size estimates aggregated; Study # = number of studies used to derive meta-analytic estimate; Mean Study 

N = average sample size of each study used; Sig (p) = statistical significance level expressed as p-value; M|C = effect of message 

given a characteristic being matched to; C|M = effect of characteristic given a particular message type received; Int = Interaction 

effect. Rows are left empty whenever there was fewer than 4 studies reporting a particular type of effect. 
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Appendix Z. Project 2 – Pilot Study  

250 participants were recruited using the MTurk, managed through 

CloudResearch.com. The pilot survey was deployed using Qualtrics 

(https://www.qualtrics.com).  

Z.1. Developing the political orientation measure. Participants began the 

survey by completing a 25-item measure of political orientation that included items 

inspired from a variety of past research on matching to political orientation (e.g., Arpan 

et al., 2018; Day et al., 2014; Dixon et al., 2017; Feinberg & Willer, 2015; Hartman & 

Weber, 2009; Kaikati et al., 2017; Kidwell et al., 2013; Kim et al., 2018; Malka & 

Lelkes, 2010; Nelson & Garst, 2005; Wolsko et al., 2016).  

The political orientation measure contained the 6 items ultimately used in Project 

2 (see Appendix AA below), along with 19 items asking participants about their views on 

specific politically-relevant policies. Prior to reading the policy statements, participants 

read the following prompt: “In the United States today, there is a range of issues and 

policies that are being discussed. Please indicate the extent to which you are in favor of 

or against each of the following policies and issues.” Then, they rated each policy using a 

7-point response scale (1 = ”strongly against”; 4 = “neither for nor against”; 7 = “strongly 

in favor”). The 19 policy-related statements were: 

1. Abolishing capital punishment 

2. Making abortion illegal 

3. Promoting more strict gun control policies 

4. Increasing socialized health care 

5. Supporting same sex marriage 

6. Punishing illegal immigration 

7. Promoting traditional American values 

8. Keeping church and state separate 

https://www.qualtrics.com/
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9. Increasing taxes to promote basic government services 

10. Prioritizing funding for the military and national security 

11. Reducing Government regulations on private companies to keep them 

competitive 

12. Promoting the legalization of marijuana 

13. Promoting equal access to employment opportunities 

14. Imposing laws to reduce carbon emissions 

15. Promoting free speech even when it is hurtful speech 

16. Increasing public funding for subsidized housing 

17. Honoring and defending the Constitution  

18. Keeping families free from government surveillance 

19. Reducing the federal debt 

Responses to these items were subjected to a series of psychometric evaluations. 

First, an examination of correlation matrices involved ensuring that responses to liberal 

policies/positions correlated positively with each other, and that responses to 

conservative policies/positions correlated positively with each other. Items that did not 

meet these criteria were excluded. Then, exploratory factor analyses were conducted to 

(1) explore whether multiple dimensions needed to be accounted for in the scale, and (2) 

further identify items that did not cluster with others. From these analyses a few 

additional items were excluded, and it was deemed adequate to treat the scale as 

unidimensional. Lastly, items were subjected to a series of item response theory (IRT) 

analyses to choose a final pool of items so that the resulting scale would be maximally 

informative, be able to maximally discriminate between different levels of political 

orientations, and demonstrate high reliability across the full range of scores. To 

accomplish this, we used several tools from IRT. For example, item characteristic curves 

(ICCs; or “trace lines”) were used to examine that degree to which response choices for 

each items were truly ordinal in nature, and discriminated between multiple levels of the 

latent political orientation variable underlying responses. For instance, ICCs similar to 
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the upper left panel on Figure Z1 led to the exclusion of certain items, whereas items with 

ICCs similar to the upper right panel on Figure Z1. were retained. I also generally 

selected items that captured the most information across the range of latent scores. For 

example, the lower left panel of Figure Z1. plots the amount of information that each 

item within a selection contributes to the overall scale. The 6 tallest curves correspond to 

the 6 items I eventually retained as part of the final scale. Lastly, while making decisions, 

I paid attention to the reliability of the measure across the range of the underlying latent 

construct being measured. The lower right panel of Figure Z1. presents a plot of the 

reliability of the final scale (y-axis) for measuring political orientation at different levels 

of the latent construct (x-axis). For most of the effective range of the scale (i.e., scores of 

+/- 1.75  standard deviations from the mean), the scale has a reliability of above .80, and 

approaching 1.0.  
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Figure Z1. Example IRT Analyses.
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Z.2. Selecting persuasive message components. After completing the political 

orientation items, participants viewed 9 goal statements that a non-profit organization 

could strive towards. Each statement had three versions (a conservative, a liberal, and a 

neutral version), and each person was randomized to read one version of each statement. 

The full set of statements is presented in Table Z1.  

Table Z1. Candidate Statements Evaluated by Pilot Participants 
Candidate Statement #1 

Neutral 1) Reducing unemployment by working with local stakeholders to build 

connections between employers and people seeking work 

Liberal 1) Alleviating the effects of unemployment and poverty by working with local 

officials to ensure people can access quality training programs and welfare 

services 

Conservative 1) Increasing wealth in areas by providing funds to local business owners, so 

that they can grow their businesses and maximize employment opportunities 

Candidate Statement #2 

Neutral 2) Reducing crime rates by meeting with community leaders, and identifying 

strategies that are tailored to the types of crimes in the area 

Liberal 2) Reducing crime rates by establishing training programs and services to aid 

people with criminal records to begin new lives 

Conservative 2) Reducing crime rates by creating neighborhood watch groups to monitor 

unlawful behavior, and establishing programs to build law abiding 

communities 

Candidate Statement #3 

Neutral 3) Improving health services by working with healthcare systems to improve 

the cost effectiveness of health-related services 

Liberal 3) Ensuring equal and fair access to health services by helping state 

governments develop and support programs to help those most in need 

Conservative 3) Improving the efficiency of health services by helping healthcare systems to 

innovate and by reducing the constraints imposed by government regulations 

Candidate Statement #4 

Neutral 4) Promoting environmental efforts through programs that teach individuals 

how to best make use of local recycling and composting resources 

Liberal 4) Helping protect the environment against further degradation by educating 

people about global warming, and punishing businesses that pollute local areas 

Conservative 4) Safeguarding the purity of the natural environment by creating economic 

programs that support business that pledge to contribute to conservation efforts 

Candidate Statement #5 

Neutral 5) Helping communities affected by the opioid crisis by working with local 

stakeholders to increase public awareness to promote the prevention of new 

addictions 

Liberal 5) Helping communities affected by the opioid crisis by working with local 

agencies to provide resources for users to get treatment and support 
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Conservative 5) Helping communities affected by the opioid crisis by working with local 

authorities to better monitor, identify, and punish those producing and selling 

opioids 

Candidate Statement #6 

Neutral 6) Helping low income students access quality education by increasing support 

for teachers within the entire community. 

Liberal 6) Helping low income students have access to better and fairer educational 

opportunities by investing in public school programs 

Conservative 6) Helping low income students have access to the best educational 

opportunities by providing them with vouchers to attend the school of their 

choice. 

Candidate Statement #7 

Neutral 7) Encouraging companies to adopt the newest green technologies that have 

been developed 

Liberal 7) Encouraging companies to develop and use green technologies in order to 

preserve the environment and fight global warming 

Conservative 7) Investing in companies that develop green technologies, allowing American 

enterprises to remain at the forefront of the global economic competition 

Candidate Statement #8 

Neutral 8) Improving relations between community members and police forces through 

educational programs that foster mutual trust. 

Liberal 8) Educating police forces about the needs of minority groups and training 

them to safeguard against prejudice and discrimination. 

Conservative 8) Reducing hostile feelings towards the police in areas with higher crime rates 

by officers by reinforcing respect for the honorable work of police officers. 

Candidate Statement #9 

Neutral 9) Supporting high schools in the development of sex education programs that 

emphasize protection against diseases and unwanted pregnancies. 

Liberal 9) Supporting high schools in the development of sex-positive education 

programs that encourage youths to be informed about sex, and teaches them 

how to make safe and healthy decisions. 

Conservative 9) Supporting high schools in the development of abstinence-based sex 

education programs that emphasize reductions in teenage pregnancies, and 

reinforce values of modesty and chastity. 

 

For each statement viewed, participants answered 3 questions: 

1) With what political position would you associate the statement above?  

a. Liberal 

b. Neither liberal nor conservative 

c. Conservative 

2) How would a typical conservative react to this goal? 

a. Strongly against  

b. Moderately against  

c. Slightly against  

d. Neither for nor against  

e. Slightly in favor  
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f. Moderately in favor  

g. Strongly in favor 

3) How would a typical liberal react to this goal? 

a. Strongly against  

b. Moderately against  

c. Slightly against  

d. Neither for nor against  

e. Slightly in favor  

f. Moderately in favor  

g. Strongly in favor 

Afterwards, participants were randomized to see one image from each of four sets of 

three images (i.e., each person one image from each set, for a total of four). The specific 

images participants viewed are shown in Figure Z2. For each image participants 

answered: 

1) Who do you think would be most likely to use this image in an advert?  

a. A liberal organization 

b. An organization that is neither liberal nor conservative 

c. A conservative organization 

2) How much do you think this image would appeal to someone who is 

conservative? 

a. Not at all 

b. A little 

c. A moderate amount 

d. A lot 

3) How much do you think this image would appeal to someone who is liberal? 

a. Not at all 

b. A little 

c. A moderate amount 

d. A lot 

Selection of statements and images was accomplished by ensuring that one 

version of a statement (or image) could be classified as associated to liberal 

groups/values, one version as associated to conservative groups/values, and one version 

to neither liberal nor conservative groups.  

Specific results from the pilot are available upon request. 
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Figure Z2. Images evaluated for possible inclusion into the study 
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Appendix AA. Project 2 – Details on Screening Procedure During Recruitment  

The recruitment strategy was designed to recruit approximately 1100 participants 

using Mturk (managed through CloudResearch.com). Participants were required to be 

U.S. residents, and 18 years old or older. 

To ensure data quality, participants had to meet several criteria to be included into 

the study. First, participants access to the MTurk hit was limited based on the following 

criteria set through CloudResearch: 

• Participants could not have participated in the pilot study for Project 2 

• Participants had to meet the following worker qualifications: 

o Located in the United States 

o HIT approval rate (%) for all requesters’ HITs of 95-100% 

o Number of HITs approved of 500-1,000,000 

• Used CloudResearch’s “verify worker country and state location” setting to 

ensure the geographical location of participants 

• Enabled CloudResearch’s function to block suspicious geocode locations 

• Enabled CloudResearch’s function to block duplicate IP addresses 

• Enabled CloudResearch’s function to block duplicate geolocation 

When participants began the hit, they were asked to first complete a screener to 

establish their eligibility to participate in the study. First, they were asked to: 

• Verify that they were 18 years or older 

• Verify that they resided in the United States 

• Complete a reCaptcha 

Second, Participants responded to six questions on political ideology. The 6 items were 

as follows: 

1. How would you describe your political party preference?  

• 1 = Strong Democrat 

• 2 = Democrat 

• 3 = Slightly Democrat 

• 4 = Neither Democrat nor Republican 

• 5 = Slightly Republican 
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• 6 = Republican 

• 7 = Strong Republican 

• 8 = I do not know  

• 9 = Does not apply to me  

 

2. How would you describe your political views in general? 

• 1 = Strongly liberal 

• 2 = Moderately liberal 

• 3 = Slightly liberal 

• 4 = Moderate/middle of the road 

• 5 = Slightly conservative 

• 6 = Moderately conservative 

• 7 = Strongly conservative  

• 8 = I do not know  

• 9 = Does not apply to me  

 

3. In terms of your social/cultural views, where would you place yourself on the 

following scale?  

• 1 = Strongly liberal 

• 2 = Moderately liberal 

• 3 = Slightly liberal 

• 4 = Moderate/middle of the road 

• 5 = Slightly conservative 

• 6 = Moderately conservative 

• 7 = Strongly conservative  

• 8 = I do not know  

• 9 = Does not apply to me  

 

 

4. In terms of your economic views, where would you place yourself on the following 

scale?  

• 1 = Strongly liberal 

• 2 = Moderately liberal 

• 3 = Slightly liberal 

• 4 = Moderate/middle of the road 

• 5 = Slightly conservative 

• 6 = Moderately conservative 

• 7 = Strongly conservative  

• 8 = I do not know  

• 9 = Does not apply to me 
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Please indicate your opinion towards the following two groups: 

5. Democrats [a reverse-coded item if items are coded from liberal to conservative] 

• 1 = Extremely negative 

• 2 = Moderately negative 

• 3 = Slightly negative 

• 4 = Neither negative nor positive 

• 5 = Slightly positive 

• 6 = Moderately positive 

• 7 = Extremely positive 

 

6. Republicans 

• 1 = Extremely negative 

• 2 = Moderately negative 

• 3 = Slightly negative 

• 4 = Neither negative nor positive 

• 5 = Slightly positive 

• 6 = Moderately positive 

• 7 = Extremely positive 

 

The political orientation measure was scored using a mean of the 6 items (treating 

response options 8 & 9 as missing data when selected on items 1-4). The result was a 

score assigned to participants that ranged from 1 = strongly liberal to 7 = strongly 

conservative (with 4 = politically moderate). 

Scores on political orientation were then used to establish a quota-based sampling 

during recruitment of participants. Specifically, we aimed to recruit at least 366 

individuals that were: 

• Politically liberal (i.e., average scores lower than 3) 

• Politically conservative (i.e., average scores higher than 5) 

• Politically moderate (i.e., score equal or above 3, or equal or below 5) 
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Once the quota of 366 participants had been met for a given category, new 

participants whose score fell in that category were excluded from participation in the 

study.  

Lastly, after completing the political orientation, participants were shown a 

picture of an eggplant (Figure AA1). Participants were asked to t identify the 

vegetable in the image. Participants were only allowed to participate if they 

accurately identified the image as that of an “eggplant” or “egg plant”. Prior work has 

established that this question can be used to identify and exclude participants which 

may be answering the survey from outside the U.S., but using an IP masking software 

to hide their true location (e.g., see: Moss & Litman, 2018). Our study eligibility 

criteria included a requirement that participants be located within the USA, and this 

question helped enforce this criterion. 

Figure AA1. Picture of Eggplant Used for Screening purposes 
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Appendix AB. Project 2 – Correlations & Descriptives Per Condition  

 This appendix contains correlation matrices and descriptive statistics broken 

down by the three experimental conditions in the study (i.e., the liberal appeal condition, 

the conservative appeal condition, and the neutral appeal condition). 

Table AB1. Correlation Matrix and Descriptives for the Conservative Appeal (N = 370). 

Variable 1 2 3 4 5 Mean SD 

1. Political 

orientation 

- .42*** .41*** .36*** -.35*** 3.96 1.78 

2. Attitude towards 

the organization 

 
- .90*** .67*** -.71*** 4.38 1.21 

3. Attitude towards 

contributing 

  
- .75*** -.72*** 4.10 1.34 

4. Positive 

behavioral intention 

   
- -.48*** 2.27 1.11 

5. Negative 

behavioral intention 

        - 2.12 1.09 

Note. SD = Standard Deviation. Correlations were computed using standardized scores 

for each variable, whereas the means and SDs were calculated using raw variable scores. 

*p < .05; **p < .01; ***p < .001  

 

 

Table AB2. Correlation Matrix and Descriptives for the Liberal Appeal (N = 369). 

Variable 1 2 3 4 5 Mean SD 

1. Political 

orientation 

- -.30*** -.34*** -.28*** .24*** 3.98 1.73 

2. Attitude towards 

the organization 

 
- .86*** .60*** -.63*** 4.63 1.03 

3. Attitude towards 

contributing 

  
- .72*** -.63*** 4.45 1.18 

4. Positive 

behavioral intention 

   
- -.39*** 2.52 1.09 

5. Negative 

behavioral intention 

        - 1.91 .95 

Note. SD = Standard Deviation. Correlations were computed using standardized scores 

for each variable, whereas the means and SDs were calculated using raw variable scores. 

*p < .05; **p < .01; ***p < .001  
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Table AB3. Correlation Matrix and Descriptives for the Neutral Appeal (N = 362). 

Variable 1 2 3 4 5 Mean SD 

1. Political 

orientation 

- -.012 -.017 -.055 -.011 3.95 1.74 

2. Attitude towards 

the organization 

 
- .74*** .60*** -.49*** 4.90 .73 

3. Attitude towards 

contributing 

  
- .70*** -.53*** 4.65 .92 

4. Positive 

behavioral intention 

   
- -.37*** 2.65 1.07 

5. Negative 

behavioral intention 

        - 1.72 .81 

Note. SD = Standard Deviation. Correlations were computed using standardized scores 

for each variable, whereas the means and SDs were calculated using raw variable scores. 

*p < .05; **p < .01; ***p < .001  

 

 


