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Abstract 

It is said that data never sleeps. It has a ubiquitous presence and is being generated at an 

exceptional pace from different sources. The insurmountable demand for data must be 

met with an equally fast paced data supply which has led to the development of data 

servers by companies like Microsoft and Google. In spite of facing an existential crisis 

due to the development of SSD’s, the Compound Annual Growth Rate (CAGR) of ~ 40% 

maintained by the HDD industry has ensured that these devices are a necessity when it 

comes to large scale data storage. The growth of the HDD industry is helped by the fact 

that a huge amount of research is dedicated to developing new data recording 

technologies to improve the storage capacity of HDD’s. Significant investment has gone 

into developing a new data recording technology called Heat Assisted Magnetic 

Recording (HAMR) that is expected to improve the storage density up to at least 5Tb/in2. 

In conjunction with other improvements (like the development of Bit Patterned Media 

BPM), the expected density output for HAMR can be even higher. 

The optimization of the HAMR technology has focused on different aspects of the 

HAMR system, optical, magnetic, mechanical and electrical. In this thesis, different 

system and media optimizations that may help improve the HAMR performance are 

explored. The effect of doped L10 FePt media, which is an extremely popular HAMR 

media, is considered to understand how a change in its Curie temperature (Tc) can 

actually influence its intrinsic magnetic properties. This is followed by the 

implementation of micromagnetic simulations with the use of the stochastic Landau 

Lifshitz Gilbert (LLG) equation that is used to mimic the magnetization dynamics of 

grains. These simulations are used to vary the media properties and HAMR process 

parameters to optimize a thin 3nm (write layer)/6nm (storage layer) Thermal Exchange 

Coupled Composite (ECC) HAMR media. Introducing finite exchange coupling between 

the grains of the write layer and scaling the damping in the write layer are techniques that 

can help reduce the DC noise and improve the Signal to Noise Ratio (SNR). The 

Ensemble Waveform Analysis technique identifies Transition SNR as the main cause of 
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SNR variation. This optimization process lends credence to the idea that a thinner 

composite media may be used to realize significant enhancements of SNR. 

Micromagnetic simulations are also used to address an important issue related to HAMR; 

the high temperature for writing data can cause heating issues with long term HAMR use. 

A low temperature Thermal ECC media is proposed that can significantly reduce the 

writing temperature (by about 34%) and that can reduce the peak temperature of the heat 

spot used to heat the media in the HAMR process by 200K.  

This is followed by an analytical formulation that is derived to calculate the transition 

jitter in the HAMR process. The jitter is known to depend on the grain size as well as the 

heat spot thermal gradient. It also depends on the Voronoi Grain Size Distribution, as 

well as exhibiting a surprising nonlinear dependence on the reader width. By combining 

the noise due to these dependencies the analytical formulation can be derived. This 

simple formulation provides both physical insight and conserves computational time 

relative to lengthy (and complex) recording simulations. A detailed analysis of the 

Adjacent Track Erasure (ATE) in the HAMR process is also explored. The numerical 

extent of ATE in different HAMR media is established and techniques are implemented 

using micromagnetic simulations in an attempt to reduce the ATE effect. A hypothesis is 

established to explain the presence of extent of ATE in different HAMR media. 

Research in the area of HAMR process and system optimization is of huge importance 

especially since the data storage industry has invested a lot in terms of research and 

manpower in this technology. Potential directions of research include techniques to 

reduce the ATE, improving the designs of different HAMR system components and 

developing better data post processing techniques like Neural Networks and 2D detectors. 
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Chapter 1 

Introduction 

The idea of generation and storage of data has been around since a long time almost since 

the first computer (the Electronic Numerical Integrator And Computer ENIAC) was 

developed in 1946[1]. The first computer occupied about 1,800 square feet and used 

about 18,000 vacuum tubes, weighing almost 50 tons. The earliest computers did not 

have any storage capacity. Programs had to be entered manually to run them and this 

generated the idea of permanently storing data using the power of computers. The most 

primitive form of data storage was paper tapes where programs and data were recorded 

using holes punched into paper tapes or punch cards to represent a “1”, and paper blocks 

to represent a “0” (or vice versa)[2]. This type of storage was used for many years until 

the creation of magnetic tapes. This was discarded quickly when the need to access data 

randomly (and not sequentially) was felt. Disk drive development was impacted 

massively when IBM announced, in May 1955, a product that offered unprecedented 

random-access storage to 5 million characters each with 6 bits[3]. 

The amount of data generated every day is hard to quantify due to the innumerable 

sources and forms of data. Just to illustrate the magnitude of data being generated every 

day, it is predicted that the popular social media website Instagram has users posting 

about 50,000 photos per minute, about 15 million text messages are exchanged every 

minute and Google conducts about 3.6 million searches every minute[4]. Fig 1.1 shows 

the expected size of the global datasphere which is expected to reach 175 ZB by 

2025[5][6]. Fig 1.2 gives an illustration of the amount of data generated every day[7]. It 

is clear that companies and individual users need cheap modes of data storage to ensure 

that vast amounts of data can be stored and accessed without any issues.   

From the very first disk drive design, the development of Hard Disk Drive (HDD) 

designs and capacities today has been stupendous. Today, HDD’s are commonly used in  
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Fig. 1.1 Size of the global datasphere[5][6] 

 

 

Fig. 1.2 Approximate global data generated everyday[7]  

personal computers, laptops and even in data servers. Their importance has amplified 

since the development of cloud services by companies like Google and Amazon (via 

Amazon Web Services). Although the increasing use and development of the Solid State 

Drive (SSD) provides a threat to the existence of HDD’s in the future, the decreasing 

cost/bit for stored data has made the use of HDD’s inevitable. Fig. 1.3 shows the  
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Fig. 1.3 Variation of average HDD cost/GB over the years[8] 

decreasing cost of HDD data storage [8]. It is clear that compared to SSD’s, the cheap 

cost of data storage is an advantage for HDD’s ensuring their longevity in the coming 

times. 

1.1 Hard Disk Drive Development 

The history of HDD development is replete with examples of technologies developed 

solely to address individual issues identified at different timepoints. The need for 

permanent storage of data led to the introduction of HDDs in 1956 as data storage 

devices for an IBM real-time computer. The first IBM drive, the 350 RAMAC was 

approximately the size of two refrigerators and stored 5 million 6-bit characters (the 

equivalent of 3.75 million 8-bit bytes) on a stack of 50 disks[3][9]. This was followed by 

IBM introducing the 1311 disk drive in 1961. This drive was huge and stored about two 

million characters on a removable disk pack. Additional disk packs could be bought and 

interchanged with the current disk pack as needed, much like reels of magnetic tapes. 

Later models of removable pack drives, from IBM and others, became the norm in most 

computer installations and reached capacities of 300 megabytes by the early 1980s. Non-

removable HDDs were called fixed disk drives. In 1973, IBM introduced a new type of 

HDD code-named "Winchester"[10]. Its primary feature was that the disk heads were not 
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withdrawn completely from the stack of disk platters when the drive was powered down. 

Instead, the heads were allowed to "land" on a special area of the disk surface upon spin-

down, "taking off" again when the disk was later powered on. This reduced the head 

actuator mechanism cost but precluded removing just the disks from the drive as was the 

norm during that period. Later "Winchester" drives abandoned the removable media 

concept and returned to non-removable platters. A few years later, designers were 

exploring the possibility that physically smaller platters might offer advantages. Drives 

with non-removable eight-inch platters appeared, and then drives that used a 5 1⁄4 in (130 

mm) form factor (a mounting width equivalent to that used by a floppy disk drive. The 

latter were primarily intended for the then-fledgling personal computer (PC) market. By 

the late 1980s, HDD costs had been reduced to the point where they were standard on all 

but the cheapest PC. Most HDDs in the early 1980s were sold to PC end users as an 

external, add-on subsystem. The IBM PC/XT in 1983 included an internal 10MB HDD, 

and soon thereafter internal HDD’s proliferated on personal computers[3]. 

Today, HDD’s have captured different market segments based on their use and capacity. 

Desktop HDD’s typically store between 60 GB and 8 TB and have a data transfer rate of 

0.5 Gbit/s or higher. These HDD’s are typically about 3.5” in diameter and as of May 

2019, the highest-capacity desktop HDD’s stored 14 TB[11] with Western Digital 

planning to release 16 TB and 18 TB MAMR drives as well[12]. As of 2016, the typical 

speed of a hard drive in an average desktop computer is 7200 RPM, whereas low-cost 

desktop computers may use 5900 RPM or 5400 RPM drives. On the other hand, laptop 

and mobile HDD’s are typically smaller and contain lesser number of platters to store 

data. Thus, their capacities are relatively much lower. Laptop drives are typically 2.5” in 

size and their capacity can range from 160 GB to more than 2 TB. Most laptop systems 

will have between 500 GB and 1 TB of storage. Finally, Enterprise HDD’s are used with 

multi-user computers which may handle enterprise software like transaction processing 

databases, internet infrastructure (email, webserver, e-commerce) and scientific 

computing software. These have to operate continuously with reliability and high 

performance being the most important features. Maximum capacity is not a goal, hence 
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these drives are typically low capacity drives (3.5 TB – 4 TB) with respect to their high 

costs. 

In 2018, there were about 912 exabytes of combined HDD/SSD data that was shipped. 

About 800 exabytes was shipped with the use of HDD’s. That means about 89% of the 

data was shipped using spinning platters. The International Data Corporation (IDC) has 

predicted 22 ZB of new storage capacity will ship in between 2018-25. Of this, hard disk 

drives will make up approximately 60%.  This amounts to about 13 ZB of additional 

HDD capacity entering the supply chain. The vast majority of that total (approximately 

90%) will ship between 2020 and 2025[5]. Thus, it is unsurprising that HDD’s will 

continue to dominate. Although the emerging SSD usage in different applications has 

offered a strong competition for HDD’s, Fig. 1.4 shows the clear capacity advantage that 

HDD’s enjoy over SSD’s. It is clear that considering the cost/bit value, SSD’s remain 

prohibitively costly (at least four to five times[13][14]). Additionally, although as of 

2016, HDDs are reported to have a failure rate of 2–9% per year, while SSD’s have fewer 

failures: 1–3% per year, SSD’s have more uncorrectable data errors than HDD’s[15]. 

 

Fig. 1.4 Comparison of Areal Density values for different product technologies[16][17] 

The growth in the use of HDD’s has been primarily due to technologies that have been 

developed by the industry to improve the HDD performance, the data retention 
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capability/stability as well as the development of materials and fabrication processes that 

have allowed the cheap proliferation of HDD’s. Fig. 1.5 shows the improvement in the 

storage capacity of HDD’s by employing various recording technologies. The CAGR up 

to 2007 was maintained to about 60%. Even though the predicted capacity growth rate 

has slowed down to 30%, the trend of developing exciting new technologies has 

improved the morale of the industry. In 2007, Albert Fert and Peter Grunberg were 

awarded the Nobel Prize for the development of the Giant Magnetoresistance (GMR) that 

can be used for readback of recorded data[18][19][20][21]. This helped improve the 

readback sensitivity and allowed the generation of better recorded signals. Before 2005, 

the most common recording technology used was called Longitudinal Magnetic 

Recording (LMR). As can be clearly seen in Fig. 1.5, the saturation of Areal Density 

(AD) values with this technology to about 130 Gb/in2 gave an impetus to the 

development of the Perpendicular Magnetic Recording (PMR) technology. Although 

there have been significant improvements with the use of PMR, there is yet again a clear 

saturation of AD values around 1.0Tb/in2. Magnetic storage technologies are being 

developed to address the magnetic recording trilemma (explained later) and compete with 

flash memory–based solid state drives (SSD’s).  

 

 

Fig. 1.5 HDD Areal density improvement trend with different recording technologies[22]  
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In 2013, Seagate introduced shingled magnetic recording (SMR)[23][24][25], intended to 

be an improvement over PMR before the eventual development of the intended successor 

of PMR: Heat-Assisted Magnetic Recording (HAMR). SMR utilizes overlapping tracks 

for increased data density, at the cost of design complexity and lower data access speeds. 

Western Digital focused on developing helium filled disk drives, to reduce turbulence 

and friction inside the disk drive during their operation and fit more platters into the same 

enclosure space. The development of HAMR is an extremely important step in the 

progress of the HDD industry, as can be seen clearly from Fig. 1.6, that shows the ASTC 

(Advanced Storage Technology Consortium) predicted capacity roadmap for different 

technologies.  

      

Fig 1.6 ASTC roadmap targeting Areal Densities in the near future[26] 

HAMR requires the development of new architecture including a new optical delivery 

system (including lasers and Near Field Transducers (NFT)), new designs of magnetic 

media as well as a post processing system. While technical issues have delayed the 

commercial release of HAMR technology[27][28], the first HAMR drives are expected to 

ship around the end of 2020-early 2021[29][14]. Western Digital is also expected to ship 

the first Microwave Assisted Magnetic Recording (MAMR) drives sometime in 
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2021[30]. Additionally, Western Digital has itself been investing in HAMR development 

(to the tune of $500 billion, according to reports[5]) alongside its MAMR initiative. Fig 

1.7 shows the clear consolidation of the data storage industry market. Although there are 

several players competing to improve their standing, there are primarily three significant 

powerhouses that have established their existence via mergers and acquisitions: Seagate, 

Western Digital and Toshiba. These companies (mainly Seagate and Western Digital) are 

providers of cloud storage. Toshiba, Seagate, and Western Digital are targeting the cloud 

data center as the prime area for capacity HDD growth in the coming years. By 2025, 

approximately half of the world’s stored data will live in the public cloud, according to 

Seagate/IDC’s research. 

 

Fig 1.7 Current HDD market situation. Only three companies rule the entire HDD 

market[31]  

1.2 Hard Disk Drive Control System 

In the modern HDD design, data is recorded on the magnetic disk surface (media) which 

is a ferromagnet. The disks are arranged in the form of circular platters which are 
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nonmagnetic and these platters are coated with magnetic materials and often protected 

with a carbon (or a diamond like carbon) overcoat. Data is written in the form of binary 

bits that represent sequential magnetization changes. Due to the presence of errors during 

the data storage and readback process, data recovery is often aided with the use of Error 

Correction Codes. Fig 1.8 shows an example of a digital recording channel where data is 

encoded with different Run Length Limited (RLL) schemes used to encode the data 

before recording and detecting it. This encoding decides how data is represented in the 

magnetic transitions. Data is recorded on the magnetic surface as these surfaces rotate 

and pass through read and write heads that can detect the written data and change the data 

written on the disk surface.  

Fig. 1.8 Schematic of a digital recording channel[32].  

Fig. 1.9 shows the mechanical structure of the Hard Disk Drive. The cover and base 

casting are important components of the structure that ensure the longevity of the disk 

drive operation by keeping the environment free of contaminants and dust particles that 

may affect the disk operation and reduce the head-media spacing. The base casting also 

provides support to other components like the spindle and actuator[2]. The actuator 

assembly consists of a Voice Coil Motor (VCM), data flex cable or printed circuit cable, 

actuator arms and crash-stops at both ends of travel. The data are read/written from/to the 

platters using the R/W heads mounted on the top and bottom surfaces of each platter. The 

read and write heads are supported by the actuator arm. The read/write heads are mostly 

magnetoresisitive heads (especially in the modern disk drives) that convert a change in  
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Fig 1.9 Typical mechanical structure of Hard Disk Drive[2] 

the magnetoresistance (MR) into an electrical signal. Modern HDDs use separate heads 

for read and write operations. These heads are positioned a few nanometers above the 

recording medium on an air-bearing surface, which is referred to as a slider. A gimbal 

attaches the slider to a stainless steel suspension to allow for pitch and roll. The spindle 

and motor assembly is responsible for turning the hard disk platters with stable, reliable 

and consistent turning power for thousands of hours of often continuous use. Finally, the 

PC electronics card provides an interface connect different electronics to the host 

personal computer (PC). The most common interfaces used are the Integrated Drive 

Electronics (IDE), the Advanced Technology Attachment (ATA), and the Small 

Computer Systems Interface (SCSI), which all use integrated electronic circuits[9].  

When the HDD receives a read or write request from the operating system, the VCM 

rotates the swing arm and keeps the magnetic head over the desired track[33]. In this 

time, the required accuracy in positioning the magnetic head at the track is usually less 

than 10% of the track pitch, the distance between two adjacent tracks. If this requirement 

is violated (leading to a position error), the HDD has to wait, for reading or writing data, 
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until the disk rotates one more time. This produces an undesirable operation delay in the 

computer system. Thus, the position of the head is a critical variable and the HDD system 

is a critical system. The operation of positioning a head is divided into two phases: track 

seeking and track following. In the seeking phase, the head is accelerated or decelerated 

by the VCM and moved to the target track as quickly as possible. The control in this 

phase is called the seek control. In the following phase, the head is maintained over the 

track by position control until the system finishes reading or writing data. The control in 

this phase is called the following control. When the HDD system receives a request 

signal for reading or writing data from the operating system, the following control is 

performed after the seek control. If the data is fragmented and stored in several different 

tracks, this control sequence repeats until the data is completely read from the disk. The 

mechanical part of the system, including the VCM and the swing arm, is a continuous-

time system, while the controller is a discrete-time system since it is implemented 

digitally. In this sense, an HDD system is a sampled data system[33]. 

There can be several sources of disturbances in the normal HDD operation. Fig. 1.10 

summarizes the possible error sources[2]. They can be classified into three categories: 

input disturbance, output disturbance and measurement noise. The input disturbance is 

typically due to an electronic bias superimposed with energy arising from the natural 

frequencies of the various mechanical perturbations such as resonances, vibrations and 

friction. The output disturbance is due to spindle rotation and its effects such as runout, 

windage and media noise. The measurement noise is a typical white noise due to the 

position-measurement techniques and/or sensors. A good HDD system has not only the 

desired track-seeking and following performance, but also the ability to overcome the 

different kinds of noise stated above. Fig. 1.11 shows a good way to model the different 

disturbances in the HDD system.  

Many external factors can cause a disk failure, including power loss, magnetic 

interference, virus/malware, or environmental contamination that causes a head crash. 

HDD reliability is concerned with internal threats to the HDD, including equipment  
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Fig 1.10 Error sources in a HDD system[2] 

 

Fig. 1.11 Noise model for different noise sources in a mechanical HDD system[2] 

failures, data errors, and head crashes. Sometimes drives fail because of wear and tear or 

poor manufacturing quality. Drive manufacturers report their drives reliability using 

mean time between failures (MTBF) or annualized failure rates (AFR)[34].  A head crash 

is another common cause of drive failure. It occurs when the read/write heads touch or 

scrape the platter surface. Several factors can damage the heads causing head crashes: 

power loss, motor failure, concussive shock, dust particles that make it through the air 
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filter, wear and tear from aging, or subpar manufacturing. Scratch damage and particles 

from damaged heads or platters create bad sectors, which can severely damage a disk and 

its data. Data errors can be another example of a cause leading to operation failure. Each 

sector on a hard disk contains 512 bytes of user data, or 4096 bits. These bits are subject 

to errors, some of which are identifiable by the OS or firmware; others are undetectable 

until the HDD fails. Error correction codes may be used to protect against these errors to 

some extent. When the read head reads back the user data, these codes use the read and 

the correction bits to report any errors to the controller for possible correction. 

1.3 Magnetic Recording Technologies  

Longitudinal Magnetic Recording (LMR) was the earliest magnetic recording technology 

that attempted to record data permanently on a HDD surface[35]. Fig 1.12 shows the 

recording process. An inductive ‘ring’ head is used to generate magnetic field with the 

help of an electromagnet to magnetize the media. As can be seen from the figure, the 

magnetizations with this technique settle in-plane and the fringing field between the two 

poles (P1 & P2) is used to record on the media. As the write head is passing over the 

media, the recording process starts and ends once the head passes completely over a spot. 

Thus, the recording happens due to the field from the trailing edge of the write head.  

 

Fig. 1.12 Schematic for the Longitudinal Magnetic Recording (LMR) process[36] 
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Fig 1.13 Schematic for the Perpendicular Magnetic Recording (PMR) process[37] 

Since the fringing field is far less than the field in the gap (about one third of the field in 

the gap), large fields are required to magnetize the media (overcome the coercivity) and 

write the data. Since the written magnetizations settle in-plane, as the linear density 

increases, the distance between the magnetic poles or charges decreases leading to a 

strong demagnetization effect. Although advances were made in terms of the storage 

capacity for LMR media due to the development of oriented media[38][39] or Anti-

Ferromagnetically Coupled (AFC) media[40][41][42] the demagnetization effect is 

severe in this technology. Thus the LMR technology faces severe limits[43][44][45][46] 

in terms of available recording field that limits the maximum storage capacity to about 

130 Gb/in2. The need to increase the storage density beyond this value led to the 

development of Perpendicular Magnetic Recording (PMR) as a new generation 

technology in 2005[47][48][49][50]. The major difference between PMR and LMR is the 

direction in which magnetizations settle for the individual grains. In case of PMR, 

magnetizations settle perpendicular to the plane of recording. In this case, even at high 

densities, the demagnetization field is minimal. PMR has also advanced significantly due 

to the development of fabrication processes for media like CoCrPt-SiO2 and the 

development of the Soft Underlayer (SUL)[51][52]. Fig 1.13 illustrates the PMR process. 

The SUL is a highly permeable layer which acts a mirror and allows the creation of a 

closure loop with the write head. Since the gap between the SUL and the write head is 
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minimal, it allows the use of high write fields that can easily record the desired data on 

the media. Additionally, Wrap Around Shields (WAS) are often employed around the 

read and write head to ensure that the downtrack and crosstrack field gradients are high, 

grains adjacent to the one being written are not affected by the write head field, and the 

read head does not detect stray transitions. The WAS however may reduce the total write 

field available to switch the media grains. Fig 1.14 describes the various layers of the 

PMR media which allow high density recording. The lubricant and overcoat[53] are used 

to protect the recording layer from contaminants and mechanical accidents (like head 

crashes). The Intermediate Layer[54][55][56][57] may consist of several layers like a 

seedlayer like MgO that allows the initial magnetizations of the recording layer to be 

aligned along the easy axis. At the same time, it also allows the recording layer to be 

exchange decoupled from the SUL. An adhesion layer like NiTa is used to ensure the 

media can be properly fabricated over a substrate like glass. Although the creation of an 

additional SUL layer leads to more noise (spike noise due to domain wall formed in SUL, 

spike noise due to interaction of SUL with the head and low noise)[58], PMR has allowed 

significant gains in storage capacity. The best PMR capacities (up to 1.0 Tb/in2[59]) have 

been obtained for bits containing 6-10 grains per bit with an average diameter <D> ~ 

8nm. The need to address the magnetic trilemma however has forced research to focus on 

HAMR as a possible alternative to PMR especially after PMR densities seem to have 

saturated. 

Fig 1.14 Different layers for the PMR media with approximate thicknesses[51]  
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1.4 Thermal Stability and the Magnetic Trilemma  

The focus of developing different recording technologies has always been to address the 

issues faced by the current recording technology. Most of these issues can be simplified 

into a set of three problems that are interdependent on each other. These three issues form 

the magnetic trilemma. To understand this trilemma, a Stoner Wohlfarth model for an 

isolated grain is considered. It is assumed that the grain has a uniaxial anisotropy with the 

easy axis (the direction in which the magnetization saturates in the absence of an external 

field) pointing in the vertical direction. Let the angle between the magnetization (M) and 

the easy axis = q and the angle between the applied field and the easy axis = a. In this 

case, the total energy for an isolated grain (E) can be written as 

E = Ku sin2(q) – HMscos(a-q)           (1.1) 

Minimizing the total energy with respect to q can allow us to calculate the maximum and 

minimum energy in a specific configuration for different values of a. For some special 

cases (a = 0 or a = 90), these calculations are easier. In this case, the energy difference 

between the maximum and minimum possible energies can be given by 

∆E = 	K2(1 −
6
67
)&             (1.2) 

where Hk is called the anisotropy field. For a grain of volume V, the energy difference is 

given by 

∆E = 	K2V(1 −
6
67
)&             (1.3) 

In the magnetic recording process, when the disk passes below the write head, an applied 

magnetic field is used to store a bit pattern on the disk surface. Once the disk passes the 

write head, this pattern is stored as data in the absence of an external field (H=0). Thus, 

the energy barrier when data is stored is KuV. Since the grains of the recording medium 

have a random size distribution, it is difficult to achieve a distinguishable signal on 

different grains that are close to each other. A consequence of the expected increase in 
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useful storage capacity/User Density is that the grain size/grain volume is becoming 

smaller. Smaller grains are thermally unstable, and their magnetization is susceptible to 

switching randomly due to random errors or thermal fluctuations. The decrease in the 

grain volume leads to an increase in the probability of magnetization reversal due to 

thermal fluctuations. This probability is given by 

P = Aτe
>∆?
7@A              (1.4) 

where A is the attempt frequency associated with gyromagnetic precession (109-1011s-1), 

t is the thermal relaxation time according to Arrhenius-Neel and DE = KuV is the energy 

barrier between two stable magnetization states with different configurations. (KuV/kBT) 

is denoted as the thermal stability factor. Obviously as the grains become smaller (V 

decreases), the thermal stability factor decreases. For magnetic grains to retain data 

written on them and avoid random switching for 10 years, this factor is calculated to be 

about 60. Since the objective is to employ grains with small volumes, the need of the 

hour is to use materials with high anisotropy (Ku) at room temperature (300K).  

 

      (a)       (b) 

Fig. 1.15 (a) Schematic for the energy barrier for different magnetization states[60] (b) 

Magnetic Trilemma showing three interdependent issues 

Additionally, to obtain an adequate Signal to Noise Ratio (SNR) for the recorded data 

pattern, the number of grains/bit (N) also needs to be increased significantly, since SNR 

a (N)1/2[61]. Another way to look at this is the minimum noise (jitter) in the recording 

Stability a Ku 

Write Field  
a Ku 

Jitter a Volume (V)  
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process increases as the grain volume increases, thus enhancing the need to decrease 

grain volumes and consequently look for materials with high anisotropy values. 

However, the switching field (used to switch the magnetization of grains to record the 

desired data pattern) increases as the grain anisotropy increases. The current head designs 

can only supply fields up to a certain value thus creating difficulties in the writing 

process. Fig 1.15a shows an example of magnetization switching by crossing the energy 

barrier while Fig. 1.15b shows the magnetic trilemma as described. It is difficult to 

simultaneously address these three requirements, but with the advent of HAMR 

technology, this has become partially possible. 

1.5 Thesis Outline 

The focus of this thesis is to consider the advances made in HAMR technology and to 

address some of the issues specifically pertaining to the further improvement of 

performance parameters for the HAMR process. There exist numerous optimization 

solutions that focus on understanding the nature of noise in the HAMR process, 

improving the output of the HAMR process and finding solutions to issues that currently 

plague the data storage industry. The next few lines delineate a general outline followed 

by this thesis to present these solutions. 

Chapter 1 summarizes the interminable need for data storage as well as the progress made 

in the HDD technology to address this issue. The chapter talks about different recording 

technologies developed to store the data for long-term use and the advantages and 

disadvantages of each of these technologies. Finally, the chapter addresses the primary 

issues which every future recording technology hopes to address with an eye on attaining 

the expected Areal Density values as predicted by the ASTC roadmap. 

Chapter 2 discusses the recording technology that is the focus of this thesis, HAMR. The 

chapter gives an overview of the technology and the physics that allows it to address the 

magnetic trilemma. The chapter talks about developments made to fabricate the light 

delivery system including lasers and NFT’s, as well as the new layers added to improve 



19 
 

the functionality of HAMR media. It also talks about the noise sources currently plaguing 

the HAMR process and which will be addressed in this thesis. 

Chapter 3 describes the computational process used to obtain the micromagnetic 

simulation results presented as a part of the thesis. The mathematical formulation of 

different fields used as a part of the LLG equation is described along with a description of 

the renormalization technique. Important results calculated with the use of this technique 

are presented for the isotropic and anisotropic model of L10 FePt, a popular HAMR 

media. Chapter 4 is closely related to the results presented in the latter part of Chapter 3. 

Renormalization parameters for doped or non-stoichiometric anisotropic L10 FePt model 

are calculated in this chapter.   

Chapter 5 deals with a newly proposed Thermal ECC media that decouples the issue of 

recording and long-term data storage. The chapter describes the efforts made in order to 

reduce DC noise and improve SNR for a thin ECC media that is relatively easier to 

fabricate compared to thicker media. The chapter also describes a novel Ensemble 

Waveform Analysis package provided courtesy of Seagate Technology. 

Chapter 6 deals with one of the most important issues currently preventing the 

commercial release of HAMR HDD’s. It proposes a low temperature HAMR media to 

reduce the writing and recording temperature in the HAMR process ensuring that HAMR 

HDD’s are able to function much longer than their expected lifetimes. Optimization 

approaches ensure that the low temperatures do not affect the recording performance of 

the proposed media and limits are calculated beyond which cooling the media can have 

adverse effects on the HAMR performance.  

Chapter 7 addresses another important issue which is the calculation of noise (transition 

jitter) in the HAMR process. Identifying the complete lack of an analytical formulation to 

calculate jitter in the HAMR process, the chapter discusses the dependence of jitter on 

various HAMR parameters, and derives an analytical formulation considering both the 

media and head effects on jitter. The formulation can act as a potential substitute for the 

otherwise lengthy and time consuming complex micromagnetic simulations.   
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Chapter 8 addresses the issue of Adjacent Track Erasure (ATE) arising as a consequence 

of writing multiple closely spaced tracks in HAMR. The presence and numerical extent 

of ATE is established in different HAMR media and efforts are made to reduce the ATE 

significantly to allow HAMR to achieve its eventual User Density limits.  

The thesis will conclude by summarizing the important conclusions from the thesis and 

identifying the future of the HAMR technology, which generates several interesting 

avenues of research to explore and which can help the HDD industry gain even greater 

traction in the data storage business. 
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Chapter 2 

Heat Assisted Magnetic Recording 

The progress made by the HDD industry in addressing the concerns of increasing data 

generation and the need for devices to store this data has led to a proliferation of HDD’s 

throughout the world. As the amount of data generated every day is increasing, there is a 

demand to ensure it’s safe and long term storage. With the limitations of the previously 

painstakingly developed recording technologies like LMR and PMR and the saturation 

limits they have reached, there is a demand for newer technologies that can specifically 

address the magnetic trilemma. Some improvement has been made in an effort to develop 

Shingled Magnetic Recording (SMR) as well as Two Dimensional Magnetic Recording 

(TDMR). However, these seem to be stopgap measures which have the same limitations 

as LMR and PMR. Additionally, the noise generated in these processes comes from 

tracks written in both the directions. 

The superparamagnetic limit (when the thermal stability is low and grain magnetization 

changes orientation randomly) imposes limits on the eventual SNR values and the ability 

to scale recording technologies to achieve higher storage densities. Heat Assisted 

Magnetic Recording (HAMR) attempts to address the magnetic trilemma by temporarily 

heating the media to high temperatures above the Curie temperature (Tc) of the media. 

This is done with the use of a laser passing through a Near Field Transducer (NFT) and 

incident on the media at a localized spot. This process is illustrated in Fig. 2.1. Heating 

the media close to and beyond the Tc value leads to a significant decrease in its effective 

coercivity. The heated region on the media is then rapidly cooled down in the presence of 

an externally applied head field whose orientation encodes the configuration of the 

recorded data. Ideally, a focused laser beam with minimal lateral spread can ensure only a 

specific region is heated and recorded. Once the heated region is cooled down, data is  
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  (a)       (b) 

Fig. 2.1 (a) Illustration of the HAMR process (b) Illustration of the temperatures at which 

writing and data storage occurs[62]  

stored at room temperature. HAMR requires the development of several novel 

components including a light delivery system, the thermomagnetic writer that includes a 

laser and NFT, a rapidly cooling media with a good heatsink that can ensure minimum 

lateral heat conduction, recording media that can sustain high temperatures over a long 

period of time and a robust head disk interface that includes a lubricant and overcoat to 

protect the recording layer.  

Since the heating of the media leads to a decrease in the coercivity, materials with 

significantly high anisotropy (and coercivity) values at room temperatures can be 

employed to fabricate the recording media in the HAMR process. This can also permit 

the grain diameters to be extremely small and yet ensure stable recording in the presence 

of a limited head field. Thus, HAMR is able to address the magnetic trilemma 

successfully. The next few pages are dedicated to understanding the novel components in 

the HAMR system. 

2.1 HAMR Light Delivery System 

The main optical elements of the light delivery system[63][64][65] in HAMR are the 

laser, the focusing optics and the NFT. The magnetic localization problem of PMR has 
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been replaced with the issue of localizing the thermal field in HAMR[66]. Fig 2.2 (a) 

describes the HAMR head that includes the laser and NFT while Fig. 2.2 (b) shows the 

light delivery path in HAMR. With conventional far field optics, spot size minimization 

is limited to about half the wavelength in diameter. The diffraction limit for a spot size d 

(equal to its Full Width Half Maximum) is given by 

d = 	 C.E!F
GH

= 	 C.E!F
IJKIL

	             (2.1) 

where n = refractive index of the medium in which light is focused and q denotes the half 

angle of the cone of focused light. The most common laser sources used to heat the media 

include diode lasers which are an inexpensive source of coherent light. According to 

equation (2.1), it is advantageous to reduce the wavelength of light used in the process to 

obtain smaller focused spots. The smallest possible spots obtained can be ~240nm size 

when l ~ 405nm and n = 0.85 which are figures for the DVD Blu-Ray recorders. Laser 

diodes with smaller wavelengths are available but these diffraction limits force the use of 

more focusing mediums (higher n), light condensers and NFT’s. 

 

        (a)        (b) 

Fig. 2.2 (a) HAMR write head including laser and NFT (b) HAMR light delivery 

path[67]  
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To improve the focusing power and reduce spot sizes, high refractive index materials like 

liquid immersion oils or solid immersion lenses (SIL) can be used to focus light on the 

bottom of hemispherical lenses. Both have the same working principle but solid 

immersion lens (SIL) made out of glass or other types of high index material have been 

developed to decrease the size of the focusing spot by a factor of 1/n over its value in the 

air[68][69] . To ensure that the light which is focused in the high index medium couples 

efficiently with the media without too much spreading of the spot size, the media must be 

close to the SIL within a distance of half the spot diameter. With a SIL of numerical 

aperture 1.8, refractive index of 2.08 and l =405nm, a corresponding spot size ~ 115nm 

was achieved[70]. A planar variation of the SIL is the solid immersion mirror (SIM) 

which is able to focus the light to reduce the spot size even more (up to 90nm). 

Unfortunately, these spot sizes are too big compared to the expected spot size (~25nm) 

necessary to obtain high storage densities.  This forces the use of NFT’s in HAMR. 

The idea of using the NFT can be traced back to early work of Bethe on the theory of 

diffraction by small holes in an infinite conductive plane[71]. The main constraint of 

using NFT’s is that they cannot be coupled efficiently with far field optics. In consonance 

with this constraint is the necessity to provide enough power and sufficient resolution that 

makes it necessary to employ near field optics with the use of apertures or antennas to 

overcome the diffraction limit. The basic principle of an NFT is to break the diffraction 

limit by concentrating the optical energy into a spot much smaller than the incident laser 

wavelength. This energy localization is accompanied with the requirement of large field 

enhancement within the optical spot. NFT’s are able to produce a cross-track full-width at 

half-maximum (FWHM) spot of < 50nm as required by the requirement of high areal 

density. Plasmonic nanostructures are favored by the recording industry to heat the 

recording layer. The principle employed by these nanostructures that allows the 

interaction of the metallic NFT’s with the metallic media is called the Surface Plasmon 

Resonance (SPR). Plasmons can be described as interaction particles found where there is 

an interaction between a metal and a dielectric, as shown in Fig. 2.3. Although there are  
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Fig. 2.3 Schematic for generation of the Surface Plasmons[72] 

 

 

            (a)     (b) 

Fig. 2.4 (a) Details of the lollipop NFT[73]  (b) Light focusing before reaching the 

NFT[74] 

several categories of plasmonic NFT’s (with different aperture shapes and antenna 

designs), the most commonly used NFT design is called a ‘lollipop NFT’ where plasmons 

are generated on a circular disk and a rectangular peg is used for concentrating the light 

on the media (Fig. 2.4 (a) and (b)). The NFT peg heats the media that moves in the 

downtrack direction. The HAMR process first involves the use of near infrared light 

(~800nm) that passes from the laser’s emitter facet through the slider to the NFT which 

constitutes a path length ~ 100nm. A thick input coupler (n = 1.6 to 1.9) that is first used 
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to collect the laser spot then guides the light in a tightly confined mode inside a planar 

waveguide with high index (the waveguide consists of two layers: a cladding which is 

Al2O3 and a core which is Ta2O5). The light via multiple reflections on a parabolic SIM 

then reaches the NFT. The details of this light path are shown in Fig. 2.2 (b). NFT 

materials must be robust against the Air Bearing Surface (ABS) environment, must be 

able to sustain high temperatures and be structurally stable. Some good NFT peg 

materials are metals with noble characters like Ag and Au where Au is the most 

frequently used material.  

2.2 HAMR Media 

A primary feature that makes the HAMR technology unique compared to other 

technologies is the use of heat to increase temperature and thus allow recording in spite 

of the use of high anisotropy materials for the recording media. The utilization of thermal 

assistance means that the integrated HAMR medium (the recording layer and other layers 

that make up the media) should not only be thermally stable, but consist of well-ordered 

grains with high anisotropy and a thermal design for heat confinement and good vertical 

heat conduction. Fig. 2.5 shows the HAMR media with different layers. What makes the 

structure unique is the presence of a heatsink layer as well as a lubricant/overcoat (OC). 

The key challenges for the HAMR media can be collated as follows (1) Controlled Tc 

distribution (ii) Small grain sizes with columnar grains (where height/diameter > 1) (iii) 

Small grain diameters (~4nm) leading to high storage densities (iv) good thermal design 

especially for the heatsink (v) low DC noise with rapid cooling of grains   

 

Fig. 2.5 Basic HAMR media design[75] 
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Undoubtedly, the most important layer is the recording layer that consists of grains on 

which specific data patterns are written. To ensure data is recorded and stored properly, 

the grains should have a high anisotropy (at room temperature), they should be thermally 

stable (columnar grains with high height/diameter ratio) and well ordered (high 

squareness in the hysteresis loops) to distinguish each individual grain from the other. 

There are several potential magnetic materials for the recording layer. Considering the 

requirement of high anisotropy, materials like L10 FePt, FePd, CoPt, MnAl are all 

potential materials. However, most of these materials require annealing at high 

temperatures to ensure high anisotropy values that can affect the chemical ordering and 

grain sizes. SmCo5 and Nd2Fe14B are another class of materials considered because of 

their high anisotropy. However, they have extremely complex structures that are difficult 

to fabricate via sputtering. Additionally, these Rare Earth (RE) materials suffer from 

serious corrosion issues.  Similarly, Co/Pd and Co/Pt multilayers are another class of 

materials that possess high anisotropy, however these values are normally for a stack of 

these layers and individua Co/Pt or Co/Pd layers have low anisotropy.   

 

          (a)     (b) 

Fig. 2.6 (a) Achievable Areal Density (AD) values for different materials[76] (b) Phases 

of FePt[77] 
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Type Material 
K1 

(107 erg/cm3) 

Ms 

(emu/cm3) 
Hk (kOe) Tc (K) Dp (nm) 

Co-alloy 

CoCr20Pt15 0.3 330 18.2  14.4 

Co3Pt(L12) 2 1100 36.4  6.9 

(CoCr)3Pt 1 800 25.0  10.2 

CoPt3 0.5 300 33.3 600 9.7 

Multilayer 
Co2/Pt9 1 360 55.6 500 6.6 

Co2/Pd9 0.6 360 33.3 500 9.1 

L10 

FePd 1.8 1100 32.7 760 7.8 

FePt 7 1140 122.8 750 2.6 

CoPt 4.9 800 122.5 840 3.0 

R.E. SmCo5 20 910 439.6 1000 1.4 

              Table 1. Magnetic and granular properties for different materials[76][78][79] 

Table 1 lists some of the important properties for materials under consideration for the 

recording layer. Dp denotes the minimum grain diameter that ensures thermal stability 

(with height = 10nm). Fig. 2.6 (a) shows the variation of achievable areal density (AD) 

values based on Ku values for different materials.  Based on Fig. 2.6 (a) and Table 1, it is 

clear that L10 FePt is an ideal material for the HAMR media. There are however several 

challenges in general when it comes to fabrication of L10 FePt for HAMR media. Fig. 2.6 

(b) shows the two phases in which FePt exists. The A1 phase has extremely low 

anisotropy and high process temperatures (up to about 600°C) are required to achieve the 

L10 phase[80]. The L10 FePt phase is a FCC tetragonal structure with the (c/a) ratio = 

0.96. Such high ordering temperatures makes it difficult to control and reduce the grain 

size. Granular L10 FePtX-Y refers to L10 FePt alloyed with different materials where X 

refers to materials used to reduce the ordering temperature (like Ag, Cu) and Y refers to 

materials used to segregate individual grains for good ordering and columnar growth (like 

C, SiO2 and TiO2). Use of Ag & Cu as dopants can reduce the ordering temperature but 

they can significantly reduce the Tc of individual grains leading to a decrease in the 

anisotropy values and causing stability issues. The Tc distribution can also lead to 
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additional noise problems. Use of carbon as a segregate material assures good particle 

separation and high degree of L10 ordering but individual grains are spherical with rough 

surfaces. Use of SiO2/TiO2 ensures that the grains are cylindrical with high smoothness 

but result in extremely poor separation and poor ordering. While the most common 

fabrication process for the recording layer is DC sputtering, different fabrication 

processes have been proposed to ensure that both the requirements of small grain size and 

columnar grains is ensured. An example is the Embedded Mask Patterning (EMP) 

process[81][82] which decouples the magnetic properties and the granular properties of 

the recording layer. This simplifies the constraints in the fabrication process by making 

the FePt layer in the process responsible for the magnetic properties and the Ru-SiO2 

layer deposited on top of the FePt layer responsible for the granular properties. An 

interlayer/seedlayer can often be used to ensure proper L10 chemical ordering and ensure 

that the easy axis of distribution has minimum value, or in other words the orientation is 

almost perfect. The most commonly use seedlayer is MgO which ensures this distribution 

(Dq < 3°). However, this adds further complexity to the functionality of the HAMR stack 

since MgO is an insulator and does not allow for good conduction of heat from the 

recording layer leading to poor thermal gradients and high lateral heat conduction.  

The lubricant/overcoat layer is used to protect the recording layer from any accidents 

(like head crashes) or contact with the NFT and the read head. NFT heating, expansion 

and protrusion may occur in the media due to (i) Scattering of heat from the NFT (ii) 

backheating from the media (iii) thermal fly height control power and writer current[83]. 

The recording layer also has to sustain high temperatures in the HAMR process (~900K) 

that may lead to a significant degradation. Commonly used overcoats must be extremely 

hard materials to ensure the protection of the media. Although diamond was proposed as 

an ideal material for its hardness, Diamond like carbon (DLC) is used as an overcoat 

material due to the high cost associated with diamond. For lubricant materials, good 

fluidity/wetness, high adhesion to surfaces and good thermal stability are the main 

criteria. There are three main concerns with lubricants (i) decomposition which happens 

frequently with lubricants with high molecular weight (ii) evaporation which is more 
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common with lubricants with low molecular weight (iii) thermocapillary shear stress that 

causes lubricant displacement to certain areas on the media. Decomposition kinetics are 

sensitive to the lubricant end groups and lubricant thickness as well. Conventional 

perfluoropolyether (PFPE) lubricants like Z-Dol and Z-Tetraol are currently used to coat 

the recording layer[53]. Most of these lubricants commonly have the -CH2OH end group. 

These lubricants may also be used to protect the NFT from the same high temperatures 

faced by the media. 

Achieving high thermal gradients, efficient energy supply to the media and minimum 

lateral conduction in the recording process can be assured with the presence of a good 

heatsink material in conjunction with Plasmonic Underlayers (PUL’s). The PUL can 

ensure minimum lateral spread from the NFT and heatsink layers can control the thermal 

conductivity. Some commonly used materials for the heatsink layer include metals with 

noble character (like Au and Ag), Al, Cu and Cr. NiTa is a commonly used adhesion 

material to ensure proper contact of the heatsink with the substrate (like glass).  

2.3 Noise sources in HAMR 

In the HAMR process, there are three main components which encounter noise 

problems[84]. The largest amount of noise is often present in the recording process in the 

HAMR media. This is followed by noise in the magnetoresisitive (MR) read heads 

followed by the electronic noise which has the lowest value. Often, only the media noise 

is considered for calculations of the total noise. There are two temperatures that are 

significantly important in the HAMR process. The first temperature is the writing 

temperature which is the temperature at which the probability that the magnetization 

switches is approximately (1/2). This value is often close to Tc especially for the L10 FePt 

media. The other temperature is the Curie temperature (Tc). In the HAMR process, most 

writing happens at temperatures close to Tc thus requiring a well-defined Tc value to be of 

paramount importance. Near the Tc value, both Ms & Ku (the saturation magnetization 

and anisotropy respectively) are close to zero and hence the Zeeman energy (MsHV) and 

thermal stability are both low. Thus, a variation in the Tc value can cause serious noise 
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issues. As has been described previously, the HAMR media is fabricated by DC 

sputtering and related processes. Often the use of segregate materials and process 

variations leads to a variation in the grain size.  

 

                               (a)        (b) 

Fig. 2.7 (a) Grain diameter (D) with a lognormal distribution[85] (b) Tc variation with 

grain diameter[86] 

Fig 2.7 (a) shows an example of the Grain Size Distribution (GSD) which follows a 

lognormal distribution. Without agglomeration, the grain sizes follow a Gaussian 

distribution. Ideally, the HAMR fabrication processes aim for a GSD < 10%. A natural 

consequence of a finite GSD is the variation in the Tc value for individual grains. This 

variation becomes more significant as the average grain size decreases. Fig. 2.7 (b) 

illustrates the variation of Tc value for individual grains of different sizes. Another 

consequence of the grain size variation is a variation in the intrinsic anisotropy values for 

individual grains. This intrinsic variation causes a distribution in the anisotropy field (Hk) 

that in turn contributes to a switching field distribution (SFD). Another noise source in 

HAMR which is common in all the recording technologies is random switching caused 

due to thermal fluctuations[87]. As described before, thermal fluctuations are caused due 

to low energy barriers which depend on the grain volume. In HAMR, the grain sizes used 

are frequently ~5nm thus making thermal fluctuations an important and unintentional 

source of noise. Recent research[88] has also pointed out to the fact that a variation in the  
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      (a)             (b) 

Fig. 2.8 (a) Differential absorption of power and rise in temperature for the granular 

media (b) Effective Media Theory (EMT) approximation for the HAMR media[88] 

grain size can lead to a differential absorption of energy from the NFT to a differential 

change in temperature for individual grains causing additional jitter (noise), as shown in 

Fig. 2.8 (a) where the grains at the center have the maximum power absorption. An 

approximation to this absorption is given by the Effective Media Theory (EMT) (Fig. 2.8 

(b)). In addition to the media noise which is dominant, the MR head also contributes to 

the noise in the HAMR process. There are three main kinds of noise for the MR head (i) 

Johnson noise (ii) Shot noise (iii) Mag noise. Johnson noise is directly proportional to the 

resistance of the MR head and the temperature. That makes it an important contributor to 

noise in the HAMR process when writing takes place close to Tc. Mag noise is inversely 

proportional to the volume of the MR head. The nature of this noise is similar to thermal 

fluctuations forcing magnetizations to switch. The shot noise is also inversely 

proportional to the MR head volume. It can be characterized by a Poisson process and in 

electronics, it originates from the discrete nature of electric charge[89]. Thus, it can be 

understood as being inversely proportional to the total number of electrons between the 

MR heads. It is obvious to notice that decreasing the shield to shield spacing or 

decreasing the MR head volume to improve the resolution in the readback process would 

lead to an increase in the head noise. This is one of the limiting factors in designing 
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smaller MR heads. The HAMR system being an electrical circuit also consists of 

electronic noise. This noise arises primarily from the preamplifiers, connecting wires and 

the circuitry as well as due to any current leakages. Overall, its magnitude is quite low. 

2.4 Summary 

The chapter gives an overview of the HAMR process and some of the advances made 

through the implementation of this process. The chapter described in detail, the HAMR 

magnetooptical recording process with a laser and NFT as well as the materials and 

processes associated with the same. The chapter also delineated the various layers of the 

HAMR media that can help understand the interplay of various factors that determine the 

performance of the process. It is obvious that HAMR has an important role to play in 

enhancing the importance of HDD’s in the data storage industry. 
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Chapter 3 

Simulation Process 

The computational process presented in this thesis describes the process implemented 

behind the micromagnetic simulations that are used to calculate most of the results in this 

thesis. The first idea behind the use of micromagnetic simulations was published by Prof. 

William Fuller Brown Jr.[90] when he published a paper relating to the calculation of 

antiparallel domain wall structures. Largely, micromagnetics deals with the study of the 

behavior of magnetic materials (in this case, ferromagnets) at micrometer and sub-

micrometer scales. This is especially useful when dealing with quantities (like energies of 

nanostructures) where experimental calculations might be difficult. In the simulations 

implemented in this thesis, the Landau Lifshitz Gilbert (LLG) equation is used to mimic 

the magnetization dynamics of grains of the recording medium. The LLG equation has 

had several forms before it attained the form used in the micromagnetic simulations. In 

1932, Bloch reported the first description of the time-dependent motion of uncoupled and 

undamped magnetic moments [91]. In 1935, Landau and Lifshitz proposed an equation 

describing the damped motion of the magnetization in a ferromagnet, known as the 

Landau-Lifshitz (LL) equation[92]. This equation was then modified by Gilbert by taking 

into account, the strong damping present in some thin films. The LLG equation has now 

been modified to account for several additional energies (like accounting for Spin 

Transfer Torque switching for multilayer structures). 

To understand the evolution of the LLG equation, it is first understood that the LLG 

equation calculates the variation in magnetization (M) as a function of time (t). This 

variation is a function of the spatial magnetization, effective field and the gyromagnetic 

ratio (g) which is a ratio of the magnetic moment to the angular momentum for a single 

particle. Depending on the terms included in this equation, it can describe a precessional 

or dissipative mode of motion for the magnetization in the presence of an effective field. 

With the development of computers with high speed processors, parallel computing 
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devices like GPU’s and the ability to make simplified assumptions (like assuming length 

scales larger than atomistic scales but smaller than domain wall dimensions) when 

dealing with magnetic systems, it is possible to simulate real world examples of recording 

systems with the use of micromagnetic simulations and the LLG equation.  

3.1 LLG equation for undamped motion 

As described before, the LLG equation aims to understand the variation in the 

magnetization of a sample in the presence of different constant and varying parameters. 

An important constant parameter in this equation is the gyromagnetic ratio (g) whose 

definition has already been mentioned before. In the absence of any dissipative forces, 

the magnetization (M) has a precession motion around the applied field (H). To 

understand this precession motion, the relation between the angular momentum (P) and 

torque (L) for a rotating rigid body is considered. The two quantities can be related as 

follows: 

NO
NP
= L                    (3.1) 

Based on the definition of the gyromagnetic ratio, equation (3.1) can be written as 

follows where m is the magnetic moment: 

NR
NP
= γL              (3.2) 

By definition, for an applied field (H), using the definition of the magnetic torque (L) 

NR
NP
= −γ(m × H)             (3.3) 

For a body of volume V, this can be rewritten in the form of magnetization (M) as 

NW
NP
= −γ(M × H)             (3.4) 
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3.2 LLG equation with dissipative forces 

With equation (3.4), magnetization can rotate around the applied field axis unless acted 

upon by a resisting force. The criteria for the dissipative forces in the LLG equation is 

two-fold (i) ensure the total magnitude of magnetization (equal to the saturation 

magnetization Ms remains constant. This is the major difference between the LLG and 

LLB or Landau-Lifshitz-Bloch equation where M is not conserved) (ii) ensure the final 

direction of magnetization results in the system having minimum energy (in other words, 

M must be parallel to H). The term chosen for phenomenological reasons to describe the 

dissipative forces is (YZ[)
W\

(M × (M × H)). Here a is called the Gilbert damping constant. 

This equation helps realize the magnetization motion in strongly damped systems like 

thin films. For L10 FePt, the value at room temperature (due to spin orbit interaction) was 

calculated to be 0.02[93]. Thus, the LLG equation with dissipative forces can now be 

written as 

NW
NP
= −γ(M × H) − Z[

W\
(M × (M × H))	          (3.5) 

Replacing g by Z
!][^

 the final form of the LLG equation becomes 

NW
NP
= − Z

!][^
(M × H) − Z[

(!][^)W\
(M × (M × H))             (3.6) 

NW
NP
= − Z

!][^
(M × H) + Z[

(!][^)W\
(M × _`W

`P
a)         (3.7) 

Fig. 3.1 (a) and (b) show the illustration of the magnetization motion for the case of both 

undamped and damped motion.   

In this thesis, only the effect of the precession related torque and the damping effects are 

taken into account to study the magnetization dynamics of grains. The next section 

describes in detail, the numerical implementation of the LLG equation. 
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         (a)              (b) 

Fig. 3.1 (a) Schematic for undamped precession of magnetization (b) damped precession 

for magnetization[94] 

3.3 Numerical Implementation of the LLG equation 

The LLG equation (for example equation 3.6) is an ordinary differential equation. A 

common technique used to solve these equations is numerical integration methods. The 

Runge-Kutta family of methods is a family of techniques used in solving equations in 

numerical analysis by discretizing the intervals over which the equation is integrated. The 

RK4 or the fourth order Runge-Kutta method[95] is the most popular method in this 

family and is used to solve the LLG equation in the thesis. 

The initial problem is considered as follows 

Nb(P)
NP

= f(t, y); y(tC) = yC            (3.8) 

where the initial value of the function y(t) is y0 at time t=t0. y(t) can be a scalar or vector 

function (For example, in this case, it is the magnetization M(t)). Now considering a 

discretization step with size h = Dt, the solution to the differential equation is given as 

yI]! = yI +	
!
g
h(k! + 2k& + 2k" + kk)          (3.9) 

tI]! = tI + h            (3.10) 
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where the values for the other terms (for n=0,1,2,3….) are  

k! = f(tI, yI)            (3.11) 

k& = f(tI +
l
&
, yI + h

mn
&
)          (3.12) 

k" = f(tI +
l
&
, yI + h

m^
&
)          (3.13) 

kk = f(tI + h, yI + hk")          (3.14) 

In equation (3.10), yn denotes the value of function at iteration n, and yn+1 denotes the 

value at iteration n+1. The step size used in the simulations for this thesis is ~10-14. 

For the LLG equation, magnetization corresponds to the variable y, and the time 

derivative of magnetization from equation (3.6) can be obtained by assuming the 

spherical coordinate system for M 

Mo = MJ sin(θ) cos	(φ)          (3.15) 

Mb = MJ sin(θ) sin	(φ)          (3.16) 

Mw = MJcos	(θ)           (3.17) 

The time derivative is given as 

Mxxx⃗̇ = 	MJ[|θ̇ cos(θ) cos(φ) − φ̇ sin(θ) sin(φ)}xx⃗ + |θ̇ cos(θ) sin(φ) + φ̇ sin(θ) cos(φ)}yx⃗ − (θ̇sin	(θ))z⃗]        

(3.18) 

Similarly, the total field (H) can be written using the Cartesian coordinate system 

H =	 (Ho)xx⃗ + |Hb}yx⃗ + (Hw)z⃗            (3.19) 

By substituting values from equation (3.18) and (3.19) into equation (3.6), calculating the 

vector products Mxxx⃗ ´Hxx⃗  and Mxxx⃗ ´(Mxxx⃗ ´Hxx⃗ ), and comparing the xx⃗ , yx⃗ , z⃗ components on both sides, 

the time derivative for the magnetization angles can be obtained. This can help derive the 

equation for change in magnetization with respect to time. 

θ̇ = Z
!][^

[(α cos(θ) cos(φ) − sin(φ))Ho + (α cos(θ) sin(φ) + cos(φ))Hb − (αsin	(θ))Hw] (3.20) 
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φ̇ = YZ
!][^

[(cot(θ) cos(φ) + αcosec(θ) sin(φ))Ho − (cosec(θ) cos(φ) − cot(θ) sin(φ))Hb − Hw] (3.21) 

3.4 Calculation of effective field 

The effective field in the LLG equation consists of five components. For the magnetic 

recording system, the externally applied field (Happl) is used to write a specific pattern on 

the media depending on its orientation. However, the effectiveness of the externally 

applied field (usually of the order of 8-10kOe) depends on the magnitude of the other 

fields. The total field (effective field) is given by the expression 

Hxx⃗ ��� = 	
∂E
∂Mxxx⃗
+ HPl + H����          (3.22) 

Based on the different energies in the system, the effective field can be written as 

Hxx⃗ ��� = 	Hxx⃗ ���� +	Hxx⃗ Pl +	Hxx⃗ m +	Hxx⃗ �o +	Hxx⃗ N�R��       (3.23) 

where Hth is the thermal field (due to thermal fluctuations or random errors), Hk is the 

anisotropy field, Hex is the intergranular exchange field and Hdemag is the demagnetization 

field due to magnetostatic energy. 

3.4.1 Applied and Stochastic thermal field 

As described above, the applied field in the recording process used to obtain results in 

this thesis has a constant magnitude ~10kOe. In general, it may vary with respect to both 

the magnitude and direction. Also, as explained before, the existence of a finite thermal 

barrier means that as the material is heated, thermal agitation can lead to a change in the 

magnetization state or even phase transitions (ferromagnetic to paramagnetic). In order to 

capture the magnetization dynamics at temperatures T>0, it is necessary to model this 

thermal agitation. This was done successfully in [87] where  

σ = 	�&m@�[(!][^)
W\�Z(�P)

           (3.24) 

where a is the Gilbert damping constant, g is the gyromagnetic ratio and Dt is the time 

discretization in the RK4 method. The thermal field is now written as 
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HPl��R�� = 	σ	 ×	hx⃗ 	           (3.25) 

where the field  hx⃗  is considered to be a white noise (error) with the following 

properties[96][97][98] 

< hK(t) >	= 0            (3.26) 

< hK(t1)hK�(t2) >= 	δ(i − i′)δ(t1 − t2)        (3.27) 

Equation (3.27) clearly shows that the correlation between the thermal fields is a 

combination of two Kronecker delta functions and is zero when the two locations or 

calculation times are different. In other words, the thermal field is assumed independent 

of other values at other locations and times. In order to ensure the field response is 

independent of time, the time step must be chosen carefully (and must be small enough). 

3.4.2 Anisotropy field 

There can exist different kinds of anisotropies for a magnetic material. However, they can 

mainly be classified into crystalline and stress anisotropy. For the magnetic recording 

simulations in our thesis, stress anisotropy is comparatively small and crystalline 

anisotropy is significant (due to the crystalline nature of L10 FePt). The origin of this 

anisotropy in magnetic materials is the spin orbit interaction. In general, the crystalline 

anisotropy energy is given as 

E�IKJ�P���b = 	KC +	K!(α!&α&& + α&&α"& + α!&α"&) + higher	order	terms     (3.28) 

where a1, a2 and a3 are the direction cosines for magnetization. For a popular HAMR 

media like L10 FePt, uniaxial anisotropy is given as 

E�IKJ�P���b = K2sin&θ = 	K2(1 − cos&θ) = 	K2(1 − (kx⃗ ∙ mxxx⃗ )&)     (3.29) 

Here q is the angle between the magnetization and easy axis. kx⃗  and mxxx⃗  are unit vectors for 

the easy axis and magnetization. Then the uniaxial anisotropy field can be given as 

Hm = 	
&��
W\

(kx⃗ ∙ mxxx⃗ )kx⃗            (3.30) 
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3.4.3 Exchange field 

The exchange field arises from the exchange interaction between two spins, that is a 

quantum mechanical behavior. This exchange interaction attempts to change the 

configuration of the spins to an arrangement where the energy of the system is minimum. 

The exchange interaction thus leads to a change in the alignment of adjacent spin 

moments. The total exchange energy of spin i, considering all the other spins j is given by 

E�o�l�I�� = 	∑ −JK�(Sx⃗ K ∙ S xx⃗ )K¡�             (3.31) 

Here Sx⃗ K and S xx⃗  are two spins at sites i and j such that |SK| = £S�£ and JK� is the atomistic 

exchange constant which depends on the material. Assuming S xx⃗  = (Sx⃗ K + 	∆Sx⃗ K�),  

E�o�l�I�� = 	∑ −JK� ∙ (Sx⃗ K ∙ |Sx⃗ K + 	∆Sx⃗ K�})K¡�         (3.32) 

E�o�l�I�� = 	∑ −JK� ∙ ((Sx⃗ K)&)K¡� +	∑ −JK� ∙ (Sx⃗ K ∙ |	∆Sx⃗ K�})K¡�       (3.33)  

Since by definition 

(Sx⃗ �)& = (Sx⃗ K)& + 2|Sx⃗ K ∙ ∆Sx⃗ K�} +	(∆Sx⃗ K�)&	        (3.34) 

and the magnitudes of the spins are the same, we write 

|Sx⃗ K ∙ ∆Sx⃗ K�} = 	
Y(∆¤x⃗ ¥¦)^

&
           (3.35) 

E�o�l�I�� = 	 JK� ∑
(∆¤x⃗ ¥¦)^

&K¡� −	 JK� ∑ (Sx⃗ K)&K¡�         (3.36) 

Considering a cubic lattice with lattice parameter a, the exchange energy can be written 

using equation (3.37) as 

E�o�l�I�� = 	
H
W\

^ (£∇oMxxx⃗ £
&
+	£∇bMxxx⃗ £

&
+	 £∇wMxxx⃗ £

&
)       (3.37) 

Based on the equation (3.22), the exchange field can now be found as 

 H�o�l�I�� = 	
&H
W\

^ (∇o&Mxxx⃗ + 	∇b&Mxxx⃗ + 	∇w&Mxxx⃗ )        (3.38) 
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Equation 3.38 can be approximated for a 3D case considering the nearest neighbors  

𝐻©'ª«¬­®© = 	
&)
¯°^

[¯(±]!,²,³)Y¯(±Y!,²,³)(∆')^
𝑥⃗ +	¯(±,²]!,³)Y¯(±,²Y!,³)(∆()^

𝑥⃗ +	¯(±,²,³]!)Y¯(±,²,³Y!)(∆')^
𝑧]  (3.39) 

3.4.4 Demagnetization field 

In the presence of an external field, when magnetizations are aligned in a certain 

direction, free poles exist that oppose the alignment of the magnetization. The interaction 

of the magnetic field and magnetization is given by the magnetostatic energy. Unlike the 

exchange energy which has a significant value only for the nearest neighbors, the 

magnetostatic energy is calculated considering the interaction of one site (atom) with all 

the other sites (atoms). This increases the complexity of the calculations and also leads to 

this energy calculation being the most time consuming calculation. The total 

magnetostatic field or demag field at a certain location (r) is given as 

HR��I�P�JP�PK� = 	
Y!
k¶ ∫[	

"(�x⃗ Y�¸xxx⃗ )	(W(�¸xxx⃗ )(�x⃗ Y�¸xxx⃗ )
|�x⃗ Y�¸xxx⃗ |¹

− 	 W(�¸xxx⃗ )|�x⃗ Y�¸xxx⃗ |¹
] 	dr¸xx⃗       (3.40) 

Since the interactions are considered all over the space, this is a 3D integral. Another way 

of writing the integral is  

Hxx⃗ (x, y, z)R��I�P�JP�PK� = ∭Mxxx⃗ (x, y, z)	N⃖x⃗ (x − x¸, y − y¸, k − k′)	dx′dy′dz′.      (3.41) 

where 𝑁 is the Green’s function (a constant function) of the system, which in the case of 

3D LLG is a tensor. It can be represented as 

¿
𝑁'' 𝑁'( 𝑁'$
𝑁(' 𝑁(( 𝑁($
𝑁$' 𝑁$( 𝑁$$

À      

The details for working out this integral are given in [99]. For a system with m1, m2 and 

m3 elements in the 3 directions, one calculation would take time of the order of 

O(m1m2m3) and the total calculation would be of the order of O((m1m2m3)2). This is 

clearly a difficult calculation and would be require extreme resource allocation if it were 

to be executed on the CPU. To facilitate faster simulations, the magnetostatic field is 

calculated on a parallel computing unit called the GPU. The Fast Fourier Transform 
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(FFT) algorithm is used to calculate this field since it reduces the computational time 

from O(n2) to O(nlog2n). This is a significant improvement especially when n is large. 

Calculation on the GPU is especially advantageous as this ensures that the CPU is free to 

perform other computations. The CUDA version of the FFT function (CUFFT) is used to 

implement the FFT algorithm on the GPU. While CPU’s are latency oriented and focus 

on reducing the delay in access times, GPU’s focus on faster parallel implementations of 

the same instruction and thus are throughput oriented. The extra number of cores, 

especially on the most recent GPU’s are responsible for faster calculations. Fig. 3.2 

shows the architecture of both the CPU and the GPU. Fig. 3.3 shows the process that is 

used to implement the simulations using both the CPU and GPU[32][100]. 

Significant improvements can be obtained especially in terms of reducing the 

computational time by understanding the system architecture. In the operation to 

calculate the effective field, the CPU and GPU access the global memory incessantly. 

Accessing this memory every time takes about 500 clock cycles, whereas other memories 

with limited capacities have lower access times. Usage of the shared memory available to 

each device, replacing double operands with float to reduce the required storage capacity 

and using fast math operations are just some of the ways in which the LLG equation can 

be simulated faster to save computational time and space. 

 

 

 

 

 

 

 

Fig. 3.2 Architecture for the CPU and GPU[101] 
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Fig. 3.3 Process flow for implementing micromagnetic simulations on the CPU and GPU. 

The red box indicates processes that are implemented on the GPU. Constant exchange of 

data occurs between the CPU and GPU and processes in the blue box with the dotted 

lines also have a component executed on the CPU[32].  

3.5 Renormalization method for HAMR 

During the explanation of the magnetic trilemma, the Stoner Wohlfarth model or the 

single spin model was introduced. The single spin model works well to describe the 

magnetization changes under certain conditions. However, in the presence of significant 

intergranular exchange coupling, adjacent spins start to cluster together reducing the 

effectiveness of the single spin model. Additionally, increasing the temperature can also 

cause thermal agitation leading to spins in a grain behaving independently of each other, 

thus leading to a necessity of addressing multiple spins. An atomistic model[102] which 

consist of one spin/atom is able to accurately depict most magnetic phenomena like high 

frequency spin waves, domain wall motion within a grain and the magnetization 

dynamics of individual grains. However, implementing simulations with atomistic scale 

modeling (of the order of a few angstroms) would involve the use of significant 

computational resources which are usually not available. This leads to researchers 

making simplified assumptions that do not accurately represent the behavior of magnetic 
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grains and grain boundaries. An example of this is the Landau-Lifshitz-Bloch (LLB) 

model[103] which adds a few terms to the single spin model. To accurately model 

multispin dynamics, the renormalization technique is useful. This is especially true for 

magnetic recording where the media consists of hundreds of grains. 

The renormalization method[104] is a simplified modeling technique similar to the Finite 

Element Method where a renormalized block is the smallest unit of measurement and 

each block is assumed to encompass multiple atomistic spins. Thus, each block represents 

the aggregate properties of multiple spins. This works for the case of magnetic recording 

(especially HAMR) since in HAMR, the media is heated to temperatures close to Tc 

where the correlation length of spin fluctuations tends to infinity. Thus, at T=Tc where 

the correlation length is infinity, an entire grain can be represented by one single block.  

Fig. 3.4 illustrates the creation of the renormalized block system. Fig. 3.4 (a) represents 

the atomistic system where each small block represents one atom. Multiple spins in the 

atomistic system are combined to form a renormalized cell with an averaged spin as seen 

in Fig. 3.4 (b). These renormalized cells are then overlaid on a 3D magnetic recording 

media that consists of Voronoi grains of different shapes and sizes (Fig. 3.4 (c)).  

 

       (a)         (b)             (c) 

Fig. 3.4 Schematic to illustrate the renormalized block system creation (a) The atomistic 

L10 FePt system (b) Multiple atomistic spins combined to create the renormalized cell 

through the coarse graining process (c) The renormalized cells are overlaid on a 3D 

media with Voronoi grains[104]. The shaded portion between the magnetic Voronoi 

grains represents the non-magnetic grain boundaries. 
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3.6 Renormalization method for isotropic L10 FePt 

For the HAMR process, a popular magnetic material is the L10 phase of FePt. The 

renormalization length (length of the renormalized cell in Fig. 3.4 (b)) depends on 

temperature. For the L10 FePt model, this length at the writing temperature is calculated 

to be about 1.5nm. This value can vary based on the magnetic properties and the 

corresponding writing temperature of the material under consideration. This length scale 

also represents a good tradeoff between the accuracy of the micromagnetic simulations 

and the computational time for the simulations. 

For the isotropic L10 FePt model under consideration, the dimensions of the atomistic 

model are approximated to be 0.3nm, thus implying each renormalized cell contains 

about 125 atoms. An average grain size of 6nm is considered for the renormalized block 

system as shown in Fig. 3.4 (c). Thus, each renormalized block contains about 20*20*20 

or 8000 atoms. The objective of the renormalization method is to mimic the magnetic 

properties calculated for the atomistic system for different temperatures. 

The renormalization parameters represent the magnetic properties for the renormalized 

block system. The Gilbert damping constant formula is derived by the Visscher 

method[105]. Other renormalization parameters can be found by solving four 

simultaneous equations that compare the average magnetization, average anisotropy field 

and variance of anisotropy field for the atomistic system (where there is an absence of 

thermal fluctuations) and the renormalized system. These equations are shown below. 

These quantities are chosen since they affect the magnetization the most. Here, the 

‘average’ refers to an average in space and time. 

< M >�P�RKJPK�	=< M(MJ, K2, A�o) >Á���m	        (3.42) 

< Hm >�P�RKJPK�	=< Hm(MJ, K2, A�o) >Á���m          (3.43) 

< δHm >�P�RKJPK�	=< δHm(MJ, K2, A�o) >Á���m       (3.44) 

Fig. 3.5 (a) – (d) show the renormalized parameters calculated for L10 FePt at different 

temperatures. For the atomistic system, the assumed parameter values for T=0 are Ms = 
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1100emu/cm3 ; Ku = 7´107erg/cm3 ; Aex = 1.1´10-6erg/cm. Isotropic exchange means the 

exchange assumed in different directions has the same value. Observing Fig. 3.5 (b) – (d), 

the dotted line denotes the saturation magnetization for the atomistic model (single spin).  

 
         (a)      (b) 

  
   (c)          (d) 

Fig. 3.5 Renormalized parameters for isotropic model for L10 FePt (a) Damping (The 

value at T=300K depends on the spin orbit interaction and was calculated to be 0.005. It 

was later recalculated to be 0.02[93]) (b) Saturation magnetization Ms (c) Uniaxial 

anisotropy Ku (d) Exchange. The variable ‘d’ in the legend denotes different 

renormalized cell sizes[104]. 

This is independent of temperature and hence there exists a straight line with the y 

intercept being the value of the parameter at T=0K. The solid black line (with the square 
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symbols) show the atomistic values for these parameters at different temperatures 

calculated through the atomistic simulation. The variable ‘d’ denotes the size of the 

renormalized cell. As ‘d’ increases, the renormalization parameter values start 

approaching the atomistic values. In the limiting case, when the 6nm3 (6nm´6nm´6nm) 

system is represented by a single cell, the atomistic parameter values would be exactly 

similar to the renormalization parameter values. 

3.7 Renormalization method for anisotropic L10 FePt 

As seen in Fig. 2.6 (b), the dimensions for the L10 phase of FePt are not exactly 

symmetric. The structure is tetragonal with the dimensions out of plane being slightly 

smaller. Additionally, exchange values vary based on the direction in which they are 

measured[106][107]. Thus, it is more realistic to consider an anisotropic model of FePt 

where five different directional exchanges are considered in two categories (i) in plane 

exchange Axy and (ii) out of plane exchange Az. For the anisotropic model, the 

dimensions of the unit cell for the atomistic system are 0.273nm and 0.374nm as opposed 

to 0.3nm. Thus, the renormalized cell with 1.5nm cell size contains about 5*5*4 or 100 

atoms. Renormalization parameters are calculated for the anisotropic model[108] by 

equating four quantities for the atomistic and renormalized system, the average 

magnetization, average anisotropy field, variance of magnetization and variance of 

anisotropy field. 

< M >�P�RKJPK�	=< M(MJ, K2, Aob, Aw) >Á���m	       (3.45) 

< δM >�P�RKJPK�	=< δM(MJ, K2, Aob, Aw) 	>Á���m       (3.46) 

< Hm >�P�RKJPK�	=< Hm(MJ, K2, Aob, Aw	) >Á���m       (3.47) 

< δHm >�P�RKJPK�	=< δHm(MJ, K2, Aob, Aw	) >Á���m       (3.48) 
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            (a)            (b) 

 

           (c)          (d) 

Fig. 3.6 Renormalization parameters for the anisotropic model of L10 FePt[108] (a) 

Damping (b) Saturation Magnetization Ms (c) Uniaxial Anisotropy Ku (d) Average 

exchange <Aex> (given by !
"
𝐴$ +

&
"
𝐴'() and exchange ratio )*+

),
. Ref. 6 in the legend 

refers to [104]. 

Two cost functions are considered to solve equations (3.45) – (3.48). The cost functions 

are minimized simultaneously at different temperatures. The calculated renormalization 

parameters are shown in Fig. 3.6 (a) – (d). The atomistic parameter values at T=0 are the 

same as before. Comparing Fig. 3.5 and 3.6, it is clear that the nature of variation for the 

renormalization parameters remains the same irrespective of the exchange values in 

different directions, but the actual values of the parameters are different for different 

temperatures. 
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3.8 Summary 

The chapter describes the details of the micromagnetic simulation technique implemented 

to solve the LLG equation for a magnetic recording system. The different forms of the 

LLG equation and its applications are explored. The chapter also describes the 

components of the effective field used in the stochastic LLG equation with formulations 

for each field. The highest computational time for the LLG equation is dedicated to 

calculating the magnetostatic interactions or the demagnetization field.  To speed up the 

calculation process and reduce the simulation time, parallel computing unit called GPU’s 

are used to perform a part of the operation of solving the LLG equation with minimal 

participation of the CPU. Techniques to improve the computational time further are 

explored. These techniques fundamentally exploit the architecture of the current systems 

and are based on reducing access to global memories and using fast math operations. The 

renormalization technique which is used as a fulcrum to support the simulation process is 

described by understanding its need and significance. Finally, the process of obtaining the 

renormalization parameters for the isotropic and anisotropic L10 FePt model is 

enumerated. 
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Chapter 4 

Renormalization Parameters for doped FePt 

The fabrication process for HAMR media includes an important step for heating the 

HAMR media to high temperatures above 600°C in the annealing process. This is 

extremely important in order to fabricate the ordered crystalline L10 FePt phase. As 

explained before, the HAMR media is generally written as FePtX-Y[109] where X and Y 

are different alloying elements that are used to encourage ordered columnar growth of 

grains, improve the L10 ordering of the granular HAMR media and reduce the ordering 

temperature. Based on different elements used in the fabrication process, the resulting 

HAMR media often ends up being non-stoichiometric and it is difficult to ascertain 

exactly, the composition of various elements in the granular media. 

The use of different alloying elements not only affects the chemical ordering but also 

affects the magnetic properties of the HAMR media[110][111][112]. There is a clear 

correlation between the Curie temperature Tc and the grain size, which can vary based on 

the fabrication process for the HAMR media. A variation in the Tc value can lead to an 

additional variation in the values of other magnetic parameters like the saturation 

magnetization (Ms), anisotropy (Ku), damping (a) and exchange (Aex). Since a granular 

variation and a consequent variation in the magnetic properties in fabricating the HAMR 

media is inevitable, there is a necessity to study and identify the extent of variation in the 

values for the magnetic parameters mentioned above. 

The other aspect related to doped FePt is the different spin directions achievable at 

different temperatures for the FePt media. As the temperature varies, so does the 

anisotropy. The agitation of individual spins also leads to a distribution in the directions 

of individual spins. As the Tc value changes due to the doping process for FePt, this can 

lead to a significant disparity in the value of the exchange forces between adjacent spins. 

The study of the variation in the renormalization parameters for doped L10 FePt can thus 

also be useful to identify the behavior of this varying exchange to anisotropy ratio. 
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 4.1 Estimation of renormalization parameters 

Near the Curie temperature (Tc), magnetic parameters including magnetization, 

anisotropy, and damping depend strongly on both temperature and length scale[113]. 

This manifestation of renormalization theory is most readily seen in the case of 

magnetization where the magnitude of the atomic spin is largely unaffected by 

temperature, but the bulk magnetization vanishes at Tc. It has been previously argued that 

the Landau-Lifshitz-Gilbert damping parameter alpha exhibits a similar effect owing to 

its dependence on both atomic effects and magnon-magnon scattering, the latter having a 

strong length dependence. In the calculation of the renormalization parameters, damping 

due to the two magnon and higher order scattering is considered. Only pure exchange is 

considered without taking any dipolar effects into account. These parameter calculations 

are implemented for 1.5nm´1.5nm´1.5nm renormalized cells aggregated into a 

6nm´6nm´6nm renormalized block system[104]. An anisotropic L10 FePt model is 

considered where exchanges in five different directions are accounted for[107][108]. The 

in-plane exchange (Axy) is higher than the out of plane exchange (Az) except very close to 

Tc when both these values disappear. Before the renormalization parameters can be 

calculated, the atomistic parameters are estimated by simulating an atomistic system with 

each atomistic cell measuring 0.273nm´0.273nm´0.374nm (unit cell dimensions for L10 

FePt). The dimensions of the renormalized cell and the block system are kept constant. 

The atomistic and renormalized damping are calculated using the Green Kubo method 

whose formulation has been given before[105][104]. However, a typographical error has 

been corrected here 

[ÂÃÄÅÂÆÇÈ¥ÉÃÊ
^

!][ÂÃÄÅÂÆÇÈ¥ÉÃÊ
^ = 	 YW\

Z

ËÊÌ
xxxx⃗
ÊÍ 		∙	W

xxx⃗ 	×	Wxxx⃗ 	×	6xx⃗ Î

Ë(	Wxxx⃗ 	×		Wxxx⃗ 	×		6xx⃗ )^Î
           (4.1) 

Here 𝑀xx⃗  denotes the magnetization averaged over space (the 1.5nm3 renormalized cell), 𝐻xx⃗  

denotes the effective field averaged over the same space, Ms is the saturation 

magnetization at T=0 and g is the gyromagnetic ratio. < > denotes an average over time 

and damping is calculated at different temperatures. Fig. 4.1 (a) shows the renormalized  
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           (a)          (b) 

Fig. 4.1(a) Renormalized damping for different cell sizes (b) Renormalized damping for 

different block sizes[113] 

damping calculated for different cell sizes ranging from 0.75nm - 2nm. This damping is 

plotted as a function of temperature (T). In all the cases, the system size is still the same 

(6nm3). It is clear that as the cell size increases, more spin waves are available to 

contribute to the damping process thus increasing the damping. This contribution is 

negligible at the lower temperatures but becomes progressively more significant at higher 

temperatures due to higher contributions by different damping mechanisms. This also 

helps explain the trend of renormalized damping as it approaches the atomistic value at 

low temperatures and increases as the temperature scales increase. Similarly, as the 

temperature increases, more magnons contribute to the damping process. Fig. 4.1 (b) 

shows the damping calculated for different renormalized block/system sizes. In this case, 

the damping remains almost equal irrespective of the system size. This is because 

irrespective of the system size, damping is calculated for each individual renormalized 

cell after averaging over the entire space. The averaging ensures the damping would 

remain the same for every system size. In this regard, it is also important to state that the 

damping values calculated using an anisotropic exchange model (different atomistic 

exchange values in different directions along nearest and next nearest neighbor 

interaction axes in the renormalized block) and an isotropic exchange model[104] (same 
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atomistic exchange value in different directions in the renormalized block) are 

significantly similar even at high temperatures. 

To calculate the renormalization parameters for doped FePt, the atomistic values of these 

parameters is compared to the renormalization values at different temperatures as 

explained before in equations (3.47) – (3.50). Two cost functions are considered that 

calculate the difference between the parameters[108]. These cost functions are minimized 

to obtain the renormalization parameters. For doped FePt, there is an unintended 

consequence of variation in the Tc value. Although this variation is normally about 3-5%, 

a Tc variation of ±10% is considered to calculate these results. For non-doped FePt, the Tc 

value is considered to be 700K. Fig. 4.2 (a) – (e) show the renormalization parameters 

calculated for three different Tc values and at different temperatures. To consider the 

effect of Tc variation, we scale the atomistic exchange stiffness parameter values with 

respect to the change in Tc values, since the atomistic exchange stiffness is directly 

proportional to the Curie temperature of the material. The atomistic parameters calculated 

using the scaled value are then used to estimate the renormalization parameters for the 

new Tc with the same process as described above.   

4.2 Analysis of variation of renormalization parameters 

Referring to Fig. 4.2 (a), the damping increases for different Tc as the temperature 

increases. This is because, as temperature increases, the number of magnons contributing 

to the damping process also increase. At low temperatures, the primary damping 

contribution is the spin orbit interaction[114][115] and hence the damping values seem to 

be similar for different Tc values. As the temperature increases, additional two magnon 

and higher order scattering mechanisms contribute to the damping process. For the three 

Tc values under consideration, referring to Fig. 4.2 (b) the variation of Ms is insignificant 

for low temperatures but become significantly noticeable as the temperature increases. At 

temperature scales close to Tc, the renormalized Ms values can be fitted by the fitting 

equation Ms ∼ K(Tc-T)b [104] where b ~ (1/3). 
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        (a)          (b) 

      

                   (c)                 (d) 

 

Fig. 4.2 Renormalization parameters for a 1.5nm3 

cell aggregated in a 6nm3 system (a) Damping (a) 

(b) Saturation magnetization (Ms) (c) Anisotropy 

(Ku) (d) Out of plane exchange (Az) (e) Exchange 

ratio (Axy/Az)[113] 

 

      (e) 
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Fig 4.2 (c) shows the variation of Ku as the temperature varies beginning from 300K. At 

temperature scales close to Tc, the renormalized Ku values can be fitted by the linear 

fitting function Ku ∼ K (Tc-T) +P where K and P are constants (for Tc=630K: 

K=9.77´104erg/cm3-K, P=9.16´106erg/cm3; for Tc=705K: K=8.82´104 erg/cm3-K, 

P=8.16´106 erg/cm3; for Tc=770K: K=7.92´104 erg/cm3-K, P=9.29´106 erg/cm3). In the 

limiting case the block spin represents the entire aggregated system and hence the 

renormalized block system possesses the intrinsic properties of a macroscopic system. 

Fig. 4.2 (d) shows the variation of exchange values as the temperature varies beginning 

from 300K. At the lower temperature scales, the correlation length for the critical 

phenomena drops rapidly as the temperature drops. Thus, the renormalized approach is 

not valid at temperatures much lower than Tc, e.g., below 80% of Tc. Fig 4.2 (e) shows 

the exchange ratio Axy/Az as the temperature varies for the three Tc values. The ratio is 

constant for temperatures much lower than Tc as predicted from mean field theory. This 

can be explained in the following manner: the thermal fluctuations are always trying to 

disturb the exchange interactions, and because the out-of-plane exchange interaction 

along the z direction (Az) is smaller than that in the in plane direction (Axy), Az is reduced 

faster than Axy as the temperature increases, and as a result, the ratio of Axy over Az 

becomes larger and larger when increasing the temperature[113][108]. However, at Tc, 

not only the exchange interactions but also the ratio will “disappear” because of thermal 

fluctuations, so there is an abrupt drop near Tc as can be seen from Fig. 4.2 (d). 

For the lower temperatures where the renormalization theory is not very accurate, the 

exchange ratios can be calculated from mean field theory. To understand this calculation 

consider Fig. 4.3 that shows the FePt L10 FCC structure. In the figure, J1 – J5 shows the 

directional exchanges for the anisotropic L10 FePt model. The formulation for exchange 

energy can be written as 

E�o�l�I�� = 	∑
Ñ¥
&�
[Ò`¤

x⃗ ¥
`o
Ò
&
£r⃗o,K£

& +	 Ò`¤
x⃗ ¥
`b
Ò
&
£r⃗b,K£

& +	 Ò`¤
x⃗ ¥
`w
Ò
&
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&	]K  (4.2) 
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Fig. 4.3 Anisotropic model of L10 FePt BCT 

structure[113] 

 

 

 

where 𝑆± is the spin at a particular location i, 𝑟± is the distance vector between 

neighboring Fe atoms and V is the L10 FePt lattice volume. Energies can be calculated in 

the five different exchange directions and components can be separated based on 

Ò`¤
x⃗ ¥
`o
Ò , Ò`¤

x⃗ ¥
`b
Ò and Ò`¤

x⃗ ¥
`w
Ò . The exchange ratio is then proportional to the in-plane energy to the 

out of plane energy. This ratio is calculated to be 1.3 as shown in Fig. 4.2 (e).  

4.3 Summary 

This study was partially supported  by Seagate. The chapter focused on understanding the 

variation of magnetic properties for doped and/or non-stoichiometric granular FePt which 

is a reality resulting from the variations in the fabrication process. Technologically, the 

chapter helps estimate the magnetic properties for different Tc values more accurately 

thus improving the accuracy of micromagnetic simulations. This helps improve the 

estimation of the recording performance, media noise and other such parameters. 

Scientifically, a study of these properties provides several intermediate points between 

the Heisenberg model (anisotropy/exchange = 0: spins can point anywhere) and Ising 

model (anisotropy/exchange = infinity: spins are constrained to two directions). 
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Chapter 5 

Optimization of thinner Thermal ECC media 

Most of the results presented in this thesis are obtained by implementing micromagnetic 

simulations. These simulations essentially solve the LLG equation at different instants of 

time for different designs of the HAMR head and media. Besides the writing process, the 

other important process is the playback process. In the playback process, the reciprocity 

principle is used to detect and readback the patterns written on the HAMR media[35]. 

The reciprocity principle states that the field generated by the written patterns on the 

media is the same as the field generated from the read head, which is much easier to 

evaluate. Thus, the reciprocity principle states that the readback signal is a convolution of 

the head field with the media magnetization and this is written as the amplitude of the 

playback signal. 

In the HAMR process, noise can be generated in both the recording and the readback 

process. The noise generated in the readback process is mainly due to the noise in the 

read head and the noise due to the read head misalignment. The effect of the curved 

nature of transitions and the SNR reduction generated because of it has been studied 

before[116]. Solutions to this issue have also been provided like increasing the cross 

track field gradient[117][118], using a forked writer[119] and other changes to the head 

design[120][121]. An alternate treatment of this issue is also the micromagnetic modeling 

of the read head (just like the micromagnetic modeling of the HAMR media). In this 

case, the head is comprised of small elements with each element having a 1.5nm3 

dimension[122]. However, the noise from the read head is not found to be a significant 

factor in the recording process. 

The biggest issue in the recording process is the stochastic nature of writing and the 

issues that arise due to the variation in grain size and granular Tc variation. Before the 

extent of this issue can be understood, it is necessary to understand how the noise is 

generated, the nature of the noise and the solutions that have been proposed to reduce it. 
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5.1 Recording process and performance parameters 

To implement micromagnetic simulations in the HAMR process, there is a process 

followed to mimic the actual process conditions and parameters so as to get the most 

realistic results. These steps are enumerated in detail in this section. 

 5.1.1 Voronoi media generation 

The thesis has already described in detail, the fabrication process involved in generating 

the granular magnetic media. It is clear that the process depends on several experimental 

conditions like deposition rate, pressure, temperature and so on. This leads to a variation 

in the granular size as well as a random distribution of grains. To mimic this condition 

perfectly, the micromagnetic simulations used to calculate the results in this thesis use a 

Voronoi media. The generation of the Voronoi media is based on the idea of a Voronoi 

diagram, where a certain region is divided into multiple areas where each area consists of 

a set of points closes to a certain point whose distribution is predetermined by a random 

seed. The Voronoi diagram can also be referred to as a Dirichlet tessellation[123]. An 

example of such a Voronoi diagram is given in Fig. 5.1. The cells in the Voronoi diagram 

are called Voronoi polygons or Dirichlet regions.  

 

Fig. 5.1 Example of a Voronoi diagram[124]. The 

solid black dots are generated using a random seed 

that generates this distribution of points. The cells 

are generated by modeling a set of points closest to 

the solid black dots in the diagram. The distance 

used for this purpose is the Euclidean distance   
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Fig. 5.2 Voronoi diagram with downtrack dimension = 256*1.5nm = 384nm and 

crosstrack dimension (CT) = 32 * 1.5nm = 48nm 

For the generation of the Voronoi diagram, the media generation code takes into account 

a random seed that is used to generate a set of random numbers. It also includes an input 

based on the size of the media to be generated, the size distribution expected and the 

expected average grain size. Based on the different inputs, a distribution of points (the set 

of black dots in Fig. 5.1) is generated in a 2D space and a set of points is identified which 

lie closest to each individual point (each black dot in Fig 5.1) generated in the random 

distribution. The set of points closest to a certain point is determined by minimizing the 

Euclidean distance of all the points from this individual point generated in the random 

distribution. Fig. 5.2 shows an example of a Voronoi media generated from the code. 

This 2D media is then replicated in the direction which corresponds to the height of the 

media. The generated media has gaps in between that denote the non-magnetic grain 

boundaries which may be formed due to various reasons in the fabrication process. As 

mentioned before, the renormalization technique is used to implement micromagnetic 

simulations in this thesis. As shown in Fig. 3.4 (c) the renormalization cells are then 

overlaid on the Voronoi media. Fig. 5.3 shows an illustration of this process. 
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Fig. 5.3 Renormalized cells overlaid on the Voronoi media. The squares with red edges 

denote the renormalized cells 

5.1.2 Recording process  

The process of implementing the LLG equation to write specific patterns has already 

been described in Chapter 3 of this thesis. The process flow for these simulations has 

been described in detail in Fig. 3.3. There are two main patterns that would be encoded 

on the recording media. The single tone pattern consists of a bit series 1010…. where the 

1 and 0 denote different magnetization directions recorded on the media. A more realistic 

pattern that is often recorded on the disk drives is the Pseudo Random Bit Sequence 

(PRBS) which consists of a string of 1’s and 0’s. PRBS sequences are used in 

communication systems, encryptions, time of flight spectroscopy measurement and other 

real world applications[125]. The PRBS sequence is a binary sequence generated by a 

deterministic algorithm. A generator polynomial is used to generate this sequence of a 

specific length Fig. 5.4 (a) and (b) show examples of single tone and PRBS sequences 

written on a Voronoi media. 
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                   (a) 

 

        (b) 

Fig. 5.4 (a) Single Tone sequence recorded on a Voronoi media[104] (b) PRBS sequence 

on a Voronoi media. Black and white regions correspond to magnetizations in different 

directions 

5.1.3 Playback process 

The playback process in the micromagnetic simulation is initiated by the 

magnetoresisitive read head. The playback signal is a convolution of the magnetic field 

from the media and the media magnetization. However, since it is difficult to accurately 

calculate the field from the media, the reciprocity principle is employed which states that 

the field from the media is equal to the field from the reader. Equation (5.1) shows the 

playback voltage generation for the media. The normalized head field is hx⃗  and the media 

magnetization is Mxxx⃗ . Fig 5.5 shows a schematic for the read head enclosed in between two 

shields used to avoid the detection from adjacent bits and ensure a sharp playback signal. 
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Fig. 5.5 Read Head and shields in the playback 

process[104] 
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where d is the thickness of the thickness of the media and c is a constant[32].  

5.1.4 Types of noise  

The noise in the micromagnetic simulation process is generated from two sources (i) the 

written patterns on the media (ii) the playback signals generated in the playback process. 

The noise from the written patterns may be one of two kinds[126][127] as seen in Fig. 

5.6. When continuous patterns are written on the media (strings of 1’s and 0’s), there are 

some grains that don’t switch based on the desired pattern. This could be because of the 

low/high energy barrier during switching, poor thermal gradient of the heat spot, 

insufficient field or high anisotropy of the grains and thermal fluctuations. It is difficult to 

reduce this noise since it depends on the grain size and the available head field. This is 

called DC or remanance noise. Electronic noise due to the use of components like 

preamplifiers and the post processing system like equalizers and detectors may also add 

an additional component to the DC noise. On the other hand, when the magnetization 

changes direction from 1 to 0 or vice versa, a transition occurs. The locations at which 

these transitions occur may change depending on the available field, the heat spot thermal 

gradient, misalignment of the read head and so on. The variation in the grain size may 

also cause a variation in the location of these transitions. 
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Fig. 5.6 Two kinds of media noise identified from the recording pattern. The red circles 

denote the DC or remanance noise. The yellow squares denote the AC or transition noise 

which is the noise in the boundary region as magnetizations switch. 

This leads to the transition noise or AC noise. Mathematically, the standard deviation of 

the location at which these transitions occur is called the transition jitter. As the Linear 

Density (LD) increases, both these noises may increase. With different recording 

processes and optimizations, an attempt is made to reduce both kinds of noise. 

5.1.5 Ensemble Waveform Analysis 

It is easy to capture the total noise in the recording process. However, it is frequently 

necessary to also decompose the total noise into its components to identify the 

contribution of each of these components to the total noise. Mathematically, the main 

source of the transition noise is around the locations where the transitions occur. These 

locations can be captured in the playback signal. The remanance noise is significant in 

the region where long bits or patterns are written. This is the primary noise source when 

long PRBS patterns are written on the media where the number of transitions are few but 

the regions of no transitions and continuous signals are many. Thus, it is easier to identify 

the magnitudes of each of the noise components if their locations are known. The 

Ensemble Waveform Analysis package[128] provided by Seagate Technology allows the 

decomposition of the total noise (spatial noise) into its components, the remanance and 

transition noise. This decomposition is obtained by using appropriate windowing 

functions that capture the regions where the transition and remanance noise components 
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are significant. The total noise is a combination of the transition noise and the remanance 

noise. 

5.1.6 Recording Performance Parameters 

The recording performance parameters are essential to judge the efficiency of the 

recording performance. There are several techniques that can be used to measure the 

performance. The simplest performance parameter used to measure the HAMR process 

efficiency is the Signal to Noise Ratio (SNR). The SNR can be defined based on the 

signal and noise power used for its calculation. The SNR can is defined in equation 5.2 as 

SNR	(dB) = 10 log!C(
¤K�I��	O�Ú��

��P��	G�KJ�	O�Ú��
)          (5.2) 

The Signal Power (SP) is the power of the noise free signal. This noise free signal is 

generated by averaging over all the playback signals generated in the recording process. 

Since the reader noise is very low compared to the media noise, in this thesis, it is 

assumed the reader generates negligible noise and thus the written patterns are readback 

only once. As explained before, the noise power has two components (i) the DC noise or 

remanance noise (ii) the AC noise or transition noise. The Ensemble Waveform Analysis 

package allows the identification of individual noise components and the decomposition 

of the total (spatial) SNR into its components, the remanance SNR and transition SNR. 

The other recording performance parameter commonly used is the transition jitter. It is 

the standard deviation of the locations at which transitions are written on the recording 

media. The formula for the transition jitter is shown in equation 5.3[104]  

σ�KP = 	�
!
G
∑ (xK − xÛ)&G
KÜ!             (5.3) 

Here N denotes the number of transitions, ‘i’ denotes the i’th transition, xi denotes the 

location of the i’th transition and xÛ denotes the corresponding transition location of the 

averaged noise free signal.  

Other performance parameters like the Bit Error Rate (BER), the Shannon channel 

capacity (C) which denotes the useful information passing through a channel, the 
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Effective Bit Ratio (EBR) which is the ratio of the channel capacity to the Bit Length and 

the User Density (UD) can also be used to classify the recording performance. However, 

the signal detection system consisting of the Maximum Mean Squared Error (MMSE) 

equalizer, the Partial Response (PR) target, and the 1D Soft Output Viterbi Algorithm 

Detector is not used as a part of the recording setup to obtain results in this thesis. 

5.2 Exchange Coupled Composite Media 

The idea behind the development of the composite media is to extend the possible 

performance limits of different recording technologies and increase the achievable 

storage densities. The earliest efforts made to explore the improvement in the recording 

process is the development of the tilted media to extend the storage capacities for LMR in 

2002[129][130]. Micromagnetic simulations were implemented to establish the viability 

of a tilted recording media where the initial magnetization is tilted with respect to the 

applied field for faster switching. Depending on the direction of movement of the media 

relative to the head, a good recording direction is defined as the direction of movement 

for the media when the observed magnetization transitions were sharp. The transition 

noise was low, and the relative motion was such that the head field direction on the 

leading side is in the direction of the tilted easy axis of the media. The other direction of 

motion was the bad direction where transitions were broadened, and high transition noise 

was observed. The dependence of the media performance on the demagnetization field 

was reduced and this design allowed the use of high anisotropy materials.  

The aim of introducing the tilted media was to improve the ratio of the thermal stabilizing 

energy barrier to the switching field given by 𝜉 = ( &�Þ
¯°ß°à

) where Δ𝐸 is the energy barrier, 

Ms is the saturation magnetization of the material, Hs is the switching field and V is the 

volume. For the best PMR design, this ratio was found to be 1. With the tilted media at 

45°, this ratio was increased to 2 indicating a clear advantage. However, fabrication 

issues prevented its wide usage in real world applications[130]. 
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The next effort made in this regard was to develop composite media designs mainly for 

improving the PMR technology output. A composite media design was developed by 

Victora and Shen [131] with a soft and hard layer. The proposed structure worked on a 

similar principle as the tilted media proposed before but could be fabricated a lot more 

easily thus making it a more attractive proposition. Fig. 5.7 (a) shows the proposed 

design by Victora and Shen and Fig 5.7 (b) shows the switching mechanism for the 

optimized case where the minimum switching field (as a fraction of 2Ku/Ms) is h=0.3. It 

was clear that the exchange coupling between the two layers should be optimized to 

ensure switching at the lowest field. A proposed solution to this issue was introducing a 

thin polarizable interlayer introduced between the soft and hard layer. However, unlike 

the antiferromagnetic coupling (AFC) used for most designs including the longitudinal 

 (a)        (b) 

Fig. 5.7 (a) Schematic of the composite media proposed by Victora and Shen[131]. The 

top layer is the hard layer and lower layer is the soft layer. (b) Switching mechanism for 

the composite media for the optimized case (M1 = M2 and V1 = V2) 

recording media[132][133], this layer had to induce ferromagnetic coupling. Application 

of applied field initially causes the magnetization of the soft region to rotate and, thus, 

alter the exchange field angle applied to the hard layer. The exchange field helps the 

rotation of the magnetization of the hard region. For this design, the switching field 

distribution (SFD) shows high tolerance to the easy axis distribution. The switching field 

of composite media is about half that of perpendicular media. The switching mechanism 
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ensured high-anisotropy material could be used in composite media and a high-recording 

density can be obtained. Furthermore, the inability of strongly tilted fields to switch this 

media should greatly reduce adjacent track erasure. Further analysis of this structure was 

conducted by Kapoor, Shen and Victora[134] which used a micromagnetic approach to 

study the effect of intergranular exchange coupling on the switching mechanism of this 

structure. It was found that good exchange coupling was necessary between the hard and 

soft layers of this structure to facilitate the switching of the hard layer. In addition to this, 

for exchange coupled grains, it was found that nonuniform rotation was observed as a 

nucleation domain in the bottom region of the soft part. This nucleation moved its way up 

to and through the layer interface, if the interlayer exchange coupling was 

appropriate[134]. An effort was also made to fabricate the composite media design 

proposed by Victora and Shen. Wang, Shen and Bai in 2005[135] and 2006[136] 

fabricated a composite magnetic recording medium with exchange decoupled magnetic 

grains. A nonmagnetic interlayer with different thickness was put between the hard and 

soft layer to tune the exchange coupling and aid the switching process. With proper 

coupling, a significant drop of the coercivity field was observed for this design while still 

maintaining good thermal stability. This fabricated design also verified a better recording 

performance than the performance exhibited by single layer LMR and PMR designs. 

Since the soft layer actually aided the switching of the hard layer, this media design could 

also be named dynamic tilted media. 

An independent effort to develop composite media designs was also undertaken by 

Thiele[137] whose group developed exchange spring media. The principle design was 

similar to the media developed by Victora and Shen. It still consists of two layers where 

the exchange coupling between the layers aids the switching of the high anisotropy layer. 

In this design, the FeRh layer is the soft layer whereas the high anisotropy FePt layer is 

the layer. The FeRh layer is antiferromagnetic at room temperature but on heating up to 

the writing temperature Tw (which was greater than the Neel temperature TN) FeRh 

undergoes a phase change and becomes ferromagnetic with high moment and low 

anisotropy (thus acting like a soft layer). This reduces the switching field considerably 
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compared to single layer structures. The average switching field for this bilayer structure 

is given by 

HC = 	
��,ãÃäÍPãÃäÍ]��,ãÃåæPãÃåæ
W\,ãÃäÍPãÃäÍ]W\,ãÃåæPãÃåæ

	≈ 	 ��,ãÃäÍPãÃäÍ
W\,ãÃäÍPãÃäÍ]W\,ãÃåæPãÃåæ

	         (5.4) 

Since the moment (Ms) for FeRh is significantly high at the writing temperature, this aids 

the switching of the FePt layer at temperatures well below Tc,FePt. The written data is then 

stored at a temperature Ts < TN,FeRh where FeRh is in the antiferromagnetic state and the 

exchange coupling between the FeRh and FePt layers as well as the high anisotropy for 

FePt allows for thermal stability. In the study of the structural and magnetic properties of 

this structure, it was observed that the exchange coupling between the layers allows 

switching via an exchange spring mechanism that fully reverses the magnetization of the 

FePt layer, rather than merely reversibly rotates it[138]. A micromagnetic study of the 

exchange spring media was conducted by Seuss[139]. Optimizations were used to obtain 

the best gain in the energy barrier by about 70% for a bilayer structure with zero 

anisotropy for the soft layer. The switching time for the spring media for external fields 

applied 10º off the easy axis was about 0.4 ns which is comparable to single-phase 

media[139]. 

The problem associated with this structure is the variations during the experimental 

fabrication process. Fabricating a thin FeRh layer that can still undergo the expected 

phase transition at Tw with the required grain size control is extremely difficult. 

Additionally, from [138], it is clear that to attain high SNR values compatible with a 

storage density of 1Tb/in2, the required grain size in the bilayer structure is about 5nm. 

Controlling the FePt grain size in a fabrication process that includes sputtering with the 

MgO/C seedlayer while maintaining the exchange between the FeRh and FePt layer for 

efficient exchange spring behavior is extremely difficult. 
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5.3 Thermal Exchange Coupled Composite Media 

In the HAMR media fabrication process, granular size variation leads to a significant Tc 

variation. In the HAMR writing process, the efficiency of recording desired patterns is 

sensitive to the magnetic parameters for the granular HAMR media. The variation in the 

grain size leads to a Tc variation that causes major issues for the integrity of the written 

patterns and accurate detection of the encoded bit pattern. Previous chapters have 

described in detail how the granular Tc variation is one of the biggest noise sources in the 

HAMR process. The Thermal Exchange Coupled Composite (ECC) media proposed by 

Victora and Liu[140] aims to address this issue and provide a new counter to address the 

magnetic trilemma. The Thermal ECC media aims to decouple the issue of writing and 

storage by proposing a design where the bilayer structure consists of two layers. Fig. 5.8 

(a) shows the design for the Thermal ECC media. The primary difference between this 

media and the other composite media proposed before is the write layer (the softer layer) 

still has a significantly high anisotropy (~107 erg/cm3) at 300K. This is in opposition to 

the previously proposed composite media structures where the soft layer has extremely 

low anisotropy.  

 

Fig. 5.8 (a) Design of the high temperature Thermal ECC media 



71 
 

 

Fig. 5.8 (b) Working principle of the high temperature Thermal ECC media[140] 

For the Thermal ECC media, the writing process in HAMR is restricted to the write layer. 

The write layer can be a conventional PMR material (like CoPt, FePd or doped FePt) and 

it has a Tc value (Tc,wl) greater than the Tc of the storage layer (L10 FePt where Tc,sl = 

700K). To implement the micromagnetic simulations with this design, the Tc for the write 

layer is 900K. Since Tc,wl > Tc,sl , the magnetic parameters of the write layer can be 

adjusted so that the writing temperature (Twrite ) > Tc of FePt. This makes the writing 

process independent of the Tc variations in FePt thus negating one of the biggest noise 

sources plaguing the HAMR process. The writing process uses superparamagnetic 

writing or writing with controlled thermal fluctuations. Fig. 5.8 (b) shows the working 

principle of this ECC media. T0 denotes the maximum temperature at which the write 

layer switching probability is zero. In the first row, when the temperature Tr > Tc,sl , the 

storage layer is paramagnetic and write layer magnetization follows the direction of the 

external field. When the media is cooled down to room temperature (350K), the 

magnetization direction in the storage layer follows the direction of the write layer. In 

other words, the storage layer allows long term storage of the data written in the write 

layer due to its high anisotropy and the interlayer exchange coupling that exists between 

the layers. In the middle row, when the temperature Tr > 350K and Tr < Tc,sl , since the 
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writing process is restricted to the write layer and the moment of the write layer(Msw ´tw) 

is greater than the storage layer moment(Mss ´ts), only the magnetization of the write 

layer switches in the presence of the external field. Once the media is cooled, the 

magnetization of the storage layer follows the direction of the write layer. In the last row 

when the writing temperature is lower than 350K, the writing process fails since the 

anisotropy of the write layer is too high. Thus, the magnetization does not switch.    

Fig. 5.9 (a) shows the switching performance of the Thermal ECC media. The Switching 

Probability Distribution (SPD) is a differential of the Switching Probability (SP) and is 

Gaussian in nature[141]. The smaller value of the Full Width Half Maximum (FWHM) of 

SPD indicates a sharper switching performance. For the Thermal ECC media, the red 

curve shows that the FWHM of the SPD for the Thermal ECC media is 42K and the 

writing temperature (temperature at which the SPD has a minimum value) is 738K.  

 

          (a)         (b) 

Fig. 5.9 (a) Switching Performance of the Thermal ECC media denoted by the red curve. 

The black and blue curves show the switching performance of the write and storage layer 

respectively. The Gaussian SPD is calculated by differentiating the Switching Probability 

curve which is an error function  (b) Recording Performance of the Thermal ECC media 

compared to the conventional Single Layer FePt media[141]. 
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Compared to the single layer FePt media with a FWHM value for the SPD = 65K, the 

Thermal ECC media has a lower SPD FWHM (44K) and thus a better switching 

performance. Fig. 5.9 (b) shows the recording performance of the Thermal ECC media 

with different thicknesses. Compared to the conventional single layer FePt media, the 

Thermal ECC media has an improved recording performance, given the low jitter values. 

As the ECC media thickness increases, thermal stability increases thus decreasing the DC 

noise for the structure. This leads to an improvement in the recording performance. Based 

on the improvement achieved by using thicker ECC media, especially with respect to the 

high User Density (UD)[141] the 4.5nm (write layer thickness) - 9nm (storage layer 

thickness) Thermal ECC media is considered to be a good design. 

The fabrication of thicker ECC media involves the deposition of thicker recording layers. 

This requires longer sputtering times decreasing the throughput of the fabrication 

system[51]. Additionally, sputtering for thicker media also requires high power which 

can lead to a deterioration of the recording media surface with increased roughness 

causing difficulties for the flying head above the media. To avoid this, thicker layers can 

be deposited in multiple chambers though this increases the production cost substantially. 

Finally, fabrication of thicker media also entails the growth of small diameter grains 

which is difficult considering the high annealing temperatures for the FePt media. 

Considering these fabrication issues, it is necessary to explore the use of thinner ECC 

media than the current 4.5nm-9nm media. However, thinner 3nm-6nm ECC media are 

more susceptible to DC noise and thermal fluctuations although they are much easier to 

fabricate. This chapter deals with the optimization processes implemented for the thinner 

3nm (write layer thickness) – 6nm (storage layer thickness) Thermal ECC media to 

reduce the DC noise[142]. The other aim is to improve the SNR of the recording 

performance with this thinner media and to make it comparable to the performance of the 

thicker 4.5nm-9nm Thermal ECC media.   
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5.4 Simulation Setup 

The focus of this chapter is to introduce optimization approaches that have remained 

unexplored till this point. There have been several approaches used to improve the SNR, 

like increasing the Bit Length[143], changing the head velocity[104], changing the 

applied field angle and magnitude[104], system design optimization[144], decreasing the 

shield to shield spacing, decreasing the fly height and so on. The approaches introduced 

here mainly counter the DC noise in the Thermal ECC media. To explore the SNR 

improvement techniques in greater detail, micromagnetic simulations based on the 

Landau-Lifshitz-Gilbert (LLG) equation is implemented. The renormalized cell size is 

1.5nm×1.5nm×1.5nm. The composite structure has two layers, a 3nm superparamagnetic 

writing layer and 6nm FePt storage layer. The magnetic profiles of the write layer are 

similar to [141] except that a small typo has been corrected. The arguments for Ms,wl/sl , 

Ku,wl/sl and Aex,wl/sl are defined to be (T-300)/(Tc(wl/sl) -300) where 300 is the room 

temperature. For example, a temperature of 300º corresponds to 0. Using this notation, 

we can write the storage layer properties: Ms,sl (0) = 922.3 emu/cm3; Ku,sl (0) = 4.11 × 107 

erg/cm3 and Aex,sl (0) = 1.1×10-6 erg/cm. The write layer profile can then be written as 

MJ,Ú� è
(�Y"CC)
�é,êÈY"CC

ë = 	MJ,J� è
(�Y"CC)
�é,\ÈY"CC

ë 	× W\,êÈ(C)
W\,\È(C)

         (5.5) 

K2,Ú� è
(�Y"CC)
�é,êÈY"CC
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(�Y"CC)
�é,\ÈY"CC

ë 	× ��,êÈ(C)
��,\È(C)

         (5.6) 
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(�Y"CC)
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         (5.7) 

In the micromagnetic simulations, Tc,wl = 900K, Tc,sl = 700K, Ms,wl(0) = 550emu/cm3, 

Ku,wl(0) = 1.0 ´107erg/cm3. The exchange coupling between these two layers is taken to 

be í𝐴©',îï × 𝐴©',ðï . The calculated SNR values are based on the playback signals 

obtained by writing on eight different magnetic media with an average grain pitch (GP) 

of 5.5 nm. A 31 bit Pseudo Random Bit Sequence (PRBS) generated by a generator  
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(a)              (b) 

Fig. 5.10 (a) Total SNR calculated from our approach (Calculated SNR) and the 

Ensemble Waveform Analysis Package (Spatial SNR) for damping scaled to different 

extent only in the write layer (a Scaling factor) (b) Components of the spatial SNR 

(transition and remanance SNR) plotted for different values of scaled damping in the 

write layer[142] 

polynomial x5+x3+1 represents the read head field profile. Each bit of the polynomial is 

denoted by either 1 (negative applied field) or 0 (positive applied field) with the field 

being applied at an angle of 22.5◦ to the easy axis direction (+z). Appropriate padding bits 

are used at either end of the sequence to avoid edge effects of the media. A Gaussian heat 

spot with peak temperature 850K is used to heat the HAMR media to record the desired 

PRBS with the padding bits. To understand the reasons behind the variations in the 

calculated SNR, the total SNR (spatial SNR) is further broken down into transition SNR 

and remanence SNR. The spatially noise-free signal is simply an average of all spatially 

noisy signals. The total spatial noise is calculated by subtracting each noisy signal from 

the averaged noise free signal. Total SNR is calculated from the definition using the 

power of the noise free signal and the total power of the different spatially noisy signals. 

The transition and remanence contributions to the total SNR are obtained by applying 

appropriate windowing functions to the total spatial noise. To obtain the transition 

component of the spatial SNR, the windowing function for transition noise is non-zero 

close to the transitions and zero everywhere else. The remanance noise is the difference  
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   (a)      (b) 

Fig. 5.11 (a) Total SNR calculated from our approach (Calculated SNR) and the 

Ensemble Waveform Analysis Package (Spatial SNR) for damping scaled to different 

extent only in both the write and storage layer (a Scaling factor) (b) Components of the 

spatial SNR (transition and remanance SNR) plotted for different values of scaled 

damping in both the write and storage layer[142] 

between the total noise and the transition noise. The Ensemble Waveform Analysis[128] 

package introduced before enables this functionality. However, it is unable to generate 

error bars for the results. Thus, it is an interesting exercise to compare the Calculated 

SNR values from the approach used in our simulations to the spatial SNR values 

generated from the package. 

5.5 SNR dependence on damping 

Damping represents the rate at which the magnetization approaches equilibrium. To 

understand the effect of varying the damping in the write layer of the composite media, 

the damping is scaled uniformly across the write layer. This scaling is denoted as the 

damping scaling factor in Fig 5.10 (a) and (b). The effect of damping increase can be 

understood as follows: within the limited time that the heat spot is incident on a certain 

bit on the media, increasing the damping ensures that the grain is switched as the Zeeman 
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energy due to the applied head field overcomes the anisotropy energy at high 

temperatures. Higher damping values ensure that more grains switch at these 

temperatures. This increases the calculated SNR as shown, by almost 1.5 dB thus 

indicating a decrease in the noise power by almost 30%. However, increasing the 

damping after a certain value may delay the write process at the write temperatures where 

damping is already enhanced. This leads to stray transitions in the write layer after the 

information is stored in the storage layer. This results in decreasing the SNR to a certain 

extent. The total SNR calculated from the ensemble waveform analysis is denoted as 

spatial SNR in the same figure. A comparison between the two shows accuracy at every 

data point within the given error bars of the calculated SNR. It can be seen that the total 

SNR values agree to a good degree even for the limited number of simulations. The SNR 

variation clearly denotes that the transition SNR follows the trend of the total SNR thus 

indicating that the SNR variation process is largely affected by the transition/jitter noise. 

The strong variations in the remanence SNR is likely caused by an inadequate number of 

bits to fully represent this much smaller noise. The low remanance noise also signifies a 

substantial reduction in the DC noise due to this optimization approach.  

The effect of damping variation on SNR is extended to include the entire composite 

structure (both the write and the storage layer) in Fig. 5.11 (a) and (b). The trends are 

very similar except at the largest values, which are no longer detrimental. The results 

suggest that optimization of damping only need be done in the write layer, which is 

helpful given that the write layer also has more design flexibility, and thus opportunity 

for optimization. 

5.6 SNR dependence on Intergranular Exchange Coupling 

Introducing exchange coupling between grains of the HAMR media increases the total 

exchange field in the simulation. The intergranular exchange coupling allows adjacent 

grains to assist each other in the switching process. Thus, it can aid in the switching 

process and allow thermally unstable grains to retain the desired configuration. This may 

help reduce the overall DC noise. However, high exchange coupling beyond a certain 
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value may be undesirable since it may lead to the formation of clusters that affect the 

written patterns and increase the jitter[35]. 

The intergranular exchange coupling (IGC) in these simulations is introduced as a finite 

fraction of the renormalized exchange at different temperatures In the presence of the 

heat spot, these grains that form clusters have a higher thermal stability factor (KuV/kBT) 

and hence are less susceptible to thermal fluctuations and superparamagnetic effects due 

to low Ku values. This leads to successful switching under the applied head field and 

ensures fewer stray transitions. It should reduce remanence noise. However, as the 

intergranular exchange increases beyond a certain value, the particles form larger clusters 

that create noise, particularly jitter. To observe the effect of varying intergranular 

exchange coupling (IGC) in the write layer, the IGC is uniformly scaled for all the grains 

in the write layer only. As expected, from Fig. 5.12 (a), the calculated SNR shows an 

increasing trend to start with, with a significant increase in the SNR of almost 2.2 dB and 

a consequent decrease as the IGC goes beyond 10%. The agreement between the 

calculated SNR values and the spatial SNR values remains as seen in Fig. 5.12 (b). Both 

the transition SNR values and the remanence SNR values follow similar trends as the 

spatial SNR value. However, their absolute magnitudes help ascertain that the effect of 

the jitter/transition noise is the deciding factor yet again in causing the aforementioned 

SNR variation. To extend this understanding, the intergranular exchange is varied 

throughout the composite structure uniformly in Fig. 5.13 (a) and (b). The calculated 

SNR initially increases as the intergranular exchange is increased to 5% of the exchange 

coupling values in each of the layers. The increase is almost 1.5 dB denoting a decrease 

of almost 30% in the noise power of the playback signal. The SNR then decreases as the 

spatial SNR (transition and remanance SNR) plotted for different values of finite 

Intergranular Exchange Coupling (IGC) introduced between the grains in the ECC media 

IGC value increases. Interestingly, the peak is found at a lower value of IGC, presumably 

because all layers are now exchange coupled. This limits the overall SNR increase 

because the higher values of exchange are no longer accessible: it suggests that exchange 
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coupling should be limited to the write layer and the FePt grains should continue to be 

magnetically isolated. 

 

         (a)       (b) 

Fig. 5.12 (a) Total SNR calculated from our approach (Calculated SNR) and the 

Ensemble Waveform Analysis Package (Spatial SNR) for finite Intergranular Exchange 

Coupling (IGC) introduced between the grains in the write layer (b) Components of the 

spatial SNR (transition and remanance SNR) plotted for different values of finite 

Intergranular Exchange Coupling (IGC) introduced between the grains in the write 

layer[142] 

5.7 Thermal ECC media storage layer optimization   

In both the approaches used to improve the SNR in Section 5.5 and 5.6, it is easy to 

observe the SNR improvement when the implemented optimization approaches are 

restricted to the write layer and the storage layer is excluded from the optimization 

process. This is an important conclusion, especially given that the write layer is a 

conventional PMR material with several choices and flexibility for optimization by 

variation of media parameters. However, the storage layer is L10 FePt with a Tc = 700K. 

It is difficult to scale the damping or introduce intergranular exchange coupling without 

affecting the magnetic properties of individual grains or introducing metallic interlayers 

(for intergranular exchange coupling) which may enhance the thermal bloom. To explore  
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      (a)       (b)    

Fig. 5.13 (a) Total SNR calculated from our approach (Calculated SNR) and the 

Ensemble Waveform Analysis Package (Spatial SNR) for finite IGC introduced between 

the grains in the ECC media (b) Components of the spatial SNR (transition and 

remanance SNR) plotted for different values of finite IGC introduced between the grains 

of the ECC media[142] 

the potential for further increase in the SNR, two cases are simulated (i) In the first case, 

damping in the write layer is scaled to six times its original value since this is the 

optimized value which led to the highest spatial SNR (from Fig. 5.10(a)). This is 

followed by scaling the damping gradually in the storage layer and the effect on the SNR 

is observed. (ii) In the second case, a 10% IGC is introduced between the grains in the 

write layer, since this led to the highest spatial SNR (Fig. 5.12(a)). Finite IGC is then 

introduced between the grains of the storage layer and the variation in the SNR is 

observed. The results for case (i) and (ii) are plotted in Fig, 5.14 (a) and (b). It is clear 

that there is no further scope for optimization for the media since neither of these 

approaches actually help improve the SNR further. This is an extremely important 

conclusion since it indicates the practical nature of the proposed optimization approaches. 
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       (a)         (b) 

Fig. 5.14 Optimizations implemented exclusively in the storage layer for the Thermal 

ECC media (a) Damping scaled in the storage layer after damping in the write layer is 

scaled to six times its original value (b) Exchange coupling introduced between grains of 

the storage layer after a 10% exchange coupling is introduced between grains of the write 

layer 

5.8 SNR dependence on temperature 

In HAMR, a laser source is incorporated in and moves together with the write head, and 

heat energy is delivered to the recording layer through a near-field transducer. A small 

rate of temperature change is important for successful grain switching. Usually, in 

HAMR, we also desire to have a large temperature gradient for sharp transitions. These 

competing factors cause the most optimum heat spot temperature to be greater than the 

writing temperature of the medium within a few hundred Kelvin. In the micromagnetic 

simulation, the peak heat spot temperature is varied up to a maximum value of 900 K as 

based on previous simulations for single layer FePt. Three different cases are addressed 

here: (i) Media with no Tc & Ku/Hk variation (ii) Media with 3% Tc variation and no Ku 

variation (iii) Media with 3% Tc variation and 15% Ku variation. The variation of the 

calculated SNR for no Tc and Ku variation values shows a slight increase in the SNR as 

the peak spot temperature reaches 800K and then a slight fall (Fig. 5.15 (a)). Extending 

the simulation to include the media with Tc & Ku variation produces an interesting 

observation: the maxima in SNR is observed to shift to the right as the peak temperature 
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is varied. The effect is shown in Fig. 5.15 (b) where, in both cases, the maximum SNR is 

observed to shift towards a peak temperature of 850K as compared to 800K in the 

absence of any Tc/Ku variation. Increasing the peak temperature and maintaining the 

same write temperature (which happens when intrinsic media variations are included)  

 

 

         

 

 

 

        (a)           (b) 

Fig. 5.15 (a) Variation of calculated SNR and individual components vs heat spot peak 

temperature (no Tc/Hk media variation) (b) Effect of Tc and Hk variation on SNR[142] 

ensures that writing takes place at a higher thermal gradient (farther away from the peak 

temperature) in the temperature profile as compared to the case with no variations. This 

helps explain the shift of the SNR maxima towards the right at a higher peak temperature. 

5.9 Summary 

This study was possible due to funding from ASTC/IDEMA. Optimization approaches 

have been introduced in this chapter to reduce the DC noise in the relatively thinner 3nm-

6nm Thermal ECC media. A clear increase in the SNR is observed as the damping is 

scaled and finite exchange coupling is introduced between the grains of the write layer. 

Both these approaches are best restricted to the write layer since this ensures that the high 

SNR values remain accessible. With an improvement in the SNR, there is a potential for 

the thinner ECC media to be used as a potential substitute to the thicker 4.5nm-9nm 

Thermal ECC media that is harder to fabricate.    
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Chapter 6 

Low temperature Thermal ECC media 

Chapter 2 in this thesis explained in detail various components of the HAMR system. The 

basic idea of the HAMR process is to heat the HAMR media to temperatures close to the 

Tc value. In the use of the Thermal ECC media, this becomes an even greater issue of 

importance since the temperatures to which the media may be heated up are even more 

than the Tc value of FePt. Depending on the purpose of the HAMR process and the 

sequences that are written, the writing process may take several ns to finish. An important 

figure of merit for the Hard Disk Drive industry is the longevity of the HDD’s developed. 

Commercial HDD’s would be expected to write and store data for at least ten years or 

more. This indicates that the high temperatures in the HAMR process would have to be 

sustained by the components of the HAMR system for several years with minimum 

possibility of failure. 

In the HAMR system, the NFT assembly is responsible for heating the media. With the 

long term usage of this heating system, there are three sources leading to significant 

heating of the NFT and its consequent protrusion[83] (i) Scattering of heat from the NFT 

(ii) backheating from the media (iii) thermal fly height control power and writer current. 

The most common material used in the lollipop NFT for the rectangular peg is gold 

(Au)[145]. Although Au has a noble character, is a good conductor of heat and has a 

significantly high melting point, use of such high temperatures over a long period of time 

leads to thermal instability (heating and consequent melting) of the rectangular peg and 

additional head induced contamination[146]. This may lead to a worsening thermal 

gradient on the media, a lateral spread of the heat spot and additional Adjacent Track 

Erasure (ATE) and other undesirable effects. The high temperature conditions also 

damage the media over a period of time leading to protrusions in the media. Although 

these protrusions have been measured to be small (~0.4nm)[147], the challenge of 

decreasing the fly height for the head from the media may face obstructions[148]. This 
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can also lead to an increased possibility for collisions between the head and the media. 

Finally, the use of high temperatures in the HAMR process can also lead to a 

decomposition or evaporation of the lubricant used to protect the media. These high 

temperature and heating issues constitute one of the biggest impediments to the 

commercial release of HAMR technology[149]. 

This issue is especially pronounced in the Thermal ECC media proposed in the previous 

chapter. For this media, the writing temperature increases from the 650K to 738K. Thus, 

although this media enjoys several advantages over the single layer FePt media in terms 

of the improved switching and recording performance, it is clear that the heating issues in 

the HAMR process are more critical for this media. To counter these heating issues, a 

low temperature Thermal ECC media has been proposed. The idea is to propose a media 

design that works on the same principle as the previously proposed high temperature 

Thermal ECC media but has a significantly lower writing temperature. In order to reduce 

the system temperatures in the HAMR process, the low temperature Thermal ECC media 

is designed such that it can record successfully in the presence of a Gaussian heat spot 

with a lowered peak temperature. At the same time, it is also verified that this media 

enjoys the same superior switching and recording performance as the high temperature 

Thermal ECC media.  

6.1 Proposed ECC media design 

In the fabrication process for HAMR media, one of the ways of reducing the ordering 

temperature is alloying or doping using different elements. This process can affect the 

magnetic properties of the material by reducing its Tc. Fig. 6.1 (a) shows an example of 

using Ni for doping FePt[76] and the decrease in the coercivity due to the doping process. 

With increasing extent of Ni doping, it is easy to notice the decrease in Tc. This idea is 

used to propose the Thermal ECC media design. The low temperature Thermal ECC 

media is a bilayer structure with the Tc of the write layer reduced from 900 K and storage 

layer (FePt) reduced from 700 K. For the storage layer, doped L10 FePt material with 

reduced Tc of 500 K is assumed. For the write layer, we model a similar L10 material like  
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   (a)         (b) 

Fig. 6.1 (a) Effect of Ni doping on the coercivity Hk (or anisotropy) of FePt[76][111] (b) 

Schematic of the proposed low temperature Thermal ECC media[149] 

CoPt or FePd doped to reduce its Tc down to about 600 K. The design is shown in Fig. 

6.1 (b).  

To lower the overall system temperature, the simulations are recorded on the thermal 

ECC media with a Voronoi grain structure with a peak heat spot temperature of 650K as 

opposed to 850K, the peak heat spot temperature used to write on previously proposed 

media. In all the simulations, we use an average grain diameter of 4.5nm (Grain Pitch 

GP = 5.5nm) with a Grain Size Distribution (GSD) = 20%. The switching behavior and 

recording performance (characterized by the transition jitter and SNR) are evaluated via 

micromagnetic simulations on a 384nm × 48nm × 13.5nm sample with the thickness of 

write and storage layer being 4.5nm and 9nm respectively. Transition jitter is calculated 

for a single tone sequence with BL = 20nm and a head velocity of 20m/s with ∼320 

transitions written using a uniform head field of 8kOe applied at an angle of 22.5° to the 

z axis. 16 different media samples are used to get adequate statistics. Unless otherwise 

mentioned, a correlated σKu = 15% and σTc = 3% with correlation coefficient = 1 is used in 

both layers of the media. To model the low temperature Thermal ECC media with the Tc 

values mentioned above, the storage layer is modeled first. The magnetic parameters for 

the storage layer are found using the renormalization approach described in Chapter 4. 
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           (a) 

       (b) 

      (c) 

Fig. 6.2 (a) – (c) Renormalization parameters for doped L10 FePt with Tc = 500K[149] 
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                      (b) 

Fig. 6.3 (a) Jitter and (b) SNR for different values of Ms,wl and Ku,wl at 300K[149] 

The parameters are calculated for a 1.5nm × 1.5nm × 1.5nm renormalized cell size by 

invoking two cost functions[108][113]that evaluate the differences between the atomistic 

parameters and their renormalized counterparts at different temperatures. An anisotropic 

L10 FePt model is considered for calculating the atomistic and renormalized values. The 
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anisotropic FePt model corresponds to a FePt lattice structure with five different 

atomistic exchange values representing five different types of neighbors as has been 

described before in this thesis. Fig. 6.2 (a)–(c) show the resulting magnetic parameters at 

the reduced length scale. From these calculations, we derive the following properties for 

FePt (Tc = 500K) at 300 K: Ms = 856emu/cm3, Ku = 3.3 × 107erg/cm3 and 

Aex = 1.1 × 10−6erg/cm. Calculations yield a thermal stability factor (KuV/kBT) of ∼72 at 

300K for an average grain size = 4.5nm. Micromagnetic simulations with a Gaussian heat 

spot of FWHM = 40nm are implemented to optimize the Ms and Ku of the write layer at 

300K. Renormalized parameters for the write layer are obtained by scaling as described 

in [149] and equation (5.5) – (5.7). Fig. 6.3 (a) and (b) show the jitter and SNR are 

simultaneously optimized without a need for different write layer magnetization or 

anisotropy. Increasing the Ms,wl and decreasing the Ku,wl beyond the values shown in Fig. 

6.3 (a) and (b) reduces the write temperature further[141]. This negates the effect of the 

Thermal ECC media having a recording performance independent of Tc variations in 

storage layer (FePt). Decreasing the Ms,wl and increasing the Ku,wl similarly, leads to an 

increase in the write temperature which defeats the primary objective of low temperature 

writing that is the objective to be attained. With this trend, the optimized parameters for 

the write layer at 300K are identified as Ms,wl = 700 emu/cm3 and Ku,wl = 1 × 107erg/cm3. 

Table 2 lists the different thermal ECC media and their magnetic properties at 300 K.  

Media Tc (wl) Tc (sl) Ms (sl) at 300K Ku (sl) at 300K 

High Temperature Thermal 

ECC 
900K 700K 922.3emu/cm3 4.11´107erg/cm3 

Low Temperature Thermal 

ECC 
600K 500K 856emu/cm3 3.1´107erg/cm3 

Table 2. Magnetic properties of different Thermal ECC media[149] 
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6.2 Low temperature Thermal ECC media switching 

performance 

To evaluate the switching probability distribution, a linear cooling process is 

implemented for the low temperature thermal ECC media. The media is cooled down 

from a peak temperature of 650K down to 300K at a constant cooling rate (CLR) of 

200K/ns (dT/dx ∼ 10K/nm & v ∼ 20m/s). The direction of the head field is flipped at a 

certain switching time (or switching temperature). An error function is used to describe 

the switching probability curve mathematically[140]. The switching probability 

distribution is calculated by differentiating the probability curve and is Gaussian in 

nature. The switching performance is characterized by the FWHM of the SPD while the 

writing temperature is calculated at the point where the SPD curve attains a minimum. 

Smaller the FWHM of the SPD, better is the switching performance. Fig. 6.4 (a) shows 

the switching probability and SPD curve for the proposed low temperature thermal ECC 

structure. The write temperature Twrite ∼ 487K with a FWHM of the SPD = 51.4K. To 

further reduce this FWHM and ensure sharper switching, intergranular exchange 

coupling (IGC) (exchange coupling between grains) is introduced among grains in the 

 

   (a)          (b) 

Fig. 6.4 Switching performance for the low Tc Thermal ECC media (b) SPD FWHM 

variation with different exchange coupling values for grains in the write layer[149] 
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write layer to optimize the thermal ECC structure[142]. An interlayer exchange coupling 

equal to íA�o,Ú� × A�o,J�  is used in all the simulations. The effect of variation in this 

value is considered in other works as well[150]. Fig. 6.4 (b) shows the variation in the 

FWHM of the SPD as the intergranular exchange coupling (write layer only) is increased.  

Structure  dTw,thermal  dTw  dTw,dTc SPD FWHM 

improvement 

Low temperature Thermal 

ECC (Cooled from 650K) 

25K 45.4K 38.4K  

è1 −
38.4
48 ë

× 100 

= 20% 
Single layer FePt (9nm) 

(Cooled from 850K) 

40.4K 62.6K 48K 

Table 3. SPD FWHM values for different media and media variations[149] 

The switching performance of the low temperature thermal ECC media is compared to 

the switching performance of a 9 nm single layer FePt structure (Tc = 700K) whose 

switching performance is calculated by a cooling process from 850K to 300K with a 

similar cooling rate. Table 3 shows the comparison of the switching performance. 

δTw,thermal represents the FWHM of the SPD in the absence of any media variations (σKu 

and σTc = 0%), thus reflecting the effect of the superparamagnetic trap on the switching 

behavior. The low temperature thermal ECC media shows a definite improvement in the 

FWHM compared to the corresponding value for the single layer FePt structure. δTw 

represents the FWHM of the SPD in the presence of a σTc = 3% in both the write and 

storage layer. δTw,dTc represents the increase in the FWHM due to the effect of Tc 

variation only; Eq. (6.1) relates the three FWHM values[150] assuming the effect of the 

superparamagnetic trap and Tc variation are independent effects.  

δTÚ,ö�� = 	�δTÚ& − δTÚ,Pl��R��&           (6.1) 

The expected improvement[150] in the SPD is given by the expression 

(1−Twrite/Tc) × 100%, which is ∼19% (for Twrite = 487 K & Tc = 600 K). Intuitively, this 

improvement signifies the decrease in the writing temperature from the expected writing 
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temperature in HAMR (=Tc). This matches the improvement obtained via the switching 

simulations (=20%). Further, Fig. 6.5 shows the switching behavior for a 9 nm low 

temperature FePt structure with Tc = 500 K and cooled down from a peak temperature of 

650 K down to 300 K (same as the proposed low temperature thermal ECC media 

structure). It is observed that at both high and low switching temperatures,  

 

Fig. 6.5 Switching performance for 

single layer FePt media cooled 

from 650K with CLR = 

200K/ns[149] 

 

 

 

the switching probabilities fail to attain the maximum and minimum value of 1 and 0 

respectively. This indicates the presence of significant thermal fluctuations in the low 

temperature FePt structure, thus helping conclude that the low temperature thermal ECC 

media shows a switching performance improvement greater than 20% when compared to 

a low temperature FePt structure. In addition to the switching performance, another 

performance parameter is the transition jitter. In general, the high temperature Thermal 

ECC media structure performs far better than the single layer FePt structure in terms of 

jitter values.  

6.3 Low temperature Thermal ECC media recording 

performance 

The recording performance of a HAMR media is evaluated in terms of the SNR and 

transition jitter (referred to as simply jitter) obtained for a set of written patterns. To 

evaluate the transition jitter, it is necessary to have a significant number of transitions to 
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account for better statistics. Thus, a single tone sequence is used instead of a PRBS to 

represent the written patterns. To ensure an easy capture of the written sequence and to 

easily distinguish each bit from the next one, a relatively large Bit Length (BL) = 20nm is 

used in the writing process.  

Fig. 6.6 (a) shows the jitter performance and Fig. 6.6 (b) shows the SNR for a transition 

pattern written in the presence of a heat spot with different FWHM values. In each case, 

the readback width (RW) for the read head is maintained to be half of the FWHM. 

Introducing intergranular exchange coupling helps combat the DC noise. Based on the 

jitter variation, we can see a relatively flat dependence on intergranular exchange with a 

                                   (a)                         (b) 

Fig. 6.6 Recording performance of the low Tc ECC media for different heat spot FWHM 

(a) Jitter (b) SNR [149] 

minimum jitter value at an intergranular exchange coupling value of 5% of the 

renormalized value for each FWHM value. At this intergranular exchange coupling 

value, the FWHM of the SPD is 42.2K (from Fig. 6.4 (b)) with a Twrite = 486K. The 

switching performance of the proposed low temperature thermal ECC media is thus 

found to be comparable to the performance of the high temperature thermal ECC media 

with the FWHM of the SPD = 44K[140]. 
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Fig. 6.7 Recording performance of the 

low temperature Thermal ECC media 

for different media variations [149] 

 

 

 

 

The study of the recording behavior of the low temperature thermal ECC media under 

different media variations presents an interesting picture. Fig. 6.7 shows the recording 

performance of the low temperature Thermal ECC media under varying material 

properties. In the absence of any media variations, the jitter values for the heat spot 

FWHM of 30nm & 40nm, attained at a peak heat spot temperature Thermal ECC 

structure reaches a peak performance in spite of containing Voronoi grains with irregular 

shapes and variable grain diameters. In the presence of Tc and Ku variations, the jitter 

value shows an increase of about 0.2nm, which is quite small, compared to the effect 

these variations have on a single layer FePt media. Based on Fig. 2(b) of [141], adding a 

3% Tc variation in a 9 nm single layer FePt media increases the jitter by ∼0.17 nm which 

is further worsened as a 15% Ku variation is included in the simulation when the heat spot 

FWHM = 40nm. This is higher than the ∼0.14nm jitter increase for the same heat spot 

dimension for the low temperature Thermal ECC media, based on Fig. 6.7. Introducing 

intergranular exchange coupling with an optimum 5% value seems to reduce the jitter to a 

point where the effect of Ku variation is almost eliminated. 

To compare the performances of the low temperature Thermal ECC media with the 

previously proposed high temperature Thermal ECC media[140], similar micromagnetic 

simulations are implemented for the high temperature Thermal ECC media with 

Tc,wl = 900K and Tc,sl = 700K. Optimum intergranular exchange coupling is introduced to 
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improve the performance of this structure. Fig. 6.8 shows the comparison of the recording 

performance of the high temperature thermal ECC media with the proposed low 

temperature thermal ECC media. At different heat spot FWHM’s, the two structures seem 

to perform equally well. This indicates the practical nature of the low temperature 

thermal ECC media that writes at a lower write temperature (486K compared to 738K) in 

the presence of a heat spot at lowered peak temperature (650K as opposed to 850K). 

 

Fig. 6.8 Recording performance 

comparison of the previously 

proposed high Tc ECC media (red 

curve) and the newly proposed low Tc 

ECC media (black curve)[149] 

 

 

 

 

Fig. 6.9 Recording performance 

of the low Tc Thermal ECC 

media for correlated and 

uncorrelated media variations in 

the write and storage layer[149] 
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6.4 Recording performance with uncorrelated media 

variations 

To further observe the effect of media variations, an uncorrelated Tc and Ku variation is 

introduced in the write and storage layer. Uncorrelated variations mean that Tc and Ku 

vary independently in the write and storage layer. The understanding behind this 

simulation set is that grains in the write and storage layer are fabricated independently; 

hence, the variation of temperature and anisotropy for the grains of the write and storage 

layer may be different. However, Fig. 6.9 shows that this thermal ECC media has a 

remarkably small variation in the recording performance when the effect of correlated 

and uncorrelated variation is compared. It implies that success of the media will depend 

little on the source of the variations. 

6.5 Reduction of storage layer anisotropy 

The low temperature Thermal ECC media design could be fabricated by doping the FePt 

media to reduce its Tc to 500K. However, this doping is a complex step and experimental 

variations during fabrication often leads to a difficulty in maintaining precise magnetic 

properties. This is particularly true when it comes to retaining high anisotropy values in 

the process of doping to reduce the Tc value. The research related to this aspect of the low 

temperature Thermal ECC media was performed in coordination with Dr. Warunee 

Tipcharoen. Reducing the Tc of FePt to 500K from 700K reduces the anisotropy from 

about 4.11 × 107erg/cm3 down to about 3 .1 × 107erg/cm3 at 300K. Fabrication issues, like 

an incomplete annealing process (required for fabricating the high anisotropy L10 phase 

of FePt) and variations in the DC sputtering process conditions can lead to a decrease in 

the anisotropy, a variation in the grain diameters, and intrinsic Tc variation in the media. 

In this section, an additional reduction in the storage layer (FePt) anisotropy to values 

around 2 × 107erg/cm3 at 300K is considered. The viability of a lowered storage layer 

anisotropy Thermal ECC structure is considered by studying the effect of applied field 

and field angle on the switching and recording performance. This investigation helps 
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define a lower limit for Ku values for the storage layer of the Thermal ECC media, as 

well as the lower limit for the corresponding writing temperature. 

Micromagnetic simulations with the low temperature Thermal ECC media with reduced 

storage layer anisotropy yields an interesting tradeoff between the writing temperature 

and the switching performance (FWHM of SPD) as well as the writing temperature and 

recording performance (transition jitter) when the behavior of the media is plotted with 

respect to different applied field magnitudes[149]. These simulations also help establish a 

constant field of 8kOe as the optimum field for obtaining the best switching and 

recording performance for the low temperature Thermal ECC media with and without the 

lowering of the storage layer anisotropy. Evaluating the behavior of this low temperature 

Thermal ECC media with reduced storage layer anisotropy for different applied field 

angles and Grain Pitch values also helps conclude the following (i) the writing 

temperature decreases as the applied field angle increases, and the effect is far more 

pronounced for the lower storage layer anisotropy structures compared to the higher 

storage layer anisotropy structure (ii) in general, the larger grain pitch material has a 

larger writing temperature due to a higher energy barrier. This tradeoff clearly restricts 

any further cooling of this structure unless degrading the recording and switching 

performance is a worthwhile compromise.   

6.6 Summary 

This work was supported by Seagate and ASTC. The switching behavior of the low 

temperature Thermal ECC media structure indicates a write temperature lowering of 

about 34% with a FWHM of the SPD = 42.2 K indicating a comparable switching 

behavior to the ECC structure switched at higher temperatures. The recording 

performance of the optimized low temperature Thermal ECC structure is commensurate 

with the optimized performance for the high temperature Thermal ECC structure. This 

helps establish the validity of the low temperature Thermal ECC media structure as a 

substitute for the high temperature Thermal ECC media structure, thus eliminating the 

heating and consequent noise issues currently impeding the successful implementation of 
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HAMR. Lowering the storage layer anisotropy for the Thermal ECC structure affects the 

switching probability distribution slightly, adversely affects the jitter, and creates a higher 

switching and recording performance dependence on the applied field and angle. The 

commercial release of HAMR is an urgent necessity for the data storage industry to 

ensure that the HDD maintains its position as the primary mode of data storage. In this 

context, the proposal of a low temperature Thermal ECC media is a positive step forward. 

Although further analysis for this media in terms of performance for multitrack writing 

and writing in the presence of realistic thermal gradients is necessary, the single-track 

performance for the media indicates that it would be a worthy investment to find 

techniques to fabricate such a media.   
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Chapter 7 

Analytical formulation for estimation of transition 

jitter for HAMR 

In the HAMR process, the transition jitter describes the variation in the locations at which 

transitions occur on the media. This is an important representation of the efficiency of the 

recording process. This makes the accurate calculation of transition jitter an extremely 

important post processing component of the HAMR process once data has been encoded, 

detected and readback. In the HAMR system, different factors can contribute to the 

eventual jitter value. To understand the total noise in the recording process, 

micromagnetic simulations are implemented that involve writing specific patterns 

(preferably patterns with high number of transitions thus ensuring enough sampling to 

calculate the jitter value), readback of the written patterns and observing the locations at 

which transitions occur in these patterns. The process to implement these micromagnetic 

simulations has been described before in Chapter 3. These simulations are quite time 

consuming to implement, especially when the media size is large. On average, 

considering good sampling size and accurate jitter values with low error bars requires 

~300ns. This issue becomes worse if multitrack writing is involved. Additionally, these 

calculations also involve a contribution due to thermal fluctuations. The magnitude of the 

thermal field contributing to the jitter depends on a random number generator and thus 

may vary depending on different electronic systems and algorithms used in the random 

number generation. Thus, the jitter in the micromagnetic simulations contains a small 

component that depends on the system used to implement the simulations. Furthermore, 

jitter calculation also includes the effect of the demagnetization field, which makes the 

computational process complex, slow and often necessitates the use of parallel computing 

units like GPU’s for faster calculations. In other words, to ensure a uniformity in the jitter 

values independent of the system used, jitter needs to be calculated by an alternate 
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technique that is fast, less complex than the code blocks for micromagnetic simulations, 

and independent of the systems used to implement the simulations.  

In the PMR system, jitter depends on different factors like the grain size[151][152], size 

distribution[151], coercivity[153], thermal fluctuations and so on. For the PMR system, 

an analytical formulation can be used to calculate the jitter as given below 

σ�KPP�� = 	÷
(ËøÎ]ùú)

ûü
(	(ö6éÊýé

Êì

)& +	 (ËøÎ]ùú)
^

(!&)
× β)          (7.1) 

In this formula, b is a function of the Grain Size Distribution, GB denotes the non-

magnetic grain boundary width, RW is the Read Width. Hc is the coercivity field for 

which the expression is given as 

H�(T) = 	Hm(1 − [
m@�
���

ln	(At)])I           (7.2) 

Hk is a function of Curie temperature Tc and thus the jitter in PMR would depend on sTc 

and sHk .  

In the HAMR process, there is a complete lack of any such analytical formulation that 

can help calculate the jitter value. While there have been efforts to relate the effect of 

individual factors like media variations[154] and thermal fluctuations[155] to the jitter 

value, these expressions do not establish the analytical effect of individual factors on the 

jitter value and lead to complicated expressions for calculating jitter. In this chapter, an 

analytical formulation to estimate jitter in the HAMR process is derived that can act as a 

cross check for the values obtained from the micromagnetic simulations. The derivation 

is designed to be simple, easy and extremely fast to use and takes into account the effect 

of different factors specific to the HAMR process on the eventual jitter value.    

7.1 Dependence of jitter on different factors 

Similar to the PMR process, it is necessary to identify factors specific to the HAMR 

process which would affect the jitter value. This would help derive the analytical 
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formulation by modeling the effect of these individual factors and combining these 

effects the get the final jitter value. The first factor to affect the jitter value is the Grain 

Size (D). In the micromagnetic simulations, the Voronoi media generated to represent the 

HAMR media consists of grains with an average Grain Size (D), a non-magnetic grain 

boundary = 1nm and a finite Grain Size Distribution (GSD) =  dD/D which is normally 

around 20% (dD refers to the grain size variation). Since the magnetic grains and non-

magnetic grain boundaries both contribute to the jitter value, their combined effect is 

considered by calculating the Grain pitch (GP) defined as the average Grain Diameter (D) 

+ non-magnetic grain boundary (1nm). It can also be understood as the average center to 

center distance between two grains surrounded by a non-magnetic grain boundary. 

 

 

 

Fig. 7.1 Schematic of a microtrack with grains of equally sized diameter D[156] 

Fig. 7.1 shows the illustration of a microtrack that is useful to understand the effect of 

Grain Pitch on the jitter value. Each grain is identical with a grain diameter = D. Since 

the grains are identical, the transition center (location of the transition) is uniformly 

distributed within a length = GP. Thus, the corresponding probability distribution 

function (PDF) f(x) for the transition location can be written as   

f(x) = 	 !
ùO

              (7.3) 

Considering the definition of variance with a pdf f(x), for the pdf in equation (7.3) 

Var|f(x)} = 	∫ x& × f(x)dxùO
C − ∫ (x × f(x))&dxùO

C              (7.4) 

Var _ !
ùO
a = 	∫ x& × !

ùO
dxùO

C − ∫ (x × !
ùO
)&dxùO

C 	         (7.5) 

Working out the integral in equation (7.5) yields the jitter in the downtrack (DT) 

direction due to the finite GP 
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σ�KP,ùO,ø�& = 	 ùO
^

!&
             (7.6) 

Considering the effect of readback in the crosstrack (CT) direction, the number of 

microtracks contributing to the jitter value depends on the width of the reader (RW) and 

the grain pitch (GP). Considering this factor and averaging over the number of 

microtracks in the CT direction (N), the total jitter due to the finite grain pitch is 

σ�KP,ùO& = _!
G
a × ùO^

!&
= _ùO

ûü
a × ùO^

!&
= 	 ùO¹

(ûü×!&)
         (7.7) 

This jitter formulation matches the jitter value obtained in [151].  

The next effect specific to the HAMR process is that of the heat spot. An ideal heat spot 

with an infinite thermal gradient (FWHM∼0) would ensure a sharp transition with no 

additional jitter. Thus, it would appear that higher the thermal gradient, lower is the noise 

in the recording process. However, a high thermal gradient (dT/dx) also indicates lesser 

time for the grains to cool down (dT/dt) thus causing grains to retain an incorrect 

magnetization configuration and increasing the DC noise. Thus, it is necessary to take 

into account, the effect of both the thermal gradient of the heat spot (dT/dx) and the 

cooling rate for the grains (dT/dt). The finite thermal gradient and heat spot FWHM 

value, lead to a positional gradient in the SP. To find this gradient, the chain rule is used 

to relate the switching probability SP [P(T)] as a function of position to the switching 

probability distribution (SPD) where dP(T)/dT denotes the SPD and where dT/dx is the 

gradient at write temperature.  

NO(�,o)
No

= 	 `O
`�
× `�

`o
             (7.8) 

Since the SPD calculation already takes into account the effect of other recording factors, 

such as cooling rate and thermal fluctuations, no separate equations need to be derived to 

relate these factors to the jitter value. This calculation can also account for variations of 

intrinsic magnetic parameters, thus reducing the overall complexity in calculating the 

noise in the HAMR process. This calculation is faster (∼1ns), does not involve the 

calculation of magnetostatic interactions, and is largely system independent. This 
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simplifies the proposed analytical formulation. Since the SPD is Gaussian in nature[140] 

and the thermal gradient at the writing temperature is constant, the positional gradient is 

Gaussian. Using the chain rule and normalizing the jitter in the CT direction yield the 

jitter due to the heat spot geometry. The equation for the jitter in the DT direction is given 

below. σdP/dT denotes the standard deviation of the SPD 

σNO No⁄ ,ø� = 	
"Êä ÊA⁄

ÊA
Êì

             (7.9) 

Considering the effect of the reader in the CT direction and the averaging effect of N 

microtracks, the jitter due to the thermal gradient is  
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Since the HAMR medium consists of Voronoi grains with varying GP, the final jitter 

value experiences an additional jitter due to the nonuniformity of the Voronoi grains. 

This nonuniformity is expressed by the GSD (=δD/D). The effect of GSD on the jitter 

due to the heat spot thermal gradient has already been considered when the SPD 

calculations are implemented for the Voronoi media. The effect of the GSD on the jitter 

due to the GP needs to be considered. Mathematically a Taylor expansion for the GP in 

equation (7.7) is considered 
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ø
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Since dD can be both positive and negative, to account for the effect of GSD on jitter, the 

average of dD over all possible values is computed for the three different terms in 

equation (7.11) 
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Based on the integrals in equation (7.12) – (7.14), the additional jitter due to the GSD can 

be written as 

σ�KP,öø& = 		 ùO¹

(ûü×!&)
× .3 × _öø

ø
a
&
/         (7.15) 

Here (dD/D) denotes the GSD. The total jitter due to the analytical formulation can now 

be written as 

σ�KP,Pl���b& = 	σ�KP,ùO& + σ�KP,NO/No& +	σ�KP,öø& 		        (7.16) 

7.2 Comparison with micromagnetic simulations 

The analytical formulation provides a cross check to the jitter values generated by the 

micromagnetic simulations. Equation (7.16) and the explanation that followed to derive 

the analytical equation described the simple and versatile nature of the formulation. To 

verify the correctness of the analytical formulation, it is necessary to compare the results 

obtained from the formulation to the results obtained by implementing micromagnetic 

simulations.  

The micromagnetic simulations estimate jitter (s) for the single-layer FePt media (384nm 

downtrack (DT) × 48nm crosstrack (CT) × 9nm thickness) on which a single-tone 

sequence is written. The media consist of Voronoi grains, and a 1nm nonmagnetic grain 

boundary is used around the grains. The Bit Length used in the simulation is 21nm, and 

the head velocity is 20m/s. A Gaussian heat spot with DT and CT Full-Width at Half- 
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Fig. 7.2 Jitter comparison (stheory and 

ssimulation) for different GP (Tpeak =850K, 

Heat spot FWHM = 40nm, 

RW=20nm)[156] 

 

 

 

Fig. 7.3 Jitter comparison (stheory and 

ssimulation) for different Tpeak (GP=7nm, 

RW=20nm) [156] 

 

 

 

 

 

Maximum (FWHM) of 40nm, and peak temperature of 850K was used to heat the media. 

Readback is implemented with a shield-to-shield spacing of 21nm and a read width (RW) 

of 20nm. For the switching probability (SP) calculations, the medium is cooled down 

with a constant cooling rate (CLR) from a peak temperature (Tpeak) down to room 

temperature (300K), and at a certain temperature, the direction of the uniform applied 

field (Happl = 8kOe) is reversed. Differentiating this SP curve yields the SP distribution 

(SPD). 
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The comparisons are implemented for jitter calculated from two sources: The analytical 

formulation or equation (7.16) (denoted as σtheory) and micromagnetic simulations 

(denoted as σsimulation). For the simulations, jitter is calculated considering at least 200  

   (a)        (b) 

 

Fig. 7.4 (a) - (c) Jitter comparison (stheory and 

ssimulation) for different media variations 

(GP=7nm, RW=20nm) [156] 

   

 

 

            (c) 

zero crossings. Fig. 7.2 shows a comparison of jitter values calculated for different GP 

values with GSD = 20%. σideal denotes the jitter value for a Gaussian heat spot with an 

infinite thermal gradient which is used to write patterns on a HAMR media with uniform 

grains and no GSD. This corresponds to equation (7.7). For the SP simulations, the 

cooling rate CLR = (dT/dx) (at writing temperature) × dx/dt (head velocity) = 390 K/ns 

(dT/dx ∼19.5 K/nm and dx/dt = 20 m/s). In Fig. 7.2, the close agreement of the jitter 
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values obtained from the two different techniques helps define the accuracy of the 

analytical equations. 

The next comparison is implemented for different values of the heat spot gradient. To do 

so, simulations are implemented for a media with average GP = 7 nm and different Tpeak 

(peak temperature of heat spot). To maintain the same width of the write spot, the 

FWHM and the corresponding CLR value is varied. Fig. 7.3 shows a comparison of the 

jitter obtained with the analytical formulation and the simulations. Once again, the values 

are comparable to each other, showing the accuracy of the derived analytical equations. 

An important source of noise in the HAMR process is the variations in the magnetic and 

granular properties of grains. The effect of variation in magnetic parameters due to the 

granular Tc variation has been studied before[113]. These media variations arise due to 

improper fabrication processes and a variation in the shape and size of the grains. Jitter 

values calculated using micromagnetic simulations are compared to the analytical 

estimate for different GSD, σTc and σHk. Fig. 7.4 (a) - (c) show the comparison of jitter 

calculated from the analytical formulation and the micromagnetic simulations for 

different extents of media variations. The analytical formulation predicts jitter values 

close to the values provided by the micromagnetic simulations. The analytical 

formulation assumes the jitter due to GP (sjit,GP) and heat spot thermal gradient (σjit,dP/dx) 

to be independent. In reality though, they are not completely independent and exhibit a 

minor correlation. Correlations in grain position can also affect the jitter[157]. This can 

explain the small discrepancy between the jitter values obtained from the two sources in 

Figs. 7.2, 7.3 and 7.4 (a) – (c).  

7.3 Effect of read head misalignment 

In the HAMR process, a constant field and field gradient are applied in the CT direction. 

In this direction, the transitions are often curved in nature due to the Gaussian nature of 

the heat spot. As the heat spot FWHM decreases, the curvature of the transitions 

increases, and the curvature radius decreases. The effect of the transition curvature 

worsens as the Read Width (RW) in the CT direction increases since the curved transition 
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is not read back properly. Some solutions have been proposed for this issue including 

changes to the head design and using multiple readers and oversampling in the CT 

direction[158]. However, the misalignment of the reader with respect to the written track 

center creates additional issues in the calculation of the jitter.  

 

Fig. 7.5 Jitter comparison (stheory and 

ssimulation) for different GP and RW values 

(Ellipse indicates discrepancy of interest 

which is investigated further)[156] 

 

 

 

 

Fig. 7.5 shows the effect on jitter as RW varies from 10nm to 40nm for different GP 

values. The ideal RW value (RWideal) is about half the heat spot FWHM where the 

written transition is read back perfectly. RWideal ∼20nm when the heat spot FWHM 

equals 40 nm and Tpeak = 850K. For RW > RWideal, the linear reader detects additional 

noise due to curved transitions that is not reflected in the analytical estimate, which 

assumes a straight transition. Hence, σsimulation > σtheory. The detection of extra noise due to 

the curved nature of the transition in the HAMR process has been studied in detail 

previously[118]. The case for small RW (< RWideal) is interesting. From Fig. 7.4, for RW 

= 10nm, the analytical formulation predicts a jitter value greater than the actual value for 

different GP values. This is unexpected for small RW, where the curved nature of the 

transition has little effect on the detected noise. For this RW (~GP), the discrepancy can 

be explained by understanding the nonlinear behavior of the playback for small RW. 

Fig. 7.6 shows the shape of the potential curve assumed in the analytical formulation. The 

analytical formulation assumed the square potential to be perfectly aligned with respect to 
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the microtracks. In reality though, the head potential is frequently misaligned, as shown 

in Fig. 7.6. To understand the corresponding jitter calculation, the calculation of signal 

power (SPsq) and noise power (NPsq) due to the misaligned potential curve is considered. 

 

 

 

 

 

Fig. 7.6  Assumed square pulse potential for the analytical formulation[156] 

For a microtrack length equal to GP, the RW can be defined as RW = N × GP + F. Thus, 

for the square pulse, the Signal Power (SP) and Noise Power (NP) are, respectively, 

given by equation (7.17) and (7.18) where nø�&  represents the normalized NP in the CT 

direction.  

SPJ1 =	
!
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× [	(∫ |(GP − x) + (N − 1)GP + (F+ x)}&dx + (	∫ ((GP − x) + (N)GP +ùO
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+		ùOY4
ùO

× (N − 1)GP& +	 !
ùO
×		è∫ ((GP − x)&ùO

ùOY4 + (F+ x − GP)&dx)ë +	 4
ùO
× (N)GP&	] 

The SPsq is the total area under the potential curve. The SPsq and NPsq can be simplified 

to 

SPJ1 =	 (RW)&           (7.19) 

NPJ1 =	nø�& × GP × RW × (1 − ùO
"ûü

)        (7.20) 
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Equation (7.20) matches the noise power due to the square potential as referenced in 

[159]. The squared jitter value given by the ratio of the value in equation (7.20) to the 

value in equation (7.19) 

σPl���b,I�I�KI& = 	nø�& × ùO
ûü

× (1 − ùO
"ûü

)        (7.21) 

Considering the effect of GSD in equation (7.21), the final squared jitter value taking into 

account the effect of read head misalignment is 
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Since equation (7.22) shows the CT squared jitter (σ2) effect to be proportional to 

(GP/RW)2, we can conclude the reader displays a nonlinear readback response instead of 

the assumed linear response. Table 4 shows the correction for the analytically calculated 

jitter and the successful comparison of the jitter value for RW = 10nm.  

GP (nm)  stheory (nm)  stheory,nonlin,tot (nm)  ssimulation (nm) (From Fig. 7.5) 

5 1.38 1.24 1.14 ± 0.04 

6 1.55 1.37 1.32 ± 0.06 

7 1.9 1.66 1.76 ± 0.11 

8 2.25 1.88 1.9 ± 0.1 

9 2.65 2.18 2.24 ± 0.1 

Table 4. Corrected jitter values for RW=10nm and different GP[156] 

7.4 Summary 

This work was supported by ASTC. The analytical formulation for jitter derived in this 

chapter is a useful tool for quick calculation of jitter for different HAMR media. Its 

generalized nature and ability to factor in the effects of various causes of jitter makes this 

a complete formulation. This impact of different physical factors has been included 

without making any simplified assumptions or without excluding any significant effects. 

Since the transition jitter has usually been estimated using simulations and rarely 
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calculated using analytical equations, these derivations provide a unique outlook toward 

understanding the causes of jitter. It is observed that these analytical calculations work 

well for estimating the jitter when comparisons are made to simulation results under 

different recording conditions and media variations. This theory should produce 

significant saving of computational time and resources for those developing recording 

media and systems. Additionally, it provides a cross-check for verifying the accuracy of 

jitter predictions obtained via other techniques, such as micromagnetic simulations. 
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Chapter 8 

Analysis of ATE in the HAMR media 

An important objective of the HAMR process is to offer improved storage densities for 

new HDD designs. Chapter 2 described in detail, the HDD system and in particular, the 

structure of the magnetic surface used to store data. This data is stored on the disk drive 

surface on consecutive tracks which are circular in shape. The size of these disk surfaces 

has decreased over a period of time, leading to smaller tracks and multiple disks stacked 

on one another in the form of a platter. However, mechanical and structural limitations 

have ensured that to attain the best possible storage densities, each disk surface should 

have multiple tracks. To record the maximum amount of data on each surface, the writing 

process stores information on multiple tracks that partially overlap each other thus 

improving the track density. 

In the HAMR process, different factors involved in the recording process have different 

effects on the integrity of the written data. A sharp Gaussian heat spot with low FWHM 

would lead to minimum temperature spread and a high thermal gradient at the writing 

temperature. However, a high gradient indicates a small recording time window which 

may lead to incomplete freezing of the grains that would lead to the incorrect 

magnetization configuration. Thus, it is necessary to implement the recording process 

with an optimum FWHM. The other important factor is the field magnitude and direction 

used in the recording process. While a low field magnitude would lead to an inability for 

grains to switch the magnetization in the desired direction, a field magnitude higher than 

the optimum value would lead to a transition broadening after write where grains that are 

already written change their configuration due to the presence of a high magnitude 

field[160]. Another important factor affecting the efficacy of the recorded data is the 

grain size variation and the corresponding granular Tc variation. These variations affect 

the magnetic properties of individual grains of the media including the coercivity. Each 
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grain has a different anisotropy which needs to be overcome to switch the grain 

magnetization.  

These issues are more consequential when multiple tracks partially overlapping each 

other are written in the HAMR process. In this writing process, when a track is being 

written, there is a finite tendency to erase the adjacent partially overlapping track/s which 

already have the data recorded on them. This phenomenon is called Adjacent Track 

Erasure (ATE) and it significantly reduces the achievable Areal Densities (AD) and 

restricts the CT writing process. ATE is especially critical in the HAMR process which 

also involves heating the media to reduce its coercivity. It is necessary to ensure that in 

the heating process, the lateral heat conduction is significantly lower than the axial 

(vertical) heat conduction for obtaining the desired recording pattern[161]. The ATE 

effect in the HAMR process is a consequence of a poor thermal gradient in the CT 

direction, variation in magnetic properties of the recording media as well as the track 

spacing. To obtain the expected AD improvements with the HAMR process, it is 

necessary to establish the presence and the numerical extent of ATE for different HAMR 

media. Once the understanding behind the presence of ATE in different HAMR media is 

established, efforts can be undertaken to reduce the ATE and make the media more 

resistant to this effect. Three different HAMR media are addressed to examine the 

presence and extent of ATE. These media are the conventional single layer FePt media, 

the high temperature (or high Tc) Thermal ECC media and the low temperature (or low 

Tc) Thermal ECC media. At different points in the thesis, these media and their magnetic 

properties have been introduced in detail.    

8.1 Simulation Setup to study ATE 

The simulation setup focuses on different parameters used to implement the 

micromagnetic simulations. The limitations in terms of available computational resources 

and simulation time is an important factor while implementing the ATE simulations, 

since they involve repeated writing of multiple tracks. Thus, knowledge from previously 

published literature is used to set the basis for some of the factors used to implement the 
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ATE related simulations. In the HAMR process, the ATE effect is present primarily in 

tracks that are immediately adjacent to the track being overwritten[162]. This allows the 

implementation of simulations to study the ATE by writing two tracks where one track is 

overwritten, and the effect of this overwriting is observed on the adjacent partially 

overlapping track. To establish the positions of the two tracks, an illustration of the 

HAMR multitrack writing process used to improve the AD values in [141] is used as 

reference. As the adjacent tracks start overlapping each other to a greater extent, the 

current pattern being written starts affecting the patterns previously being written, leading 

to an increase in the Bit Error rate (BER). However, to a limited extent, reducing the 

track spacing up to about 70% of the heat spot FWHM keeps the BER constant and the 

reduced spacing leads to an improved AD[141]. Below this spacing, the BER increases 

leading to a sudden drop in the AD values. Thus, for the HAMR process, in the presence 

of a noise free reader, the optimum track spacing is 70% of the heat spot FWHM[141]. 

The heat spot FWHM is kept at a minimum reasonable value equal to 30nm, leading to a 

track spacing of 21nm between Track 1 and Track 2. The positioning of these tracks is 

shown in Fig. 8.1. 

  

Fig. 8.1 Track positioning for Track 1 and Track 2. The tracks are positioned on either 

side of the media center and are equidistant from the center. The track spacing (21nm) is 

70% of the Heat spot FWHM (30nm) 
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Micromagnetic simulations are implemented in order to establish the presence and 

numerical extent of ATE in different HAMR media. The downtrack (DT) and crosstrack 

(CT) dimensions of the media are maintained at 384nm and 96nm respectively. The 

media is overlaid with a renormalized cell system where each cell has a dimension of 

1.5nm´1.5nm´1.5nm. The renormalization parameters for these cells are calculated from 

[108] and [113]. The thickness of the media varies depending on the media under 

analysis. For the single layer FePt media, three different thicknesses: 6nm, 7.5nm and 

9nm are analyzed. For the Thermal ECC media (both the low and high temperature 

models), a lower thickness would mean higher susceptibility to thermal fluctuations and 

possibly the ATE effect. Hence the thickness for the Thermal ECC media for the write 

and storage layer is 3nm and 6nm respectively. Previously, the issues with the fabrication 

of thicker media have been explored[149][51]. Thus, estimating the ATE extent in 

thinner Thermal ECC media also helps present a realistic picture of this issue in the ECC 

media, rather than a suppressed picture for the thicker Thermal ECC media which is 

naturally more stable and less susceptible to ATE.  An average grain size of 6nm and 

Grain Pitch of 7nm is used for generating the grains of the Voronoi media. To ensure the 

patterns can be easily used to calculate the SNR, the Bit Length (BL) used is 20nm. The 

head velocity is 20m/s which indicates a bit is written every 1ns. Finally, to account for 

the variation of the magnetic properties and renormalization parameters due to fabrication 

processes, a 3% Tc and 15% Hk variation is included in all the layers in the HAMR 

media. 

The recording process consists of two steps. A constant applied field of 10kOe with a 

field angle of 22º is used to write different patterns as described. In the first step, a single 

tone sequence (101010…) is written on Track 1 with BL=20nm. A large BL makes it 

easier to identify the transition and remanance noise in the written patterns. This is 

followed by writing a 16-bit Pseudo Random Bit Sequence (PRBS) with padding bits on 

the adjacent partially overlapping Track 2. Track 2 is then overwritten multiple times 

with the same PRBS (unless specified otherwise) and the effect of this overwriting on the 

single tone sequence written on Track 1 is observed. This effect helps establish the extent 
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of ATE in the HAMR media under consideration. The playback signals for the written 

patterns are obtained using the reciprocity principle and assume a noise free reader. The 

numerical extent of ATE is established by calculating the SNR of the single tone 

sequence written on Track 1 every time the adjacent Track 2 is overwritten. 

Fig. 8.2 SNR calculation for one playback signal. The results in the thesis sample signals 

from ten media (180 transitions) to calculate the SNR  

Fig. 8.2 shows the process of calculating the SNR for the single tone sequence. Each 

sequence consisting of 18 transitions (excluding the boundary transitions) is divided into 

multiple signals each containing two transitions. Playback signals from ten HAMR media 

(or 180 transitions in total) with different individual Voronoi grains but similar average 

grain pitch and grain size distribution (20%) are combined to calculate the Signal to 

Noise Ratio (SNR). The equation for fitting the SNR of the Track 1 playback signal 

based on different overwrites of Track 2 is given as 

SNR(dB) = A + B × ln	(Write	Number)          (8.1) 

where Write Number denotes the number of times Track 2 is written. For example, a 

Write Number = 1 indicates Track 1 is written once and Track 2 is written once. The 

value of parameter ‘A’ denotes the starting SNR (Write Number = 1) in the absence of 

overwrites of Track 2 whereas B denotes the extent of ATE. The higher the magnitude of 

B, the higher the SNR decrease for each overwrite and the higher the ATE effect. In the 

micromagnetic simulations implemented in this paper, the number of overwrites of Track 

2 are restricted to 8 since it helps establish a trend in the SNR reduction while 

establishing an upper limit to the simulation time. 
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8.2 ATE presence in the HAMR media 

As mentioned before, implementing micromagnetic simulations to study the presence and 

extent of ATE requires an investment of a significant amount of computational resources  

Fig. 8.3 Magnetization patterns on a Voronoi media overlaid with the dotted grid points 

for renormalized cells. The red grains denote grains whose magnetizations switch as 

Track 2 is overwritten once. 

and time. Thus, before these simulations are implemented, it is necessary to establish the 

presence of ATE in the HAME media. The lack of a significant ATE presence would 

preclude the need for complex micromagnetic simulations that are computationally 

intensive. To establish the presence of ATE, the HAMR process is implemented for 

writing the single tone and PRBS sequences on the single layer FePt media. Fig. 8.3 

shows the transition patterns as Track 1 and Track 2 are each written once followed by 

the overwriting of Track 2. The grains whose magnetizations switch in this process 

(change their color from black to white or vice versa) are marked in red. It is clear from 

Fig. 8.3 that a finite number of grains experience a change in their magnetization 

direction. Table 5 shows the number of grains whose magnetizations switch (flip) as 

Track 2 is overwritten multiple times with different track spacings between Track 1 & 2. 

As the track spacing decreases, this number increases, indicating the effect of decreasing 

track spacing. The fact that the number of grains whose magnetizations flip varies 
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        Track2 write  
(Track 1 written once) 

     Bit Length=20nm 
Track spacing = 28nm 

Bit Length=20nm 
Track spacing = 21nm 

One-Two 3 13 

Two-Three 4 8 

Three-Four 0 12 

Four-Five 3 10 

Table 5. Number of grains whose magnetizations flip. One-Two denotes the 

magnetizations flipping when Track 2 is written once and then written again. 

randomly even when the same PRBS is used for overwriting Track 2 indicates that 

deterministic overwriting cannot be the only contributing factor in this phenomenon. This 

observation helps visually establish the presence of ATE in the HAMR media before 

spending significant computational resources for its calculation. 

8.3 Numerical extent of ATE in the HAMR media 

The ATE in the single layer FePt media is calculated by implementing the writing 

process described previously Fig. 8.4 shows the variation in the SNR as Track 2 is 

overwritten multiple times. Although the error bars are not shown here (to avoid  

Media Thickness (nm) RW = 15nm RW = 20nm 

Single Layer FePt 6    -0.30dB  -0.39dB 

Single Layer FePt 7.5    -0.27dB  -0.40dB 

Single Layer FePt 9    -0.08dB  -0.23dB 

High Tc Thermal ECC 
3 (Write Layer) 

6 (Storage Layer) 

   -0.19dB  -0.25dB 

Low Tc Thermal ECC 
3 (Write Layer) 

6 (Storage Layer) 

   -0.50dB  -0.46dB 

Table 6. ATE in different HAMR media as measured by value of parameter B. The 

higher the magnitude of SNR decrease, the higher the ATE effect. 
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Fig. 8.4 SNR variation for different thicknesses for the single layer FePt media. Write No 

denotes the number of times Track 2 is written. 

Fig. 8.5 SNR variation for different RW values for the high temperature Thermal ECC 

media. 

congestion of data in the plot), the use of 180 transitions or ten HAMR media for 

sampling is enough to generate low error bars for the SNR. Similarly, the SNR 

observations for Read Width (RW) =20nm is not shown to avoid congestion in the plot. 
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The solid lines without the symbols indicate the fitting with equation (8.1) to find the 

fitting parameters A & B. Table 6 shows the value of parameter B or the numerical extent 

of ATE for different thicknesses of the single layer FePt media and for different RW 

values. It is clear that the FePt media becomes more susceptible to ATE as its thickness 

decreases. This can be traced to the decreasing thermal stability and the higher 

susceptibility of media with lower thicknesses to thermal fluctuations. These fluctuations 

affect the written patterns on the media causing higher transition noise for decreasing 

FePt thicknesses. 

For the Thermal ECC media, the same writing technique as used for the single layer FePt 

media is used. Fig. 8.5 shows the SNR variation for the high temperature Thermal ECC 

media as Track 2 is written multiple times. Table 6 shows the numerical extent of ATE 

for the different Thermal ECC media analyzed in this chapter. It is easy to see that 

increasing the RW indicates a higher detection of noise in the playback process leading to 

a higher ATE. Comparing the values of ATE shows that the high temperature Thermal 

ECC media is more susceptible to the ATE effect than the single layer FePt media of 

equivalent thickness (9nm). This apparently matches the observations made by groups 

within the industry who have verified that the Thermal ECC media is more susceptible to 

ATE than the single layer FePt media. However, it is also interesting to see that the high 

temperature Thermal ECC media has a lower ATE than the single layer FePt media with 

lower equivalent thicknesses of 7.5nm and 6nm. This indicates that although only the 

write layer is involved in the writing process for the thermal ECC media, the stability 

contributed by the presence of the 6nm storage layer helps reduce the ATE. 

For the low temperature Thermal ECC media, the Tc of the write layer is reduced from 

900K (for the high temperature Thermal ECC media) to 600K and the storage layer Tc is 

reduced from 700K (for the high temperature Thermal ECC media) to 500K. In this 

process, the storage layer anisotropy reduces from 4.11×107erg/cm3 to 3.1×107erg/cm3 at 

300K. This reduction makes the structure susceptible to thermal fluctuations. Although 

the use of optimization techniques and controlled variation of magnetic parameters can 

help the low temperature Thermal ECC media achieve comparable single-track writing  
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Fig. 8.6 SNR variation for different RW values for the low temperature Thermal ECC 

media.  

performance as the high temperature Thermal ECC media[149], the reduced anisotropy 

(Hk) for individual grains makes the structure more susceptible to ATE. The reduction of 

the storage layer thickness to 6nm also reduces the thermal stability of this structure. Fig. 

8.6 shows the SNR decrease for the low temperature Thermal ECC media.  

As expected, Table 6 shows that the low temperature Thermal ECC media is significantly 

more susceptible to ATE than the high temperature Thermal ECC media. The high ATE 

susceptibility can be explained by understanding the issues with both the media and the 

NFT. In the context of this media, the reduced Hk for individual grains and the reduced 

thermal stability due to the low storage layer thickness contributes to the high ATE. With 

respect to the NFT, the peak temperature used to write on this media is 650K instead of 

850K for the single layer FePt media and the high temperature Thermal ECC media. This 

leads to a reduced thermal gradient at the writing temperature (16.4K/nm instead of 

25K/nm for the single layer FePt media) leading to a degradation of the written patterns. 

Both these issues contribute to the high ATE for this media. 

In the HAMR process, another common phenomenon experienced by writing tracks 

closely spaced in the CT direction is the Adjacent Track Interference (ATI) effect[163]. 

This effect is experienced when the heat spot spreads laterally in the CT direction 
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affecting the temperature on different tracks and consequently the written patterns. This 

effect is the consequence of a poor heatsink layer and a low thermal gradient for the heat 

spot. Unlike the ATE effect which is a stochastic phenomenon leading to a significant 

SNR decrease, the ATI phenomena is repeatable. To understand the component of ATI 

effect in the multitrack writing process implemented in this paper, we implement a 

similar writing process as described before but alter the PRBS used to write on Track 2.  

Fig. 8.7 SNR variation for the 6nm single layer FePt media with a staggered PRBS used 

to overwrite Track 2. 

PRBS on Track 2 RW=15nm RW = 20nm RW = 25nm 

Same very time -0.30dB -0.36dB -0.39dB 

Staggered -0.28dB -0.30dB -0.35dB 

Table 7. Numerical extent of ATE in the 6nm single layer FePt media for different nature 

of PRBS used to overwrite Track 2 

Unlike the previous cases, different randomized bit sequences are used to overwrite 

Track 2. Fig. 8.7 shows the SNR variation for this writing process. Table 7 compares the 

SNR decrease with each write of Track 2 (value of parameter B) for the cases where the 

PRBS is staggered and PRBS is the same. Comparing the two values for different RW 
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makes it obvious that ATE is the dominant effect in the multitrack writing process for 

HAMR and ATI is minimal.  

8.4 Optimizing HAMR media to reduce ATE 

The presence of a finite ATE effect in all the HAMR media analyzed until this point 

raises several concerns with respect to the achievable performances for these media 

especially in the presence of realistic thermal gradients and imperfect fabrication 

processes. The ATE effect is clearly a limiting factor to the achievable storage densities 

for different HAMR media designs. Consequently, it is important to introduce 

optimization techniques to counter the ATE and make these media resistant to ATE. 

There are three main optimization techniques that are implemented in an effort to reduce 

the ATE effect in different HAMR media. Their efficacy is measured by the increase in 

the starting SNR (when Write Number = 1 or both Track 1 & 2 are written once) and the 

reduction in ATE. The aim is to maximize the SNR after eight overwrites of Track 2. For 

the single layer FePt media, since a low thickness leads to the highest ATE, the 6nm 

media is analyzed to explore ATE reduction. This also helps reduce the simulation time. 

Applied field angle (in °)      RW=15nm RW = 20nm RW = 25nm 

0°    -0.18dB      -0.30dB       -0.38dB 

15°    -0.31dB      -0.34dB       -0.37dB 

22°    -0.30dB      -0.36dB       -0.39dB 

30°    -0.34dB      -0.40dB       -0.42dB 

45°    -0.27dB      -0.36dB       -0.39dB 

Table 8. ATE for different applied field angles for the 6nm single layer FePt media 

8.4.1 Change Applied Field Angle 

Changing the applied field angle helps alter the written track width and thus the integrity 

of the written patterns. By default, the applied field angle is 22º since it has been 

identified as the optimum applied field angle for single-track writing on different HAMR 

media[104][149]. For writing two tracks in the CT direction, the applied field angle is 
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varied from 0º to 45º. Here the applied field angle refers to the angle for the applied field 

with respect to the z axis in the X-Z plane where X denotes the downtrack direction and 

Z is the vertical direction. Fig. 8.8 (a) – (d) shows the recording performance for the 6nm 

thick single layer FePt media for different applied field angles. Fig. 8.4 refers to the 

performance of this media for the applied field angle of 22º. Table 8 shows a comparison 

for the ATE effect for different applied field angles and RW values. From Fig. 8.4 and 

Fig. 8.8 (a) – (d) as well as Table 8, it is clear that the ATE effect in the single layer FePt 

media is mostly impervious to the applied field angle except for a small dip at 0º. 

 

 

 

 

 

 

          (a)                      (b) 

 

 

        

 

 

 

                              (c)                      (d) 

Fig. 8.8 SNR variation for different values of applied field angles for the single layer 

FePt media (a) 0º (b) 15º (c) 30º (d) 45º        
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Applied field angle (in °) RW=15nm RW = 20nm RW = 25nm 

0° -0.13dB -0.23dB -0.30dB 

15° -0.20dB -0.28dB -0.32dB 

22° -0.19dB -0.24dB -0.25dB 

30° -0.33dB -0.39dB -0.40dB 

45° -0.34dB -0.41dB -0.40dB 

Table 9. ATE effect for different applied field angles for the 3nm-6nm high temperature  

Thermal ECC media 
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(c)       (d) 

Fig. 8.9 SNR variation for different values of applied field angles for the high Tc Thermal 

ECC media (a) 0º (b) 15º (c) 30º (d) 45º 
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For the high temperature Thermal ECC media, a similar process is used, and the applied 

field angle is varied. Fig. 8.9 (a) - (d) shows the recording performances for the high 

temperature Thermal ECC media There is an increase in the starting SNR by almost 

1.4dB as the applied field angle changes from 22º to 30º. Table 9 indicates the reduction 

in ATE for this media as the applied field angle reduces from 22º to 0º. Since a lower 

ATE would indicate a better recording performance after multiple overwrites, it is 

necessary to analyze the performances at 30º and 0º to identify the better performance. 

Comparing the starting SNR and the SNR decrease for both the cases of applied field 

angle 30º (where the starting SNR is the highest) and 0º (where the ATE is the lowest) 

yields a result that the SNR with applied field angle 30º would be lower than the SNR 

with field angle 0º after 42,650 overwrites. Thus, for all practical purposes, applied field 

angle 30º can ensure a better performance in the presence of hundreds of overwrites. 

Applied field angle (in °) RW=15nm RW = 20nm RW = 25nm 

0°  -0.46dB     -0.46dB  -0.54dB 

15° -0.48dB    -0.49dB  -0.46dB 

22° -0.50dB    -0.50dB  -0.46dB 

30° -0.63dB    -0.63dB  -0.57dB 

45° -0.66dB    -0.64dB  -0.60dB 

Table 10. ATE effect for different applied field angles for the 3nm-6nm low temperature 

Thermal ECC media 

For the low temperature Thermal ECC media, Fig. 8.10 (a) - (d) shows the recording 

performance for different applied field angles. In this case, there is no improvement in the 

starting SNR for different applied field angles especially when compared with Fig. 8.6 

which shows the recording performance for this media with the default applied field 

angle. Table 10 also indicates that for different applied field angles, there is no reduction 

in the ATE susceptibility for this media. This indicates that the low Hk for the individual 

grains and reduced recording thermal gradient that causes a high ATE for this media 

cannot be overcome by changing the applied field angle. 
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            (a)           (b) 

 

 

 

 

 

 

                                (c)          (d) 

Fig. 8.10 SNR variation for different values of applied field angles for the low Tc 

Thermal ECC media (a) 0º (b) 15º (c) 30º (d) 45º  

8.4.2 Introducing finite Intergranular Exchange Coupling (IGC) 

In the implemented micromagnetic simulations, individual grains were assumed to be 

decoupled from each other. In the Thermal ECC media, there always exists a coupling 

between the write and storage layer (interlayer exchange coupling) but the grains within 

the write and storage layer were magnetically isolated. The approach of using finite 

intergranular exchange coupling (IGC) between the grains of the HAMR media has been 

used before[142] successfully to improve the SNR in a single-track writing process. This 
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exchange coupling is introduced as a fraction of the renormalized exchange at different 

temperatures. Practically, this can be done by introducing a metallic interlayer between 

the grains of the media, although this may lead to a small thermal bloom. Fig. 8.11 (a) - 

(c) illustrates the recording performance of the 6nm single layer FePt media with a finite 

IGC introduced between the grains of the media. There is a slight improvement in the 

starting SNR by about 0.5dB as a 5% IGC is introduced. Table 11 shows the ATE 

performance in the presence of the IGC. Clearly introducing a 5% IGC is advantageous 

to the single layer FePt media since it increases the starting SNR and reduces the ATE 

significantly. 

 

IGC (%) RW=15nm RW = 20nm RW = 25nm 

0  -0.30dB     -0.36dB  -0.39dB 

5 -0.20dB    -0.25dB  -0.27dB 

10 -0.18dB    -0.26dB  -0.31dB 

15 -0.30dB    -0.40dB  -0.46dB 

Table 11. ATE effect for different IGC values for the 6nm single layer FePt media 

 

IGC (%) RW=15nm RW = 20nm RW = 25nm 

0  -0.19dB     -0.24dB  -0.25dB 

5 -0.16dB    -0.23dB  -0.25dB 

10 -0.31dB    -0.34dB  -0.35dB 

15 -0.19dB    -0.24dB  -0.23dB 

Table 12. ATE effect for different intergranular exchange coupling (IGC) values for the 

3nm-6nm high temperature Thermal ECC media 
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         (a)       (b) 

Fig. 8.11 SNR variation for different values of 

intergranular exchange coupling (IGC) for the 

single layer FePt media (a) IGC = 5% (b) IGC 

= 10% (c) IGC=15% 

 

(c) 

 

 

IGC (%) RW=15nm RW = 20nm RW = 25nm 

0  -0.50dB     -0.50dB  -0.47dB 

5 -0.49dB    -0.47dB  -0.43dB 

10 -0.73dB    -0.71dB  -0.68dB 

15 -0.57dB    -0.66dB  -0.54dB 

Table 13. ATE effect for different intergranular exchange coupling (IGC) values for the 

3nm-6nm low temperature Thermal ECC media 



129 
 

 

          (a)              (b) 

 

Fig. 8.12 SNR variation for different values of 

intergranular exchange coupling (IGC) for the 

high Tc Thermal ECC media (a) IGC = 5% 

(b) IGC = 10% (c) IGC=15% 

 

(c) 

 

Fig. 8.12 (a) - (c) shows a similar recording performance for the high temperature 

Thermal ECC media. In this case, IGC is introduced only between the grains of the write 

layer, since it can help attain the high SNR values without involving the design flexibility 

of the storage layer. As expected, the starting SNR increases by about 1dB if a 10% IGC 

is introduced between the grains of the write layer in this media. However, as can be seen 

from Table 12, this introduction of 10% IGC also makes the structure more susceptible to 

ATE. Comparing the SNR in the absence of IGC (and the lowest ATE) to the SNR when 

IGC = 10%, it is found that the SNR with IGC = 10% is lower than the SNR in the 

absence of IGC after 1179 overwrites. Thus, once again, improving the starting SNR 

helps attain a better recording performance after multiple overwrites on this media.  
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   (a)           (b) 

Fig. 8.13 SNR variation for different 

values of intergranular exchange coupling 

(IGC) for the low Tc Thermal ECC media 

(a) IGC = 5% (b) IGC = 10% (c) 

IGC=15% 

(c) 

 

 

Fig. 8.13 (a) - (c) shows the recording performance for the low temperature Thermal ECC 

media in the presence of a finite IGC value. In this case, there is no improvement in the 

starting SNR. Table 13 shows that the structure still remains quite susceptible to ATE in 

spite of the presence of IGC. Thus, similar to the variation in the applied field angle, the 

low Hk for the individual grains and poor recording thermal gradient are major issues that 

the media has to contend with despite any remediation offered by exchange coupling.  

8.4.3 Explaining the high SNR-high ATE phenomena 

In the process of optimizing the HAMR media to reduce the ATE susceptibility and 

improve the starting SNR, one interesting observation is that increase in the starting SNR 
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is sometimes accompanied by an increase in the ATE susceptibility. This is especially 

true in the case of the high temperature Thermal ECC media where increasing the applied 

field angle from 22º to 30º increases the starting SNR but also increases the ATE 

susceptibility. Similarly, introducing a 10% IGC increases the starting SNR and the ATE 

effect. To understand why the higher SNR materials have a higher ATE susceptibility, we 

consider the individual Signal Power (SP) and Noise Power (NP) used to calculate the 

SNR and the corresponding ATE effect. Since the SP values for the computation of 

SNR’s for different field angles and IGC values are very similar, the NP is the only 

significant factor. Fig. 8.14 (a) shows the different NP values for different applied field 

angles for the high temperature Thermal ECC media. Fig. 8.14 (b) shows the NP values 

for the case where IGC = 0 and IGC = 10%. Both figures show that the set of parameters 

that yield the lowest noise power result in the highest starting SNR. 

 

         (a)              (b) 

Fig. 8.14 Absolute Noise Power (arbitrary units) for different cases of (a) applied field 

angles (b) different cases of intergranular exchange coupling in the write layer. Higher 

the noise power, lower the starting SNR 
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(a)                              (b) 

Fig. 8.15 Noise Power added for (a) different values of applied field angles (b) different 

values of write layer intergranular exchange coupling. The added noise power value is 

calculated relative to the noise power in the absence of overwrites (Write No = 1). Higher 

the added noise power, higher the SNR decay and higher the ATE effect 

To understand why they also generate the highest SNR decrease, an analysis is 

implemented for the Noise Power added every time Track 2 is overwritten. In other 

words, the added Noise Power when Write No = 1 is assumed to be zero and the added 

Noise Power with respect to the value when Write No = 1 is plotted. Fig. 8.15 (a) and (b) 

show the increase in the noise power for the two different cases of field angles and IGC 

values under consideration. It is clear that the parameters that lead to the highest SNR 

decay also have the highest added Noise Power. Thus, we see that there is genuinely 

more noise added to the high SNR media, as opposed to merely more relative noise. 

8.5 ATE reduction using a pulsed laser 

In the HAMR process, the laser is used to heat up the HAMR media to decrease its 

coercivity. Normally, the laser is switched on for a specific amount of time and the 

relative motion of the head and the media allows the laser guided by the NFT to heat up 

different spots on the HAMR media. An alternate HAMR process has been implemented 

in previous research where instead of the laser continuously heating the media beneath 
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the Near Field Transducer, a pulsed laser is used[127][164][165][166]. With the use of 

the pulsed laser, the media temperature both rises and falls more abruptly.  

The accurate modeling of media temperature using a laser pulse has not been reported in 

the HAMR literature. Simulations have been implemented previously with the use of a 

pulsed laser, but the characteristic constants seem to not be carefully obtained. For 

example, it is speculated that since the temperature of the media rises faster than the fall 

in the temperature, the temperature variation can be characterized by two different time 

constants, one for the rise time and one for the fall time. Additionally, looking at the 

decreasing temperature variation from Fig. 15a in [88], the time constant for the falling 

temperature curve has been speculated to be about 0.7ns. However, linear processes (or 

energy conservation) demand that the rise and fall time constants should have the same 

value. Thus, before micromagnetic simulations are implemented using a pulsed laser, the 

idea behind laser pulsing is understood in detail. The speculations made in this context 

are revisited and an analytical formulation is derived to calculate the media temperature 

as a function of the in-plane coordinates (x,y) and time (t).  

8.5.1 Analytical formulation 

To realize the temperature variation due to laser pulsing, it is understood that when the 

laser heats up the HAMR media, it delivers power to the media in the form of a 

temperature rise via a Gaussian spot. In the analytical formulation, a fitting constant ‘A’ 

is assumed to represent the increase in temperature from 300K due to the laser power. 

The decay constant for the temperature variation is assumed to be t. As explained before, 

the same constant is assumed for both the rising and falling parts of the temperature 

curve. To make an accurate estimation of the media temperature, an analytical 

formulation that can help capture the temperature at different instants of time is derived. 

To do so, it is understood that the temperature (T) at a time (t) is equal to the room 

temperature (300K) plus the additional power supplied by the laser in the form of 

temperature till time ‘t’. In other words, it is a sum of the room temperature and all the 
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Gaussians generated till time t. The general form of this Gaussian is written below in 

equation 8.2 

T(x, y, t) = 300 + (HY"CC
ú

) × [∫ e
>((ì>'Í�)^)

^×8^ × e
>(9^)
^×8^ × eY

Í>Í�

: dt¸P
C ]       (8.2) 

Here A, B,  s and t are the fitting parameters. s relates to the heat spot FWHM. The 

integral in equation (8.2) can be solved by completing the squares in the index of the 

exponential inside the integral. Doing so allows the temperature at a time instant ‘t’ to be 

written as 
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Here, the fitting constant ((A-300)/B) is written as A¸. This analytical formulation is 

derived without making any explicit assumptions about the values of the parameter 

constants involved or without assuming the nature of the temperature curve. 

Fig. 8.16 Comparison of media temperature for temperature calculated from two sources. 

T(Simulation) refers to Fig. 15a from [88] and T(analytical formulation) refers to 

temperature calculated from equation (8.3) 
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8.5.2 Result comparison for continuous laser power 

The accuracy of the analytical formulation in equation (8.3) can be verified by comparing 

to previously published values. The comparison is implemented for temperature values 

calculated from the analytical formulation with the temperature values from Fig. 15a in 

[88]. Fig. 8.16 shows the comparison of the temperature values. The black curve with the 

square symbols shows the temperature values from Fig. 15a in [88] calculated by a Finite 

Difference Time Domain (FDTD) method with a 0.5nm length scale and a thermal heat 

flow simulation. The red curve with the circular symbols shows the values calculated 

from the analytical formulation. The value of the time constant for the analytical 

formulation derived from this comparison is 0.38ns. This value for the time constant is 

interesting in two aspects (i) It is smaller than the naive value of 0.7ns (ii) It confirms the 

theory that the same time constant can be used to describe both the rising and falling 

curves in the temperature variation curve, where the asymmetry is only due to the motion 

of the head relative to the media. The values of fitting parameters ‘A’ and ‘B’ from 

equation (8.2) are estimated to be 700K and 0.17ns respectively. 

8.5.3 Temperature calculation for discontinuous laser power 

The pulsed laser technique used to write on the HAMR media involves the use of a pulse 

that is continuously switched on and off with a certain duration/frequency. The analytical 

formulation derived in equation (8.3) is done so by integrating all the Gaussians 

generated till time ‘t’. When the laser is switched off, no additional power is delivered to 

the HAMR media. In other words, there is no possibility for an increase in the media 

temperature and the temperature decreases with a certain rate as decided by the decay 

constant (t) in the analytical formulation. In the micromagnetic simulations implemented 

with the use of a pulsed laser, the laser is assumed to be switched on at t=0ns and then 

switched on and off every 0.5ns. As an example, assume the time instance between 

1.5ns £ t £ 2ns, in this case the laser is switched on twice (from 0ns to 0.5ns and from 

1.0ns to 1.5ns) and the media temperature is a sum of the temperatures decaying from 

0.5ns onward and 1.5ns onward. In general, for a discontinuous power laser pulse where 
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the laser is switched on and off every 0.5ns, the general technique to write the analytical 

formulation is shown in equation (8.4). The […] terms indicate a sum of error functions 

that are generated when the laser is switched on and off every time.   
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Fig. 8.17 shows the temperature curve for a pulsed laser process derived from the 

analytical formulation. Since the pulse is switched on and off every 0.5ns, the rise and 

fall in temperature is clearly visible in the figure. The temperature is obtained by 

averaging over a spot directly below the NFT at different instants of time. 

 

Fig. 8.17 Media temperature calculated from the analytical formulation for pulsed laser 

switched on and off every 0.5ns. 

8.5.4 Pulsed Laser recording performance  

The objective of using a pulsed laser technique is to explore possible reductions in the 

ATE susceptibility for different HAMR media. For a Gaussian heat spot used to write on 

different HAMR media, previous efforts[104] have identified the optimum peak  
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Obs. No Simulation Condition Parameter A value SNR (dB) 

1 Laser continuously on 700K 10.3 

2 

Pulsed laser switched on and 

off every 0.5ns 

900K 9.6 

3 1000K 9.8 

4 1200K 10.0 

5 1500K 9.2 

Table 14. Single track recording performance for the 6nm single layer FePt media written 

using the pulsed laser. In lines 2-5, laser was switched on and off every 0.5ns. 

 

temperature of 850K that can yield the best SNR. However, for the pulsed laser, before 

the ATE performance can be measured, it is necessary to identify the optimum 

temperature (value of parameter A in equation (8.2)) for the micromagnetic simulations. 

To identify this value, a single-track recording simulation is implemented where a single 

tone sequence is written on the HAMR media. The values of the other parameters are 

taken to be the same as the ones that generated the fitting curve in Fig. 8.16. Table 14 

shows the SNR variation for the single-track writing implemented for different values of 

parameter A, assuming the pulse is synchronized to the change in field direction. These 

values are calculated for the 6nm single layer FePt media, read back at RW=15nm. The 

SNR values are compared to the SNR calculated for a similar single-track writing process 

where the laser is continuously illuminated. It is clear that single track writing with 

pulsed laser recording can yield SNR values comparable to the case where the laser is 

continuously on.   

A similar process to calculate the ATE as explained before is implemented for the 6nm 

single layer FePt media where tracks are written using the pulsed laser for different 

values of parameter (A) and RW=15nm. Early estimates in Table 15 show that the 

starting SNR (calculated for the single tone sequence written on Track 1 when Track 1 

and Track 2 are both written once) has a poor value compared to its counterpart SNR 

value when the 6nm FePt media is written using continuous illumination. This may be 

attributed to the written track width modulating with the pulsing. Clearly, there is both  
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Obs. No Simulation Condition Parameter A value SNR (dB) 

1 Laser continuously on 575K 7.5 

 

Pulsed laser switched on and 

off every 0.5ns 

700K 7.9 

2 900K 5.2 

3 1000K 6.5 

4 1200K 4.8 

Table 15. SNR for the single tone sequence written on Track 1 when both Track 1 and 

Track 2 are written once. This SNR is referred to as the starting SNR in the text.  

opportunity and need for optimization that might improve the recording performance 

when closely spaced tracks are written using pulsed laser recording.  

8.6 Hypothesis for ATE in HAMR 

The numerical extent of ATE has been established for different thicknesses of the HAMR 

media as well as the low temperature and high temperature Thermal ECC media. It is  

Media      Thickness (nm) Twrite – 50K KuV/kBT 

Single Layer FePt 6 623.3K 31.36 

Single Layer FePt 7.5 623.9K 39.2 

Single Layer FePt 9 624.5K 47.05 

High Tc Thermal ECC 
3 (Write Layer) 

6 (Storage Layer) 

633K 31.8 

Low Tc Thermal ECC 
3 (Write Layer) 

6 (Storage Layer) 

445K 49.45 

Table 16. Thermal stability factors for different HAMR media assuming coherent 

rotation. A larger stability factor should indicate a lower ATE susceptibility.  

clear that the finite presence of ATE is detrimental to the recording performance of these 

media. In order to reduce the ATE, it is necessary to explain why ATE exists in different 

HAMR media. This analysis would help understand the factors that have a dominant 
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effect on the ATE in different media thus guiding the media designers to explore ways to 

counter ATE by modifying these factors.  

The ATE depends mainly on the integrity of the written patterns and the ability of 

different grains in a certain track to maintain their magnetizations in the presence of the 

writing process being implemented on an adjacent track. Thus, it is possible the ATE 

effect depends on the thermal stability of the grains in the HAMR media or the thermal 

stability factor. Since most of the writing process takes place at temperatures close to and 

slightly lower than the writing temperature (Twrite), a hypothesis is established that the 

ATE in HAMR media is proportional to the thermal stability factor (KuV/kBT) at a 

temperature T just below (about 50K below) the write temperature.  

To test the hypothesis, we identify the thermal stability factor for different HAMR media 

based on the value of Twrite. For the Thermal ECC media, we assume coherent rotation in 

the write and storage layer. Table 16 shows the ATE effect based on the established 

hypothesis. It is clear that the hypothesis can explain the ATE effect in different 

thicknesses of the FePt media correctly. However, coherent rotation cannot correctly 

account for the ATE in the Thermal ECC media. For the Thermal ECC media, other 

mathematical techniques that capture incoherent rotation will be needed to calculate the 

thermal stability factor and verify this hypothesis. Establishing this hypothesis helps 

understand the scientific principle behind the existence of ATE in HAMR and should 

help reduce the ATE for different HAMR media. 

8.7 Summary 

This work was supported by Seagate Technology. The chapter explores the presence and 

extent of the ATE issue in the HAMR media. The finite extent of ATE in different 

HAMR media leads to an inevitable conclusion: efforts must be made to improve the heat 

spot profile, attain a better control over the magnetic properties of the granular media as 

well as control the applied field magnitude and angle to ensure the lowest erasure. The 

ATE presence in the high temperature Thermal ECC media seems to be higher than the 

single layer FePt media with equivalent thickness but lower than the single layer FePt 
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media with lower equivalent thickness. This ATE phenomena has a significantly high 

presence in the low temperature Thermal ECC media, that displayed a comparable single-

track recording performance as the high temperature Thermal ECC media. Since the 

reduction in writing temperature and the use of the low temperature Thermal ECC media 

is a necessary development, other techniques must be explored to reduce the ATE 

especially for this media. Changing the applied field angle and introducing finite 

intergranular exchange coupling are techniques that show promising results to reduce the 

ATE for both the single layer FePt media and the high temperature Thermal ECC media. 

An improved understanding of heat flow allows the implementation of a pulsed laser 

within micromagnetic simulations. The use of a pulsed laser technique instead of a laser 

that is continuously illuminating the HAMR media shows promising results especially for 

the single-track writing. Future studies for the laser pulsing technique include 

optimization of the peak temperature of the pulse and variation in the synchronization of 

the head field and pulse duration to further improve the performance using this technique. 

The detailed analysis of the ATE effect will be instrumental in improving the AD values 

in the HAMR process. 

 

 

 

 

 

 

 

 

 

 



141 
 

Chapter 9 

Conclusion & Outlook 

Different chapters in this thesis have focused on different aspects of the HAMR system. 

HAMR is an exciting technology and the primary hope for the HDD storage industry that 

has invested a lot of monetary capital and research in this area. Chapter 1 described the 

basic concepts in the field of magnetism including the concepts closely related to the field 

of HAMR like thermal stability and switching probability. Chapter 2 described in detail, 

different components of the HDD system and the function of each of the components that 

contribute to the data recording process. Chapter 3 introduced the concept of HAMR and 

different components specific to the HAMR system. The HAMR system has additional 

components compared to the PMR system like the light delivery path (including the 

NFT), the media with high anisotropy and additional layers like the heatsink and 

recording layer lubricant that have specific demands in terms of their magnetic, thermal 

and mechanical properties.  

Chapter 4 describes the magnetic parameters calculated for a doped/non-stoichiometric 

model of anisotropic FePt. This parameter calculation helps increase the accuracy of 

micromagnetic simulations implemented for realistic FePt models with granular Tc 

variation. Chapter 5 enumerated different approaches for optimizing a thinner version of 

high temperature Thermal ECC media. This thinner media is easier to fabricate and 

ensures higher throughput in the fabrication process compared to a thicker media. The 

optimization approaches included scaling the damping and introducing finite 

intergranular exchange coupling between the grains of the recorded media that helped 

reduce the DC noise and improve the recorded SNR. Chapter 6 describes a new proposed 

structure for Thermal ECC media called the low temperature Thermal ECC media. The 

objective of proposing this media is to reduce the writing and recording temperature in 

the HAMR process. The high temperatures involved in the HAMR process can not only 

potentially degrade the lubricant used to protect the media, but also demand the use of a 



142 
 

highly conducting heat sink in the presence of insulating seed layers like MgO. 

Additionally, these high temperatures can also lead to a melting of the NFT material 

which is normally gold (Au). Overall, the high temperatures constitute the biggest 

impediment to the commercial success of HAMR and the low temperature Thermal ECC 

media can act as a potential solution to this issue. Chapter 7 derived an analytical 

formulation to calculate the transition jitter in the HAMR process. This analytical 

formulation is tested by comparing the results for different media variations and 

simulation conditions to micromagnetic simulations that are far more complex and time 

consuming. This analytical formulation is useful in filling the void currently present in 

the HAMR literature for a simple fast analytical method to estimate transition jitter. 

The final chapter of the thesis deals with the analysis of Adjacent Track Erasure (ATE) in 

the HAMR media, which is a consequence of writing closely spaced tracks. In the effort 

to improve the HAMR storage density, ATE is a natural consequence and hence its 

reduction is an extremely important aim for research groups throughout the data storage 

industry. In the thesis, the numerical extent of ATE in different HAMR media is 

established and different techniques are used to reduce the susceptibility of different 

HAMR media to the ATE effect. A new interesting technique of using a pulsed laser to 

write on the HAMR media is discussed in this chapter. This technique has tremendous 

potential based on the early positive results obtained for the single layer FePt media. This 

technique can be implemented for other HAMR media and can be used in conjunction 

with other techniques to reduce the ATE effect in different HAMR media. 

Overall, there is enormous potential for further optimization in the HAMR process to 

achieve an improved recording performance. The research pertaining to the HAMR 

technology has been instrumental in establishing the basis for future recording 

technologies like the Heated Dot Magnetic Recording (HDMR) technology which can 

improve the HDD storage density even further. Essentially, the HAMR technology is 

here to stay and has a promising future ahead. 
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