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Abstract 

The purpose of this study was to examine if differences in reading comprehension 

measures’ response formats were associated with differential outcomes for reading 

comprehension interventions. Specifically, this study used meta-analysis to evaluate the 

overall treatment effect of reading comprehension interventions, the association between 

a measure’s response format and measured intervention outcomes, and whether specific 

intervention effects varied based on the measure’s response format. A systematic review 

of the literature identified 66 published and unpublished research reports and studies 

conducted since 2000. All studies administered a reading comprehension intervention for 

students in the primary grades and measured the effects using a reading comprehension 

measure. Meta-analytic findings suggested an overall positive effect of reading 

comprehension interventions for both intervention to control group comparisons at 

posttest (Hedge’s g = 0.20) and pretest to posttest comparisons in the intervention group 

(Hedge’s g = 0.71). The response format of a reading comprehension measure, 

specifically retell/summary formats, was significantly associated with intervention 

outcomes, even after controlling for purposively selected variables. Findings also 

indicated that improving background knowledge and multicomponent interventions were 

significantly associated with performance on measures of reading comprehension with 

retell/summary response formats. The results of this study provide additional evidence 

that measures using the retell/summary response formats value reading comprehension 

differently, specifically in the context of interventions. Findings may also be used to 
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caution against the interchangeable use of retell/summary formats with other measures of 

reading comprehension. 

 Keywords: reading comprehension, meta-analysis, measure, intervention 
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Chapter 1: Introduction 

 It is important that individuals acquire the necessary skills and abilities to read 

with comprehension. The National Reading Panel ([NRP] 2000) conducted an extensive 

review of scholarly literature in reading. They explicitly stated that although it is 

important to develop basic skills in reading, the purpose of reading is comprehension. 

Indeed, a major focus in early schooling is teaching students the skills to read, and a later 

focus is using those reading skills to learn new information (Chall, 1993). One way that 

schools understand student reading development is through multi-tiered systems of 

support (MTSS) and response to intervention (RTI). Under those frameworks, schools 

utilize systemwide screening to identify reading problems. Ideally, the tools used to 

screen and monitor reading problems have evidence to support their interpretation and 

use for those purposes (Christ & Nelson, 2014). Schools also provide tiered supports and 

services to further monitor and intervene on specific problems in reading. This 

framework would suggest that about 20% of students in a system require additional 

supports above and beyond core instruction (Schulte, 2016). The supports should also be 

practices that have prior evidence-base supporting their effectiveness. For example, What 

Works Clearinghouse, which is a clearinghouse for education research, has 40 

intervention programs to-date related to reading comprehension. A total of 30 of those 

interventions have convincing or promising evidence of their effectiveness, while each 

intervention varies in the extent to which it directly teaches reading comprehension skills 

(What Works Clearinghouse [WWC], 2019). Altogether, there are variety of measures 
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and interventions that could be used to support the reading comprehension needs of 

students; however, challenges do exist. 

Statement of the Problem 

 Many students in the United States experience some difficulty in reading. On the 

2019 National Assessment of Education Progress (NAEP), only 35% of fourth grade 

students and 34% of eighth grade students scored at or above proficient in reading. 

Moreover, these scores were significantly lower than the previous measurement period 

(U.S. Department of Education, Institute of Education Sciences, National Center for 

Education Statistics, NAEP, 2019). School problems in reading are associated with 

general disadvantages in the school context (Hudson, Torgesen, Lane, & Turner, 2012) 

and with later school dropout when performance is below third grade standards 

(Alexander, Entwisle, & Kabbini, 2001). Thus, acquiring the skills to read and accurately 

applying those skills is critical. 

 Fortunately, there is much research in reading, including how to identify and 

support students experiencing reading problems (e.g., Ball & Christ, 2012; Burns et al., 

2016; Fuchs & Fuchs, 2006; Jenkins, Hudson, & Johnson, 2007; Joseph, 2015; 

Neddenriep, 2014). Teaching readers comprehension strategies are among the most 

common reading comprehension interventions; such strategies include, question-

generation, activating prior knowledge, and identifying the main idea (Joseph, 2015; 

Neddenriep, 2014; Sencibaugh, 2007; Shanahan et al., 2010). Other interventions in 

reading comprehension, which are also defined as strategies, include summarizing, 

instruction in inferencing, and self-monitoring (Duke & Martin, 2015; Joseph, 2015; 
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Neddenriep, 2014). In school-based applications, the use of measures and interventions 

designed for detecting and supporting students with reading problems serve, in part, as 

the foundation to current theoretical orientations to universal prevention, identification, 

and tiered remediation efforts in reading (Fuchs & Fuchs, 2006). However, critical 

syntheses and evaluations of the research are still needed, for there are still issues 

regarding the selection, interpretation, and use of data to inform schoolwide prevention 

and intervention efforts (Dailor & Jacob, 2011).  

 For example, there is a paucity of critical syntheses of the research and evidence 

regarding the reading comprehension measures used to identify and monitor reading 

comprehension interventions. Outside of measures used for summative and screening 

purposes, reading comprehension measures may be used to monitor the progress of 

interventions (Salvia, Ysseldyke, & Bolt, 2007). The National Center on Intensive 

Intervention (2012) reviewed a variety of academic progress monitoring measures, 

including two in reading comprehension. These progress monitoring measures, such as 

mCLASS (e.g., Snow, Morris, & Perney, 2018) and easyCBM (e.g., Lai, Irvin, Alonzo, 

Park, & Tindal, 2012), can be used to measure student growth in reading comprehension 

over time as well as the effect of intervention or instruction. Although measures of 

reading comprehension are used to monitor student response to interventions, there are 

clear distinctions between measures. Two such distinctions are their response formats and 

the validity evidence supporting their interpretation and use (see Chapter 2). It is 

currently unclear if the varying response formats of the measures relates to variation in 

the efficacy of reading comprehension interventions. In other words, research is needed 
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to investigate if reading comprehension measures could and should be used 

interchangeably to monitor intervention effects.  

 To summarize the current example and reason for this dissertation: there is a gap 

in the current research regarding the interchangeability of reading comprehension 

measures as they relate to measuring intervention effects. Findings regarding whether 

reading comprehension measures are interchangeable has the potential to influence both 

research and practice. This study aims to help address an existing gap in the literature 

regarding the use of reading comprehension measures to monitor intervention effects. 

The study synthesizes current and available research on reading comprehension 

interventions and measures. Findings inform current knowledge and considerations 

regarding the selection and use of reading comprehension measures in both research and 

practice. 

 This study is important because the results describe and analyze the influence of 

measurement on intervention effects reported in research literature. Specifically, this 

study explores the role of the measure in moderating intervention effectiveness. Current 

evidence suggests that reading comprehension measures assign values to comprehension 

performance differently (Collins, Lindstrom, & Compton, 2018; Garcia & Cain, 2014; 

Kendeou, Papadopoulos, & Spanoudis, 2012; O’Reilly, Weeks, Sabatini, Halderman, & 

Steinberg, 2014), which may influence the measured effect. Although evidence of these 

differences exists, published meta-analyses of reading comprehension often aggregate 

effects measured with alternate dependent variables as though they are interchangeable 

(e.g., Edmonds et al., 2009; Peng et al., 2018; Scammacca, Roberts, and Stuebing, 2014; 
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Swanson et al., 2017). Given that measures are used interchangeably, the influence of 

using different dependent measures to value the effects of interventions should be 

examined to inform future syntheses and interpretations of meta-analytic findings in 

reading comprehension. As such, the impetus for the current research is to seek further 

knowledge regarding whether the methodological choices in the measure used influences 

the observed effects of interventions in reading comprehension.  

Relevant Definitions 

 The purpose of the current section is to introduce relevant definitions associated 

with the present dissertation. To begin, Reading comprehension is the culmination of 

behavioral processes, which include tracking and decoding, that have become 

automatized and linked to language and cognition to interact with the explicit and 

implicit content of written language to develop a cohesive mental representation 

(Magliano, Millis, Ozuru, & McNamara, 2007; Pawlik & Rosenzweig, 2000; Sabatini, 

Albro, & O’Reilly, 2012). Next, Intervention is defined by WWC (2019) as, “An 

educational program, product, practice, or policy aimed at improving student outcomes.” 

Reading comprehension interventions were defined using Suggate’s (2016) 

criteria for reading interventions, which first denotes other types of reading interventions 

before defining a reading comprehension intervention: 

Phonemic awareness (and phonological awareness) interventions focused on 

manipulation of sounds in the absence of text and phonics included letter–sound 

or sound–spelling relations. Fluency interventions focused on skill at reading 

connected text, to the exclusion of practice at reading sentences or single words 
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(e.g., peer tutoring, repeated reading). Comprehension interventions were those 

that focused on strategies to decipher text and derive meaning without a phonics 

focus, such as summarizing, prior knowledge, and inferential thinking (p. 82). 

Thus, reading comprehension interventions can be described as the process of teaching 

students strategies, skills, or practices that support reading comprehension. In 

intervention, students learn to use strategies intentionally or automatically and frequently 

or infrequently to achieve a particular goal while reading, which typically relates to their 

understanding and application of the text (Suggate, 2016; van den Broek, Beker, & 

Oudega, 2015). Suggate’s (2016) conceptualization was used because it provided broad, 

yet clear definitions of multiple intervention types (i.e., strategy instruction, text structure 

instruction, improving background knowledge, self‐monitoring, inference instruction, 

graphic organizers, multicomponent; Joseph, 2015; Little & Akin-Little, 2014) which 

would allow identification of interventions that utilized multiple components in addition 

to reading comprehension. In addition to the content of interventions, their formats are 

quite broad and may be viewed as intentional efforts to prevent or remediate problems in 

school settings (Kratochwill, Clements & Kalymon, 2007). Interventions supplement the 

universal instruction and supports that all students receive as part of being in a school 

(Burns, Riley-Tillman, & Rathvon, 2017). 

Study Purpose and Significance 

 The purpose of this study was to examine the link between measurement, 

intervention, and the measured effects of interventions for students in the primary grades. 

The specific focus was reading comprehension and not prerequisite and concurrent skills, 
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such as oral language, phonological awareness, phonics, vocabulary, or fluency. 

Moreover, this study focused on reading comprehension interventions implemented in 

English for elementary-aged students in the United States. This was done so that the 

findings were targeted and specific to a particular context, rather than broad and 

amorphous. 

 Meta-analytic methods were used to evaluate (a) group differences at posttest for 

students who received reading comprehension intervention, (b) pretreatment-to-

posttreatment change, and (c) the extent to which intervention outcomes differed based 

on the dependent variable used to measure treatment effects. In other words, this study 

examined intervention effects and the influence of measurement on those effects. It was 

expected that effect sizes would vary based on the reading comprehension measure used 

to monitor intervention effects. 

Research Questions 

 Three research questions (RQ) are the main focus of this dissertation and are 

explored using meta-analysis: 

RQ 1: In standardized mean difference, as measured through Hedge’s g, what is 

the observed aggregate treatment effect for all reading comprehension 

interventions delivered to students in elementary school at posttest compared to 

control? 
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RQ 2: In standardized mean difference, as measured through Hedge’s g, what is 

the observed aggregate treatment effect for all reading comprehension 

interventions delivered to students in elementary school from pretest to posttest? 

RQ 3: Do observed treatment effects differ based on the specific interventions and 

measures? 
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Chapter 2: Review of Literature 

 The purpose of the second chapter is to provide a review of relevant literature. 

The chapter is organized into four broad sections. The first section describes reading 

comprehension and how it is assessed. It also introduces the argument-based approach to 

validity and its relationship to reading comprehension assessment. The section that 

follows briefly describes reading comprehension interventions. Next, the paper reviews 

relevant meta-analyses in reading comprehension to understand the extent to which the 

relationship between measurement and interventions has been investigated. The final 

section is a critical review and synthesis of reading comprehension measures to further 

highlight why the specific measure used to assess intervention outcomes may be an 

important source of variance. 

Interpretation and Use of Comprehension Measures 

Reading assessment is used to understand student and system-level performance 

in the domain (e.g., Ball & Christ, 2012; Jenkins et al., 2007). Data-based decision-

making with assessment data can also help improve school-based practices in reading 

(e.g., Burns et al., 2016). However, schools must collect the right data using the proper 

measure to provide meaningful information, which is no simple task (Dailor & Jacob, 

2011). 

Reading is multifaceted, lending itself to the development of measures in various 

areas. For example, alphabetic knowledge, decoding, vocabulary, fluency, 

comprehension, prior knowledge, and metacognitive strategies are all broad factors 



10 

 

 

 

related to reading that can be assessed in broad or narrow ways (e.g., Amendum, Conradi, 

& Pendleton, 2016). Of note, early literacy (e.g., phonological awareness) and the 

application of basic skills in reading (e.g., fluent decoding) represent a comprehensive 

literature of meaningful components of reading (e.g., Hammill, 2004). Helping students 

acquire early literacy and fluency is a necessary step in reading for understanding (NRP, 

2000). However, fluency, for example, should not be the only area of reading measured 

in schools, yet these measures are widely used in schools adopting a data-based decision-

making model (Carson, 2017; Fuchs, & Fuchs, 2006). Research can still help improve 

measures in early and basic reading skills to benefit educational practices; however, 

integrating reading comprehension measures into school data-based decision-making 

systems is still needed (Fuchs & Vaughn, 2012; Sabatini et al., 2012). Assessing reading 

comprehension is crucial, for comprehension is the purpose of reading (NRP, 2000). 

Assessing reading comprehension is complex since different measures assess 

different aspects of comprehension (Kendeou et al., 2012). For example, reading 

comprehension may be described and measured as awareness of the chain of events of a 

story, simple recall, identifying the main ideas of the text, answering questions, and 

applying the information to complete a task (e.g., van den Broek, 1988; van den Broek et 

al., 2005). 

A key premise of the current chapter is that reading comprehension measures are 

important components of school-based formative, diagnostic, and evaluative assessment 

practices; however, useful reading comprehension measures for school-based contexts 

have not been properly identified in a way that facilitates effective selection and use. The 
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current chapter seeks to synthesize evidence in the peer-reviewed literature supporting 

the interpretation and use of existing reading comprehension assessments in school data-

based decision-making systems. In order to provide a meaningful synthesis, it is 

necessary to examine relevant validity evidence. 

Unified validity arguments in assessment. Measures are used to gather 

information that may or may not be useful based on the purpose. For example, a measure 

of oral language comprehension may not provide useful information about how well a 

student understands written passages, but a set of open-ended questions might. Some 

broad sources of validity evidence are psychometrics, content, educational usability, and 

reduction of construct irrelevant variance (CIV). They can be used to support the use of 

measures for common purposes in schools such as screening or progress monitoring. The 

current section provides some parameters regarding different forms of validity evidence 

gathered from the Standards for Educational and Psychological Testing (American 

Educational Research Association, American Psychological Association, National 

Council on Measurement in Education, 2014). 

Psychometric evidence is the set of statistical and descriptive properties of a test 

used to describe a construct. Reliability of scores and validity of a particular 

interpretation of those scores are core features of psychometric evidence. Reliability 

indices describe a score’s consistency for a group or a single individual. It also expresses 

the degree to which a score may be affected by measurement error from one time point to 

the next. A valid (i.e., legitimate) score interpretation depends on reliable (i.e., consistent) 

scores. A typical rule is that a reliability of at least .80 is needed to make decisions about 
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individuals (Thorndike & Thorndike-Christ, 2011). Typical indices of reliability are test-

retest reliability, split half reliability, alternate form reliability, and standard error of 

measurement. These are all expressed in terms of numbers and coefficients.  

Unlike reliability, validity can be expressed in terms of quantitative metrics and 

qualitative appraisal. Validity evidence may be defined holistically or narrowly, given the 

context and uses of the score. The relation of one measure to other measures of 

importance (e.g., criterions) are sources of validity evidence.  

Another source of validity evidence is the content of the measure. Content-related 

validity evidence is assessed through empirical (e.g., factor analysis, which also provides 

evidence of the internal structure of a test) and qualitative means (e.g., test blueprint, 

expert judgment). It is the extent to which the items of the measure are related to the 

construct it is supposed to represent. For example, a measure might assign a value based 

on knowledge of setting by asking questions about the location and time period of the 

story.  

Educational usability is defined here using features of Deno’s (1985) criteria for 

curriculum-based measurements (CBM). In essence, educational usability is the extent to 

which a test is easily adopted and used within the educational environment. Factors that 

may affect this are (a) the time to administer the test per pupil, (b) the training required to 

administer and score, (c) the usefulness of those data for informing instructional decision 

making, (d) the cost of the measure, and (e) capacity for diagnostic and growth 

assessment. 
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Finally, assessing reading comprehension is accompanied with domain-specific 

challenges. Though not comprehensive, some of the features to consider are the role of 

prior knowledge, attitudes and motivation, and differential item functioning and scorer 

behavior. These can be generally labeled as CIV. 

Conclusion: Unified validity arguments in reading comprehension. Altogether, 

these forms of evidence can be used to evaluate the interpretation and use argument 

(IUA) for various reading comprehension assessment scores. Notably, the validity 

evidence gathered varies based on the nature of the IUA, whereby specific evidence is 

used to address the elements of the IUA. This can be conceptualized under Kane’s (2013) 

argument-based approach to validity. The approach is that the target of validation is the 

IUA, rather than the measure or its scores, which is done through an evaluative process. 

This requires at least two steps: (1) a clear statement of the purported IUA (i.e., a 

proposal) and (2) an evaluation of the evidence to support such claims (i.e., examine 

plausibility). Validation occurs when the IUA is clear and the validity argument is 

plausible based on evidence; however, the available evidence must relate to the IUA. Of 

note, Cook, Brydges, Ginsburg, and Hatala (2015) and Kane (2013) provide an in-depth 

review and application of the approach. In relation to the present research, a score 

attained from a reading comprehension measure must have evidence to support its use in 

K-12 settings. The evidence needed (e.g., usability, psychometric evidence, content-

related validity evidence) varies based on the claims being made (e.g., the assessment can 

feasibly be administered in a school setting for screening). As such, the evidence may 

vary, but evidence is always needed to support an IUA. For example, one interpretative 
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argument is that reading comprehension measures may be used to monitor the effects of 

reading comprehension interventions. The section that follows describe common reading 

comprehension interventions. 

Reading Comprehension Interventions 

The purpose of this section is to provide a general overview of reading 

comprehension interventions used in elementary school settings. As described in the first 

chapter, an intervention is a program, practice, policy, or product used with the intent to 

improve student outcomes (WWC, 2019). Likewise, reading comprehension 

interventions are interventions that incorporate reading comprehension practices in their 

methods and aim to improve student text comprehension (Suggate, 2016). Reading 

comprehension was not formally taught before 1980, but research began to investigate 

the formal instruction in reading comprehension in the 80s outside of genre-specific 

discourse (NRP, 2000). 

Reading comprehension interventions are often identified broadly under the 

domain of reading comprehension strategy instruction (Neddenriep, 2014). Reading 

comprehension strategies are broad and diverse in nature, but they may be succinctly 

described as procedures used to support readers in understanding text before, during, and 

after reading (Neddenriep, 2014; NRP, 2000). Comprehension strategies are modeled by 

the instructor until the student can independently use the strategy without the support of 

the teacher (NRP, 2000). In a review of reading comprehension interventions, Joseph 

(2015) summarized a range of reading comprehension strategies: Ask, read with 

alertness, tell (ART); Embedded story structure (ESS); FIST (question generation and 
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reflection); What I know, what I want to know, and what I learned (KWL); Paragraph 

shrinking; Question-and-answer relationship (QAR); Read, ask, paraphrase, question 

(RAP-Q); Reciprocal teaching; Response cards; Survey question, read, recite, review 

(SQ3R); and Think before reading, think while reading, and think after reading (TWA). 

Overall, these approaches contain activating prior knowledge, self-questioning, 

identifying main idea, paraphrasing and retelling, as well as summarizing. In this way, 

reading comprehension interventions may include one or multiple strategies.  

The NRP (2000) reiterates that reading comprehension is a complex process, 

where readers may approach written text with various purposes (Sabatini et al., 2012). In 

order to effectively navigate these purposes, readers must approach the text using their 

own background knowledge to derive meaning from the text in order to fulfill their 

reason for reading. Joseph (2015) described the process of activating prior knowledge as 

the reader engaging in how their current knowledge and experiences relate to the passage 

in front of them.  

Given their review of the research, the NRP (2000) found that comprehension 

monitoring (the reader learns to be aware of their understanding of the text as well as 

what to do when problems negatively affect comprehension), cooperative learning 

(readers develop strategies with peers while reading), graphic organizers (visual and 

written representations of content from the text), story structure instruction (learning to 

ask questions and identify information relevant to the plot or text genre), question 

answering (providing answers to questions presented by the instructor and provided 

feedback), question generation (reader asks themselves questions to support 
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comprehension, typically beginning with who, what, when, why, where, and how), 

summarization (distilling the ideas in a text into a coherent whole or identifying the main 

idea or key details), and the teaching of multiple strategies (the flexible use of multiple 

strategies and procedures, while consulting the teacher) were effective procedures 

supported by evidence from 203 studies on text comprehension.  

In addition, Joseph (2015) described paraphrasing and retelling, in addition to 

summarization. The distinction that Joseph (2015) made was that summaries synthesize 

information, paraphrasing restates information in the reader’s own words, and retelling is 

the process of recalling key details from the passage. In this way, paraphrasing is the least 

complex, while summarizations are the most complex, given that they require the skills 

used in paraphrasing, retelling, and making connections between different ideas which 

may require the use of inferencing and activating prior knowledge. 

Inferencing was referenced in the previous paragraph. In the context of reading, 

readers make inferences when they use information other than what was explicitly stated 

in the text to understand the passage (van den Broek et al., 2015). Inference-making is 

related to reading comprehension (Kendeou, McMaster, & Christ, 2016). Inference 

instruction is a way to teach students to understand and identify the implicit ideas and 

concepts within the text (Elleman, 2017). Inference instruction incorporates some of the 

reading comprehension strategies discussed in the previous paragraphs (e.g., question 

generation, activating prior knowledge; Kendeou et al., 2016). Inference instruction 

supports readers in incorporating their own knowledge and experiences as well as 

information from within the text and other texts to understand the passage (Elleman, 
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2017; Kendeou et al., 2016). Similar to strategies, inferences are made at the readers’ 

discretion and initially with systematic support from the instructor (Kendeou et al, 2016; 

Sabatini et al., 2012).  

Altogether, there are a variety of ways and methods to improve reading 

comprehension. They may be broadly defined as strategies; however, they may also be 

more narrowly defined. The next section describes current knowledge from meta-

analyses regarding the relationship between intervention and measurement in reading 

comprehension. 

Sources of Variance in Meta-analyses on Reading Comprehension 

Meta-analysis is a quantitative approach to research synthesis that aggregates 

statistical data (e.g., correlations, means, standard deviations) to summarize findings in a 

body of research (Card, 2012). It is considered the highest level of evidence because it 

quantitatively synthesizes a research domain (Cooper, Hedges, & Valentine, 2009). A 

number of meta-analyses were identified that have been conducted in reading 

comprehension. This section broadly summarizes findings from those meta-analytic 

reviews regarding sources of variance in reading comprehension. This section also 

explores factors related to reading comprehension that have been explored through meta-

analysis, as they relate to reading comprehension assessment. 

A total of 39 meta-analyses on reading comprehension were reviewed for sources 

of variance in reading comprehension (Araujo, Reis, Petersson, & Faisca, 2015; 

Berkeley, Kurz, Boykin, & Evmenova, 2015; Berkeley, Scruggs, & Mastropieri, 2010; 

Brown, Oram-Cardy, & Johnson, 2013; Collins et al., 2018; Edmonds et al., 2009; Ehri, 
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Nunes, Stah et al., 2001; Ehri, Nunes, Willows et al., 2001; Elleman, 2017; Florit & Cain, 

2011; Follmer, 2018; Garcia & Cain, 2014; Graham & Hebert, 2011; Guthrie, McRae, & 

Klauda, 2007; Haller, Child, & Walber, 1988; Hebert, Bohaty, Nelson, & Brown, 2016; 

Hebert, Gillespie, & Graham, 2013; Kaldenberg, Watt, Therrien, 2015; Kim & Quinn, 

2013; Kovachy, Adams, Tamaresis, & Feldman, 2014; Lee & Shu-Fei, 2017; Li, 2014; 

Lietz, 2006; Melby-Lervag, Redick, & Hulme, 2016; Moran, Ferdig, Pearson, Wardrop, 

& Bomeyer, 2008; Murphy, Wilkinson, Soter, Hennessey, & Alexander, 2009; Neville & 

Searls, 1991; Peng et al., 2018; Readance & Moore, 1981; Scammacca, Roberts, Vaughn, 

& Stuebing, 2015; Sencibaugh, 2007; Shenderovich, Thurston, & Miller, 2016; Spencer 

& Wagner, 2017; Spencer & Wagner, 2018; Suggate, 2016; Swanson et al, 2017; 

Swanson, 1999; Tran, Sanchez, Arellano, & Swanson, 2011; Wood, Moxley, Tighe, & 

Wagner, 2018). Although sources of variance differed across meta-analyses, common 

broad areas were interventions (k studies = 17; e.g., sentence-combining, inference 

instruction, classwide discussion), assessments (k = 13; e.g., timed vs. untimed, 

standardized vs. experimental, response format), learner characteristics (k = 14; e.g., 

disability status, grade level, executive function), other reading skills (k = 4; rapid 

automatized naming, listening comprehension, nonsense word reading), instructional 

accommodations and modifications (k = 3; i.e., technology), and most studies explored 

characteristics of the studies included in the meta-analysis (e.g., study design, 

randomization, treatment-control equivalence at pretest). 

Reading comprehension interventions were primarily discussed in terms of 

aggregate effect sizes. The degree of specificity varied by study. For example, some 
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studies described broadly all interventions as reading interventions, comprehension 

interventions, or fluency interventions (e.g., Scammaca et al., 2015; Suggate, 2016; 

Swanson et al., 2017). Other studies described types of comprehension strategies within 

comprehension interventions, for example, and provided effect sizes for each of the 

strategies (e.g., Hebert et al., 2016). Very few meta-analyses described intervention 

effects for discrete intervention packages (e.g., Guthrie et al., 2007). A similar pattern 

was true for measures. 

Reading comprehension measures were discussed similar to interventions. It was 

most common for reading comprehension measures to be described in terms of 

standardized and experimental (e.g., Lee & Tsai, 2017; Murphy et al., 2009; Swanson et 

al., 2017) or simply in terms of the construct it was designed to measure (e.g., Peng et al., 

2018 [Comprehension]). As such, most meta-analytic reviews of reading comprehension 

interventions have failed to investigate the connection between the measures and 

intervention outcomes beyond the acknowledgement that standardized, criterion-

referenced measures of reading comprehension tend to result in lower effect sizes than 

experimentally-designed measures (Scammacca et al., 2015; Willingham, 2007). This is a 

broad distinction that does not account for differences in measures beyond 

standardization. 

Meta-analyses were further examined for analyses that examined how individual 

assessments procedures moderated intervention effects. Only three studies performed 

analyses somewhat related to this topic. Hebert and colleagues (2013) hypothesized that 

the alignment between an intervention and its measure would result in greater effect sizes 
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for intervention in cases where the measure and intervention were aligned compared to 

interventions where the measure was not aligned. Specifically, they examined this in 

relation to whether the measures and interventions included a writing component. 

Overall, they found that there were higher effects. Hebert et al. (2013) examined the 

effects between alignment between assessment and intervention and found that alignment 

was a significant source of variation between effect sizes. In reading comprehension, it 

was the only meta-analysis to conduct such an investigation. Others performed variations 

that were less aligned to intervention. Instead they focused primarily on assessment. 

Collins et al. (2018) and Garcia and Cain (2014) conducted meta-analyses that 

were assessment focused. They examined how differences in measures related to the 

reading comprehension performance of students based on theoretical relationships 

between decoding and comprehension (Gough & Tunmer, 1986; Garcia & Cain, 2014) as 

well as differences in performance of typically developing students and students with 

reading comprehension difficulties (Collins et al., 2018). Based on the variation in effect 

sizes, findings from both studies supported that measures of reading comprehension 

differentially relate to aspects of the domain. Unfortunately, a gap in the evidence still 

exists. For example, it is unclear if there are combinations between measure and 

intervention that result in differential outcomes, as there were in the context of writing-

based assessments and interventions of reading comprehension (Hebert et al., 2013). 

Collins et al. (2018) explored specific response formats of reading comprehension 

measures (i.e., cloze, multiple choice, SVT, open-ended questions, retell, and picture 

selection) and their relationship to students with and without reading difficulties. They 
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found large effect size differences between students with and without reading difficulties, 

where students with reading difficulties scored lower. This study showcases that 

assessments do, in fact, differentially value performance. However, this study only 

investigated differences between typically developing students and those with reading 

difficulties. It did not investigate interventions. Thus, the degree to which specific 

assessment formats for reading comprehension influence the magnitude of intervention 

outcomes is still unknown and requires additional investigation.  

In conclusion, it appears that many of the reviews (k = 17) discussed student and 

intervention characteristics that influenced reading comprehension performance. 

However, only three meta-analyses (Collins et al., 2018; Garcia & Cain, 2014; Hebert et 

al., 2013) investigated how different types or specific measures influence reading 

comprehension scores. Furthermore, no studies investigated the link between specific 

measures and interventions. The next section reviews how reading comprehension 

measures vary in validity evidence and how that has potential to influence decisions 

about a student’s reading comprehension in relation to the assessment-to-intervention 

process. 

An Examination of Validity Evidence of Various Reading comprehension measures 

Based on the above standards for assessment validation, reading comprehension 

measures were examined for validity evidence supporting their interpretation and use in 

k-12 settings. Specifically, over 50 studies in the peer reviewed research literature were 

consulted to understand extant evidence of (a) psychometric properties, (b) educational 

usability, (c) content-related validity evidence, and (d) reduction of CIV. In total, seven 
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assessment procedures were examined. The next sections describe each of the procedures 

and, as a case example, the current evidence supporting their IUA for screening and 

progress monitoring. Screening and progress monitoring are discussed, given that they 

are common purposes of assessment relevant to schools (National Center on Response to 

Intervention [NCRTI], 2012; Salvia et al, 2007). 

Cloze unified validity evidence. A total of seven studies (six articles) provided 

validity evidence on the IUA of cloze scores for students in K-12 (Ashby-Davis, 1985; 

Berk, 1979; Fuchs & Fuchs, 1992; Fuchs, Fuchs, & Maxwell, 1988; Jones & Pikulski, 

1979; Smith & Zinc, 1977). Of those studies, three explicitly described how cloze relates 

to reading comprehension: cloze measures a reader's understanding of the author's 

language. Thus, cloze measures reading comprehension and writing. Cloze functions as a 

passage with words that have been systematically deleted (e.g., every 5th word), and 

students restore the deletions (typically) by providing exact replacements. The number of 

words correctly replaced are tallied and scored based on various methods. 

Cloze has promising evidence to support its IUA for screening reading 

comprehension problems. Criterion-related validity evidence suggests cloze has sufficient 

relationships with measures of reading (Fuchs et al., 1988; Jones & Pikulski, 1979; Smith 

& Zinc, 1977). In addition, the measure can be group administered in a relatively small 

amount of time (i.e., under ten minutes). Scoring may take longer and have weaker 

interscorer agreement depending on whether total exact replacements or a different 

method is used (Fuchs et al., 1988). In addition, no studies investigated classification 

accuracy, resulting in a lack of evidence of the consistency between low performance on 
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the cloze and concurrent low performance on a criterion measure, which would be 

valuable information regarding it’s utility as a screener. In addition, no standard materials 

with norms and benchmarks appeared in the literature.  

There was no evidence to suggest that cloze has been used across large (Mdn = 

53.5; Range 30-70; total studies (k) = 4) or particularly diverse samples. Fuchs et al. 

(1988) was the only study to report demographic information for the sample, where 31% 

of the participants were students of color and all students received special education 

services. Cloze was used with student populations from late elementary school through 

high school (i.e., grades 4 to 11; k = 4). 

Collectively, the existing evidence in the published peer-reviewed literature (k = 

7) cautions the IUA of cloze in K-12 settings. Criterion-related validity evidence is 

promising. However, there was no evidence of test-retest and alternate form reliability, 

and internal consistency did not provide convincing evidence at or above the .80 standard 

(KR-21 = .76; Smith & Zinc, 1977).  This would be a major concern for progress 

monitoring and screening, given that assessments must first be reliable before they can be 

used and interpreted validly (Kane, 2006). In addition, both content-related validity 

evidence and CIV raise concerns. Cloze requires skill in composition (Ashby-Davis, 

1985), which could result in differential scores for students that are unrelated to reading 

comprehension (Fuchs & Fuchs, 1992). Furthermore, special education teachers preferred 

to use other measures because of the strict scoring procedures (Fuchs et al, 1988).  

Finally, the cloze has not been investigated with linguistically diverse samples. As such, 

there are improvements to make to the cloze regarding its standardization, acceptability 
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by students and teachers, reliability evidence, and understanding its relationship with 

reading comprehension from not only a psychometric lens but also a content perspective. 

Informal reading inventories unified validity evidence. A total of ten articles 

(11 studies) provided validity evidence on the IUA of informal reading inventory (IRI) 

scores for students in K-12 (Clark, Kamhi, Nippold, & Boudrea, 2014; De Santi & 

Sullivan, 1984; De Santi & Sullivan, 1985; Dewitz & Dewitz, 2003; Duffelmeyer & 

Duffelmeyer, 1987; Keenan & Meenan, 2014; Keenan, Betjemann, & Olson, 2008; 

Nilsson, 2008; Taylor, 1983; Trezek & Mayer, 2015). Of those studies, eight explicitly 

described how IRIs relate to reading comprehension: IRIs measure student instructional 

levels in reading using a variety of methods (e.g., questions, oral retelling, rating scales). 

IRIs were often scored by total items correct and/or rubric rating scales.  

Current evidence in the peer-reviewed literature does not support IRIs for 

screening and progress monitoring reading comprehension in K-12 settings. The lack of 

psychometric evidence is often cited as a critique of IRIs (Nilsson, 2008; Spector, 2012). 

Indeed, IRIs have demonstrated poor reliability evidence (Keenan et al., 2008) but 

variable-to-adequate intra-rater (De Santi & Sullivan, 1984) and alternate form (De Santi 

& Sullivan, 1985) reliability above the .80 standards (NCRTI, 2012). Of note, the 

reliability coefficient from Keenan et al. (2008) should be interpreted with caution given 

that it was calculated using unconventional standards. Overall, IRIs may not be a reliable 

measure or strongly correlated with criterion measures of reading despite their wide use 

and appeal.  
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Content-related validity evidence and usability evidence in the literature also did 

not fully support IRIs for screening. Elements of the IRI were found to be excessive or 

misleading in multiple cases. For example, Duffelmeyer and Duffelmeyer (1987) found 

that three informal reading inventories incorrectly classified main idea questions. 

Likewise, Clark et al. (2014) found that the student responses to prior knowledge 

questions on the QRI-4 did not relate to subsequent performance on relevant 

comprehension questions. This suggests that there are elements in IRIs that might seem 

appealing but lack evidence for their use. This would be problematic for screening 

because it would (a) increase time, (b) doesn’t provide useful information, and (c) may 

not measure comprehension as described. In relation to progress monitoring, certain 

scores may not be aligned to the target domain or trait of reading comprehension (Kane, 

2006). 

Unlike the cloze, IRIs have been used with larger samples ranging from a single 

student to 995 (Mdn = 21.5; k = 8) spanning grades 3 through 11 (k = 5), and Trezek and 

Mayer (2015) investigated the utility of the IRI with deaf and hard of hearing 

populations. Despite this, the reported diversity of the sample was equally scarce as the 

research on cloze, in which students of color were represented 11% of the sample in a 

single study (Keenan & Meenan, 2014), and ELL-status was an exclusion criteria in two 

studies (Keenan et al, 2008; Keenan & Meenan, 2014).  

Finally, Taylor (1983) found that 10% of the observed variation in scores on an 

IRI retell task was attributable to the interaction between teacher beliefs about English 

dialects and the student’s speaking style. In short, teachers with unfavorable views of 
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diverse dialects rated students with different speaking styles lower on oral reading and 

retell tasks. This suggests differential rater behavior based on beliefs and student 

characteristics. If used for screening, students with different dialects that are tested by 

teachers with biases may be scored as further behind than their peers. This could result in 

differences in who is identified to receive intervention as well as influence group 

composition. In relation to progress monitoring, it could also impact the observed rate of 

improvement. As such, further research is needed. 

The published peer-reviewed literature research (k = 11) appears to have 

emerging evidence regarding the IRI; however, those findings do not support the use of 

the IRI in K-12 settings as the sole tool for screening and decision-making. If IRIs are 

widely used in school settings, their validity evidence should be refined. 

Maze unified validity evidence. A total of 19 studies provided validity evidence 

on the IUA of maze for students in K-12 (Brown-Chidsey, Davis, & Maya, 2003; Brown-

Chidsey, Johnson, & Fernstrom, 2005; Espin & Foegen, 1996; Fore III, Boon, Burke, & 

Martin, 2009; Fuchs & Fuchs, 1992; Hale, Hawkins et al., 2011; Hale, Henning et al., 

2011; Hale, Skinner, Wilhoit, Ciancio, & Morrow, 2012; Johnson, Semmelroth, Allison, 

& Fritsch, 2013; Marcotte & Hintze, 2009; Mccane-Bowling, Strait, Guess, Wiedo, & 

Muncie, 2014; McMaster, Wayman, & Cao, 2006; Muijselaar, Kendeou, De Jong, & Van 

den Broek, 2017; Price, Meisinger, Louwerse, & D’Mello, 2012; Reed, Vaughn, & 

Petscher, 2012; Speece et al., 2010; Stevenson, Reed, & Tighe, 2016; Tindal & Parker, 

1989; Tolar et al., 2012). Of those studies, four explicitly described how maze relates to 

reading comprehension: maze is a modified version of the cloze task and measures the 
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accuracy and speed of sentence completion using multiple choice items. Broadly, maze 

measures sentence comprehension, vocabulary knowledge, syntactic understanding, and 

the ability to apply comprehension strategies during reading to build a mental 

representation of the text.  

Overall, the peer-reviewed literature on maze provides the most information 

supporting its IUA in K-12 settings. Samples ranged in size and included diverse 

populations. Studies reported a median of 104.5 (Range 21-4215; k = 19) students were 

recruited from eight classrooms (range 2-24; k = 7) across one school (Range 1-15; k = 

15) primarily in suburban areas (k = 5) in the midwest (k = 6) and southeast (k = 5) 

United States. Students of color represented 23% of the sample (Range 0-86%; k =14). 

The students were in grades 1 to 12 (k = 18). The median proportion of ELL students and 

students receiving special education services was 0% (Range 0-100%; k = 7), and 7% 

(Range 0-100%; k = 11), respectively.   

In addition, the majority of maze tasks used across studies were commercially 

AIMSweb probes (k = 8), while a smaller number were developed by authors (k = 5). 

Psychometric evidence supports the maze for screening and progress monitoring in K-12. 

Test-retest reliability for maze met NCRTI (2012) standards when the same passage was 

used (r = 0.86) but not for different passages (r = 0.74; Tolar et al., 2012). Alternate form 

reliability was similarly variable in meeting standards (Johnson et al, 2013; McMaster et 

al., 2006). Internal consistency was not reported. Interscorer agreement ranged from 90% 

to 100% (k = 6). Criterion-related validity evidence (k = 4) suggested strong 

relationships between maze and the WJPC, Woodcock-Johnson Tests of Achievement, 
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Third Edition (WJ-ACH), WJ-ACH Broad Reading, WJ-ACH Word Attack, and Test of 

Emerging Academic English. There was also evidence of excellent classification 

accuracy and predictive-related validity evidence of maze to reading risk when  paired 

with CBM spelling and teacher rating of reading problems (AUC = 0.92; R2 = 0.49; 

Speece et al, 2010). Evidence supporting the use of maze in the schools suggests that it 

has high acceptability when compared to cloze, retells, and written retells (Fuchs & 

Fuchs, 1992). 

The research on maze also investigated factors related to CIV. Maze tasks often 

cover general narrative or informational topics and are not linked to specific content 

(Johnson et al., 2009). In addition, students receiving special education services 

performed differently on maze than students who did not receive special education, and 

students who receive free and reduced lunch (FRL) appear to score similar to those who 

do not receive FRL (Stevenson et al., 2016). As such, it appears that maze scores do not 

systematically differ based on unrelated traits (i.e., FRL, SPED status, content 

knowledge). 

Based on usability, reduction of CIV, and psychometric properties, the evidence 

in the peer-reviewed literature supports maze for screening reading comprehension. In 

contrast, the content validity evidence for maze was limited. No studies analyzed the 

content of maze tasks. A content analysis could be done with the answer choices. There 

are various methods for developing distractor items (e.g., the far and near method; 

Brown-Chidsey et al., 2003); however, current research has not examined the quality or 

the effects (i.e., different difficulties) of those item writing conventions. Overall, findings 
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are similar to cloze. Maze has potential for alternative deletion methods; however, these 

also have not been explored. The maze task in the literature was often defined as an 

alternative to CBM-R. To further illustrate the connection, in one factor analysis, maze 

was grouped under a reading fluency factor (Muijselaar et al., 2017).  

The published peer-reviewed literature (k = 19) appears to support the maze for 

screening reading comprehension in K-12 settings. In conclusion, maze has exceptional 

psychometric and usability evidence, yet the direct connections to reading comprehension 

are sometimes unclear and could be improved.  

Multiple choice reading comprehension unified validity. A total of six studies 

provided validity evidence on the IUA of multiple choice reading comprehension 

(MCRC) scores for students in K-12 (Hale, Henning et al., 2011; Hale, Hawkins et al., 

2012; Mccane-Bowling et al., 2014; Neddenriep, Hale, Skinner, Hawkins, & Winn, 2007; 

Skinner et al., 2009; Walczyk, 1990). All studies used some variation of Timed Reading 

Series (Spargo, 1989). This was due to the inclusion procedures, which required 

assessments to have reproducible methods or a specific developer. Two studies explicitly 

described how MCRC relates to reading comprehension: MCRC uses factual and 

inferential questions to measure inferences made during reading.  

The peer reviewed literature does not provide sufficient information to support the 

IUA of MCRC assessments, specifically Spargo (1989), for screening or progress 

monitoring. As stated earlier, a score must be reliable to support valid interpretation and 

use (Kane, 2013). Unfortunately, it is currently unclear if scores on MCRC are reliable. 

Studies did not report test-retest reliability, and relationship between alternate forms did 
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not meet standards (Walcyzk, 1990). However, interscorer agreement ranged from 97% 

to 100% (k = 3). Criterion-related (k = 3) validity evidence also suggested relationships 

between the MCRC and WJPC, WJ III-ACH, Iowa Reading Comprehension subtest. 

Thus, MCRC scores appear to share systematic variation with reading comprehension; 

however, it is unclear if these scores are consistent over multiple testing periods or forms. 

Generally, MCRC appears to be a quick measure of reading comprehension 

following an oral or silent reading task. It demonstrates evidence of predictive validity 

evidence when used in combination with maze and CBM-R (Hale, Henning et al., 2011; 

Neddenriep et al., 2007). However, the importance of these findings are contingent on 

adequate reliability estimates. In addition, the representativeness of the samples is 

unclear. Overall, studies reported that a median of 36.5 (range 22-98; k = 8) students 

were recruited from two (range 1-4; k = 3) classrooms, across one school (range 1-2; k = 

5) in the southeast United States (k = 3). Students were in grades 3 through 11(k = 7). 

Students of color represented 12% (range 8%-56%; k = 5) of the sample. No data were 

reported regarding ELL students, and no students received special education services (k = 

4). 

The published peer-reviewed literature (k = 6) currently lacks sufficient evidence 

to support the IUA of MCRC as a reliable estimate of reading comprehension in K-12 

settings. Additional research is needed on MCRC to establish consistency of scores (i.e., 

test-retest and alternate form reliability). 

Retell unified validity. A total of ten articles (11 studies) provided validity 

evidence on the IUA of retell scores for students in K-12 (Bernfeld, Morrison, Sudweeks, 



31 

 

 

 

& Wilcox, 2013; Carlisle, 1999; Fore III et al., 2009; Fuchs & Fuchs, 1992; Fuchs et al., 

1988; Hansen, 1978; Marcotte & Hintze, 2009; Reed et al., 2012; Shapiro, Fritschmann, 

Thomas, Hughes, & Mcdougal, 2014; Tindal & Parker, 1989). Of those studies, six 

explicitly described how retell relates to reading comprehension: retell is a procedure in 

which students are tested on their ability to read a text, form a mental representation of it, 

and communicate it (written or orally) in an organized way that is both relevant and 

highlights key content.  

Regarding the sample, the retell was used with moderately sized samples that 

diversity in the racial and ethnic, linguistic, and education status of its participants. These 

studies were conducted across elementary, middle, and high school (k = 7). Studies 

reported that a median of 70 students (Range 30-311; k = 9) were recruited from five 

classrooms (Range 3-6; k = 3), across two schools (Range 1-7; k = 5) in suburban areas 

(k = 2). Students of color represented 32% (Range 14-86%; k = 5) of the sample. The 

proportion of ELL students was 24% (Range 0-30%; k = 3), and 30% of students 

received special education services (Range 0-100%; k = 9).  

Despite range of participants, the retell procedure was not supported for screening 

or progress monitoring in K-12 for reading comprehension. Similar to MCRC, reliability 

evidence must be investigated. Test-retest and alternate-form reliability and internal 

consistency were not reported. This is problematic given that a common difficulty of the 

retell task is scoring student verbal responses. Bernfeld et al. (2013) found large standard 

deviation differences between scoring methods (Cohen’s d range: 3.83 - 4.12) when 

comparing real time and audio scoring.  
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The sources of systematic error in the retell procedure appear to be partially a 

result of scoring. Developing scoring procedures with higher agreement is needed. Even 

tasks that merely required counting the total words resulted in highly discrepant scores on 

average (Bernfeld et al., 2012). Some authors went through extensive procedures and 

decision-making processes to code similarly on a set of passages using a four-item rubric 

(Reed et al., 2013). In addition to scoring, retells can be timely, taking 1 to 30 minutes to 

administer per student (k = 5). In addition, retell can be easily administered following an 

oral reading task and would take one-minute to administer per student. Paired with the 

inconsistency of scores, the measure may serve best as a supplemental measure of 

reading comprehension.  

Similar to the MCRC tasks, retell does share systematic variation with measures 

of reading comprehension. Specifically, criterion-related validity evidence suggests a 

relationship between retell and the Stanford Achievement Test – Reading Comprehension 

(Fuchs et al., 1988). Evidence suggests low acceptability of both the oral and written 

retell procedure, compared to the maze. Specifically, teachers were concerned that the 

total words scoring methods was mainly a measure of oral production (Fuchs & Fuchs, 

1992).  

Ultimately, the published peer-reviewed literature research (k = 11) lacks the 

evidence to support the IUA of retell in K-12 for screening. There is preliminary 

evidence; however, in the context of the other available measures, there is less support 

until additional improvements can be made to the assessment and once more evidence is 

gathered, in refining administration and scoring procedures.  
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Sentence verification technique unified validity. A total of 11 studies provided 

validity evidence on the IUA of sentence verification technique (SVT) scores for students 

in K-12 (Carlisle, 1989a; Carlisle, 1989b; Carlisle, 1991; Carlisle, 1999; Marcotte & 

Hintze, 2009; Rasool & Royer, 1986; Royer & Carlo, 1991; Royer, Hastings, & Hook, 

1979; Walczyk & Royer, 1989; Walczyk, 1990). Each study explicitly described how 

SVT relates to reading comprehension: SVT measures if readers establish and maintain a 

mental representation of the text. Students must determine if a series of exact, incorrect, 

or paraphrased sentences accurately represent information from the passage.  

In regard to sample, the SVT was used with a range of students. Studies reported 

that a median of 48 students (Range 2-315; k = 10) were recruited from three classrooms 

(Range 3-6; k = 3), across two schools (Range 1-2; k = 3) in the northeast United States 

(k = 4). Students of color represented a median of 63% of the sample (Range 33-50; k = 

4). The students were in grades 4 through 8 (k = 4). The proportion of ELL students was 

a median of 46% (Range 30-61%; k = 2) and a median of 29% (Range 20-30%; k = 3) of 

students received special education services.  

The SVT has emerging evidence to support its IUA for screening reading 

comprehension in K-12. The psychometric evidence could be improved. Internal 

consistency met standards for reliability in grades 4-6 (α = 0.81-0.84) but not in third 

grade (α = 0.76; Royer & Carlo, 1991). Interscorer agreement was not reported. 

Criterion-related validity evidence did not meet standards (Marcotte & Hintze, 2009; 

Royer, Hastings, & Hook, 1979). Although internal consistency was adequate (Royer & 

Carlo, 1991), criterion-related validity evidence and classification accuracy were not 
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sufficient. However, it is noteworthy that SVT showed evidence of classification 

accuracy with the Profiles in Listening and Reading (PILAR) and Gates-MacGinitie 

(Gates) tests, when SVT was included in a battery of tests (i.e., reading and listening 

SVTs and with word identification assessments; Carlisle, 1989a).  

In relation to factors related to CIV, studies were primarily from the 1980s, and 

all studies were connected to the original research team. Furthermore, the population was 

primarily students in suburbs in the state of Massachusetts. Thus the current evidence 

may not generalize to current-day school-aged populations.  

Of note, Royer and Carlo (1991) examined the utility of the SVT in identifying 

levels of English proficiency. It was found to distinguish between students in mainstream 

classrooms and students with varying years of English instruction. Unfortunately, the 

psychometric evidence such as reliability and predictive utility were not disaggregated, 

suggesting that more research could be conducted in this area given that score 

consistency is relatively unknown. 

The published peer-reviewed literature (k = 11) demonstrates promising evidence 

of the IUA of SVT in K-12 for screening and progress monitoring. Future research could 

expand the availability of materials, replicate and extend key findings on reliability and 

update criterion and diagnostic validity evidence of SVT to criterion measures, and 

extend the use of the measure to different grade levels and populations.  

Think-aloud unified validity. Two studies provided validity evidence on the 

IUA of think-aloud results for students in K-12 (Meyers, 1988; Meyers & Lytle, 1986). 

Both studies explicitly described how think-alouds relate to reading comprehension: 
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think-alouds have the reader communicate their thoughts as they read a text in order to 

observe online comprehension and cognitive strategies. Think-alouds were delivered and 

scored by a school psychologist. The student’s cognitive strategies (i.e., moves) were 

coded for themes and errors. The authors did not report administration time, 

psychometrics, or factors relevant to CIV.  

Overall, both studies recruited one 4th grade student from an unknown number of 

classrooms and schools that were in suburban areas. Details on race, special education 

status, and English language proficiency were not reported.  

The current evidence on think-alouds in K-12 is too scarce to make any decision 

regarding screening. Across all domains, there was little evidence of methodological 

characteristics, content, usability, factors related to CIV, and psychometric validity 

evidence. These findings are surprising given that think-alouds are a commonly used 

approach to understand the metacognitive strategies of adults during reading (e.g., 

Meyers & Lytle, 1986). The authors discussed the potential for think-alouds to be used as 

diagnostic assessments; however, only broad and anecdotal statements were provided 

about the effectiveness of those decisions (Meyers, 1988; Meyers & Lytle, 1986). 

The published peer-reviewed research (k = 2) lacks the evidence to support the 

use of the think-aloud in K-12 settings. Reliability and usability evidence must first be 

attained using a replicable procedure to understand the utility of think-alouds. 

Summary. There is variability in the validity evidence supporting the IUA of 

reading comprehension measures in K-12 settings. Specifically, the variability in 

evidence is particular to the type of measure utilized (e.g., MCRC, retell). In the context 
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of schools, measures are used for a variety of purposes. Specifically, they are commonly 

used in relation to intervention and instruction (Salvia et al., 2007). 

As stated previously, students are struggling in reading, and the purpose of 

reading is comprehension (NRP, 2000). Thus, it is imperative that education researchers 

and practitioners find measures to identify students with reading problems and monitor 

the effectiveness of the supports provided (e.g., intervention and instruction). Not 

surprisingly, the majority of the purposes of assessment relate to the selection, 

monitoring, and evaluation of instructional and intervention practices (Salvia et al., 

2007). Thus, the identification of measures with validity evidence for use in schools as 

well as the continued improvement of additional measures is paramount to the continued 

assessment and intervention process in reading comprehension.  

Impetus for the current research  

 In summary, the review of the reading comprehension assessment literature 

returned information relevant to the validity evidence supporting the IUA of several 

reading comprehension measures: cloze, IRI, maze, MCRC, retell, SVT, and think-

alouds. Each assessment technique had its own strengths and weaknesses in relation to 

the types of evidence present in the peer reviewed literature. Despite the differences in 

validity evidence, each of the measures have been used for assessing reading 

comprehension performance in students. Many purposes of assessments in the school 

settings are related to instructional and intervention practices (Salvia et al., 2007). Very 

few meta-analyses (i.e., Hebert et al., 2013) published in the peer-reviewed literature 

have investigated the relationships between variability in intervention outcomes based on 
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the particular measure of reading comprehension used beyond the standardization of the 

task. However, evidence suggests that different measures of reading comprehension 

measure reading comprehension differently (Collins et al., 2018; Garcia & Cain, 2014; 

Kendeou et al., 2014; O’Reilly et al., 2014). Thus, additional research is needed. 

 Based on the current research, a gap in the current peer-reviewed literature on 

reading comprehension is evident. There is emerging evidence to support the IUA of 

reading comprehension measures in elementary school, and one of the primary purposes 

of their use is for intervention selection, evaluation, or monitoring. However, it is unclear 

if certain measure and intervention combinations lead to different results. As such, the 

purpose of the present dissertation was to investigate if intervention effectiveness varied 

based on the measure’s response format.  

 Given the large amount of individual intervention studies involving reading 

comprehension, this study specifically used meta-analysis to understand and explore 

possible differences in intervention effectiveness. The goals of the research were to 

highlight differences in assessment and intervention pairings and address a gap in the 

literature that is relevant to both research and practice. The research was also conducted 

to support the identification of reading comprehension measures that differentially 

measure particular interventions or practices. 

 Beyond the simple classification of a measure as a standardized criterion-

referenced measure or experimentally designed, it is still unclear if intervention 

effectiveness is impacted by the reading comprehension measure used. The current study 



38 

 

 

 

aimed to address the current gap in the literature through meta-analysis. Specifically, 

three questions were examined: 

 RQ 1: In standardized mean difference, as measured through Hedge’s g, what is 

the observed aggregate treatment effect for all reading comprehension interventions 

delivered to students in elementary school at posttest compared to control? 

 RQ 2: In standardized mean difference, as measured through Hedge’s g, what is 

the observed aggregate treatment effect for all reading comprehension interventions 

delivered to students in elementary school from pretest to posttest? 

 RQ 3: Do observed treatment effects differ based on the specific interventions and 

measures? 
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Chapter 3: Method 

Search Procedures 

 The comprehensive search used (a) online databases, (b) unpublished grey 

literature, (c) reference lists from relevant meta-analyses, and (d) key informants, which 

is consistent with published recommendations for meta-analytic methods (Card, 2012; 

Cooper et al., 2009; Harwell, 2008). To begin, a systematic search of scholarly literature 

and dissertations was conducted using several databases across disciplines: Academic 

Search Premiere, Educational Resources Information Center (ERIC), Linguistics and 

Language Behavior Abstracts (LLBA), ProQuest Dissertations and Theses (PDAT), and 

PsychInfo. Search terms were identified using relevant terms from 39 meta-analyses on 

reading comprehension. Searches in the literature were typically broad and relied on a 

few terms. As such, two terms were selected, reading comprehension and intervention. 

These terms were applied to each database utilizing Boolean expressions. Thus, databases 

were used to search for articles that included the terms reading comprehension AND 

intervention in either their title or abstracts.  

 In addition to doctoral dissertations, unpublished grey literature was obtained by 

contacting authors (Card, 2012; Field & Gillett, 2010). Authors were contacted if they (a) 

appeared as first author in two or more included studies, or (b) were first author on a 

relevant meta-analysis investigating outcomes of reading comprehension interventions 

and made efforts to include grey literature in their analyses. This was done because the 

meta-analysis researchers may have had data or knew of additional researchers with 

relevant data to share. The list of authors is reported in Appendix A. Each informant was 



40 

 

 

 

contacted using the same email request. If there was no response after two weeks, two 

follow-up emails were sent, each separated by two weeks. Information regarding this 

process was documented through email and Microsoft excel; however, ten authors were 

identified. Nine had relevant contact information and were emailed for unpublished data. 

Seven responded, sharing that they had no unpublished data to provide for various 

reasons, while the remaining two authors did not reply. 

Inclusion and Exclusion Criteria 

 Inclusion criteria were developed based on the research questions and prior 

research discussed in Chapter 2. As a result, a total of eight gates were established. 

Criteria for each was necessary to be included in the current meta-analysis. To begin, 

duplicates were removed. In addition, it was a requirement that studies were published in 

2000 or later in order to ensure the most recent research represented the results (Swanson 

et al, 2017). Some evidence (Lemons, Fuchs, Gilbert, and Fuchs, 2014) suggests that the 

business as usual (BAU) condition (e.g., tier 1 instruction) has improved over time, 

which has resulted in the attenuation of observed differences in performance between 

treatment and control groups. As such, in order to control for this variation, study year 

was noted and the range was restricted for relevance. This procedure mirrors Swanson et 

al.’s (2017) procedures. Then, the following sequential methods were used to identify 

studies eligible for inclusion in the meta-analysis. Studies were included in the analyses if 

they:  
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1. (Gate 1) were written in English, conducted in elementary school settings (K-

5 or K-6 or disaggregated by grade level; e.g., Suggate, 2016; Swanson, 2017) 

in the United States, related to reading, and a primary source;  

2. (Gate 2) implemented an intervention (e.g., Suggate, 2016; Swanson, 1999);  

3. (Gate 3) implemented a reading comprehension intervention as opposed to 

fluency, vocabulary, phonemic awareness, and phonics interventions 

(Suggate, 2016);  

4. (Gate 4) collected outcome data on reading comprehension that related to (a) a 

relevant experimental measure (i.e., cloze, IRI, maze, MCRC,  retell, SVT, 

think-aloud) or (b) a standardized, norm-referenced and commercially 

available measure (e.g., reading comprehension subtest of an achievement 

test); 

5. (Gate 5) used an experimental or quasi-experimental group design;  

6. (Gate 6) collected data at pretest and posttest on reading comprehension using 

a relevant measure of reading comprehension for both the intervention and 

control; and 

7.  (Gate 7) provided sufficient data to calculate effect sizes (Card, 2012).  

 Studies that did not meet the criteria for a particular gate were excluded, and that 

information was logged in a spreadsheet. Of particular note, Gates 2 and 3 were separated 

to improve the specificity of the process and to identify other studies for future reviews 

(e.g., Gate 3 would be useful for future reviews pertaining to reading interventions such 

as fluency or vocabulary, while Gates 2 and 3 combined would be much broader). 
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 Missing Data. A commonly reported issue in conducting meta-analysis is the 

magnitude of missing and unreported data within and across studies (e.g., Berkeley et al., 

2015; Li, 2014; Scamacca et al., 2015). Thus, it was expected that some studies would 

not include sufficient information to pass though all seven gates. In order to include a 

representative sample of studies from this body of research, the first author contacted first 

authors of studies that met all criteria except Gate 7. Authors were contacted using a 

modified version of the emails presented in Appendix A. Those materials are provided in 

Appendix B. When no response or data were provided after a maximum of three possible 

emails, the study was excluded. 

Sample 

 The search procedures returned a total of 4,199 articles. Duplicates were removed, 

resulting in a total of 2,517 studies. The majority of these studies did not meet inclusion 

criteria: 1,281 studies were excluded at Gate 1, 413 at Gate 2, 394 at Gate 3, 78 at Gate 4, 

187 at Gate 5, 14 at Gate 6, and 38 at Gate 7. A total of 63 studies were included in this 

review from these procedures. In addition, citation searches were conducted across the 

meta-analyses of reading comprehension reviewed in chapter 2. A total of 69 articles 

were identified through references. Of those articles, 20 were duplicates. Inclusion 

criteria were applied to the remainder. At Gate 1 30 studies were excluded; at Gate 2 

three studies were excluded; at Gate 3 seven studies were excluded; at Gate 4 four studies 

were excluded; no studies were excluded at Gate 5; one study was excluded in Gate 6; 

and one study was excluded at Gate 7. As a result, 46 additional studies were excluded, 

and a total of three studies were included from this method.  
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 Ultimately, 66 studies were included in the meta-analysis. Figure 1 uses the 

PRISMA model to visually represent this process (Moher, Liberati, & Altman, 2009). 

Those studies were then systematically coded by the first author, and 20% of the total 

studies were coded by a trained independent rater who was a graduate student in 

educational psychology. This was calculated by the percentage of total agreements 

between coders, and a value of 90% or more appears to denote high agreement (Harwell, 

2008). Inter-coder agreement was 92.5%. 
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Figure 1. Flow diagram of study search and inclusion procedures. From: Moher D, 

Liberati A, Tetzlaff J, Altman DG, The PRISMA Group (2009). Preferred Reporting 

Items for Systematic Reviews and Meta-Analyses: The PRISMA Statement. PLoS Med 

6(7): e1000097. doi:10.1371/journal.pmed1000097 

Coding 

 Each study was coded for a variety of characteristics relevant to the (a) basic 

study information, (b) individual assessment info for each study, (c) study design, (d) 

intervention characteristics, (e) reader characteristics, (f) effect size information, and (g) 

quality indicators (i.e., the Council for Exceptional Children [CEC; 2014] standards). 

Each of these are defined in detail below. The codes were developed based on the 

research questions, previous meta-analyses on reading comprehension, NRP (2000), and 

coding procedures used in previous meta-analyses in reading comprehension. 

 An initial codebook was developed based on these criteria and refined through 

iteratively coding one article. Additional coders were trained by practicing on that article. 

This procedure was based on the approach used by Murphy et al. (2009). In addition, an 

excel sheet was created with dropdown options to minimize disagreements. The NRP 

(2000) procedures required that at least 10% of the included studies were coded by an 

additional coder. This study followed those procedures but coded 20% of the included 

studies, as is standard practice. 

 (a) Basic study information. The purpose of the study information section was to 

code descriptive information at the broad study level. This included the following: 

creating a study identification variable and recording the date coded, authors, year, title, 
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publication type, citation, citation: short form (e.g., Author et al, 2008), program 

affiliation of the first author, a narrative summary, and the initials of the coder. Each code 

represented in the section is a reflection of Collin’s et al. (2018) coding manual, the NRP 

(2000) coding procedures, and recommendations provided by committee member(s). 

 (b) Assessment. Assessment characteristics were coded based on Collin’s et al. 

(2018) coding procedures; they investigated sources of variance for reading 

comprehension assessments for students with and without comprehension difficulties. 

Therefore, their coding manual, in part, focused on features of assessments. Those 

elements were used to create codes for assessment characteristics within the current 

study. In addition, NRP (2000) was used; specifically, the latency between the pretest and 

posttest. Thus, the following codes were used for assessment characteristics: assessment 

identification number (created), name of RC measure, standardization, measure 

description, response format, score reliability of reading measures, reverse scored, 

administration size, measurement ceiling or floor effects (treatment and control), fidelity 

of assessment administration, student scores reporting format, administration of measure, 

type of text/genre, timed vs untimed measures, background knowledge assessed, student 

reading (i.e., whether the students read the text, orally, silently, both, or in a different 

way), if reading assistance provided, passage viewing (i.e., whether the passage was able 

to be reread during the assessment), passage length, passage difficulty, administration of 

questions, probed/unprobed recalls, oral/written recalls, and pre-post latency (defined by 

number of weeks between the pretest and posttest administration). 
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 (c) Study design. Study design was coded using the procedures in the NRP 

(2000) report. These included, whether the study was a true experiment or a quasi-

experiment, the level of randomization, if matching was used in the randomization 

process, whether matching or statistical control was used to address nonequivalence 

issues in quasi-experiments, description of how the sample was attained, any attrition, 

description of the control conditions, and description of the treatment conditions. 

 (d) Intervention characteristics. Intervention characteristics were coded based 

on a variety of sources. To begin, the NRP (2000) report was used to gather a basic 

understanding of the independent variable and its implementation. Reading 

comprehension intervention categories were selected based on the classifications used in 

several meta-analyses and in Joseph’s (2015) review of reading comprehension 

interventions. These specifically included strategy instruction, text structure instruction, 

improving background knowledge, self-monitoring, inference instruction, and graphic 

organizers. Interventions that included more than one component were classified as 

multicomponent. The diversity of reading comprehension interventions implemented in 

schools is evident based on the number of intervention meta-analyses that currently exist. 

Thus, any additional interventions that were not best captured by the aforementioned 

categories were coded as, other.  

 Generally, these were the codes for this category: if the universal curriculum was 

described, description of the curriculum, intervention setting, whether the intervention 

was delivered in an implicit or explicit format, minutes per session, sessions per week, 

number of weeks, whether fidelity of treatment was assessed, number of implementers, 
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interventionists per student, characteristics of the implementer, length of training, source 

of training, how implementers were assigned to groups, whether continued consultation 

was provided, whether the intervention included a writing component, graphic organizer, 

signal words (e.g., “infer”), or vocabulary component, the type of intervention (i.e., 

strategy instruction, text structure instruction, improving background knowledge, self-

monitoring, inference instruction, graphic organizers, multicomponent, or other), and the 

intervention’s name. 

 (e) Reader characteristics. Reader (i.e., participant) characteristics were coded 

based on common conventions and topics of previous meta-analyses (i.e., special 

education, reading disability, and reading risk status [Suggate, 2016]; English language 

learner status and native language [Spencer & Wagner, 2017]; race and ethnicity; gender; 

grade; indicators of socioeconomic status such free and reduced lunch status and mother 

education). These factors were primarily accounted for in Collins’ et al. (2018) coding 

manual. 

 As such, the following were used as codes for this category: grade range, whether 

students with reading disabilities were identified, race and ethnicity (i.e., white, black, 

Asian, Hispanic, other), whether students received subsidized lunch, state or region of the 

population, urbanicity, number of schools, number of classrooms, whether the population 

included any groups of exceptional learning students (i.e., learning disability, reading 

disability, deaf/hard of hearing, autism, or other), English language learners or limited 

English proficient students, and whether the sample was restricted to include or exclude 
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certain populations (e.g., only students with emotional and behavioral disabilities, 

adequate decoding). 

 (f) Effect size information. Codes for effect size information were determined 

based on Collins et al. (2018) and NRP (2000). Thus, codes for effect sizes included 

individual effect size identification numbers; the mean, standard deviation, and sample 

size for both the treatment and control groups at pretest and posttest; statistics other than 

means and standard deviations used to calculate the effect size (e.g., F-statistics, Cohen’s 

d; Card, 2012); the effect size for student growth from pretest to posttest; the effect size 

for group differences at posttest. 

 (g) Study quality. Study quality was coded using NRP (2000) to describe the 

methodological approaches used. Study quality was also coded using criteria from CEC 

(2014). These standards were used given their relation to education research and 

assessing quality for both group and single case design studies. Specifically, (a) the 

extent to which the control condition had access to the intervention, (b) whether the 

overall attrition was below a 30% criterion, and (c) whether the study reported outcomes 

for all target measures and not only those of statistical significance (CEC, 2014). Scores 

were given to studies for having all of the information or no disconfirming information 

(2), at least one part of the information (1), or none of the information (0). This was done 

in order to produce a more systematic and quantified method for interpreting the 

standards. As a result, greater quality scores denote higher study quality.  

Analyses 
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 Random effects. Random-effects models are used when study results vary across 

the population; specifically, a random effects model assumes a homogenous effect size is 

not shared across the population (Card, 2012). Thus, there is no one fixed effect size. 

Instead, effect sizes vary across studies based on the populations that were sampled (e.g., 

intervention type, reading proficiency [Collins et al., 2018; Garcia & Cain, 2011]). As 

such, the random-effects model assumes that there are multiple, true effect sizes that vary 

by population. As a result, random effects model assume effect sizes for each study vary 

due to between and within-study sampling error. The assumption allows the researcher to 

make inferences about studies and study characteristics beyond the studies represented in 

the sample since it recognizes that the included studies are only a sample of the 

population. 

 In contrast, a fixed-effects model is used when one true effect size for reading 

comprehension interventions is assumed, and differences between effect sizes are 

attributed to within-study sampling error. Unlike the random-effects approach, the fixed 

effects does not allow inferences beyond the sample of included studies. This is because 

the mean effect size is fixed as a function of the current sample of data. 

  The current meta-analysis adopted a random-effects model due to the 

heterogenous population of studies that exist, measuring different student groups, types 

of readers, interventions, and the broad construct of reading comprehension, and 

conditioning on these study characteristics is insufficient to fully explain the 

heterogeneity of effect sizes since there is a distribution of true effect sizes that create the 
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universe of effect size estimates that could be sampled (Bornstein, Hedges, Higgins, & 

Rothstein, 2011).  

 Effect size calculation. The unit of analysis for this study was at the effect size 

level. Effect sizes are nested within studies. In the context of this meta-analysis, an effect 

size represented the magnitude of a treatment effect. The treatment effect was the 

observed difference score. This was examined as both the difference between (a) the 

pretest to posttest score for the treatment group as well as (b) the difference between the 

treatment and control groups at posttest. Hedge’s g effect sizes were calculated for each 

included study. Hedge’s g was calculated using the following formula (Borenstein et al., 

2009): 

𝑔 = (1 −
3

4(𝑛1 + 𝑛2 − 2) − 1
) ∗ 

𝑀1 − 𝑀2

√
(𝑛1 − 1)𝑆1

2 + (𝑛2 − 1)𝑆2
2

𝑛1 + 𝑛2 − 2

, 

where the first part of the equation represents a correction for small sample sizes:  

(1 −
3

4(𝑛1 + 𝑛2 − 2) − 1
), 

and the latter half of the equation represents the Cohen’s d effect size estimate: 

𝑀1 − 𝑀2

√
(𝑛1 − 1)𝑆1

2 + (𝑛2 − 1)𝑆2
2

𝑛1 + 𝑛2 − 2

, 

where Cohen’s d is equal to the difference between means divided by the pooled standard 

deviation, and where the pooled standard deviation is the weighted standard deviation. 

The equation may be simplified as 
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𝑔 = (1 −
3

4(𝑛1 + 𝑛2 − 2) − 1
) ∗ 

𝑀1 − 𝑀2

𝑆𝑝𝑜𝑜𝑙𝑒𝑑
. 

Hedge’s g provides a correction for small sample sizes. Thus, no additional 

corrections for sample size were included. Of note, for the first research question, M1 

represented the treatment group while M2 represented the control group. For the second 

research question, M1 represented the treatment group at posttest while M2 represented 

the treatment group at pretest. 

 Heterogeneity and confidence intervals. Several other noteworthy metrics were 

used to interpret findings. Q is a measure of heterogeneity between effect sizes (Card, 

2012). It is calculated by 

𝑄𝑗 =  ∑ 𝑤𝑗𝑔𝑗
2 −

(∑ 𝑤𝑗𝑔𝑗)
2

∑ 𝑤𝑗
, 

where, wi is the weight of the jth study, and gj is the effect size estimate of the jth study. 

A significant Q statistic suggests heterogeneity between effect sizes. Of note, Q follows a 

chi-square distribution with m-1 degrees of freedom, where m is the number of effect 

sizes. Thus, its significance may be interpreted using a chi-square table (Card, 2012). 

 Although the studies all implemented reading comprehension interventions and 

were aggregated for those reasons, they varied based on a number of elements (e.g., type 

of outcome measure, intervention duration, age group). Thus, it was important to measure 

the extent of heterogeneity between studies that is not due to sampling, which Q does.  In 

addition to Q, I2  provided an estimate of the percentage of heterogeneity between study 

effect sizes compared to the total variability in effect sizes (Card, 2012). I2 was calculated 

by, 
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𝐼2 =  
𝑄 − 𝑚 − 1

𝑄
∗ 100, 

when Q > m–1 and I2 is zero when Q < m–1. Card (2012) reported that I2 may be 

interpreted as small (25%), medium (50%), or large (75%) heterogeneity, or it may be 

interpreted as homogenous (0%). Together, Q denoted whether there was heterogeneity, 

and I2 described how much heterogeneity. 

 In addition, confidence intervals were used to estimate possible ranges of a true 

treatment effect. When a confidence interval included zero, it was indicative of a null 

effect, either because the true score could be zero or because the standard error was too 

large. 

 Analytic procedures. First, two overall effect sizes for the effect of reading 

comprehension interventions on reading comprehension assessment outcomes were 

calculated. These involved the standardized mean difference between (a) treatment and 

control at posttest and (b) the treatment group score from pretest to posttest.  

 The estimation of the overall effect size for the standardized mean difference 

between treatment and control at posttest was subjected to a sensitivity analysis. A 

sensitivity analysis was conducted to examine if findings varied between studies that 

were true experiments compared to all relevant studies (including those that utilized 

quasi-experiment designs). No differences were used to support the inclusion of all 

studies in the analysis for research question 1. The overall effect size research question 2 

was calculated using all relevant individual study effect size estimates, and a similar 

sensitivity analysis as conducted in research question 1 was used.  
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 The overall effect sizes calculated for both research questions incorporated each 

dependent variable of reading comprehension that was measured at pretest and posttest or 

between groups. In order to help control for bias in the overall effect sizes, an additional 

weight was used for studies with multiple effect size estimates (i.e., studies with multiple 

effect size estimates are reported as, mj, where there are m effect sizes in study j). 

Specifically, the weight was shared evenly between multiple within-study effect sizes. 

Thus, if a study reported two relevant effect sizes (e.g., mj = 2), both were included in the 

analysis, and their variances were multiplied by two. The original formula for weight 

was, w =  
1

∆
 , where w was the weight, and Δ was the conditional (sampling error) 

variance associated with the within-study effect size. The adjusted weight for the effect 

size involved multiplying the inverse variance by the total number of effect sizes (m) 

within that particular study (j). Thus, 𝑤𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 =
1

∆𝑗∗𝑚𝑗
.  

 Heterogeneity was examined within the overall effect sizes. When significant 

heterogeneity was observed, study-level variables were examined, particularly, to 

determine if effect sizes varied based on the measure and intervention used. In addition, 

other study characteristics relevant to (a) basic study information, (b) individual 

assessment info for each study, (c) study design, (d) intervention characteristics, (e) 

reader characteristics, and (f) quality were examined. 

 These variables were entered in blocks according to their category (e.g., 

assessment, quality) to determine if they explained significant variance in effect sizes. 

This was done using regression. Specifically, random-effects weighted least squares 

regression with maximum likelihood estimation (Raudenbush & Bryk, 2002) was used to 
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value sources of variance that contributed to potential differences between (a) students 

who receive reading comprehension interventions compared to control at posttest and (b) 

student growth from pretest to posttest. Variance was accounted for at the levels of effect 

size (level 1 within-study variance represented as study-specific sampling variance) and 

study (level 2 between-study variance represented as a random-effects variance 

component).  

Level 1: gj = δj + ej  

Level 2: δj = γ0 + γ1W1j + γ2W2j +…+ γsWsj + uj  

with the combined mixed model of: gj = γ0 + ΣγsWsj + uj + ej  

where, for level 1, gj was the study estimated effect size for study j, so that gj is normally 

distributed: gj ~ N(γ0 + ΣγsWsj,  + Vj) where Var(gj) =  + Vj = Δj. δj was the true effect 

size estimate and ej was the sampling error associated with gj as an estimate of δj, where 

ej ~ N(0, Vj). The within-study variance of the sampling error was estimated based on the 

sampling variance of gj, to compute the weight for the WLS analyses, and then associated 

with each gj in a variance-known model. The reciprocal of the variance (Δj) of each effect 

size (m) was the weight that produced an efficient estimator in the WLS model. 

For level 2: 

γ0 was the mean effect size, adjusted mean given the coding of Ws. 

 γ𝑠 was the regression coefficient associated with study characteristic Ws. 

 𝑊𝑠𝑗 included each study-level variable s for study j. 

 𝑢𝑗  was the unique effect for each study where uj ~ N(0, ). This between-study 

variance, , was the maximum likelihood estimate of the random variance component to 
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complete the random-effects model, which was added to the sampling error variance to 

create a weight that minimizes the variance of the estimated mean effect size, such that 

Var(gj) =  + Vj = Δj. 

Follow-up analyses were conducted when results indicated that effects may vary 

based on the outcome measure. Separate effect sizes for discrete dependent variables 

(e.g., maze, Woodcock Johnson-Passage Comprehension) were used to examine effects 

based on each measure. 

Publication bias. Publication bias was assessed to examine if studies were 

excluded that should have been included. Publication bias has the potential to influence 

results, suggesting that the findings represented are not accurate or representative of the 

true effect of reading comprehension interventions. Due to the file drawer problem, it’s 

possible that the observed outcomes in meta-analytic studies are inflated because 

nonsignificant findings are less likely to be published (Card, 2012).  

Publication bias was assessed through a funnel plot, which plots effect sizes on 

the x axis and sample sizes on the y axis. Funnel plots were interpreted using the 

following rationale: a lack of publication bias was associated with symmetry in the plot 

while publication bias was associated with asymmetry.  

Reporting of results. Results were reported in terms of summary tables that 

aggregated descriptive information across studies (e.g., median sample size, date range, 

total effect sizes, proportion of experimental to standardized measures). Findings from 

the meta-regressions were similarly reported in tables. Although other standards exist, 

effect sizes were interpreted using the conventional standards in reading comprehension 
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meta-analyses (e.g., Scammacca et al., 2015; Spencer & Wagner, 2018), which use 

Cohen’s (1988) suggestion for the interpretation of effect size estimates: small (ES > 

0.20), medium (ES > 0.50), and large (ES > 0.80).  

 Software. Microsoft Excel and R were used to conduct this meta-analysis. Data 

were coded using an Excel spreadsheet. Those data were then loaded into R. The metafor 

package and the rma function were used to conduct the meta-analysis and meta-

regressions. All categorical variables were entered as factors (i.e., dummy-coded). 
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Chapter 4: Results 

Meta-analytic methods were used to explore the relationship between reading 

comprehension intervention effects and the measures used to quantify those effects. The 

results are organized to provide descriptive information for the sampled studies. This is 

followed by a brief description and tests of the analytic assumptions. Finally, there is one 

section to describe the results for each research question (RQ). 

Descriptive Data 

A total of 66 (k) studies were included in this meta-analysis, where the total 

number of studies is denoted by k. They represented a total of 220 (m) effect sizes, which 

is denoted as m. Studies were published from the years 2000 to 2019. There was a median 

of 30 students (M = 72.39; SD =131.34) in the treatment group across effect sizes, and 

there was a median of 25 students (M = 60.19; SD = 121.82) in the control conditions.  

Table 1 contains descriptive information for relevant study-level design, quality, 

and reader characteristics. The variables represented in Table 1 exceed the total number 

of studies (i.e., k = 66) because two studies included in the meta-analysis (Allor & 

Mccathren, 2004; Amendum, Vernon-Feagans, & Ginsberg, 2011) contained two 

separate samples. As a result, there were 68 cells of information, meaning that total cells 

exceeded the number of studies (k = 66). Therefore, ncells is used to represent the amount 

of relevant data associated with the variables, and the total amount of 68 relevant cells of 

data possible (i.e., 68) is denoted by Ncells. As such, Table 1 contains relevant study-level 

characteristics across k = 66 studies, with a total of Ncells = 68 of information. 
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Table 1 

Study-level Descriptive Characteristics for Included Studies (Ncells = 68) 

Variable ncells
 Median M SD 

Attrition 58 0 17.93 50.74 

Design (True Experiments) 50    

ELL/LEP Students 

   Missing 

 

47 32.13 48.95 40.39 

Level of Randomization 

   Student 

   Group 

   School 

   Other 

   Missing 

 

29 

15 

7 

0 

17    

Control Conditions 

   Business as Usual 

   Treated Control – SD 

   Treated Control – DD  

   Other 

 

53 

11 

0 

4    

Grade (Min) 68    

Grade (Max) 68    

Publication Year 

   Since 2010 

   Before 2010 

 

49 

19    

Quality 6.3 (contamination) 

  No Disconfirming Information 

 

65    

Quality 6.8 (attrition) 

  No disconfirming Information 

 

60    

Quality 7.3 (reporting) 

  No disconfirming Information 

 

65    
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Subsidized Lunch Status 25    

Total Classrooms 39 6 6.83 9.28 

Total Conditions  68 2 2.34 0.61 

Total Reading Comprehension Measures 68 1 1.65 1.16 

Total Schools 66 4 3.45 6.28 

Used Statistical Control or Matching 37    

%White 39 36.00 38.29 27.88 

%Black 38 24.97 32.26 26.69 

%Asian 26 2.59 3.29 3.34 

%Latino 26 23.50 30.03 29.15 

%Other 24 0 3.45 6.28 

Note. ELL = English language learners; Grade (Min) = the lowest grade level in the 

sample; Grade (Max) = the highest grade level in the sample; LEP = Limited English 

Proficiency; Ncells = the total amount of relevant cells of data possible; ncells = the 

amount of relevant data associated with the variables; Quality 6.3 (contamination) = 

lack of contamination between conditions (no disconfirming information); Quality 

6.8 (attrition) = low rates of attrition across groups (no disconfirming information); 

Quality 7.3 (reporting) = nonselective reporting of significant results (no 

disconfirming information); Treated Control – SD = Treated Control – Same 

Domain; Treated Control – DD = Treated Control – Different Domain. 

 

In Table 1, control conditions were typically Business as Usual ([BAU] ncells = 

53). A smaller number of conditions described when the control group received 

interventions in the same domain of reading (i.e., treated control groups – same domain 

[ncells = 11]). Fewer studies (ncells = 4) were identified as other. Conditions labeled as 

other provided supplemental materials from the intervention to the control group but 

lacked instruction (e.g., Boulware-Gooden, Carreker, Thornhill, & Joshi, 2007). The 
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majority (ncells = 49) of studies were published since 2010. Study quality ratings provided 

evidence suggesting high quality as it related to lack of contamination between conditions 

(i.e., ncells = 65 had no disconfirming information), low rates of attrition across groups 

(i.e., ncells = 60 had no disconfirming information), and nonselective reporting of 

significant results (i.e., ncells = 65 had no disconfirming information). 

Table 2 contains descriptive information for the assessment characteristics. Of 

note, these variables also had more cells of information than studies. Multiple studies 

used more than one assessment, leading to a total of Ncells = 97. As such, reliability 

evidence was rarely reported (ncells = 23) in studies. Data regarding assessment 

administration fidelity was not reported by any included authors.  

 

Table 2 

Study-level Assessment Characteristics (Ncells = 97) 

Variable ncells % 

Administration Size 

   Individual 

   Class or Large Group 

   Small Group 

   Other 

52 

26 

14 

5 

54 

27 

14 

5 

Measure Description 

   Cloze 

   Informal Reading Inventory 

   Maze 

   Multiple Choice 

   Retell/Summary 

2 

12 

3 

4 

19 

1 

2 

12 

3 

4 

20 

1 



61 

 

 

 

   Sentence Verification 

   IQ or Achievement  

56 58 

Response Format 

   Multiple Choice 

   Cloze 

   Maze 

   True/False 

   Open-Ended Questions 

   Summary/Retell 

   Picture Selection 

   Other 

 

35 

26 

4 

1 

11 

20 

0 

0 

 

36 

27 

4 

1 

11 

21 

0 

0 

Score Reliability 

   Reported 23 24 

Standardized Measure 70 72 

Note. Ncells = the total amount of relevant cells of 

data; ncells = the amount of relevant data associated 

with the variables. 

 

Table 3 contains descriptive information for the intervention characteristics. Of 

note, these variables also had a greater number of cells than there were studies. This was 

because one study (i.e., Connor et al., 2018) had two different intervention conditions. 

Thus, there was a total of Ncells = 67 cells of information. As such, few studies (ncells = 25) 

provided sufficient information to determine the curriculum that all students receive. 

Treatment fidelity was assessed in ncells = 49 studies, implementers were trained in ncells = 

44 studies, and ncells = 32 provided continued consultative supports throughout 

implementation.  
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Table 3 

Study-level Intervention Characteristics (Ncells = 68) 

Variable ncells Median M SD 

Curriculum Described 25    

Fidelity of Treatment Reported 49    

Implementer 

   Classroom Teacher 

   Student Teacher 

   Researcher 

   Clinician 

   Special Education Teacher 

   Parent 

   Peer 

   Other 

33 

1 

20 

0 

1 

0 

1 

11    

Implementers (Total) 46 5.5 9.67 14.10 

Intervention Setting 

   Pullout 

   Classroom 

   Tutorial 

   Not Reported 

30 

31 

1 

4    

Length of Training (hours) 44 4.5 9.55 10.90 

Minutes per Session 56 30 37.68 16.42 

Number of Weeks 55 12 14.95 15.35 

Sessions per Week 50 4 3.64 1.32 

Continued Consultation 32    

Graphic Organizer 19    

Improving Background Knowledge 20    

Inference Instruction 19    

Multicomponent 33    
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Other 58    

Self-monitoring 18    

Signal Words 7    

Strategy Instruction  46    

Technology 14    

Text Structure Instruction 24    

Vocabulary Component 35    

Writing Component 25    

Note. Ncells = the total amount of relevant cells of data; ncells = the amount of relevant 

data associated with the variables. 

 

This section summarized the study-level, assessment, and intervention descriptive 

characteristics associated with sample of studies included in the meta-analysis. The 

subsection that follows describes how the sample of studies met assumptions for meta-

analysis. 

Model Assumptions. Meta-analyses in education should address the extent to 

which the data met assumptions for statistical analysis (Harwell, 2008). Most commonly, 

studies address publication bias and outliers. In addition, some meta-analyses also discuss 

independence. As such, information regarding publication bias, outliers, and 

independence was provided first, followed by homogeneity of variance and normality.  

Publication bias. To begin, publication bias is sampling error that affects the 

results. Due to the file drawer problem, it’s possible that effect sizes are positively biased 

because studies with nonsignificant or low magnitude findings are less likely to be 

published (Card, 2012). The current study examined publication bias through the use of 

visual analysis of funnel plots. The funnel plots used plotted the effect sizes for RQ 1 and 
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RQ 2 against their standard errors. Asymmetry between the two halves of the plot would 

suggest publication bias, while a roughly symmetric distribution would support similar 

representation of studies. Findings and the extent that publication bias was suspected in 

the current sample are described below. 

As described above, funnel plots were used to understand publication bias. 

Figures 2 and 3 present funnel plots for the posttest (Figure 2) and growth (Figure 3) 

effect sizes plotted against standard errors.  

 

 

Figure 2. Funnel plot of all posttest effect size estimates compared to their standard 

errors. 

 

The funnel plot for posttest differences is available in Figure 2. When plotting 

posttest effect sizes against standard errors, the funnel plot was fairly symmetric with 

positive and negative effect sizes across varying standard errors. The symmetry on both 

sides of the funnel plot depicted in Figure 2 suggest similar representation of studies with 
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small and large standard errors across effect size estimates. As such, given that the funnel 

plot shows a fairly symmetrical distribution, there was minimal risk of publication bias in 

the posttest effect sizes. 

 

 

Figure 3. Funnel plot of all within-group growth effect size estimates compared to their 

standard errors. 

 

The funnel plot for growth effect sizes is represented in Figure 3. The funnel plot 

appeared less symmetrical, with growth effect sizes plotted against standard errors. 

Ultimately, despite the asymmetry of the funnel plot, the risk of publication bias was 

deemed low. The rationale is described below. 

The nature of the growth effect size was used to determine that there was minimal 

risk of publication bias despite some asymmetry in funnel plot depicted in Figure 3. 

Notably, the mean effect size for the growth effect sizes was closer to one, compared to 

the mean posttest effect size shown in Figure 2 which was closer to zero. In addition, a 
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notable area of asymmetry was on the left side of the graph, which represented values 

that were negative and approaching zero. Thus, conclusions were that the funnel plot for 

growth effect sizes estimates tended to be above zero, and less likely to be null or 

negative. The risk of publication bias was decidedly low given that study-specific effect 

sizes were calculated using only the intervention conditions. It was reasonable to expect 

these conditions to change over time when measured from pretest to posttest due to 

factors such as maturation and the effects of the curriculum (e.g., Campbell & Stanley, 

1963; Lemons et al., 2014; Swanson et al., 2017). As such, there was a minimal risk of 

publication bias given that the skew appeared to be a natural artifact of the effect sizes. 

Independence of effect sizes. The next assumption explored was independence of 

effect sizes (Harwell, 2008). Scammacca et al. (2014) examined differing ways to adjust 

for dependent effect sizes since it is often an issue in intervention research and should be 

addressed. Two types of dependent effect sizes are represented by studies with (a) 

multiple intervention conditions and/or (b) multiple measures or dependent variables 

(Harwell, 2008). In the present study, m = 2 effect sizes included in the meta-analysis 

were from a study with multiple treatment conditions; thus, they were associated with 

multiple treatments. Likewise, k = 22 studies administered more than one measure, and 

they were associated with multiple measures or dependent variables. In addition, m = 58 

effect sizes originated from studies that reported results based on multiple populations 

(e.g., different grades or stratifications of students).  

The present study adjusted the sampling variance to account for dependent effect 

sizes using Equation 1: 
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𝑤𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 =
1

∆𝑗∗𝑚𝑗
     (1), 

where 𝑤𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑  was the adjusted weight for the effect size, and it was calculated by 

taking the inverse of the sampling variance (∆𝑗) multiplied by the total number of effect 

sizes (m) within that particular study (j). Adjusting the sampling variance prevented 

studies from being counted multiple times within the meta-analysis. The sampling 

variance was multiplied because it adds more dispersion, which overall decreases the 

weight and precision of a particular effect. Thus, effect sizes originating from the same 

study shared the weight instead of gaining more. As such, the study also addressed 

assumptions relevant to independence of effect sizes. The next assumption discussed, as 

recommended (Harwell, 2008), was normality. Of note, all equations referenced in the 

Results section are provided in Appendix C. 

 Two additional factors relevant to assumptions are homogeneity of variance and 

normality. The present study used skew, kurtosis, and smoothed density plots of effect 

sizes from both the posttest and growth meta-analyses to examine normality (Harwell, 

2008). In the case of the posttest meta-analysis effect sizes, skew was valued at 0.34, 

kurtosis at 1.91, and visual analysis of density plots suggested the data were 

approximately normal. In the case of growth effect sizes, skew was valued at 1.28, 

kurtosis at 2.08, and visual analysis of density plots suggested a slight positive skew. 

Outliers were examined using boxplots that identified values 1.5 times above or below 

the upper and lower quartiles, respectively. A total of seven effect sizes met the boxplot 

criteria for outliers in the posttest sample, and three effect sizes met the boxplot criteria 

for outliers in the sample in the growth sample. No effect sizes were removed or 
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winsorized, in order to maintain sample size and because the sample of studies 

represented reading comprehension interventions. Any anomalies from the norm could be 

accounted for through the regression analyses.  

Homogeneity of variance was evaluated using Levene’s test statistic (Howell, 

2013). Results suggested that the data adequately met the assumptions for homogeneity 

of variance for means between groups (FLevene, < .001, p =  .99) and between pretest and 

posttest scores (FLevene < .001, p =  .98). 

Finally, power calculations were conducted to determine the likelihood of 

detecting a significant finding when there truly was an effect (Howell, 2013). 

Retrospective power analyses were conducted using the sample size, level of 

heterogeneity, alpha level of .05, and examining for effect sizes of 0.20  returned a power 

value greater than .99 for both posttest and growth analyses (Harrer et al., 2019).  

Altogether, these data were examined to understand the extent to which statistical 

assumptions were sufficiently met. Evidence suggested data sufficiently met assumptions 

for homogeneity of error variances. Visual analysis of funnel plots suggested risk of 

publication bias was low. Data relevant to independence of the effect sizes were reported, 

and adjustments to error variances were used. Finally, the study was over powered to 

detect an effect of 0.20 for RQ 1 and RQ 2. 

Research Question 1: Posttest Meta-analyses 

 The goal of RQ 1 was to investigate the overall treatment effect of reading 

comprehension interventions compared to control conditions. Findings are reported using 
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Hedge’s g, which is standardized mean difference with a correction for small sample 

sizes.  

 In order to address RQ 1, a meta-analysis was conducted using all available 

treatment to control group comparisons at posttest effect sizes. These variables were 

entered in the model without the use of any predictor variables. As such, the first model is 

an intercept-only meta-analysis; thus, it did not use any predictors. This may also be 

referred to as a null model. The intercept-only meta-analysis was represented in Equation 

2 as,  

gj = γ0 + uj + ej,     (2) 

where, gj was the weighted treatment effect of reading comprehension interventions using 

the formula for weight provided in Equation 1, γ0 was the intercept, and uj and ej were 

error terms associated with between and within study variance, respectively.  

To begin, an overall weighted mean effect size was calculated across all eligible 

posttest effect sizes. Therefore, the sample included both quasi and experimental designs. 

Table 4 contains the weighted effect size estimate across all eligible studies. The findings 

for this particular analysis are under Posttest Analyses, and in the row labeled All Study 

Designs. The overall treatment effect of reading comprehension interventions on reading 

comprehension outcomes was statistically significant (p < .001). The overall weighted 

Hedge’s g effect size was 0.20 (95% CI [0.10, 0.29]), which was a considered small 

effect using Cohen’s (1988) standards. 
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Table 4  

Sensitivity Analyses for Posttest and Growth Meta-analyses 

Design k m g SE p 95% CI τ2 Q I2 

Posttest Analyses 

All Study Designs 66 116 0.20 0.05 <.001 [0.10, 0.29] .15 < .001 76.19% 

Experimental Only  48 93 0.19 0.04 <.001 [0.10, 0.28] .07 < .001 60.75% 

Growth Analyses  

All Study Designs 58 104 0.71 0.06 <.001 [0.59, 0.83] .26 < .001 86.31% 

Experimental Only  41 82 0.69 0.07 <.001 [0.55, 0.82] .22 < .001 85.20% 

Note. All Study Designs describes the inclusion of all eligible study and effect sizes 

regardless of experimental design used, while Experimental Only includes only eligible 

study and effect sizes that used experimental designs and did not include studies with 

quasi-experimental designs. k = number of studies; m = number of effect sizes; g = 

Hedge’s g mean effect size; τ2
 = the estimated between study variance. 

 

Sensitivity analyses. A sensitivity analysis was used to explore if there were 

differences between intercept-only meta-analytic results when using the full sample of 

studies (k = 66; m = 116) compared to intercept-only meta-analytic results using a 

subsample of studies that only included experimental designs (k = 48; m = 93). No 

differences in findings would support the use of effect sizes from both experimental and 

quasi-experimental designs. Notable differences would support the use of the subsample 

of studies and effect sizes, including only experimental designs in the remaining meta-

analyses of posttest effect sizes.  

The meta-analysis using only experimental designs was run similar to the meta-

analysis using all quasi and experimental design effect sizes. Thus, the model was still 

represented by Equation 2 (above) where gj was the weighted treatment effect of reading 
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comprehension interventions from the subset of experimental studies, γ0 was the 

intercept, and uj and ej were error terms associated with between and within study 

variance, respectively. The results of this model are presented in Table 4, under Posttest 

Analyses, and in the row labeled, Experimental Only. 

The intercept-only meta-analysis using only studies with experimental designs 

resulted in a statistically significant (p < .001) weighted mean effect size that was small 

in magnitude  (g = 0.19, 95% CI [0.10, 0.28]). Estimates between the sample using all 

posttest effect sizes (m = 116) and the sample using only experimental designs (m = 93) 

were similar in magnitude.  

The 95% confidence intervals for the two weighted mean effect sizes overlapped, 

which failed to suggest significant differences between the two intervals. Although this 

approach is susceptible to type I error, this approach failed to suggest that there was a 

significant difference between the two posttest analysis effect size estimates reported in 

Table 4.  In addition to the weighted mean effect size estimates in Table 4, the between-

study heterogeneity statistics are also reported: τ2
, Q, and I2. Similar to the weighted mean 

effect size estimates (i.e., Hedge’s g), confidence intervals overlapped for the meta-

analysis using all available (i.e., from both quasi and experimental designs) posttest effect 

sizes’ τ2 (95% CI [0.09, 0.22]) and the experiment-only meta-analysis’ τ2 (95% CI [0.03, 

0.12]). Furthermore, Q statistics revealed significant levels of heterogeneity in both 

samples. The sample with both quasi and experimental designs had a heterogeneity value 

of I2 = 76.19%, where I2  > 75% is considered large (Card, 2012). In contrast, the 

experiment-only designs had an I2 = 60.75, where 50% < I2 < 75% is considered a 
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medium level of heterogeneity (Card, 2012). Altogether, these results from sensitivity 

analysis did not indicate differences between findings from the two meta-analyses. Thus, 

the full sample of studies, which included both quasi and experimental designs, was used 

to address the remainder of RQ 1. 

As indicated by the results describe above, there was enough of variability in the 

study outcomes (i.e., heterogeneity in effect sizes) to merit the use of meta-regressions to 

see what explained variation in study outcomes. That is, between-study heterogeneity in 

the full model of posttest effects was statistically significant with a Q statistic (p < .001) 

and an I2 value of 76.19%. Those results indicate there is additional variance to explain 

with models that account for study-specific and intervention-specific characteristics.  

Model building using blocks: Defining blocks. As an initial step to explore the 

variability in study results, relevant characteristics for each study were identified and 

coded. They related to study design, reader characteristics, intervention characteristics, 

and assessment characteristics. For the remainder of the paper, the term “blocks” is used 

to describe these broad categories that were coded and used to define characteristics. 

These characteristics were entered into meta-regressions at once (i.e., in one block) to 

identify characteristics that explained differences, or variance, in outcomes across 

studies. There were two exceptions to all variables in a block being entered at once, but 

they are described in the next section, Model building using blocks. 

Study characteristics: Study design block. The following variables were included 

in the study design block: control condition, level of randomization, matching, number of 
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conditions, number of measures, publication type, publication year, and quasi-

experimental design. These variables are included in Table 5. 

 

Table 5 

Study Design Meta-regressions 
 

Post (m = 116)  Growth (m = 86) 

Variable γ SE p  γ SE p 

Control Condition: 

   Treated Control -0.30 0.15 .041 

 

0.15 0.19 .448 

   Other 0.30 0.27 .256  -0.14 0.37 .701 

Level of 

Randomization: 

   Student 0.20 0.33 .556 

 

-0.69 0.43 .107 

   Classroom 0.30 0.32 .359  -0.56 0.40 .164 

   School 0.47 0.37 .205  -0.04 0.48 .931 

Matching -0.03 0.12 .806  -0.18 0.16 .278 

Number of Conditions -0.05 0.09 .593  0.25 0.16 .115 

Number of Measures 0.17 0.05 <.001  0.05 0.05 .347 

Publication Type: 

   Dissertation 0.07 0.13 .604 

 

-0.03 0.19 .866 

   Other 0.06 0.19 .751  -0.10 0.26 .705 

Publication Year -0.02 0.01 .185  0.02 0.02 .200 

Quasi-Experiment 0.26 0.32 .423  -0.29 0.41 .474 

Note. Variables in bold remained significant in reduced block analysis and were 

included in the final model. m = number of effect sizes; γ = the regression coefficient 

associated with variable. 
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Study characteristics: Intervention characteristics block. The following 

variables were included in the model under the intervention characteristics block: 

continued consultation; implementer; treatment fidelity; intervention setting; and 

intervention components of graphic organizers, improving background knowledge, 

inference instruction, multicomponent, other, self-monitoring, signal words, strategy 

instruction, technology, text structure instruction, vocabulary components, and writing 

components. These variables are included in Table 6. 

 

Table 6 

Intervention Meta-regressions 

 Post (m = 116)  Growth (m = 86) 

Variable γ SE p  γ SE p 

Intervention Context        

Continued Consultation -0.36 0.10 <.001  0.18 0.14 .202 

Implementer:        

   Researcher -0.01 0.17 .95  0.17 0.24 .479 

   Classroom Teacher 0.15 0.15 .33  0.34 0.19 .082 

   Other 0.03 0.14 .83  0.11 0.18 .533 

Treatment Fidelity 0.35 0.12 .003  -0.15 0.17 .353 

Intervention Setting:        

   Classroom NA NA NA  1.44 0.51 .005 

   Pullout NA NA NA  1.49 0.50 .003 

   Tutorial NA NA NA  1.30 0.79 .100 

 

Intervention Type    

 

   

Graphic Organizer 0.61 0.13 <.001  0.45 0.18 .011 
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Improving Background 

Knowledge 

-0.29 0.11    .011  -0.23 0.16 .170 

Inference Instruction 0.21 0.12 .080  0.32 0.18 .074 

Multicomponent 0.16 0.12 .182  0.18 0.16 .252 

Other -0.31 0.17 .059  -0.47 0.26 .065 

Self-Monitoring -0.21 0.12 .075  0.20 0.16 .225 

Signal Words 0.16 0.21 .447  -0.06 0.29 .844 

Strategy Instruction 0.15 0.11 .188  0.15 0.16 .323 

Technology -0.40 0.12 .001  0.01 0.18 .948 

Text Structure 

Instruction 

0.15 0.12   .233  0.30 0.18 .088 

Vocabulary Component -0.14 0.12 .241  0.13 0.18 .447 

Writing Component -0.26 0.14 .059  -0.20 0.19 .305 

Note. Variables in bold remained significant in reduced block analysis and were 

included in the final model. m = number of effect sizes; γ = the regression 

coefficient associated with variable. 

 

Study characteristics: Assessment characteristics block. The following variables 

were included in the assessment characteristics block: administration size; administrator; 

standardized measure; and the response formats of cloze, maze, multiple choice, open-

ended questions, summary or retell, and true/false. These variables are included in Table 

7. 
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Table 7 

Assessment Meta-regressions 

 Post (m = 116)  Growth (m = 86) 

Variable γ SE p  γ SE p 

Intercept 0.42 0.11 <.001  0.80 0.14 <.001 

Administration Size -0.06 0.05 .269  -0.10 0.07 .194 

Administrator 

   Computer 

 

-0.43 

 

0.24 

 

.073 

 

-0.12 0.43 .782 

   Other 0.10 0.37 .791  -0.17 0.44 .707 

   Teacher 0.07 0.19 .731  -0.22 0.30 .460 

Standardized Measure -0.22 0.12 .059  <0.00 0.16 .977 

        

Response Format 

Univariate Regressions:  

   

   

Intercept 0.24 0.06 <.001  0.72 0.08 <.001 

Cloze -0.14 0.11 .179  -0.02 0.14 .854 

        

Intercept 0.20 0.05 <.001  0.72 0.07 <.001 

Maze -0.002 0.28 .994  -0.20 0.33 .540 

        

Intercept 0.25 0.06 <.001  0.78 0.08 <.001 

Multiple Choice -0.13 0.10 .193  -0.18 0.13 .175 

        

Intercept 0.20 0.05 <.001  0.71 0.07 <.001 

Open-Ended Questions -0.04 0.16 .794  0.05 0.22 .817 

        

Intercept 0.14 0.05 .004  0.66 0.07 <.001 

Retell/Summary 0.44 0.14 .002  0.43 0.19 .026 

        

Intercept 0.20 0.05 <.001  0.71 0.06 <.001 

True/False 0.22 0.44 .624  0.33 0.49 .496 
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Note. Variables in bold remained significant in reduced block analysis and were 

included in the final model. Intercepts are included for univariate regressions to 

provide further clarity of the overall effect of the response format in relation to 

other formats. m = number of effect sizes; γ = the regression coefficient 

associated with variable. 

 

Study characteristics: Reader characteristics block. The following variables 

were included in the reader characteristics block: lowest grade level in the sample (i.e., 

lowest grade [minimum]) and highest grade level in the sample (i.e., grade [maximum]). 

These variables are included in Table 8. 

 

Table 8 

Reader Characteristic Meta-regressions 

 Post (m = 116)  Growth (m = 86) 

Variable γ SE p  γ SE p 

Grade (Minimum) 0.07 0.05 .208  0.05 0.08 .501 

Grade (Maximum) -0.11 0.06 .054  -0.14 0.09 .110 

Note. m = number of effect sizes; γ = the regression coefficient associated with 

variable; Grade (Minimum) = lowest grade level in the sample; Grade 

(Maximum) = highest grade level in the sample. 

 

Study characteristics: Study quality block. The following variables were included 

in the study quality block: quality 6.3 to represent studies with varying evidence of 

contamination between treatment and control conditions, quality 6.8 to represent low 

attrition (defined by <30% attrition in a 1-year study), and quality 7.3 to represent non-



78 

 

 

 

selective reporting of treatment outcomes across measures. These variables are included 

in Table 9. 

 

Table 9  

Study Quality Meta-regressions 

 Post (m = 116)  Growth (m = 86) 

Variable γ SE p  γ SE p 

Quality 6.3 0.95 0.36 .008  0.43 0.74 .561 

Quality 6.8 0.27 0.18 .139  -0.32 0.24 .181 

Quality 7.3 <0.01 0.29 .996  <0.01 0.52 .994 

Note. Variables in bold remained significant in reduced block analysis and were 

included in the final model. m = number of effect sizes; γ = the regression 

coefficient associated with variable; Quality 6.3 = lack of contamination between 

conditions (no disconfirming information); Quality 6.8 = low rates of attrition 

across groups (no disconfirming information); Quality 7.3 = nonselective 

reporting of significant results (no disconfirming information).  

 

Model building using blocks: Approach. Each of the blocks were used to 

explain differences between studies. This process was done using meta-regression. Meta-

regression is the use of regression methods for a meta-analysis. Regression is the use of 

statistical procedures to explain the association between a dependent variable and 

moderator variable(s). In the meta-regression, the dependent variable is the effect size, 

and the moderator variables are at the study level (Borenstein et al., 2009). Specifically, 

the present study used weighted least squares regression with maximum likelihood 
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estimation to assign values to study-level variables that may be associated with 

significant differences in posttest effect sizes (Raudenbush & Bryk, 2002).  

As such, two meta-regressions were run for each block. In each meta-regression, 

relevant predictors from the block were included. Each of the regression models adhered 

to the following core structure represented in Equation 3: 

  gj = γ0 + γ1W1j + γ2W2j +…+ γsWsj + uj + ej .    (3), 

where, γ0 is the intercept, γ1 … γs represents the value of the model estimated coefficient, 

and Wsj represents the specific study level variable. Finally, uj and ej represent error terms 

associated with between and within study variance, respectively. 

Coded variables were entered as predictors in meta-regressions according to their 

block. The procedure for the meta-regression analyses by block was that variables were 

entered collectively – as opposed to incrementally – into the meta-regression. Next, 

variables that were significant were identified and then entered in a reduced model of 

variables for that particular block. Any variable that maintained significance was used to 

construct a final model. Thus, the purpose of the block meta-regression analyses was to 

purposively select variables from each block that explained significant levels of 

heterogeneity in effect sizes. It was expected that response formats from the assessment 

block would be included in the final model and maintain significance when controlling 

for other block characteristics. 

Model building using blocks: Results for posttest. Tables 5, 6, 7, 8, and 9 

contain information regarding findings for the study design, intervention characteristics, 

assessment characteristics, reader characteristics, and study quality blocks respectively. 
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In each table, the block analysis for the posttest effect sizes are provided under the term, 

Post, which is associated with the meta-analysis of posttest effect sizes associated with 

RQ 1. The term, Growth, was used to represent the block analyses for the growth effect 

sizes used in RQ 2. The model estimated coefficient for each variable (γs), its standard 

error, and the significance value for each coefficient are provided.  

The table also contains the variables that were significant after being entered in a 

reduced block analysis, which was a meta-regression of block variables that were 

significant when all other variables within the block were entered in the first meta-

regression. Variables that maintained significance were then entered into the full model. 

In each table, those variables are in bold. In summary, two rounds of block analyses were 

conducted to identify variables that explained significant variation in effect sizes. The 

first round of block analysis was used to identify significant predictors among relevant 

block variables. The second analysis identified which variables maintained significance 

in a reduced model. This was done for each of the blocks: study design, intervention 

characteristics, assessment characteristics, reader characteristics, and study quality. The 

results are described below. 

 Block analysis: Study design. Beginning with study design, all relevant variables 

were entered into the model. The model included the following variables shown in 

equation 4:  

gj = γ0 + γ1WControl Condition: Treated Control j + γ2WControl Condition: Other j + γ3WLevel of 

randomization:  Student j + γ4WLevel of randomization: Classroom j + γ5WLevel of randomization: School j + 
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γ6WMatching j + γ7WNumber of Measures j + γ8WPublication Type: Dissertation j + γ9WPublication Type: 

Other j + γ10WPublication Year j + γ11WQuasi-experiment j + uj + ej     (4). 

The results of the model, specifically the γs, are available in Table 5. Of the variables 

included in the model, only two were significant in the block test. Those variables were 

number of (reading comprehension) measures used and treated control conditions 

(compared to BAU). Nonsignificant variables were removed, resulting in the following 

reduced model shown in Equation 5:  

 gj = γ0 + γ1WControl Condition: Treated Control  j + γ2WNumber of Measures j + uj + ej    (5). 

In the reduced model, including only design variables that were significant, number 

measures maintained significance at the .05 level, while treated control condition did not. 

Therefore, number of reading comprehension measures would be included in the final 

model while number of measures was not. There was a medium amount of unexplained 

heterogeneity in this model, Q (112) = 324.48, p < .001, I2 = 71.21%. 

Block analysis: Intervention characteristics. The intervention block was initially 

separated into two regression analyses given the number of variables and the focus of the 

study. Characteristics of the intervention’s context were included in their own analysis, 

and intervention types were included in a separate analyses.  

These analyses are represented in Table 6. The first analysis used variables from 

the intervention characteristics block related the intervention context. They are 

represented in Equation 6: 
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gj = γ0 + γ1WContinued Consultation j + γ2WImplementer: Researcher j + γ3WImplementer: Classroom 

Teacher j + γ4WImplementer: Other j + γ4WTreatment Fidelity j + γ5WIntervention Setting: Classroom j + 

γ6WIntervention Setting: Pullout j + γ7WIntervention Setting: Tutorial j +  uj + ej   (6). 

In relation to intervention context, whether interventionists received continued 

consultation during implementation and treatment fidelity were the only significant 

variables.  

The second analysis used the following structure shown in Equation 7:  

gj = γ0 + γ1W Graphic Organizer j + γ2W Improving Background Knowledge j + γ3W Inference Instruction j 

+ γ4W Multicomponent j + γ5W Other j + γ6W Self-monitoring j + γ7W Signal Words j + γ8W Strategy 

Instruction j + γ9W Technology j + γ10W Text Structure Instruction j + γ11W Vocabulary Component j + 

γ11W Writing Component j +  uj + ej          (7). 

Interventions that included graphic organizers, improved background knowledge, and 

technology were significant, when accounting for other types of interventions. As can be 

observed in Table 6, several of the aforementioned variables were negatively associated 

with differences at posttest. Small, negative relationships were observed for continued 

consultation (γ =  -0.36) and technology (γ = -0.40). These negative weighted effect size 

estimates suggest lower performance in the treatment group compared to the control, on 

average, and controlling for other intervention variables. 

Significant intervention variables were then combined in a reduced model of the 

block. The model was represented in Equation 8 as,   

gj = γ0 + γ1W Continued Consultation j + γ2W Treatment Fidelity j + γ3W Graphic Organizer j + γ4W 

Improving Background Knowledge j + γ5W Technology +  uj + ej      (8). 
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The model resulted in the following variables being significant predictors of 

group differences at posttest: continued consultation, treatment fidelity, graphic 

organizers, and technology. The significant variables are represented in bold in Table 6. 

The improving background knowledge variable was excluded from being included in the 

final model, as it was nonsignificant, γ = -0.14 (SE = 0.10), p = .17. Altogether, there 

was a medium amount of unexplained heterogeneity in the model, Q (110) = 271.99, p < 

.001, I2 = 66.63%. 

Assessment characteristics. Similar to the intervention block, the assessment 

block was divided into two areas: response format and assessment context characteristics. 

The results from both of these analyses are reported in Table 7. The model for assessment 

context characteristics is shown in Equation 9: 

gj = γ0 + γ1W Administration Size j + γ2W Administrator j + γ3W Standardized Measure  j +  uj + ej   

                 (9).  

None of the assessment context characteristic variables were significant in the model. In 

relation to response formats, each format was dummy coded and entered as univariate 

regressions. For example, the model for cloze is shown in Equation 10 as, 

    gj = γ0 + γ1W Cloze j +  uj + ej     (10). 

Of the response formats, retell/summary format was the only significant variable.  

A block analysis for assessment was conducted including the two significant 

variables. It is shown in Equation 11 as,  

gj = γ0 + γ1W Summary or Retell j + uj + ej    (11).  
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In the block model with only previously significant variables included, the 

retell/summary format maintained significance. The assessment block resulted in a 

medium level of heterogeneity, Q (114) = 312.24, p = .002, I2 = 72.66%.  

Reader characteristics. The reader block consisted of only two variables that had 

sufficient data. As such, the model is represented in Equation 12 as, 

  gj = γ0 + γ1WGrade (Minimum)  j + γ2WGrade (Maximum) j + uj + ej  (12).  

These results are available in Table 8. In the reader characteristic block, minimum and 

maximum grade level were not significant. As presented in Table 1, variables related to 

race, free and reduced lunch status, number of schools, number of classrooms, special 

education status, and English language learning status were reported at too low of a rate 

to provide meaningful information. They were excluded from the block analysis as a 

result. Given that neither minimum and maximum grade were the only values 

consistently reported across studies and that neither was significant, no additional 

analyses for reader characteristics were conducted within the block. Thus, neither 

variable was included in the final regression model incorporating significant variables 

from each block. 

Study quality. Finally, the study quality block is displayed in Table 9. The model 

is also represented in Equation 13 as, 

gj = γ0 + γ1W Quality 6.3 j + γ2W Quality 6.8  j + γ3W Quality 7.3  j +  uj + ej  (13). 

One variable was significant, and it pertained to treatment contamination (i.e., quality 

indicator 6.3). The reduced block model, which included the study quality variable 

related to treatment contamination (6.3) was associated with a medium level of the 
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heterogeneity between weighted mean effect sizes, Q (114) = 306.29, p < .001, I2 = 

73.31%. 

Final Step: Full Model. The significant variables from each reduced block 

analysis were used to construct a final model. These variables are represented in bold in 

Tables 5, 6, 7, 8, and 9. In addition, significant variables from each block are also 

represented in Table 10. The following variables were significant in the full model: 

continued consultation, graphic organizers, self-monitoring, retell/summary, and quality 

6.8 (measured treatment contamination). The variables may also be expressed in terms of 

their meta-regression in equation 14,  

gj = γ0 + γ1W Continued Consultation j + γ2W Graphic Organizer j + γ3W N Measures j + γ4W 

Retell/summary j + γ5W Technology j + γ6W Quality 6.3 j + uj + ej    (14). 

There were positive and negative estimates associated with the variables. 

Continued consultation (γ1 = -0.19) and technology (γ = -0.18) were associated with 

negative effects. Interventions that incorporated graphic organizers (γ = 0.29) and 

response formats that used retell/summary (γ = 0.39) were associated with small, positive 

weighted mean effect size differences between treatment and control at posttest. Quality 

indicator 6.3 (Contamination; γ = 1.07) was associated with large, positive weighted 

mean effect size differences between treatment and control at posttest. Nonsignificant 

variables were the number of reading comprehension measures, the use of technology in 

the intervention, and treatment fidelity. Overall, the final model was associated with a 

statistically significant and medium amount of heterogeneity, Q (108) = 213.75, p < .001, 

I2 = 55.25%. 
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Table 10 

Full Model Meta-regression Using all Relevant Block Variables  

 Post a (m = 116)  Growth b (m = 86) 

Variable γ SE p  γ SE p 

Intercept -2.13 0.64 <.001  -0.39 0.38 .301 

Continued Consultation -0.19 0.09 .039     

Graphic Organizer 0.29 0.10 .005  0.26 0.14 .073 

Intervention Setting:    

   Pullout 

     

0.98 

 

0.38 

 

.009 

   Classroom     0.97 0.37 .010 

Number of Measures 0.04 0.04 .240     

Retell/Summary 0.39 0.14 .004  0.38 0.19 .046 

Technology -0.18 0.10 .063     

Treatment Fidelity 0.19 0.11 .068     

Quality 6.3 

   (Contamination) 

1.07 0.32 <.001     

Note. m = number of effect sizes; γ = the regression coefficient associated with 

variable; τ2
 = the estimated between study variance; Quality 6.3 (Contamination) 

= lack of contamination between conditions (no disconfirming information). 

a τ2 = 0.08 (SE = 0.02), Q (108) = 213.75, p < .001, I2 = 55.25%. b τ2 = 0.24 (SE = 

0.05), Q (96) = 357.92, p < .001, I2 = 82.05% 

 

In summary, these findings suggest that continued consultation and interventions 

that used technology were significant, negative predictors of the posttest differences 

between treatment and control conditions. Likewise, the quality indicator associated with 

treatment contamination as well as graphic organizers and retell/summary response 

formats were statistically significant positive predictors of posttest differences, where 
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intervention conditions receiving intervention with these components scored tended to 

scored at least 0.25 of a standard deviation higher than the control group at posttest, on 

average. The following variables were no longer significant after accounting for the 

previously mentioned variables: number of reading comprehension measures, treatment 

fidelity, graphic organizers, and technology. In addition, after accounting for these 

variables, there was a medium amount of heterogeneity present (I2 = 55.25%). 

Research Question 2 

 RQ 2 asked, what is the observed aggregate treatment effect for all reading 

comprehension interventions delivered to students in elementary school from pretest to 

posttest? The procedures for analysis and model building were identical to those used for 

the first research question. However, growth effect sizes from pretest to posttest were 

used instead of differences between treatment and control at posttest. Each model 

followed the same core structure as shown in Equation 4. Findings are still reported using 

Hedge’s g. 

 In order to address RQ 2, a meta-analysis was conducted that used all available 

effect sizes, which included those from both quasi and experimental designs. The 

variables were entered into an intercept-only model, which is represented in Equation 2. 

The intercept-only model returned an overall weighted mean effect size that was 

calculated across all eligible growth effect sizes from quasi and experimental designs. 

The results of the meta-analysis for RQ 2 are presented in Table 4 under Growth 

Analyses and in the row labeled, All Study Designs. The estimated weighted mean 

Hedge’s g effect size for growth from pretest to posttest across quasi and experimental 
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designs was significant. The weighted mean effect size was 0.71 (95% CI [0.59, 0.83]), 

which is considered a moderate effect using Cohen’s (1988) standards.  

Sensitivity analyses. Similar to RQ 1, a sensitivity analysis was conducted for 

RQ 2 as well. The sensitivity was used to examine differences between the intercept-only 

meta-analysis that used both quasi and experimental designs (k = 58; m = 104) and the 

intercept-only meta-analysis that used only experimental designs (k = 41; m = 82). In 

short, the sensitivity analysis was conducted to determine if the exclusion of quasi-

experimental designs was associated with notable differences in meta-analytic outcomes. 

It was suspected that major differences between the two models suggest that the quasi-

experimental studies biased the overall weighted mean effect size estimate. 

For the purposes of sensitivity analysis, an intercept-only meta-analysis was 

conducted using only effect sizes from experimental designs. The model was constructed 

similarly to the meta-analysis using all quasi and experimental design effect sizes. 

Therefore, the model is also represented by Equation 2. The results of the analysis are 

provided in Table 4, under Growth Analyses, and in the row labeled, Experimental Only. 

Findings suggested that the intercept-only meta-analysis using only effect sizes from 

experimental designs resulted in a weighted mean effect size estimate that was also 

statistically significant (p < .001) and moderate in size (γ0 = 0.69, 95% CI [0.55, 0.82]).  

The confidence intervals for the weighted mean effect sizes produced in each of 

the two meta-analyses were compared. Confidence intervals for the weighted mean effect 

sizes overlapped for the full model with quasi and experimental designs (95% CI [0.59, 

0.83]) and the subset model with only experimental designs (g = 0.69, 95% CI [0.55, 
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0.82]). Likewise, the confidence intervals associated with the τ2 estimates between the 

overall (95% CI [0.12, 0.33]) and experimental design-only (95% CI [.15, .36]) models 

overlapped. As previously stated, this approach is susceptible to alpha error; however, the 

approach failed to suggest there was a significant difference between the two growth 

intercept-only weighted mean effect size and τ2 estimates. 

Altogether, the results of the sensitivity analysis failed to suggest differences 

between findings from the two meta-analyses. In short, the two intercept-only models 

appeared similar. The weighted mean effect size estimates (γ0), statistical significance, 

and level of heterogeneity (I2) remained comparable in the model using only 

experimental designs. As a result, the sample of studies included in the meta-analysis was 

not reduced to only experimental designs. The full sample of studies, which included 

both quasi and experimental designs, was used to explore the remainder of RQ 2.  

The first step was to determine whether the full sample of growth effect sizes was 

reasonable to use to address RQ 2. Sensitivity analysis failed to discourage this approach, 

and the full sample of studies was included. The next step was to evaluate whether there 

was a significant level of heterogeneity worth exploring through meta-regression. As 

previously stated, Q statistics revealed a significant heterogeneity in the sample of effect 

sizes, and that amount of heterogeneity was valued at I2 = 86.31, which is considered a 

large level of heterogeneity (Card, 2012). Therefore, next steps involved using study-

level variables that could account for the large between study differences in effect sizes.  

The procedures for categorizing and selecting study-level variables followed the 

same block analysis procedures from RQ 1. A review of blocks (i.e., definition and 
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contents) is available in the sections, Model building using blocks: Defining blocks and 

Model building using blocks: Approach. However, blocks is a term used to describe the 

broad categories of related study level coded characteristics. There were five blocks: the 

study design block, intervention characteristics block, assessment characteristics block, 

reader characteristics block, and study quality block. Significant variables were identified 

in each block trough meta-regressions, which followed the general formula shown in 

Equation 3. Each variable’s model estimated coefficient, standard error, and its p-values 

are displayed under the columns labeled Growth in Tables 5, 6, 7, 8, and 9 for the study 

design, reader characteristic, intervention, assessment, and study quality blocks, 

respectively.  

Variables that were significant in the initial meta-regression by block were 

entered in a reduced model. For example, the study quality block has three predictors. If 

only two were significant in the first meta-regression including all of them, only the two 

that were significant would be included in the next meta-regression. The variables that 

maintained significance in the reduced meta-regression were included in the final model. 

The rationale for this approach was that it would allow for a final meta-regression model 

that included purposively selected statistically significant variables from a variety of 

blocks. The variables would also serve as controls for variables related to response 

format. The block analyses for the growth meta-analysis are reported in the section 

below. 

 Model building using blocks: Results for growth. No variables were significant 

in the block test of study design characteristics (Equation 4; Table 5). Similarly, no 
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variables were significant in the block test of reader characteristics (Equation 12; Table 

8). Furthermore, variables within study quality were not associated with significant 

effects (Equation 13; Table 9). As such, no reduced models were created, and variables 

from the study design, reader characteristics, or study quality blocks were not included in 

the final regression model. 

Block analysis: Intervention characteristics. In relation to the intervention block 

analysis for growth, the variables were also divided as in RQ 1. These analyses are 

represented in Table 6, with the first set of analyses being done on the variables beneath 

the underlined label, Intervention Context. The model for intervention context variables 

was represented in Equation 15: 

gj = γ0 + γ1WContinued Consultation j + γ2WImplementer j + γ3WTreatment Fidelity j + γ5WIntervention 

Setting: Classroom j + γ6WIntervention Setting: Pullout j + γ7WIntervention Setting: Tutorial j + uj + ej  

                     (15). 

It is also represented in Table 6. The following variables returned significant values in the 

first analysis: classroom as the intervention setting and pullout as the intervention setting. 

Both variables had a positive relationship with treatment growth over time.  

The remaining variables in the intervention characteristics block were then run. 

Those variables are represented in table 6 under the label, Intervention Type. They were 

also represented in Equation 7. In relation to intervention characteristics, graphic 

organizers was the only significant predictor.  

A reduced model for intervention characteristics was constructed, including all 

variables that were previously significant (i.e., intervention setting – classroom, 
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intervention setting – pullout, and graphic organizer). The model is represented in 

Equation 16: 

gj = γ0 + γ1W Intervention Setting: Classroom j + γ2W Intervention Setting: Pullout j + γ3W Graphic Organizer 

j +  uj + ej          (16). 

In the reduced model, each variable remained significant. This was indicated in table 6, 

where significant variables were bolded. As a result, intervention setting –  classroom, 

intervention setting – pullout, and graphic organizers were included in the final model. In 

addition, the model had a large amount of heterogeneity, Q (97) = 374.22, p < .001, I2 = 

82.63%. 

 Assessment block. In relation to the assessment block, several meta-regressions 

were conducted. The first represented assessment context characteristics. The model for 

the growth effect sizes was written as shown in Equation 9. Each of the variables in the 

model, administration size, administrator, and standardization of the measure were 

nonsignificant within the block (Table 7). In relation to response formats, univariate 

regression analyses were conducted. For example, Equation 11 represents the model for 

retell/summary. Similar to RQ 1, retell/summary was the only response format that was 

identified as significant. The reduced block analysis containing significant variables only 

included the retell/summary predictor, which is also represented by Equation 11. The 

retell/summary format was statistically significant (γ = 0.50, p <  .01). A large level of 

heterogeneity was present in the model, Q (99) = 385.35, p < .001, I2 = 84.38%.  

 Full model for growth meta-analysis. The significant variables from the block 

analyses were used for the final regression model for pretest to posttest growth within the 
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treatment group. The model is represented in Table 10 in the series of columns under 

Growth. The model included the following variables: graphic organizer, intervention 

setting – pullout, intervention setting – classroom, and retell/summary response format. 

The model was entered as shown in equation 17: 

gj = γ0 + γ1W Intervention Setting: Pullout j + γ2W Intervention Setting: Classroom j + γ3W Graphic Organizer 

j + γ4W Retell/summary j + uj + ej         (17). 

With those predictors entered in the model, a large amount of heterogeneity remained, Q 

(96) = 357.92, p < .001, I2 = 82.05%. With the exception of graphic organizers (p = .073), 

all other variables in the model were significant at p < .05 level. Both intervention 

settings had large, positive with growth from pretest to posttest. Retell/summary had 

small, positive relationships with growth from pretest to posttest. Specific estimates may 

be found in Table 10. Together, these findings suggest that retell/summary response 

format and variables related to intervention were positively and significantly associated 

with growth. 

Research Question 3: Posttests 

The goal of RQ 3 was to investigate if intervention outcomes varied based on the 

particular measure (i.e., response format) used. The outcome of RQ 1 was that response 

format and intervention type were significant predictors of differences at posttest; 

however, within the assessment block, retell/summary response formats were the only 

significant formats. Thus, RQ 3 investigated whether intervention outcomes differed 

when using a reading comprehension measure with a retell/summary response format.  
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Retell/summary posttest meta-analysis. A meta-analysis using only effect sizes 

from measures with retell/summary response formats was conducted. Isolating the 

sample of effect sizes to this particular format enabled the use of meta-analysis to 

investigate the association between types of interventions on the specific response format. 

The first step was to run an intercept-only meta-analysis (Equation 2) to 

determine if there was significant heterogeneity in the reading comprehension measures 

with retell/summary formats posttest effect sizes. Significant heterogeneity would merit 

further analysis – specifically examining if outcomes vary based on the intervention. An 

intercept-only meta-analysis was conducted, and findings suggested there was a 

significant effect of reading interventions on student outcomes on retell/summary 

response formats at posttest (p < .001). The effect was considered large (γ = 0.54, SE = 

0.17). In addition findings were associated with significant heterogeneity in effect sizes, 

Q (21) = 57.30, p < .001, I2= 61.29%. The amount of heterogeneity was considered 

medium. For additional information, these data as well as the intercept-only meta-

analytic results for the other response formats, are available in Appendix D. 

 The significant levels of heterogeneity merited follow-up meta-regression 

analyses. These analyses may be considered descriptive given the small sample size for 

these analyses (k = 13; m = 22). Univariate regressions using intervention types were run. 

An example is shown Equation 18: 

gj = γ0 + γ1W Text Structure Instruction j + uj + ej  (18). 

As such, each of the following intervention types from the intervention characteristics 

block was entered into a univariate regression: graphic organizer, improving background 
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knowledge, inference instruction, multicomponent, other, self-monitoring, signal words, 

strategy instruction, technology, text structure instruction, vocabulary component, and 

writing component.  

 Of those variables entered into univariate regressions, improving background 

knowledge and multicomponent interventions were associated with statistically 

significant and large, positive effects on retell/summary response formats when 

comparing treatment and control conditions at posttest. No other intervention types were 

associated with effects.  

Both significant variables were entered into a single model. The results for the 

model are shown in Table 11 in the columns under Post. In addition, the model is 

represented in Equation 19: 

gj = γ0 + γ1W Improving Background Knowledge j + γ2W Multicomponent j +  uj + ej  (19). 

Both improving background knowledge (p < .001) and multicomponent (p < .001) 

interventions were statistically significant. In addition, both improving background 

knowledge (γ = 1.35) multicomponent (γ = 0.86) interventions were associated with large 

effects. Furthermore, the model had a nonsignificant amount of heterogeneity, Q (19) = 

19.94, p = .398. These data are also presented in Table 11 in the columns under Post.  

 

Table 11 

Retell/Summary-only Meta-regression with Significant Intervention Variables 

 Post a (m = 22)  Growth b (m = 18) 

Variable γ SE p  γ SE p 

Intercept 0.25 0.13 .050  0.97 0.20 <.001 
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Improving Background  

   Knowledge 

1.35 0.32 <.001  -0.59 0.24 .015 

Multicomponent 0.86 0.22 <.001  0.49 0.22 .027 

Note. m = number of effect sizes; γ = the regression coefficient associated with 

variable; τ2
 = the estimated between study variance. 

a τ2 = 0.02 (SE = 0.07), Q (19) = 19.94, p = .398, I2 = 5.98%. b τ2 = 0 (SE = 0.06), Q 

(15) = 10.73, p = .771, I2 = 0 

 

Research Question 3: Growth 

Similar to the posttest effect sizes, the only response format that was significant 

for the growth effect sizes in RQ 2 was retell/summary. As a result, in relation to the 

growth effect sizes, RQ 3 investigated if student growth within an intervention differs 

when using a reading measure with a retell/summary response format.  

Retell/summary growth meta-analysis. As done with the posttest effects in RQ 

3, a meta-analysis was run using only effect sizes from reading comprehension measures 

with retell/summary formats. An intercept-only meta-analysis (Equation 2) was 

conducted. In the sample including only growth effect sizes from retell/summary formats, 

there was a large overall, change in scores from pretest to posttest (γ = 1.08, SE = 0.16, p 

< .001). The intercept-only model also revealed significant levels of heterogeneity in the 

growth effect sizes from retell/summary formats, Q (17) = 30.61, p = .022, I2 = 42.05%. 

The amount of heterogeneity was considered small (I2 = 42.05%). Given the significant 

levels of heterogeneity, univariate meta-regressions (e.g., Equation 18) were conducted to 

explore significant intervention variables associated with differences in outcomes. Of 
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note, these data are also presented in Appendix D along with the intercept-only meta-

analytic results for the other response formats for additional information. 

In the univariate regressions, interventions that improved background knowledge 

and that were multicomponent (i.e., addressed more than one area of reading) were 

significant. Both variables were included in a final model, and both were statistically 

significant in the growth analysis. Findings are reported in Table 11 in the columns 

under, Growth. In addition, findings are described below. 

Improving background knowledge had a statistically significant (p < .001) and 

moderate, negative relationship with growth from pretest to posttest in the treatment 

group (γ = -0.59, SE = 0.24). In contrast, multicomponent interventions had a statistically 

significant (p = .04) and a small, positive relationship with growth from pretest to posttest 

in the treatment group (γ = 0.49, SE = 0.22). There was not a statistically significant level 

of between-study heterogeneity present in the model, Q (15) = 10.73, p =  .771. Similar 

to RQ 1, there were a limited number of studies included in the analysis (i.e., k = 10; m = 

18). As such, findings should primarily be interpreted as descriptive. 

  



98 

 

 

 

Chapter 5: Discussion 

In reading comprehension research and practice, reading comprehension measures 

are used interchangeably to measure intervention effects (Keenan & Meenan, 2014; 

Kendeou et al., 2012). Previous researchers (Keenan & Meenan, 2014) and meta-analysts 

(Collins, 2018; Garcia & Cain, 2014) suggest that different reading comprehension 

measures account for differing aspects of the construct. Differences in measurement may 

affect, for example, current knowledge regarding achievement gaps (Collins et al., 2018). 

The purpose of the current study was to understand if differences in reading 

comprehension measure’s response format was associated with differential intervention 

outcomes for students. 

Findings 

The present study was a meta-analysis of 66 published and unpublished research 

reports and studies conducted within the last twenty years, representing 116 posttest and 

104 growth effect sizes. Overall, reading comprehension interventions were associated 

with small-to-moderate effect size gains in student performance on measures of reading 

comprehension. The response format of the reading comprehension measure was 

associated with significant differences in effect size estimates. However, the 

retell/summary response format was the only format associated with significant 

differences. Reading comprehension measures with retell/summary formats appeared to 

be more sensitive to changes in student performance. In contrast, statistically different 

intervention outcomes were not found for cloze, maze, multiple choice, and sentence 
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verification response formats. Furthermore, initial evidence suggested intervention 

outcomes varied within retell/summary response formats. Within retell/summary formats, 

improving background knowledge and multicomponent interventions were significantly 

associated with performance at posttest as well as growth from pretest for the treatment 

group. Additional details regarding findings and their associations to the research 

literature are described below for each research question. Then implications, limitations, 

and future directions are explored in the sections that follow. 

Research Question 1 

RQ 1 was, “In standardized mean difference, as measured through Hedge’s g, 

what is the observed aggregate treatment effect for all reading comprehension 

interventions delivered to students in elementary school at posttest compared to control?” 

The purpose of RQ 1 was to broadly understand the effect of reading comprehension 

interventions on differences between groups at posttest and examine if response format 

was a significant predictor of variation in effect sizes.  

 The full sample of available effect sizes in RQ 1 returned an overall weighted 

mean effect size value of 0.20, which is considered a small effect size difference when 

using Cohen’s (1988) standards. In other words, the treatment groups outperformed the 

control groups by one-fifth of a standard deviation. These findings broadly relate to 

previous findings.  

 Three previous meta-analyses broadly addressed areas similar to RQ 1 by 

examining the overall effect of reading comprehension interventions (Scamacca, 2015; 

Shendorevich et al., 2016; Suggate, 2016). Across each meta-analysis, findings were 
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small, using Cohen’s (1988) standards. Although they were all within the small range, the 

values in the current meta-analyses were not exactly the same. Differences may be due to 

the population of studies sampled. Suggate (2016) did not restrict based on grade level or 

publication year; however, all included studies had to examine maintenance effects 

following the intervention. Shenderovich et al. (2016) sampled a much narrower range of 

intervention studies, which only included those using peer tutoring. In contrast, Scamacca 

(2015) sampled a broader range of reading interventions.  

Thus, the previously published meta-analytic evidence regarding reading 

comprehension interventions (Scamacca, 2015; Shendorevich et al., 2016; Suggate, 2016) 

broadly supports findings from the current meta-analysis. Ultimately, reading 

comprehension interventions tended to have a positive effect on student outcomes, 

compared to controls. The magnitude of the effect size may have varied due to 

differences in study inclusion criteria. However, the overall weighted mean effect size 

estimate for posttest did not depart from prior findings. 

 In the current study, there was a small effect of reading comprehension 

interventions on student outcomes, compared to students who did not receive that 

intervention. There were moderate-to-large levels of heterogeneity present in the effect 

sizes. Meta-regression was used to examine characteristics that could explain the 

moderate-to-large levels of heterogeneity in effect sizes.  

Examining response format as a moderator at posttest. The goal of the 

moderator analysis using meta-regression was to determine if response format was 

significantly associated with differences between groups at posttest, even after 
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controlling for purposively selected variables. The purposively selected variables were 

used to describe meaningful variation in intervention outcomes and serve as controls for 

any included response format variables.  

The final regression model included several variables related to intervention (i.e., 

continued consultation, technology, graphic organizers, and treatment fidelity), study 

quality, and measure (i.e., retell/summary formats). Ultimately, the retell/summary 

response format was significant, even after controlling for the aforementioned 

purposively selected variables. This suggests that retell/summary response formats were 

associated with greater effect size differences at posttest. In other words, even after 

accounting for purposively selected intervention and study quality variables, the 

treatment group outperformed the control by nearly two-fifths of a standard deviation 

when monitored using retell/summary formats. This finding was partially corroborated by 

previous research findings, which are described in the next paragraphs. 

In relation to past research findings, Collins’ et al. (2018) found significant 

associations between response format and performance on retell/summary in their meta-

analysis. Their findings were similar to those found in the present study. However, they 

also found significant associations for multiple choice, cloze, and open-ended questions. 

Their differences in findings may be attributed to differences in the population of interest. 

Collins et al. (2018) only sampled from studies that included students with reading 

disabilities and students who were typically developing in their reading skills. In 

addition, their sample spanned grades K-12, did not require the use of an intervention, 

and excluded special populations from the sample (e.g., studies that focused on English 
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language learners and students who underperformed in reading and behavior who were 

otherwise typically developing were excluded). This is different from the population in 

this study which included only students in elementary school, required an intervention be 

implemented, and included studies with diverse student populations. 

An additional possibility for why findings differed may be due to the research 

questions investigated in each study. Collins et al. (2018) investigated the role that 

response format may have on the gap between initial differences in performance between 

students. In contrast, the present study examined how response format related to 

differences following the implementation of an intervention. For example, Collins et al. 

(2018) found that there was a moderate, negative difference between students with 

reading disabilities and typically developing students, where students with reading 

disabilities underperformed compared to typically developing students (g = -0.60). Their 

intercept-only meta-regressions revealed that students with reading disabilities 

underperformed on average; however, the smallest weighted mean effect size across 

response formats was in retell/summary (Rangeg: -1.80 to -0.60). The current meta-

analysis found that the largest effect associated with response format at posttest was with 

retell/summary formats (Rangeg: -0.14 to 0.44 [Table 7]). Findings from the present study 

suggest that the largest differences between the control and treatment groups was 

observed when using retell formats. In this way, the findings from the two studies reveal 

information about retell formats from different perspectives. Collins et al. (2018) 

examined preexisting differences at pretest, and this study examined differences 

following the implementation of an intervention.  
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Additional reasons for differences between the findings from Collins et al. (2018) 

and the present study relate to the meta-regression models. To begin, both studies 

conducted regression models with each response format. Collins and colleagues’ (2018) 

approach differed from the current study, in part given that they ran intercept-only 

models where an overall weighted mean effect size estimate was calculated using only 

the data specific to the particular response format. In contrast, the present study entered 

each variable as a predictor to explain variation in the overall weighted mean effect size 

estimate across studies (i.e., univariate meta-regressions using response format as the 

single-predictor). It is possible that the differences in approaches yielded different levels 

of significance for each response format. However, retrospective power analyses 

suggested sufficient power to detect a small effect, given the sample size, level of 

heterogeneity, alpha level of .05, and the level of effect size sought (Harrer et al., 2019).  

Continuing with regression methods, the differences in model estimation methods 

may have also contributed to differences. For example, to calculate their weighted mean 

effect sizes, Collins et al. (2018) used robust variance estimation to account for multiple 

effect sizes within studies. The current study used weighted least squares meta-

regressions with maximum likelihood estimation and adjusted the weight that each effect 

size received in order to account for dependence. Robust variance estimation has a 

number of limitations including a large number of within-study effect sizes (m > 5 for at 

least 40 studies; Scammacca et al., 2014). Given the sample of studies included in the 

current meta-analysis, only one study of the 66 would have met this criteria. In short, 

both approaches have unique advantages and limitations (Scammacca et al., 2014), and 
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the analytic approaches could be another factor that contributed to differences beyond 

sampling, target population, and research questions. 

Summary of RQ 1. Overall, there was a small effect of reading comprehension 

interventions on reading comprehension outcomes. Meta-regressions were used to 

evaluate the relationship between retell/summary response formats after controlling for 

purposively selected variables. Retell/summary response formats were associated with 

significant effects, even after controlling for continued consultation, technology, graphic 

organizers, treatment fidelity, and evidence of lack of contamination between groups. The 

overall effect size estimate and the findings that retell/summary was significantly 

associated with outcomes were corroborated by past research, which highlight the 

importance of response format (Collins et al., 2018; Scamacca, 2015; Shendorevich et al., 

2016; Suggate, 2016). However, past research (Collins et al., 2018) found that other 

response formats were also significant. These differences in findings may be the result of 

the studies sampled or the statistical procedures used. Findings from RQ 1 supported the 

further investigation of the retell/summary response format (i.e., RQ 3). Next, RQ 2 is 

discussed. 

Research Question 2 

RQ 2 was, “In standardized mean difference, as measured through Hedge’s g, 

what is the observed aggregate treatment effect for all reading comprehension 

interventions delivered to students in elementary school from pretest to posttest?” The 

purpose of RQ 2 was to understand the effect of reading comprehension interventions on 
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student growth from pretest to posttest and examine if response format was a significant 

predictor of variation in effect sizes.  

The full sample of available effect sizes in RQ 2 returned an overall weighted 

mean effect size value of 0.71, which is considered a moderate effect size difference 

when using Cohen’s (1988) standards. In other words, the treatment group improved by 

nearly three-quarters of standard deviation from pretest to posttest, on average. These 

findings differ in magnitude and interpretation compared to the findings for RQ 1. This is 

explored in more detail below. 

 Exploring differences between growth and posttest effect sizes. In contrast to 

RQ 1, the effect size estimate for RQ 2 addressed how much a group’s score increased or 

decreased in standard deviation units from before the intervention was implemented to its 

conclusion. The effect size does not include an equivalent comparison group in its 

calculation. Therefore, the effects of maturation, the curriculum that all students received, 

and other supplemental supports delivered by the school for students in the study cannot 

be ruled out. The result is an effect size that is likely an overestimate of the effect of an 

intervention because student growth could be related to other factors. Thus, it can be 

expected that the average effect size would be greater than zero, and the sample of effect 

sizes would have a negative skew. This can be observed in Figure 2. 

In Figure 2, few studies have an effect size value that falls below zero. A score 

below zero would suggest that from pretest to posttest compared to the groups’ original 

mean score, participants performed worse. This decline would be unlikely considering 

the passage of time, receiving intervention, participating in school, and possibly receiving 
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other supplemental supports. One concept to explain the few studies where the growth 

effect size was zero or below is, regression to the mean (Keith, 2014), which is a 

statistical phenomenon that describes that scores tend to fall near the mean, and over 

multiple measurements, high and low scores may occur but most tend to fall close to the 

mean. Ultimately despite differences in interpretation, the overall weighted mean effect 

size for growth was another way to estimate the relationship between intervention and 

measure.  

There was no previous meta-analytic research examining the growth of only the 

treatment group’s reading comprehension from pretest to posttest after receiving 

interventions. However, findings suggested a similar positive trend, relating to positive 

gains following the implementation of reading comprehension intervention (e.g., 

Elleman, 2017; Scamacca, 2015; Suggate, 2016). Similar to RQ 1, there were large levels 

of heterogeneity present in the effect sizes. As a result, meta-regressions were used to 

examine variables that could help explain the heterogeneity in effect sizes. The results of 

the moderator analysis are explored next. 

Examining response format as a moderator of growth. The same model 

building procedures used to construct the final model in RQ 1 were used for RQ 2. As 

such, the final regression model for pretest to posttest growth included purposively 

selected variables and the retell/summary response format. The goal was to use meta-

regression to understand if response format was significantly associated with differences 

between growth from pretest and posttest, even when controlling for purposively selected 

variables. Similar to RQ 1, retell/summary was the only response format included in the 
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final model. However, in contrast to RQ 1, the final regression model for the growth 

effect sizes only included variables related to measure and intervention because variables 

within the other blocks were nonsignificant.  

Thus, the final regression model consisted of the following variables: graphic 

organizer, intervention setting – pullout, intervention setting – classroom, and 

retell/summary response format. Despite the unique nature of the growth effect sizes, the 

findings for each variable included in the model had little conflict with past research in 

relation to directionality (e.g., Berkeley et al., 2010; Elleman, 2017; Lee & Tsai, 2017; 

Swanson et al., 2017). Similar to the posttest analyses, minor differences in the 

magnitude of estimates in the meta-analysis of growth effect sizes compared to previous 

meta-analyses could also be due to inclusion criteria and research questions. Ultimately, 

the retell/summary response format was significantly associated with growth from pretest 

for posttest. 

The results of the model suggested that even after controlling for purposively 

selected variables, retell/summary response formats had a positive, significant 

relationship to growth. This particular finding was similar to findings from RQ 1. 

Specifically, the model estimated effect for retell/summary was quite similar to the value 

found in RQ 1 (Table 10), which led to a similar interpretation. In other words, even after 

accounting for purposively selected intervention characteristics, the treatment group grew 

from pretest to posttest by nearly two-fifths of a standard deviation when intervention 

outcomes were measured using retell/summary formats.  
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The relationship between the model estimated effects for retell/summary and 

findings from past research (i.e., Collins et al., 2018) was similar to those found in RQ 1. 

In short, the finding that retell/summary formats were significant predictors corroborated 

past research. However, the lack of other significant response formats was unexpected. 

The differences in findings could be due to analytic procedures (Scammacca et al., 2014), 

the research questions, or the sample of included studies. In addition, findings from RQ 2 

supported further investigation of retell/summary, specifically if treatment effects for 

retell/summary differed based on the intervention used (i.e., RQ 3). 

Research Question 3 

RQ 3 was, “Do observed treatment effects differ based on the specific 

interventions and measures?” Findings were used to address whether types of reading 

comprehension measures differentially relate to how intervention outcomes are valued. In 

both RQ 1 and RQ2, the retell/summary format was a significant predictor of intervention 

outcomes, even after controlling for purposively selected variables. As such, subgroup 

analyses were conducted using only effect sizes calculated with a retell/summary 

measure. All effect sizes associated with a retell/summary format were run with each 

intervention type as a predictor variable. The purpose was to understand if intervention 

outcomes varied on retell/summary response formats. Findings for both posttest and 

growth effect sizes were fairly consistent and are discussed below. 

Interventions significantly associated with retell/summary performance. In 

the case of the posttest analyses, interventions that included multiple components of 

reading (i.e., fluency, decoding, and/or phonemic awareness) and improving background 
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knowledge as components of their implementation were associated with significant 

outcomes compared to the comparison group. Similarly, in the case of the growth 

analyses, interventions that targeted improving background knowledge and addressing 

multiple components of reading were also significant outcomes of growth from pretest to 

posttest. As such, the same variables (i.e., improving background knowledge and multiple 

components of reading) were observed to be significant in both the growth and posttest 

analyses. Differences between the two analyses were observed in the magnitude and 

directionality of the variables’ effects.  

Differences between the two effect sizes were apparent in the magnitude of 

effects for multicomponent interventions, and in the magnitude and directionality of 

effects for improving background knowledge. Specifically, multicomponent interventions 

were associated with large, positive outcomes in the posttest meta-analysis of the 

retell/summary data. In contrast, multicomponent interventions in the growth meta-

analysis of the retell/summary data were positive, but associated with small-to-moderate 

effects (Table 11). As such, larger estimates were observed for the posttest group, 

suggesting multicomponent interventions had greater effects when treatment-to-control at 

posttest was the standard for comparison. In contrast, multicomponent interventions had a 

positive but smaller effect when the standard for comparison was growth from pretest to 

posttest. 

 In relation to the improving background knowledge, differences in the magnitude 

and directionality of the effect was observed. In the posttest analysis of retell/summary 

effect data, improving background knowledge was associated with large, positive 
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differences in the treatment group compared to control at posttest. In contrast, in the 

growth analysis, improving background knowledge was associated with a moderate, 

negative relationship with group growth. The findings from the growth and posttest 

retell/summary data were quite different and requires additional explanation, which is 

provided below. 

It may appear that the effect of improving background knowledge was 

contradictory across the two types of effect sizes. In the posttest subgroup analysis for 

retell/summary, improving background knowledge was associated with a positive 

estimate. In contrast, in the growth analysis, it was associated with a negative estimate. In 

both cases, the intercept (see Table 11) is a meaningful variable to consult. In the case of 

the posttest analysis, the intercept was small (γ = 0.25), while in the growth analysis it 

was quite large (γ = 0.97). In both situations, if a study targeted background knowledge, 

the overall, mean weighted effect, controlling for the other intervention variable, would 

be positive. In sum, reasonable conclusions to draw from these findings are that, the 

differences in the values of the improving background knowledge variables are not as 

stark when the entire model is taken into account. Now that the results of RQ 3 have been 

fully reported, their relation to past research is described. 

Relating findings from RQ 3 to previous research. Collectively, the findings 

from the subgroup analyses were aligned with previous research in the area of reading 

comprehension. The first significant variable was background knowledge. 

Underperforming readers may lack skills in establishing a coherent mental representation 

of the text, and may approach the text with low expectations for coherence (Sabatini et 
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al., 2012). Thus, unskilled readers, who also lack knowledge in a domain, expect the text 

to be confusing. They may have additional difficulty understanding text without a strong 

working knowledge of story structure or the content. Improving the background 

knowledge of students prior to reading is an effective strategy to helping students expect 

to derive meaning from the text (Elleman, 2017; Joseph, 2015; Kendeou et al., 2016). For 

example, a common strategy used to support English Language Learners in reading is to 

build background knowledge by previewing the text (August et al., 2014). As such, the 

large effects of this intervention component is consistent with what would be expected 

based on prior research (Sabatini et al., 2012; Kendeou et al., 2012; Kendeou et al., 

2016). 

 The other significant variable was multicomponent interventions. Reading 

comprehension interventions that were multicomponent, in that they incorporated 

multiple areas of reading, also had significant and positive associations with outcomes 

using the posttest and growth data. This finding was also intuitive, given that students 

who received support in other areas of reading such as fluency and phonemic awareness 

had higher outcomes in reading comprehension compared to controls (NRP, 2000). In 

addition, there is a broader range of meta-analytic research highlighting the small-to-large 

effects that broader reading interventions can have (e.g., Berkeley et al., 2010; Edmonds 

et al., 2009; Tran et al., 2011). Although the findings for significant variables related to 

research, there were intervention variables that were unexpectedly nonsignificant in the 

models explored in RQ 3.  
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There were several intervention variables that similar arguments could be made 

for their statistical significance in RQ 3; however, they were not statistically significant 

predictors of outcomes on the retell/summary response format. Text structure and 

strategy instructional interventions were two intervention formats that seemed similarly 

aligned to the retell/summary format. However, they were associated with nonsignificant 

finding. Graphic organizers are also a way to scaffold the reading comprehension process 

so that students are able to identify important information within the text (Joseph, 2015). 

There arguably is a connection between a response format that requires students to 

organize their ideas and communicate the events of a passage and interventions that aim 

to support students’ representation of their preexisting knowledge as well as their 

understanding of the text’s structure and contents. The lack of statistical significance of 

these variables, when contextualized with the variables that were significant, call for 

additional research and investigation. However there are a few possibilities that offer 

initial insight regarding the outcomes. For each intervention component that was found 

nonsignificant, it is possible that the issue could be due to a lack of statistical power. It’s 

also possible that the feasibility, or the reliable implementation, of high-quality 

interventions could be an additional factor for consideration (Fixsen et al., 2005). 

Implications 

 The results of the current study contribute to research on reading comprehension 

and its measurement. Implications, limitations, and future research are discussed. 

Findings from the current study have several implications. To begin, researchers may find 

it useful to include multiple measures of reading comprehension when conducting 



113 

 

 

 

studies. When researchers only use one measure of reading comprehension, the measure 

should be one that can be used consistently (as opposed to interchangeably) and has 

sufficient reliability and validity information to support its use for the particular research 

context. However, using multiple measures of reading comprehension, especially when 

the research questions directly concern reading comprehension, is advisable. A growing 

line of research suggests that student performance varies, on average, on different 

measures of reading comprehension (Collins et al., 2018; Kendeou et al., 2012). 

Furthermore, meta-analytic evidence also suggests that measures correlate differently to 

the various domains of reading (e.g., decoding, comprehension [Garcia & Cain, 2014; 

Keenan & Meenan, 2014]). The present study also suggests that in some cases, 

performance on retell/summary response formats significantly differs, on average, 

compared to other formats. In sum, to better understand the domain of reading 

comprehension, multiple measures of varying formats are likely needed. Continuing to 

conduct research studies using multiple measures of reading comprehension will also 

allow for future updates to the current meta-analytic sample. 

Limitations 

As stated in most of the syntheses reviewed in Chapter 2, quantitative studies 

often fail to report sufficient information on methodology, which results in an inability to 

code for particular variables. This lack of reported methodological information is a 

common limitation in educational meta-analyses (Harwell, 2008). In the case of the 

current meta-analysis, the reporting practices in the primary studies broadly affected the 

available codes to include in the moderator analyses. This was particularly apparent in the 
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area of assessment and reader characteristics. Assessment characteristics were rarely 

provided, leaving few moderators to examine. For example, studies identified and 

reviewed for this study rarely reported the possible score range or whether the passage 

remained in view for students to reference. No studies identified and reviewed for this 

study reported information relevant to fidelity in administering the measures. Likewise, 

information on race, English proficiency of the sample, and disability status were 

characteristics of the reader that would have been of interest to include in the moderator 

analyses, but they were reported at low rates.  

In addition, there were studies that met the core criteria for inclusion but did not 

report necessary information for the calculation of effect sizes. Gate 7 of the inclusion 

criteria designated that studies needed to provide relevant information to calculate effect 

sizes. A total of 32 studies were excluded at this gate for not providing or collecting 

information relevant to calculating effect sizes. Of those studies, nine provided contact 

information for one of the study authors. Of the seven authors contacted across the nine 

studies, one author returned the necessary data. As such, there were eight additional 

studies that met criteria for inclusion, except relevant data were missing and were unable 

to be retrieved. In sum, this meta-analysis implemented a wide-range and thorough search 

strategy, but it does not include every published or unpublished study on reading 

comprehension interventions. Previous meta-analyses in reading comprehension that 

were reviewed did not report contacting authors for missing data nor the rates of reply, 

which is commonly unreported factor in meta-analyses in the field of education (Harwell, 
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2008). This study provides additional detail regarding the collection and inclusion of 

studies to provide a better understanding of the process and sample of articles included. 

There are a variety of methods used to calculate effect sizes (Card, 2012). The 

current study used Hedge’s g for treatment and control comparisons at posttest as well as 

g for student growth from pretest to posttest. The use of two methods for effect size 

calculation is rare, given that it did not occur in any of the 47 meta-analyses reviewed for 

Chapter 2. The selection of any effect size has to be done thoughtfully, given that 

different calculations and choices yield different results (Card, 2012; Cooper, Hedges, & 

Valentine, 2009). There are additional methods for calculating effect sizes (Morris, 2008; 

Scammacca et al., 2014) that could be beneficial for expanding to other, future analyses 

to answer different research questions or to expand on the questions that were 

investigated in the current study. 

Another potential limitation is related to the interpretation of effect sizes. 

Numerous meta-analyses reviewed in Chapter 2 used Cohen’s (1988) descriptive 

categories for effect sizes. Cohen (1988) provided these classifications solely for use as 

examples, highlighting that the researchers within a discipline should define what 

constitutes the magnitude of a particular effect (Howell, 2013). As such, the use of this 

classification system, though prevalent in recent meta-analyses in reading 

comprehension, may be thought to trivialize clinically significant effects. The labels of 

small, moderate, and large used to describe effect sizes are only a heuristic, and values 

may be interpreted differently based on one’s familiarity with reading comprehension 
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research and the contexts in which the data were collected (e.g., elementary school 

settings).  

Future Directions 

 There are a variety of future directions in research exploring the connections 

between measures and interventions within reading comprehension. The findings from 

the current study would help to support research for the questions and projects discussed 

below. 

 Investigating connections between assessment and intervention. Future 

research could investigate how using measures to determine the intervention may relate 

to improved outcomes. This line of research could expand knowledge regarding the 

utility of reading comprehension measures for selecting effective interventions for 

students. A systematic review of using particular reading (comprehension) measures 

could be beneficial to understanding the relationships between measure and interventions, 

but also direct applications. Based on the current review, there would be a limited number 

of studies that used measures to identify which students needed intervention, and even 

fewer that used measures to identify the particular intervention that students received. A 

review of that nature would lay the groundwork for experimental studies examining the 

use of performance on measures to support effective intervention decisions in reading 

comprehension.   

 There are hypotheses that may be raised regarding the theoretical linkages 

between the measures and the interventions. Earlier sections of the discussion explore 

connections between retell/summary measures and the interventions that build 
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background knowledge as well incorporate graphic organizers. A future direction could 

be the implementation of a literature review that delves into the theoretical linkages 

between specific measures of reading comprehension and available interventions. The 

literature review could propose a theoretical framework for classifying measures and 

interventions as distal and proximal. Following the creation of such a framework, it could 

be applied as a coding scheme using the current meta-analytic sample or another sample. 

A meta-analysis could then be conducted that investigates the role of the measure’s 

relationship to the intervention. Essentially investigating whether a measure’s 

classification as distal or proximal to the intervention results in heightened treatment 

effects. Research of this nature would help to distill specific skill mastery measures from 

general outcome measures within reading comprehension (Fuchs & Deno, 1991).  

 Investigating differences in retell/summary formats. In the present study, 

similar evidence was found in both the posttest and growth meta-analyses: reading 

comprehension measures using retell/summary formats were associated with statistically 

significant and greater weighted mean effect sizes on average, compared to those 

observed in measures with other response formats. These reasons could be due to score 

reliability, true differences in the task and its alignment to intervention, or a combination 

of the two (Bernfeld et al., 2013; Collins et al., 2018; Fuchs & Fuchs, 1992; Reed et al., 

2013). It is possible that the use of retell/summary response formats artificially inflates 

intervention outcomes due to issues of measurement, or retell/summary response formats 

accounts for unique variance in the measurement of reading comprehension unaccounted 

for by measures with other response formats. Ultimately, more research is needed to 
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further understand the relationship between retell/summary response formats and reading 

comprehension, and thus how to interpret performance on these measures and the 

effectiveness of reading comprehension outcomes.  

 Developers of educational measures may seek to establish a set of standardized 

materials and procedures for a measure using a retell/summary response format. The 

measure could be used in a variety of studies to understand its reliability and validity 

evidence. Building validity evidence for the interpretation and use of the measure for 

measuring intervention effects would help to understand if the results for retell/summary 

response formats were associated with unreliability of the measure or true differences in 

measuring reading comprehension. If the latter is true, a high quality reading 

comprehension measure with a retell/summary response format may help to support a 

more comprehensive assessment of student reading comprehension skills.  

 Future researchers may also use neuroimaging studies as a unique avenue to 

examine differences in performance on the response formats of reading comprehension 

measures. Broadly, studies could examine if different regions of the brain are activated 

when completing measures using varying response formats. As described, reading 

comprehension is a dynamic and diverse field, investigating the question through a 

variety of methods would improve the validity evidence supporting general conclusions 

regarding the importance response formats. 

Conclusion 

 In conclusion, this meta-analysis contributed to a growing body of research 

syntheses investigating the complexities of reading comprehension measures. It extended 
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the work to intervention research by exploring reading comprehension response format as 

a predictor of variability in intervention outcomes. Results in the form of small-to-

moderate effect sizes indicated that reading comprehension interventions improve 

performance for groups of students when compared to controls and to their own scores at 

pretest. Further analyses led to conclusions that retell/summary response formats were 

significantly associated with intervention outcomes, even after controlling for 

intervention and study quality variables. In addition, improving background knowledge 

and multicomponent interventions were associated with differential outcomes on 

retell/summary measures. Research in this area will have implications for researchers and 

practitioners regarding the appropriate uses of reading comprehension measures in 

monitoring intervention outcomes.  

  A key conclusion from this study and previous research (Collins et al., 2018) is 

that students perform differently on the retell/summary response formats. The current 

study also suggests that interventions work differently on the retell/summary response 

formats. Use of multiple reading comprehension measures is likely needed to have a 

holistic understanding of student performance in the domain.  
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Appendix A 

Initial Contact Email: Amendum, Braxton, Connor, Denton, Mason, Ritchey, Vaughn, 

Wanzek, Wijekumar, Williams 

Hello Dr. ____,  

My name is Calvary Diggs, and I am a graduate student at the University of Minnesota. I 

am contacting you because of your work in reading comprehension research. 

I am currently completing my dissertation, which is a meta-analysis investigating if 

reading comprehension intervention outcomes vary based on the selected assessment. I 

am seeking unpublished data in order to reduce publication bias; I wanted to know if you 

have any relevant studies that have not yet been published. If so, would you be able to 

complete the excel included below for any relevant studies.  

Of note, I am specifically interested in studies that were conducted in the United States in 

K-12 school settings, with assessment and intervention methods conducted in English. 

The intervention(s) has to be related to reading comprehension (i.e., … ) and the 

measure(s) must fit at least one of the following formats (i.e., ). In addition, the study 

must have included a pretest and a posttest as well as a control group. 

 

Very best, 

Calvary Diggs 

University of Minnesota 
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Treatment Control Additional Treatments 

Intervention Type (dropdown) Intervention Type (dropdown) Intervention Type (dropdown) 

Measure Type (dropdown) 

N Mpre SDpre Mpost SDpost N Mpre SDpre Mpost SDpost N Mpre SDpre Mpost SDpost 

               

Measure Type (dropdown) 

N Mpre SDpre Mpost SDpost N Mpre SDpre Mpost SDpost N Mpre SDpre Mpost SDpost 
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Follow-up Email(s):  

Hello Dr. ____, 

I wanted to send a reminder email regarding  your ability to provide any unpublished data for inclusion in my meta-analysis on 

how assessment choice may moderate intervention outcomes in reading comprehension assessment and intervention work. Additional 

details are available below. Please let me know if you have any questions or concerns. 
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Appendix B 

Initial Contact Email: Abe, Crowe, Register, Torgensen, Trainin, Williams, Wijekumar 

Hello Dr. ____,  

My name is Calvary Diggs, and I am a graduate student at the University of Minnesota. I am contacting you because of your article 

titled, _______. 

I am currently completing my dissertation, which is a meta-analysis investigating if reading comprehension intervention outcomes 

vary based on the selected assessment. I am seeking additional information regarding effect sizes so that your study may be included 

in my analyses. I wanted to know if you could provide the ___ (mean, standard deviation)___ for the ___(treatment, control)___ 

group. If so, would you be able to complete the excel included below?  
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Treatment Control Additional Treatments 

Intervention Type (dropdown) Intervention Type (dropdown) Intervention Type (dropdown) 

Measure Type (dropdown) 

N Mpre SDpre Mpost SDpost N Mpre SDpre Mpost SDpost N Mpre SDpre Mpost SDpost 

               

Measure Type (dropdown) 

N Mpre SDpre Mpost SDpost N Mpre SDpre Mpost SDpost N Mpre SDpre Mpost SDpost 

               

 

Very best, 

Calvary Diggs 

University of Minnesota 
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Follow-up Email(s): 

Hello Dr. ____, 

I wanted to send a reminder email regarding  your ability to provide missing information for calculating effect sizes for your study 

titled, ______.  I would like to include your study in my meta-analysis on how assessment choice may moderate intervention 

outcomes in reading comprehension assessment and intervention work. Additional details are available below. Please let me know if 

you have any questions or concerns. 

 

Very best, 

Calvary Diggs 

University of Minnesota
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Appendix C 

Displayed equations from Chapter 4 are provided below. Lines were used to support 

readability 

𝑤𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 =
1

∆𝑗∗𝑚𝑗
   

(1) 

gj = γ0 + uj + ej,  (2) 

gj = γ0 + γ1W1j + γ2W2j +…+ γsWsj + uj + ej .  (3) 

gj = γ0 + γ1WControl Condition: Treated Control j + γ2WControl Condition: Other j + γ3WLevel of 

randomization:  Student j + γ4WLevel of randomization: Classroom j + γ5WLevel of randomization: School j + 

γ6WMatching j + γ7WNumber of Measures j + γ8WPublication Type: Dissertation j + γ9WPublication Type: 

Other j + γ10WPublication Year j + γ11WQuasi-experiment j + uj + ej   (4) 

gj = γ0 + γ1WControl Condition: Treated Control  j + γ2WNumber of Measures j + uj + ej    (5) 

gj = γ0 + γ1WContinued Consultation j + γ2WImplementer: Researcher j + γ3WImplementer: Classroom 

Teacher j + γ4WImplementer: Other j + γ4WTreatment Fidelity j +  uj + ej  (6) 

gj = γ0 + γ1W Graphic Organizer j + γ2W Improving Background Knowledge j + γ3W Inference Instruction j 

+ γ4W Multicomponent j + γ5W Other j + γ6W Self-monitoring j + γ7W Signal Words j + γ8W Strategy 

Instruction j + γ9W Technology j + γ10W Text Structure Instruction j + γ11W Vocabulary Component j + 

γ11W Writing Component j + uj + ej    (7) 

gj = γ0 + γ1W Continued Consultation j + γ2W Treatment Fidelity j + γ3W Graphic Organizer j + γ4W 

Improving Background Knowledge j + γ5W Technology +  uj + ej   (8) 

gj = γ0 + γ1W Administration Size j + γ2W Administrator j + γ3W Standardized Measure  j +  uj + ej  (9) 

gj = γ0 + γ1W Cloze j +  uj + ej  (10) 
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gj = γ0 + γ1W Summary or Retell j + uj + ej  (11) 

gj = γ0 + γ1WGrade (Minimum)  j + γ2WGrade (Maximum) j + uj + ej  (12) 

gj = γ0 + γ1W Quality 6.3 j + γ2W Quality 6.8  j + γ3W Quality 7.3  j +  uj + ej  (13) 

gj = γ0 + γ1W Continued Consultation j + γ2W Graphic Organizer j + γ3W N Measures j + γ4W 

Summary/Retell j + γ5W Technology j + γ6W Quality 6.3 j + uj + ej  (14) 

gj = γ0 + γ1WContinued Consultation j + γ2WImplementer: Researcher j + γ3WImplementer: Classroom 

Teacher j + γ4WImplementer: Other j + γ4WTreatment Fidelity j + γ5WIntervention Setting: Classroom j + 

γ6WIntervention Setting: Pullout j + γ7WIntervention Setting: Tutorial j +  uj + ej  (15) 

gj = γ0 + γ1W Intervention Setting: Classroom j + γ2W Intervention Setting: Pullout j + γ3W Graphic 

Organizer j +  uj + ej  (16) 

gj = γ0 + γ1W Intervention Setting: Pullout j + γ2W Intervention Setting: Classroom j + γ3W Graphic 

Organizer j + γ4W Summary/Retell j + uj + ej   (17) 

gj = γ0 + γ1W Text Structure Instruction j + uj + ej (18) 

gj = γ0 + γ1W Text Structure Instruction j + γ1W Text Structure Instruction j +  uj + ej (19) 
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APPENDIX D 

Data from intercept-only meta-analyses are provided below. Each meta-analysis was conducted using effect sizes from one specific 

response format. Results for effect sizes from posttest analyses are presented in the rows titled, 'Posttest.' Results for effect sizes from 

growth analyses are presented in the rows titled, 'Growth.' 

  

Intercept-only regressions for all response formats using posttest effect sizes and growth effect sizes 

Response Format Analysis k m g SE p 95% CI τ2 Q I2 

Cloze Posttest 26 34 0.10 0.09 .262 [-0.08, 0.28] .16 <.001 70.87% 

 
Growth 24 32 0.70 0.11 <.001 [0.48, 0.92] .30 <.001 84.01% 

Maze Posttest 4 4 0.16 0.17 .362 [-0.18, 0.49] 0 .823 0% 

 Growth 4 4 0.52 0.35 .143 [-0.17, 1.20] .34 .007 71.35% 

Multiple-Choice Posttest 34 41 0.12 0.06 .026 [0.02, 0.23] .06 <.001 71.06% 

 Growth 28 34 0.60 0.09 <.001 [0.42, 0.78] .20 <.001 88.19% 

Open-ended Posttest 11 14 0.20 0.21 .332 [-0.21, 0.62] .43 <.001 78.44% 

 Growth 9 11 0.79 0.29 .006 [0.23, 1.35] .67 <.001 83.88% 
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Retell/Summary Posttest 13 22 0.54 0.17 .001 [0.21, 0.87] .32 <.001 61.29% 

 Growth 10 18 1.08 0.16 <.001 [0.77, 1.38] .37 .022 42.05% 

True/False Posttest 1 2 0.48 0.67 .472 [-0.83, 1.79] .66 .055 72.76% 

 Growth 1 2 1.03 0.42 .015 [0.20, 1.85] .16 .183 43.71% 

Note. k = number of studies; m = number of effect sizes; g = Hedge’s g mean effect size; τ2
 = the 

estimated between study variance; Q = statistical test of heterogeneity between effect sizes; I2 = 

estimate of the percentage of heterogeneity between study effect sizes compared to the total variability 

in effect sizes. 

 


