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1 Introduction 

The theoretical background in Sections 1.2.5, 1.2.6, and 1.2.8 includes some 

content adapted from a collaborative Perspective article written by Carlo Alberto 

Gaggioli, Samuel J. Stoneburner, Christopher J. Cramer, and Laura Gagliardi. The article 

has been submitted for publication.1 In that work Samuel J. Stoneburner wrote much of 

the content on multireference calculations and made other contributions throughout the 

manuscript. 
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1.1 Organization of this Dissertation 

Section 1 of this dissertation is introductory material. Following this summary in 

Section 1.1, theoretical background is presented in Section 1.2 that describes many of the 

electronic structure methods used throughout this dissertation. Section 1.3 describes some 

of the challenges in choosing orbitals for active spaces, which is necessary for much of 

the research presented in this dissertation, and Section 1.4 comments on the practical 

applications that will be addressed. 

Section 2 features the systematic exploration of active spaces from the standpoint 

of theoretical development, beginning with Section 2.1 and the benchmarking of 

generalized active space self-consistent field theory (GASSCF)2 and SplitGAS3 on a 

variety of systems. Section 2.2 considers the application of the “correlated participating 

orbital” (CPO)4 active space selection scheme to complete active space self-consistent 

field theory (CASSCF)5,6 and restricted active space self-consistent field theory 

(RASSCF)7 followed by second-order perturbation theory (CASPT28,9 and RASPT2,10 

respectively) for singlet-triplet splittings of diradical organic molecules. An additional 

type of CPO, “πCPO”, is introduced as an effective and economical option for π-system 

excitation energies. 

Section 3 consists of assessments of multiconfiguration pair-density functional 

theory MC-PDFT11,12 and includes additional work with active space selection. Section 

3.1 is a direct continuation of the work presented in Section 2.2 and demonstrates that 

with the same systems and CPO active space selection scheme MC-PDFT can provide 

good agreement with CASPT2 at a much lower computational cost. Section 3.2 further 

demonstrates the computational affordability of MC-PDFT through the calculation of the 

full spin ladder of Fe2S2 compounds for which second-order perturbation theory could 

only be performed for high-spin states. Section 3.3 considers the relative spin-state 
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energies of several other iron complexes and examines the effects of including high local 

exchange (HLE)13 modifications to the MC-PDFT exchange and correlation energies. 

Section 4 contains the practically motivated work of this dissertation, namely the 

application of electronic structure theory to gas separations in metal-organic frameworks 

(MOFs). Section 4.1 addresses CO2 capture in a copper paddle-wheel MOF and includes 

comparative tests of multiple active space choices to ensure that the minimal necessary 

active space is used for the calibration of force field parameters. The remaining three 

subsections all focus on metal-catecholates, with Section 4.2 using KS-DFT and CASPT2 

in comparisons of different first-row transition metals for the capture of toxic NO and 

Section 4.3 applying the same approach for O2/N2 separation. Section 4.3 in particular 

includes detailed analysis of various active space choices for the CASPT2 results. 

Inspired by the promising results presented in Section 4.3, Section 4.4 describes a 

screening study to identify specific MOF structures for metal-catecholate modification as 

synthetic targets for the purpose of O2/N2 separation. The combination of Section 4.3 and 

Section 4.4 serves as an example of how electronic structure calculations on cluster 

models can be the initial step towards finding solutions to practical problems. 
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1.2 Theoretical Background and Methods 

1.2.1 Wave Function Theory 

At the heart of quantum chemistry is the non-relativistic time-independent 

Schrödinger equation,14–16 

 𝐻𝐻|Ψ⟩  =  𝐸𝐸|Ψ⟩ 
(1) 

where |Ψ⟩ is the wave function, 𝐻𝐻 is the Hamiltonian operator, and 𝐸𝐸 is the energy, an 

eigenvalue of the Hamiltonian operator applied to the wave function. Solving this 

equation analytically is known to be intractable for systems containing more than one 

electron,17 but a great deal of progress has been made in finding simplifying assumptions 

and alternative approaches that allow for practically feasible solutions while still 

approaching or achieving chemical accuracy. 

The Hamiltonian operator is 

 

𝐻𝐻 = −�
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(2) 

Proceeding from left to right, the terms correspond to the kinetic energy of the electrons, 

the kinetic energy of the nuclei, the attractive potential between the electrons and nuclei, 

the repulsive potential between electrons, and the repulsive potential between nuclei. 

(Unless otherwise noted, equations are in atomic units for simplicity of presentation.) 

Here 𝑁𝑁 is the number of electrons, 𝑀𝑀 the number of nuclei, 𝑀𝑀𝐴𝐴 the mass of nucleus 𝐴𝐴 

divided by the mass of an electron, 𝑍𝑍𝐴𝐴 the nuclear charge of the nucleus 𝐴𝐴, 𝐹𝐹𝑖𝑖𝐴𝐴 the 

distance between the 𝑖𝑖th electron and nucleus 𝐴𝐴, 𝐹𝐹𝑖𝑖𝑖𝑖 the distance between the 𝑖𝑖th and 𝑗𝑗th 

electrons, and 𝑅𝑅𝐴𝐴𝐵𝐵 the distance between nuclei 𝐴𝐴 and 𝐵𝐵. The Hamiltonian is often 

simplified by the Born-Oppenheimer approximation18 (i.e., treating the nuclei as fixed 
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point charges, based on the assumption that the electrons are moving much faster than the 

nuclei).15 This enables neglecting the kinetic energy of the nuclei and treating the 

nuclear-nuclear repulsion as a constant: 

 𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  =  ��
𝑍𝑍𝐴𝐴𝑍𝑍𝐵𝐵
𝑅𝑅𝐴𝐴𝐵𝐵

𝑀𝑀

𝐵𝐵>𝐴𝐴

𝑀𝑀

𝐴𝐴=1

 (3) 

All that remains, then, is the electronic energy, the Hamiltonian for which is15 

 𝐻𝐻𝑒𝑒𝑛𝑛𝑒𝑒𝑛𝑛  =  −�
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 (4) 

The electron has three spatial coordinates, 𝐫𝐫, as well as one spin coordinate, 𝜔𝜔, 

with the four coordinates combined being 

 𝐱𝐱 = {𝐫𝐫,𝜔𝜔} 
(5) 

The wave function itself, Ψ, can then be written as a function of spin orbitals, χ(𝐱𝐱), 

(where the spin orbital, χ, is a product of a spatial function and a spin function), with a 

wave function corresponding to 𝑁𝑁 electrons being Ψ(𝐱𝐱1,𝐱𝐱2, … , 𝐱𝐱𝑁𝑁). A first 

approximation is to treat the electrons as non-interacting, with the corresponding 

Hamiltonian simply being 

 𝐻𝐻𝑛𝑛𝑛𝑛𝑛𝑛−𝑖𝑖𝑛𝑛𝑖𝑖𝑒𝑒𝑖𝑖𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖𝑛𝑛𝑖𝑖  =  �ℎ(𝑖𝑖)
𝑁𝑁

𝑖𝑖=1

  (6) 

where ℎ(𝑖𝑖) is an operator corresponding to the kinetic and potential energy of the non-

interacting 𝑖𝑖th electron. The spin orbitals are then eigenfunctions of ℎ(𝑖𝑖), so that 

 ℎ(𝑖𝑖)χ𝑖𝑖(𝐱𝐱𝒊𝒊) = 𝜀𝜀𝑖𝑖  χ𝑖𝑖(𝐱𝐱𝒊𝒊) (7) 

where 𝜀𝜀𝑖𝑖 is the eigenvalue, the energy of electron 𝑖𝑖 in spin-orbital 𝑗𝑗. The wave function 

can then be written as a Hartree product,15 i.e., 

 Ψ𝐻𝐻𝐻𝐻(𝐱𝐱1,𝐱𝐱2, … , 𝐱𝐱𝑁𝑁) = χ𝑖𝑖(𝐱𝐱1)χ𝑖𝑖(𝐱𝐱2) … χ𝑘𝑘(𝐱𝐱𝑁𝑁) (8) 
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In order to satisfy the Pauli exclusion principle, the wave function must be 

antisymmetric, i.e., exchanging any two electrons should result in a change of sign15–17: 

 Ψ�𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝑖𝑖, … , 𝐱𝐱𝑖𝑖, … , 𝐱𝐱𝑁𝑁� =  −Ψ�𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝑖𝑖, … , 𝐱𝐱𝑖𝑖, … , 𝐱𝐱𝑁𝑁� 
(9) 

This is accomplished by taking a linear combination of Hartree products, which is then 

often written as a Slater determinant,15,16,19 

 Ψ(𝐱𝐱1,𝐱𝐱2, … , 𝐱𝐱𝑁𝑁) =  (𝑁𝑁!)−1/2 ��

χ𝑖𝑖(𝐱𝐱1) χ𝑖𝑖(𝐱𝐱1)
χ𝑖𝑖(𝐱𝐱2) χ𝑖𝑖(𝐱𝐱2) ⋯

χ𝑘𝑘(𝐱𝐱1)
χ𝑘𝑘(𝐱𝐱2)

⋮ ⋱ ⋮
χ𝑖𝑖(𝐱𝐱𝑁𝑁) χ𝑖𝑖(𝐱𝐱𝑁𝑁) ⋯ χ𝑘𝑘(𝐱𝐱𝑁𝑁)

�� (10) 

where (𝑁𝑁!)−1/2 is a normalization factor, χ is a spin orbital, and 𝐱𝐱 is the coordinates of 

electron. The antisymmetry requirement is inherently satisfied, as all determinants change 

sign upon the exchange of any two rows (i.e., electrons).17 A common shorthand notation 

treats the normalization factor as implicit and gives the diagonal of the Slater determinant 

in ket form15: 

 Ψ(𝐱𝐱1,𝐱𝐱2, … , 𝐱𝐱𝑁𝑁) =  |χ𝑖𝑖(𝐱𝐱1)χ𝑖𝑖(𝐱𝐱2)⋯χ𝑘𝑘(𝐱𝐱𝑁𝑁)� (11) 

Further shorthand notation implicitly assumes the electrons are always labeled as 𝐱𝐱1, 𝐱𝐱2, 

⋯𝐱𝐱𝑁𝑁, yielding15 

 Ψ(𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝑁𝑁) =  |χ𝑖𝑖χ𝑖𝑖 ⋯ χ𝑘𝑘� 
(12) 

 

1.2.2 Hartree-Fock 

One of the earliest and most influential attempts to address the Schrödinger 

equation is Hartree-Fock theory.20,21 While not sufficiently accurate in and of itself for 

anything more than qualitative information,16,17 it is the basis of many of the more refined 

methods currently methods in wide use.2,6,7,15,17,22–25 Hartree-Fock relies on a single Slater 

determinant to describe an approximate wave function, 
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 Ψ0 =  |χ𝑖𝑖χ𝑖𝑖 ⋯ χ𝑘𝑘� 
(13) 

and finds spin orbitals that minimize the energy 

 𝐸𝐸0  = ⟨Ψ0|𝐻𝐻|Ψ0⟩ 
(14) 

The energy is minimized to employ the variational principle, i.e., that an approximate 

wave function will always yield an energy that is higher than the actual energy, and 

therefore the lowest energy found will be the most accurate.15,26 The energy of individual 

spin orbitals is found using the Fock operator 

 𝐹𝐹(𝑖𝑖)  = ℎ(𝑖𝑖) +  𝑣𝑣𝐻𝐻𝐻𝐻(𝑖𝑖) 
(15) 

where ℎ(𝑖𝑖), the core-Hamiltonian operator, is the sum of the kinetic energy and electron-

nuclear repulsion terms, 

 
ℎ(𝑖𝑖) = −
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(16) 

and 𝑣𝑣𝐻𝐻𝐻𝐻(𝑖𝑖) is an average potential (or field), replacing the two-electron potential, 

 ��
1
𝐹𝐹𝑖𝑖𝑖𝑖

𝑁𝑁

𝑖𝑖>𝑖𝑖

𝑁𝑁

𝑖𝑖=1

 (17) 

This use of an average potential instead of explicit two-electron potentials is the most 

significant simplification of Hartree-Fock.15 

The average potential, 𝑣𝑣𝐻𝐻𝐻𝐻(𝑖𝑖), has two components, Coulomb and exchange, 

which for any given electron require summing over all other electrons.15 For the first 

electron (assumed to be in spin orbital 𝜒𝜒𝑖𝑖), the average potential is 

 
𝑣𝑣𝐻𝐻𝐻𝐻(1)  =  �(𝐽𝐽𝑏𝑏(1) − 𝐾𝐾𝑏𝑏(1))

𝑏𝑏

  (18) 

where 𝐽𝐽𝑏𝑏(1) is the Coulomb operator, which simplifies electron-electron repulsion 

considerations by replacing the instantaneous position of the electron in spin orbital 𝜒𝜒𝑏𝑏 
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(here labeled electron 2, with coordinates 𝐱𝐱2) with an average interaction over all space 

and spin coordinates, 

 𝐽𝐽𝑏𝑏(1)𝜒𝜒𝑖𝑖(1)  =  ��𝜒𝜒𝑏𝑏∗(2)
1
𝐹𝐹12

𝜒𝜒𝑏𝑏(2)𝐹𝐹𝐱𝐱2�  𝜒𝜒𝑖𝑖(1) (19) 

thus giving a one-electron potential instead of a two-electron potential. The other term, 

𝐾𝐾𝑏𝑏(1), is the exchange operator, and represents a purely quantum phenomenon, 

specifically, the effect of “exchanging” electrons between spin orbitals: 

 𝐾𝐾𝑏𝑏(1)𝜒𝜒𝑖𝑖(1)  =  ��𝜒𝜒𝑏𝑏∗(2)
1
𝐹𝐹12

𝜒𝜒𝑖𝑖(2)𝐹𝐹𝐱𝐱2�  𝜒𝜒𝑏𝑏(1) (20) 

(Note that while the Coulomb integral in 𝐽𝐽𝑏𝑏(1) is local, i.e., it depends only on 𝜒𝜒𝑏𝑏 across 

all space and can therefore be calculated at the location of electron 1 (𝐱𝐱1), the exchange 

integral depends on 𝜒𝜒𝑖𝑖 as well as 𝜒𝜒𝑏𝑏 across all space, and is therefore nonlocal.)15 The 

Fock operator can thus be written 

 𝐹𝐹(1)  =  −
1
2
∇𝑖𝑖2  −  �

𝑍𝑍𝐴𝐴
𝐹𝐹𝑖𝑖𝐴𝐴

𝑀𝑀

𝐴𝐴=1

+  �(𝐽𝐽𝑏𝑏(1) − 𝐾𝐾𝑏𝑏(1))
𝑏𝑏

 (21) 

effectively replacing the Hamiltonian operator for a given electron, yielding the Hartree-

Fock equation for a single electron: 

 𝐹𝐹|χ𝑖𝑖⟩  =  𝜀𝜀𝑖𝑖|χ𝑖𝑖⟩  
(22) 

where the spin orbital |χ𝑖𝑖⟩ is an eigenvalue of the Fock operator 𝐹𝐹 and 𝜀𝜀𝑖𝑖 is the 

corresponding eigenvalue, i.e., the energy of the electron in spin orbital |χ𝑖𝑖⟩.15 Returning 

to Equation (14), then, the total energy is 

 𝐸𝐸0  =  �𝜀𝜀𝑖𝑖
𝑖𝑖

−
1
2

 ��𝐽𝐽𝑏𝑏(1) − 𝐾𝐾𝑏𝑏(1)�
𝑏𝑏

+ 𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (23) 

Even with these simplifications, the dependence of 𝑣𝑣𝐻𝐻𝐻𝐻 on the spin orbitals 

renders the Hartree-Fock equations non-linear, necessitating an iterative procedure in 

finding the solution. This is accomplished by making an initial guess for the spin orbitals, 

calculating the average potential, and solving the Hartree-Fock Equation (22). The 
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solution provides a new set of spin orbitals, and the whole process begins again, 

continuing until there is no longer a significant change the potential field, 𝑣𝑣𝐻𝐻𝐻𝐻, or in the 

energy from one iteration to the next. This is known as self-consistency, and Hartree-

Fock-based methods are often referred to as self-consistent field (SCF) methods.15 

Unfortunately, the average potential’s description of Coulomb repulsion between 

two electrons glosses over a considerable amount of detail,17 giving rise to what is 

commonly known as electron correlation. Correlation is often divided into two 

categories, usually named dynamical and non-dynamical (or static), but it is important to 

understand that these distinctions arise from which methods are used to recover some 

portion of the Coulomb correlation, and that there is inherent overlap between them.17 

Non-dynamical correlation is typically associated with near-degenerate electronic states 

that cannot be adequately described by one determinant. This is most famously illustrated 

by the failure of Hartree-Fock and other single-determinant methods to correctly describe 

the dissociation of the hydrogen molecule.17 Solutions to this problem involve using 

multiple determinants, i.e., multireference methods, and they will be addressed in a later 

section. Dynamical correlation is assigned to the fact that the average field allows 

electrons to get closer together than true Coulombic repulsion would allow.27 It is 

commonly addressed with methods that make use of the virtual space (i.e., the 

unoccupied orbitals), and these can use either a single or multireference determinant. 

Coupled-cluster is one of the most successful methods for treating dynamical correlation, 

as it treats all other relevant determinants as “excitations” of the reference determinant, 

but it is often cost-prohibitive for systems of interest and does not perform well if 

multiple reference determinants are needed.17,28 

Perturbation theory is also often used as a post-Hartree-Fock method, with the 

most commonly known being Møller-Plesset. The Hamiltonian is partitioned as 
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 𝐻𝐻 = 𝐻𝐻0 + 𝜆𝜆𝜆𝜆 
(24) 

where 𝐻𝐻0 is the Fock operator (plus 𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) and 𝜆𝜆𝜆𝜆 is the correlation potential, with 𝜆𝜆 

being an ordering parameter for Taylor expansions of the eigenfunctions and 

eigenvalues15: 

 𝐸𝐸𝑖𝑖 = 𝐸𝐸𝑖𝑖
(0) + 𝜆𝜆𝐸𝐸𝑖𝑖

(1) + 𝜆𝜆2𝐸𝐸𝑖𝑖
(2) + ⋯ (25) 

 |Φ𝑖𝑖⟩ = |𝑖𝑖⟩ + 𝜆𝜆 �Ψ𝑖𝑖
(1)� + 𝜆𝜆2 �Ψ𝑖𝑖

(2)� + ⋯ (26) 

The Taylor expansion is often truncated, (e.g., at the second order term, giving rise to 

names such as Møller-Plesset perturbation theory, second order, or MP2).22 The major 

disadvantage to perturbation-based methods is that they are no longer variational, and 

therefore it can no longer be assumed that the lowest energy calculated is the most 

accurate.29 

 

1.2.3 Density Functional Theory 

One especially popular way of capturing correlation sidesteps many of the 

difficulties with wave function theory (WFT) all together. Density functional theory 

(DFT) determines the ground state energy simply from the probability density of the 

electronic wave function, commonly known as electron density.27 Hohenberg and Kohn30 

proved that electronic density uniquely determines the Hamiltonian operator (or, as it is 

most commonly stated, that the energy is a functional of the density), and that the energy 

can be variational. They then proved the existence of a universal density functional from 

which the energy could then be calculated: 

 𝐸𝐸 = 𝐹𝐹𝑖𝑖𝑚𝑚 
𝜌𝜌 → 𝑁𝑁 �𝐹𝐹[𝜌𝜌] + �𝜌𝜌(𝐫𝐫)𝜆𝜆𝑁𝑁𝑒𝑒𝐹𝐹𝐫𝐫�  (27) 

Here 𝐸𝐸 is the total energy, 𝐹𝐹𝑖𝑖𝑚𝑚 
𝜌𝜌 → 𝑁𝑁 indicates the use of the variational principle to find the 

density, 𝜌𝜌, for 𝑁𝑁 electrons that minimizes the total energy, 𝐹𝐹[𝜌𝜌] is the universal 
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functional, and ∫𝜌𝜌(𝐫𝐫)𝜆𝜆𝑁𝑁𝑒𝑒𝐹𝐹𝐫𝐫 accounts for the nuclear-electron attraction potential. This 

potential is system-dependent,27 but is easily calculated based on the positions of the 

nuclei: 

 𝜆𝜆𝑁𝑁𝑒𝑒 = −  ��
𝑍𝑍𝐴𝐴
𝐹𝐹𝑖𝑖𝐴𝐴

𝑀𝑀

𝐴𝐴

𝑁𝑁

𝑖𝑖

  (28) 

The universal density functional, 𝐹𝐹[𝜌𝜌], is not system-dependent (hence, “universal”). It 

has three major components:  

 𝐹𝐹[𝜌𝜌(𝐫𝐫)] = 𝑇𝑇[𝜌𝜌(𝐫𝐫)] + 𝜆𝜆𝐻𝐻[𝜌𝜌(𝐫𝐫)] + 𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛[𝜌𝜌(𝐫𝐫)]  
(29) 

where 𝑇𝑇[𝜌𝜌(𝐫𝐫)] is the kinetic energy, 𝜆𝜆𝐻𝐻[𝜌𝜌(𝐫𝐫)] is the classical Coulomb repulsion, and 

𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛[𝜌𝜌(𝐫𝐫)] is the collection of non-classical contributions, including self-interaction 

correction (which conveniently cancels in Hartree-Fock, but not necessarily in DFT), 

exchange, and electron correlation.27 Unfortunately, the kinetic and non-classical 

functionals are not known,27 and the universal density functional is unlikely to ever be 

known.31,28 

Kohn and Sham23 proposed methods for approximating the density functional 

using self-consistent methods similar to Hartree-Fock. This approach is known as Kohn-

Sham density functional theory (KS-DFT). (Kohn-Sham DFT is the basis of all 

formulations that will be discussed in this section, and thus any subsequent references to 

“DFT” within this section are intended to mean “Kohn-Sham DFT”, but this is not 

intended to deny the existence of other formulations or approaches.11,32–36) In Kohn-Sham 

DFT, a single Slater determinant is used to describe a system of N non-interacting 

electrons with the same electron density as the real (interacting) system. This system has 

the Hamiltonian 

 𝐻𝐻𝑠𝑠 = −�
1
2
∇𝑖𝑖2

𝑁𝑁

𝑖𝑖

+ �𝜆𝜆𝑠𝑠(𝐫𝐫𝑖𝑖)
𝑁𝑁

𝑖𝑖

  (30) 
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where 1
2
∇𝑖𝑖2 is the kinetic energy of the 𝑖𝑖th electron and 𝜆𝜆𝑠𝑠(𝐫𝐫𝑖𝑖) is the potential energy as a 

function of the electron’s position.27 𝜆𝜆𝑠𝑠 is an effective local potential, the nature of which 

is discussed in succeeding paragraphs. 

As in Hartree-Fock, a determinant is constructed from a set of one-electron spin 

orbitals, ϕ𝑖𝑖, which guarantees the resulting wave function is antisymmetric. (The change 

in notation from χ to ϕ is to emphasize that the conceptual similarity with Hartree-Fock 

is not mathematically or physically identical.) The density is known from the orbitals: 

 ρ(𝐫𝐫) =  �|ϕ𝑖𝑖|2
𝑁𝑁

𝑖𝑖

  (31) 

where ρ(𝐫𝐫) is the density as a function of spatial coordinates. From the Hamiltonian in 

Equation (30) we get the Kohn-Sham operator 

 𝐹𝐹KS =  −
1
2
∇𝑖𝑖2 + 𝜆𝜆𝑠𝑠(𝐫𝐫𝑖𝑖)  (32) 

and so the energy of each Kohn-Sham orbital is 

 𝐹𝐹𝑖𝑖KSϕ𝑖𝑖 =  𝜀𝜀𝑖𝑖ϕ𝑖𝑖  
(33) 

As the electrons are “non-interacting”, the total energy is a simple sum of the individual 

energies. The challenge, then, lies in finding densities that correspond to the density of 

the real, interacting system.27 

In order to incorporate the non-interacting framework, Kohn and Sham23 

rearranged the density functional to separate terms arising from electron-electron 

interaction: 

 𝐹𝐹[𝜌𝜌] = 𝑇𝑇𝑠𝑠[𝜌𝜌] + 𝜆𝜆𝐻𝐻[𝜌𝜌] + 𝐸𝐸𝑋𝑋𝑋𝑋[𝜌𝜌]  
(34) 

where 𝑇𝑇𝑠𝑠[𝜌𝜌] is the non-interacting kinetic energy, 

 𝑇𝑇𝑠𝑠[𝜌𝜌] =  −
1
2
�⟨ϕ𝑖𝑖|∇2|ϕ𝑖𝑖⟩
𝑁𝑁

𝑖𝑖

  (35) 
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and 𝜆𝜆𝐻𝐻[𝜌𝜌] is simply the classical Coulomb repulsion, 

 𝜆𝜆𝐻𝐻[𝜌𝜌] =  
1
2
����|ϕ𝑖𝑖(𝐫𝐫1)|2

1
𝐹𝐹12

|ϕ𝑖𝑖(𝐫𝐫2)|2𝐹𝐹𝐫𝐫1𝐹𝐹𝐫𝐫2

𝑁𝑁

𝑖𝑖

𝑁𝑁

𝑖𝑖

  (36) 

The error resulting from the non-interacting kinetic energy approximation is combined 

with the non-classical effects in a new term, the exchange-correlation functional: 

 𝐸𝐸𝑋𝑋𝑋𝑋[𝜌𝜌] = (𝑇𝑇[𝜌𝜌] − 𝑇𝑇𝑠𝑠[𝜌𝜌]) + (𝜆𝜆𝑒𝑒𝑒𝑒[𝜌𝜌] − 𝜆𝜆𝐻𝐻[𝜌𝜌]) 
(37) 

where 𝐸𝐸𝑋𝑋𝑋𝑋[𝜌𝜌] is the exchange-correlation functional, 𝑇𝑇[𝜌𝜌] is the true kinetic energy, 

𝑇𝑇𝑠𝑠[𝜌𝜌] is the non-interacting kinetic energy, 𝜆𝜆𝑒𝑒𝑒𝑒[𝜌𝜌] is the true electron-electron interaction 

potential, and 𝜆𝜆𝐻𝐻[𝜌𝜌] is the classic Coulomb electronic repulsion potential.27 For the 

Kohn-Sham operator in Equation (32) to capture all of the energy, then, it is necessary for 

𝜆𝜆𝑠𝑠(𝐫𝐫𝑖𝑖) to account for the electron-nuclear potential (Equation (28)), the Coulomb 

repulsion, 𝜆𝜆𝐻𝐻[𝜌𝜌] (Equation (36)), and the exchange-correlation, 𝐸𝐸𝑋𝑋𝑋𝑋[𝜌𝜌] (Equation (37)), 

so for a single electron 

 𝜆𝜆𝑠𝑠(𝐫𝐫) = = −  �
𝑍𝑍𝐴𝐴
𝐹𝐹1𝐴𝐴

𝑀𝑀

𝐴𝐴

+ �
𝜌𝜌(𝐫𝐫2)
𝐹𝐹12

𝐹𝐹𝐫𝐫2 + 𝜆𝜆𝑋𝑋𝑋𝑋(𝐫𝐫1)  (38) 

𝜆𝜆𝑋𝑋𝑋𝑋 is the potential arising from the exchange correlation, 𝐸𝐸𝑋𝑋𝑋𝑋, and is defined simply as 

its derivative with respect to the density, 

 𝜆𝜆𝑋𝑋𝑋𝑋 ≡
𝛿𝛿𝐸𝐸𝑋𝑋𝑋𝑋
𝛿𝛿𝜌𝜌

  (39) 

The exact forms of 𝜆𝜆𝑋𝑋𝑋𝑋 and 𝐸𝐸𝑋𝑋𝑋𝑋 are unknown.27 

As all unknown factors in Kohn-Sham DFT are placed in the exchange-

correlation functional, and the exact form of the functional is unknown, finding effective 

approximations of the exchange-correlation functional forms the backbone of DFT 

development. One of the earliest approximations, which Kohn and Sham included in their 

original paper,23 was to use the model system of the homogenous electron gas, which is 

known as local density approximation (LDA).27 Including the gradient of the charge 
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density, ∇𝜌𝜌(𝐫𝐫), gives rise to the generalized gradient approximation (GGA) functionals. 

Meta-GGA functionals also include the Laplacian, ∇2𝜌𝜌(𝐫𝐫), or the kinetic energy 

densities. Hybrid functionals, which are usually based on GGA or meta-GGA functionals, 

include some Hartree-Fock exchange.37 Double hybrid functionals include Hartree-Fock 

exchange and MP2 correlation.38,39 If the exact functional were known, DFT would give 

exact energies,40 and there are many situations in which the current approximations 

perform extremely well.28,37,41 Unfortunately, existing functionals do not have 

consistently good accuracy when non-dynamical correlation plays a large role, so in 

practice multiconfigurational methods are required in those cases.11,27,28,42–44 

 

1.2.4 CSFs and CI 

Before discussing multiconfigurational methods, a brief explanation of 

configuration state functions (CSFs) will be given. A significant disadvantage to Slater 

determinants, upon which so many of the above methods rest, is that they are not spin 

eigenfunctions, that is, they are eigenfunctions of the spin projection operator, 𝑆𝑆𝑧𝑧, but not 

necessarily of the total spin operator, 𝑆𝑆2. CSFs are linear combinations of Slater 

determinants that satisfy both, i.e., 

 𝑆𝑆𝑧𝑧|𝐹𝐹; 𝑆𝑆,𝐹𝐹⟩ =  𝐹𝐹|𝐹𝐹; 𝑆𝑆,𝐹𝐹⟩,𝐹𝐹 = −𝑆𝑆,−𝑆𝑆 + 1, … , +𝑆𝑆 
(40) 

 𝑆𝑆2|𝐹𝐹; 𝑆𝑆,𝐹𝐹⟩ =  𝑆𝑆(𝑆𝑆 + 1)|𝐹𝐹; 𝑆𝑆,𝐹𝐹⟩ 
(41) 

where 𝐹𝐹 is the CSF index, 𝑆𝑆 is the spin quantum number, and 𝐹𝐹 is the spin projection 

eigenvalue, 

 𝐹𝐹 =
1
2
�𝑁𝑁𝛼𝛼 − 𝑁𝑁𝛽𝛽� (42) 
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with 𝑁𝑁𝛼𝛼 and 𝑁𝑁𝛽𝛽 being the number of 𝛼𝛼- and 𝛽𝛽-spin electrons, respectively.45 In 

multiconfigurational methods, the wave function is often expressed as a linear 

combination of CSFs: 

 |0⟩ =  �𝐶𝐶𝜇𝜇
(0)|𝜇𝜇⟩

𝜇𝜇𝑡𝑡𝑡𝑡𝑡𝑡

𝜇𝜇=1

 (43) 

where |0⟩ is the wave function, |𝜇𝜇⟩ is a given CSF, 𝐶𝐶𝜇𝜇
(0) is a corresponding weighting 

coefficient, and 𝜇𝜇𝑖𝑖𝑛𝑛𝑖𝑖 is the total number of CSFs. The coefficients are typically found 

using configuration interaction (CI), in which every configuration under consideration is 

treated as an excitation from a reference wave function. (CI can use a reference wave 

function that is single reference or multireference, and in a Slater determinant or CSF 

basis, but for the sake of discussion a multireference wave function in a CSF basis will be 

presented.) The coefficients can be treated as eigenvalues of a Hamiltonian matrix, 

 𝐇𝐇𝐇𝐇 = 𝐸𝐸𝐇𝐇 
(44) 

Where 𝐇𝐇 is a vector containing the CSF coefficients and 𝐇𝐇 is the Hamiltonian matrix in 

the CSF basis.5,29 

In keeping with convention for CSFs, the electronic Hamiltonian of Equation (4) 

is written in second quantization: 

 
𝐻𝐻𝑒𝑒𝑛𝑛𝑒𝑒𝑛𝑛  =  �ℎ𝑝𝑝𝑝𝑝𝐸𝐸𝑝𝑝𝑝𝑝

𝑝𝑝,𝑝𝑝

+
1
2
� 𝑔𝑔𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠𝐹𝐹𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠
𝑝𝑝,𝑝𝑝,𝑖𝑖,𝑠𝑠

 (45) 

where ℎ𝑝𝑝𝑝𝑝 is the one-electron integral, corresponding to the kinetic energy and electron-

nuclear attraction, 

 ℎ𝑝𝑝𝑝𝑝  =  �𝜙𝜙𝑝𝑝∗(𝐫𝐫)�−
1
2
∇2 −�

𝑍𝑍𝐴𝐴
𝐹𝐹1𝐴𝐴

�𝜙𝜙𝑝𝑝(𝐫𝐫)𝐹𝐹𝐫𝐫 (46) 

and 𝑔𝑔𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠 is the two-electron integral, corresponding to electron-electron repulsion, 

 𝑔𝑔𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠  = ��
𝜙𝜙𝑝𝑝∗(𝐫𝐫1)𝜙𝜙𝑖𝑖∗(𝐫𝐫2)𝜙𝜙𝑝𝑝(𝐫𝐫1)𝜙𝜙𝑠𝑠(𝐫𝐫2)

𝐹𝐹12
𝐹𝐹𝐫𝐫1𝐹𝐹𝐫𝐫2  (47) 
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The integrals have corresponding operators, with 𝐸𝐸𝑝𝑝𝑝𝑝 being the one-electron excitation 

operator, 

 
𝐸𝐸𝑝𝑝𝑝𝑝  =  �𝐹𝐹𝑝𝑝𝑝𝑝

† 𝐹𝐹𝑝𝑝𝑝𝑝
𝑝𝑝

 (48) 

and 𝐹𝐹𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠 being the two-electron excitation operator,  

 
𝐹𝐹𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠  = 𝐸𝐸𝑝𝑝𝑝𝑝𝐸𝐸𝑖𝑖𝑠𝑠 − 𝛿𝛿𝑝𝑝𝑖𝑖𝐸𝐸𝑝𝑝𝑠𝑠 =  �𝐹𝐹𝑝𝑝𝑝𝑝

† 𝐹𝐹𝑖𝑖𝑟𝑟
† 𝐹𝐹𝑠𝑠𝑟𝑟𝐹𝐹𝑝𝑝𝑝𝑝

𝑝𝑝𝑟𝑟

 (49) 

where 𝐹𝐹† is the creation operator, 𝐹𝐹 is the annihilation operator, 𝑝𝑝, 𝑞𝑞, 𝐹𝐹, and 𝐹𝐹 refer to 

molecular orbitals 𝜑𝜑𝑝𝑝, 𝜑𝜑𝑝𝑝, 𝜑𝜑𝑖𝑖, and 𝜑𝜑𝑠𝑠, and 𝜎𝜎 and 𝜏𝜏 refer to spin. The wave function is 

found by minimizing the energy, which in general requires optimized orbitals and CI 

coefficients, but for CI by itself the orbitals are not optimized.5,29,45 

Assuming a normalized wave function, the energy is  

 𝐸𝐸 =  ⟨0|𝐻𝐻𝑒𝑒𝑛𝑛𝑒𝑒𝑛𝑛|0⟩ 
(50) 

 
=  �ℎ𝑝𝑝𝑝𝑝�0�𝐸𝐸𝑝𝑝𝑝𝑝�0�

𝑝𝑝,𝑝𝑝

+
1
2
� 𝑔𝑔𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠
𝑝𝑝,𝑝𝑝,𝑖𝑖,𝑠𝑠

 �0�𝐹𝐹𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠�0�  

 
=  �ℎ𝑝𝑝𝑝𝑝𝐷𝐷𝑝𝑝𝑝𝑝

(00)

𝑝𝑝,𝑝𝑝

+
1
2
� 𝑔𝑔𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠
𝑝𝑝,𝑝𝑝,𝑖𝑖,𝑠𝑠

 𝑃𝑃𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠
(00)  

where  

 
𝐷𝐷𝑝𝑝𝑝𝑝

(00) =  �0�𝐸𝐸𝑝𝑝𝑝𝑝�0� =  �𝐶𝐶𝜇𝜇
(0)𝐶𝐶𝜈𝜈

(0)�𝜇𝜇�𝐸𝐸𝑝𝑝𝑝𝑝�𝜈𝜈�
𝜇𝜇,𝜈𝜈

 (51) 

is the first-order reduced density matrix and 

 
𝑃𝑃𝑝𝑝𝑝𝑝

(00) =  �0�𝐸𝐸𝑝𝑝𝑝𝑝𝐸𝐸𝑖𝑖𝑠𝑠 − 𝛿𝛿𝑝𝑝𝑖𝑖𝐸𝐸𝑝𝑝𝑠𝑠�0�

=  �𝐶𝐶𝜇𝜇
(0)𝐶𝐶𝜈𝜈

(0)�𝜇𝜇�𝐸𝐸𝑝𝑝𝑝𝑝𝐸𝐸𝑖𝑖𝑠𝑠 − 𝛿𝛿𝑝𝑝𝑖𝑖𝐸𝐸𝑝𝑝𝑠𝑠�𝜈𝜈�
𝜇𝜇,𝜈𝜈

 
(52) 

is the second-order reduced density matrix, with 𝜇𝜇 and 𝜈𝜈 referring to CSFs and 𝐶𝐶(0) being 

the coefficients.5,29,45 

The Hamiltonian matrix elements, therefore, are  
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 𝐻𝐻𝜇𝜇𝜈𝜈 = ⟨𝜇𝜇|𝐻𝐻𝑒𝑒𝑛𝑛𝑒𝑒𝑛𝑛|𝜈𝜈⟩ (53) 

with 𝜇𝜇 and 𝜈𝜈 being CSFs. Solving the eigenvalue problem of Equation (44) has been the 

subject of much attention, and there are many different methods in existence. Many 

implementations use the graphical unitary group approach (GUGA)46, an efficient means 

of specifying the expansion space45 and dealing with the coupling between CSFs.7,47 

Even more common are Davidson’s algorithms for the efficient diagonalization of large 

matrices,48–50 an especially important feature of which is the expansion vector, 

corresponding in this case to the CI coefficients (𝐶𝐶), and the matrix vector product, 𝜎𝜎, 

 
𝜎𝜎𝜇𝜇 = �𝐻𝐻𝜇𝜇𝜈𝜈𝐶𝐶𝜈𝜈

𝜈𝜈

 (54) 

which is used to update the CI coefficients in “direct CI” methods.5,51 Even with these 

advances, however, CI can be quite computationally expensive, especially if every 

configuration in the given space is considered (i.e., a “Full CI”). However, there are 

many methods of restricting the CI space, either by limiting excitations or by orbital 

partitioning. Some methods that take the latter approach while also optimizing the 

orbitals are addressed in the following section. 

 

1.2.5 MCSCF 

In multiconfigurational methods, a zeroth-order wave function that inherently 

accounts for non-dynamical correlation is found using multiconfiguration self-consistent 

field (MCSCF), with dynamical correlation being again accounted for by a post-SCF (or, 

in this case, post-MCSCF) method.9,45 The most popular MCSCF method is complete 

active space self-consistent field, or CASSCF.5,6 CASSCF limits the full CI calculations 

by dividing the one-electron orbital space into inactive, active, and secondary subspaces. 

(Throughout this section the convention will be observed where active spaces are 
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identified by the number of active electrons N in the number of active orbitals n, or (N, 

n).) In practice, orbitals are placed in their respective subspaces by the user based on 

chemical intuition and experience. The active orbitals undergo full CI, i.e., all possible 

configurations within spin and spatial symmetry constraints are considered. The active 

space typically include any orbitals expected to be involved in a reaction or other 

interaction, but for small enough systems they can include the entire set of valence 

orbitals (or even more).47,52 The inactive orbitals are kept doubly occupied in all 

configurations; core orbitals are almost always placed in the inactive space.5 Secondary 

orbitals, also known as virtual orbitals, are unoccupied.6 However, orbital rotations 

between subspaces (i.e., inactive-active, active-virtual, and inactive-virtual) are allowed 

when the orbitals are optimized as part of the variational procedure (with the details 

varying widely by implementation).45 In CASSCF the energy is invariant to rotations 

within a given subspace, so such rotations do not need to be included.5  

Unfortunately, the scaling of the CI expansion inherently limits the size of the 

active space that can be feasibly pursued,47 and active spaces larger than eighteen 

electrons in eighteen orbitals, or (18,18), are still impossible for most computers,53 

although (20,20) has been achieved using massive parallelization.54 However, it is known 

that over 99% of the configurations in the full CI space are what Ruedenberg called 

“deadwood”, that is, they make no significant contribution to the wave function.55–57 It is 

therefore possible to use larger active spaces if significant portions of the deadwood 

configurations can be eliminated in advance. Doing so has been the focus of decades of 

research, with the result of many techniques for limiting the CI expansion.2 One common 

method is restricted active space self-consistent field theory (RASSCF),7 which 

establishes three subspaces within the active space. The first (RAS1) consists of doubly 

occupied orbitals with a limited number of holes permitted. The third space (RAS3) 

contains unoccupied orbitals with a limited number of electrons permitted to be excited 
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into them. The second space (RAS2) still undergoes a full CI. Electrons can be excited 

from RAS1 into RAS2 or RAS3, or from RAS2 to RAS3 (given the constraints on RAS1 

and RAS3), and all excitations are considered within RAS2. An even more flexible 

method generalized the idea behind RASSCF and was therefore named generalized active 

space self-consistent field theory (GASSCF).2 Here an arbitrary number of subspaces is 

permitted (instead of the maximum of three), and each one is assigned a minimum and 

maximum occupancy (Figure 1). These occupancies are additive across subsequent 

subspaces. In both RASSCF and GASSCF, orbital rotations between the subspaces need 

to be considered, but the energy remains invariant within subspaces.45 Note that 

CASSCF, RASSCF, and GASSCF can be performed as CI-only calculations as well by 

omitting the orbital optimization, leading to CASCI, RASCI, and GASCI, respectively. 

The methods discussed in this section play a significant role in most of the work 

discussed in this dissertation. Additionally, it is worth noting that there has also been 

considerable progress in the development of density matrix renormalization group 

(DMRG)58–60 as a way to perform complete active space calculations with much larger 

active spaces than were previously possible. Currently up to 84 electrons in 84 orbitals 

(84,84) has been performed,61 and over 100 active orbitals are feasible.62 While DMRG 

was not employed in any of the work featured in this dissertation, the large active spaces 

possible with DMRG are relevant to the challenging problem of selecting active orbitals, 

which will be addressed in Section 1.3. DMRG also has been successfully combined with 

MC-PDFT, which provides a way to obtain quantitative results with large active spaces 

(see Section 1.2.8). 
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Figure 1: Schematic representation of the full CI space (large circle) subdivided into CAS 

(yellow) and GAS spaces (purple). Reprinted from Ma, D.; Li Manni, G.; Gagliardi, L. 
The Generalized Active Space Concept in Multiconfigurational Self-Consistent Field 
Methods. J. Chem. Phys. 2011, 135, 044128,2 with the permission of AIP Publishing. 
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1.2.6 CASPT2 

In all of the active space MCSCF methods discussed in Section 1.2.5, some 

dynamical correlation is neglected and obtaining quantitative results requires the 

application of a post-MCSCF method. The most popular63 is second-order perturbation 

theory, or CASPT28,9 (when applied to a CASSCF reference wave function). CASPT2 

operates similarly to MP2 (which was introduced at the end of Section 1.2.2), and by 

design reduces to MP2 when there are no orbitals in the active space.8,9 

CASPT2 determines the second-order energy 𝐸𝐸2 from the first-order wave 

function |Ψ1⟩ which it obtains by projecting single and double excitations from the 

reference (CASSCF) wavefunction |0⟩ onto a modified zeroth-order Hamiltonian 𝐻𝐻0: 

 𝐻𝐻0 = 𝑃𝑃0𝐹𝐹𝑃𝑃0 + 𝑃𝑃𝐾𝐾𝐹𝐹𝑃𝑃𝐾𝐾 + 𝑃𝑃𝑆𝑆𝑆𝑆𝐹𝐹𝑃𝑃𝑆𝑆𝑆𝑆 + 𝑃𝑃𝑇𝑇𝑇𝑇…𝐹𝐹𝑃𝑃𝑇𝑇𝑇𝑇… (55) 

where 

 
𝐹𝐹 = �𝐹𝐹𝑝𝑝𝑝𝑝𝐸𝐸𝑝𝑝𝑝𝑝

𝑝𝑝𝑝𝑝

 (56) 

is a one-electron operator, 

 𝑃𝑃0 = |0⟩⟨0| 
(57) 

is the projection operator onto 𝜆𝜆0, the configurations subspace spanned by the CASSCF 

wave function, 𝑃𝑃𝐾𝐾 is the projection operator onto 𝜆𝜆𝐾𝐾, the configurations subspace 

spanned by the orthogonal complement to the CASSCF wave function, 𝑃𝑃𝑆𝑆𝑆𝑆 is the 

projection operator onto 𝜆𝜆𝑆𝑆𝑆𝑆, the configurations subspace spanned by single and double 

excitations from the CASSCF wave function excluding those already accounted for by 𝜆𝜆0 

and 𝜆𝜆𝐾𝐾, and, 𝑃𝑃𝑇𝑇𝑇𝑇… is the projection operator onto 𝜆𝜆𝑇𝑇𝑇𝑇…, the configuration subspace 

containing all higher-order excitations not already accounted for by the other three 

subspaces. The 𝜆𝜆𝑇𝑇𝑇𝑇… configurations do not contribute to the second-order energy and the 
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configurations in 𝜆𝜆𝐾𝐾 do not interact with the reference wave function |0⟩, leaving only the 

𝜆𝜆𝑆𝑆𝑆𝑆 configurations contributing to the first-order wave function.9,64 

Defining a perturbation operator 𝜆𝜆 as 

 𝜆𝜆 =  𝐻𝐻 −𝐻𝐻0 
(58) 

where 𝐻𝐻 is the Hamiltonian operator and 𝐻𝐻0 is the zeroth-order Hamiltonian, the first-

order wave function can be found: 

 |Ψ1⟩ =  �𝐶𝐶𝑖𝑖|𝑖𝑖⟩
𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡

𝑖𝑖=1

 = −�
⟨𝑖𝑖|𝜆𝜆|0⟩

𝐸𝐸𝑖𝑖
(0) − 𝐸𝐸(0)

|𝑖𝑖⟩
𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡

𝑖𝑖=1

 (59) 

where 𝑖𝑖𝑖𝑖𝑛𝑛𝑖𝑖 is the total number of configurations in 𝜆𝜆𝑆𝑆𝑆𝑆, each |𝑖𝑖⟩ is a specific 

configuration, 𝐶𝐶𝑖𝑖 is a coefficient similar to the CI coefficients of |0⟩ in Equation (43), 

𝐸𝐸𝑖𝑖
(0) is the eigenvalue of the zeroth-order Hamiltonian 𝐻𝐻0 applied to |𝑖𝑖⟩, and 𝐸𝐸(0) is the 

eigenvalue of |0⟩. The second-order energy, 𝐸𝐸2, is therefore9,64 

 𝐸𝐸2 =  ⟨0|𝜆𝜆|Ψ1⟩ =  �𝐶𝐶𝑖𝑖⟨0|𝜆𝜆|𝑖𝑖⟩
𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡

𝑖𝑖=1

 = −�
|⟨0|𝜆𝜆|𝑖𝑖⟩|2

𝐸𝐸𝑖𝑖
(0) − 𝐸𝐸(0)

𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡

𝑖𝑖=1

 (60) 

The early implementations of CASPT2 were found to underestimate open-shell 

energies, resulting in corresponding errors in bond energies and excitation energies when 

the number of paired electrons changes. These errors were assigned to problems with the 

Fock matrix, i.e., the matrix with elements 𝐹𝐹𝑝𝑝𝑝𝑝 from Equation (56), for partially occupied 

(i.e., active) orbitals. The diagonal elements of the Fock matrix correspond to the 

negative of the ionization potential (IP) for doubly occupied (inactive) orbitals and the 

negative of the electron affinity (EA) for unoccupied (virtual) orbitals, but for active 

orbitals the corresponding diagonal elements are weighted averages of –IP and –EA. For 

excitations into or out of partially occupied orbitals, the denominator in Equation (60) for 

the calculation of the second-order energy becomes too small. Ghigo et al. proposed a 

correction in the form of a shift to the affected elements that would ideally replace the 
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energy with –EA when exciting into an active orbital and with –IP when exciting out of 

an active orbital. However, lacking a general way to accomplish that goal, they employed 

an average shift parameter 𝜖𝜖 with an empirically determined value.65 This protocol is 

generally known as the IPEA shift and it is now standard practice to employ it with a 

default value of 0.25 a.u. for 𝜖𝜖.64 However, it is a matter of ongoing debate as to what 

value is appropriate for different classes of systems, or even whether IPEA shift should 

be used at all.64,66 The IPEA shift can be used as an empirical parameter that is optimized 

for individual problems,67 but this approach has been criticized by those seeking to 

preserve ab initio character in CASPT2.64 CASPT2 also suffers from an “intruder state” 

problem, in which at certain geometries there can be  erroneously large contribution from 

certain configurations due to near-zero values in the energy denominator. This can often 

be resolved by the application of an imaginary level shift to the denominator.68 

Despite these challenges, second-order perturbation theory has been combined not 

only with CASSCF (i.e., CASPT2), but also with RASSCF, GASSCF, and DMRG 

(RASPT2,10 GASPT2,69 and DMRG-CASPT2,70 respectively). However, the 

computational cost of CASPT2 for large active space sizes is even greater than for the 

preceding static correlation step due to the need to calculate higher-order (up to fourth) 

reduced density matrices that scale as poorly as N8, where N is the number of active 

orbitals.70–72 The CASPT2 step in a CASSCF/CASPT2 calculation begins to dominate 

timing and memory requirements at about fourteen electrons in fourteen orbitals 

(14,14),71,72 making it impractical for active spaces with more than 14 orbitals,70 despite 

CASSCF calculations of (18,18) active spaces being possible.53 Some larger active 

spaces using a restricted active space reference function are included in Sections 2.2 and 

3.2, but, as will be seen in those sections, RASPT2 scales very poorly. Even DMRG-

CASPT2 is feasible only for up to 30 orbitals,70 in contrast to 100 or more for the DMRG 

step.62 
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CASPT2 and RASPT2 play a significant role in the work presented in this 

dissertation. As mentioned above, Sections 2.2 and 3.2 include cases where CASPT2 or 

RASPT2 calculations would have been impractical from the standpoint of computational 

expense. Similar concerns play an indirect role in active space selection in Sections 4.2 

and 4.3 (see Section 1.3 for further details). All work in Section 3 involves comparisons 

between MC-PDFT (see Section 1.2.8) and CASPT2 and/or RASPT2, and all work in 

Section 4 (on gas separations in MOFs) relies on CASPT2 results for validation of other 

methods employed. 

 

1.2.7 SplitGAS 

In contrast to the perturbative inclusion of single and double excitations of 

CASPT2, SplitGAS3 offers the potential to recover dynamic correlation through the 

perturbative enlargement of the active space, which allows higher excitations while 

improving affordability with constraints on how configurations are permitted to interact. 

SplitGAS extends the active space by separating it into a primary (P) space and an 

extended (Q) space. The P space corresponds to the active spaces of CASSCF, RASSCF, 

or GASSCF, and can be further subdivided as those respective ansatzes permit. The 

Hamiltonian matrix for the full P+Q space would be intractable, so it is approximated by 

a dressed matrix 𝑈𝑈 with elements 

 
𝑈𝑈𝑚𝑚𝑛𝑛 = 𝐻𝐻𝑚𝑚𝑛𝑛 −  �

𝐻𝐻𝑚𝑚𝑚𝑚𝐻𝐻𝑚𝑚𝑛𝑛
𝐻𝐻𝑚𝑚𝑚𝑚 − 𝐸𝐸

𝑚𝑚

 (61) 

where 𝐹𝐹 and 𝑚𝑚 refer to CSFs in the P space and 𝛾𝛾 refers to CSFs in the Q space. Every 

element 𝑈𝑈𝑚𝑚𝑛𝑛 is perturbed by interaction with every Q space CSF 𝛾𝛾, thus accounting for 

P-Q interaction, while Q-Q interaction is taken only on the diagonal (Figure 2). 
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Figure 2: Schematic of the CASSCF, GASSCF, and SplitGAS active spaces, with the P 
space in yellow and the Q space in red. Reproduced with permission from Vogiatzis, K. 
D.; Li Manni, G.; Stoneburner, S. J.; Ma, D.; Gagliardi, L. Systematic Expansion of 

Active Spaces beyond the CASSCF Limit: A GASSCF/SplitGAS Benchmark Study. J. 
Chem. Theory Comput. 2015, 11, 3010–3021.73 Copyright 2015 American Chemical 

Society. 

Therefore, while the 𝑈𝑈 matrix is dressed with elements corresponding to the P and 

Q space elements of 𝐻𝐻, the dressed 𝑈𝑈 matrix has the dimensions of the P space only. 

Thus, in matrix form, 

 𝑈𝑈𝐻𝐻𝐻𝐻 = 𝐻𝐻𝐻𝐻𝐻𝐻 − 𝐻𝐻𝐻𝐻𝑇𝑇(𝐻𝐻𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖
𝑇𝑇𝑇𝑇 − 𝐸𝐸)−1𝐻𝐻𝑇𝑇𝐻𝐻 (62) 

This is the diagonal approximation of Löwdin’s partitioning technique74. The CI 

coefficients are obtained through a direct CI method via a 𝜎𝜎-vector of size (P): 

 𝜎𝜎𝑚𝑚 = �𝑈𝑈𝑚𝑚𝑛𝑛𝐶𝐶𝑛𝑛

𝐻𝐻

𝑛𝑛

= ��𝐻𝐻𝑚𝑚𝑛𝑛 −  �
𝐻𝐻𝑚𝑚𝑚𝑚𝐻𝐻𝑚𝑚𝑛𝑛
𝐻𝐻𝑚𝑚𝑚𝑚 − 𝐸𝐸

𝑇𝑇

𝑚𝑚

�
𝐻𝐻

𝑛𝑛

𝐶𝐶𝑛𝑛 (63) 

with matrix form  

 𝜎𝜎𝐻𝐻 = [𝐻𝐻𝐻𝐻𝐻𝐻 − 𝐻𝐻𝐻𝐻𝑇𝑇�𝐻𝐻𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖
𝑇𝑇𝑇𝑇 − 𝐸𝐸�

−1
𝐻𝐻𝑇𝑇𝐻𝐻]𝐶𝐶𝐻𝐻 (64) 

where 𝐶𝐶𝑛𝑛 and 𝐶𝐶𝐻𝐻 are the CI coefficients and the corresponding matrix, respectively. The 

perturbative correction is included only periodically, in what are termed 

“macroiterations”, with the intermediate iterations being normal CI iterations in the P 
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space. In order to prevent memory overload (by requiring the storage of a complete P or 

Q space-sized vector), the 𝜎𝜎-vector is broken up into batches organized by CSF 

occupation class, which are ways of organizing the CSFs allowed under the minimum 

and maximum occupancies for each space by the actual occupancies of each space in the 

given CSF.3,51 

SplitGAS is the primary focus of Section 2.1, which benchmarks the performance 

of SplitGAS for several different systems. 

 

1.2.8 MC-PDFT 

Both CASPT2 and SplitGAS work within the framework of wave function theory 

and interacting electronic configurations, but another approach is to use MCSCF together 

with density functional theory. Many attempts have been made to combine 

multiconfigurational WFT with DFT in hopes that static correlation could be dealt with 

by WFT and the dynamical correlation could be included with DFT in a much less 

computationally expensive manner than methods such as CASPT2. However, some 

degree of dynamical correlation energy is included in the WFT energy that is also 

included in the DFT energy, and it is extremely difficult to eliminate this doubly-counted 

energy in combined WFT and DFT methods. The proper way to interface the WFT and 

DFT methods is also not straightforward, as the spin densities of multiconfigurational 

wave functions are incompatible with extant KS-DFT functionals.11 Multiconfiguration 

pair-density functional theory (MC-PDFT)11,12 resolves both of the above difficulties by 

taking only the kinetic energy and classical Coulomb contributions to the wave function 

energy and calculating the rest of the energy by applying an on-top density functional to 

the density and on-top pair density obtained from the wave function calculation. 

The MCSCF energy expression is the same as the one given in Equation (50): 
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 𝐸𝐸𝑀𝑀𝑋𝑋𝑆𝑆𝑋𝑋𝐻𝐻 =  ⟨0|𝐻𝐻𝑒𝑒𝑛𝑛𝑒𝑒𝑛𝑛|0⟩ 
(50) 

 =  �ℎ𝑝𝑝𝑝𝑝�0�𝐸𝐸𝑝𝑝𝑝𝑝�0�
𝑝𝑝,𝑝𝑝

+
1
2
� 𝑔𝑔𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠
𝑝𝑝,𝑝𝑝,𝑖𝑖,𝑠𝑠

 �0�𝐹𝐹𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠�0�  

 =  �ℎ𝑝𝑝𝑝𝑝𝐷𝐷𝑝𝑝𝑝𝑝
(00)

𝑝𝑝,𝑝𝑝

+
1
2
� 𝑔𝑔𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠
𝑝𝑝,𝑝𝑝,𝑖𝑖,𝑠𝑠

 𝑃𝑃𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠
(00)  

where 

 𝐻𝐻𝑒𝑒𝑛𝑛𝑒𝑒𝑛𝑛  =  −�
1
2
∇𝑖𝑖2

𝑁𝑁

𝑖𝑖=1

 −  ��
𝑍𝑍𝐴𝐴
𝐹𝐹𝑖𝑖𝐴𝐴

𝑀𝑀

𝐴𝐴=1

𝑁𝑁

𝑖𝑖=1

+  ��
1
𝐹𝐹𝑖𝑖𝑖𝑖

𝑁𝑁

𝑖𝑖>𝑖𝑖

𝑁𝑁

𝑖𝑖=1

 (4) 

The first term in the energy expression corresponds to the one-electron terms in 𝐻𝐻𝑒𝑒𝑛𝑛𝑒𝑒𝑛𝑛 

(i.e., the electronic kinetic energy and the electron-nuclear attraction) and depends on the 

one-electron density matrix. The second term in the energy expression corresponds to the 

electron-electron interaction and depends on the two-electron density matrix. In MC-

PDFT, this second term is replaced by two terms: 

 
𝐸𝐸𝑀𝑀𝑋𝑋−𝐻𝐻𝑆𝑆𝐻𝐻𝑇𝑇 =  �ℎ𝑝𝑝𝑝𝑝𝐷𝐷𝑝𝑝𝑝𝑝

(00)

𝑝𝑝,𝑝𝑝

+
1
2
� 𝑔𝑔𝑝𝑝𝑝𝑝𝑖𝑖𝑠𝑠𝐷𝐷𝑝𝑝𝑝𝑝

(00)𝐷𝐷𝑖𝑖𝑠𝑠
(00)

𝑝𝑝,𝑝𝑝,𝑖𝑖,𝑠𝑠

+  𝐸𝐸𝑛𝑛𝑖𝑖[𝜌𝜌,𝛱𝛱] (65) 

The classical Coulomb repulsion between electrons is now obtained using a product of 

one-electron density matrices instead of using the two-electron density matrix.11 The 

difference between the exact kinetic energy and the MCSCF-calculated kinetic energy 

and the energy arising from exchange and correlation is all included in the last term, the 

energy calculated with the on-top density functional. Because no correlation energy 

contribution from MCSCF is included, there is no double-counting of correlation 

energy.75 

The on-top density functional is written in terms of 𝜌𝜌 and Π, the electron density 

and on-top pair density, respectively. Π can be understood as the probability of finding 

two electrons in one place76 and is defined77 as 
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Π(𝐫𝐫)

=  �𝑁𝑁2��
|Ψ(𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥𝑁𝑁)|2d𝜎𝜎1, d𝜎𝜎2, … , d𝜎𝜎𝑁𝑁 d𝐫𝐫3, d𝐫𝐫4, … , d𝐫𝐫𝑁𝑁|𝐫𝐫1=𝐫𝐫2=𝐫𝐫 

(66) 

where 𝑁𝑁 is the number of electrons, 𝐫𝐫𝑖𝑖 is the three spatial coordinates of electron 𝑖𝑖, 𝜎𝜎𝑖𝑖 is 

the spin coordinate of electron 𝑖𝑖, and 𝑥𝑥𝑖𝑖 is a space-spin variable (𝐫𝐫𝑖𝑖,𝜎𝜎𝑖𝑖). The first 

generation of pair-density functionals are translations of GGA KS-DFT functionals. The 

original GGA functionals 𝐸𝐸𝑥𝑥𝑛𝑛 depend on the total density 𝜌𝜌, 

 𝜌𝜌(𝐫𝐫) = 𝜌𝜌𝛼𝛼(𝐫𝐫) + 𝜌𝜌𝛽𝛽(𝐫𝐫) (67) 

the spin magnetization density 𝐹𝐹, 

 𝐹𝐹(𝐫𝐫) = 𝜌𝜌𝛼𝛼(𝐫𝐫) − 𝜌𝜌𝛽𝛽(𝐫𝐫) (68) 

and their respective gradients 𝜌𝜌′ and 𝐹𝐹′. (In Equations (67) and (68), 𝜌𝜌𝛼𝛼(𝐫𝐫) and 𝜌𝜌𝛽𝛽(𝐫𝐫) are 

the densities of spin-up and spin-down electrons, respectively.) The translation leaves the 

dependence on 𝜌𝜌 and 𝜌𝜌′ unchanged while replacing 𝐹𝐹 and 𝐹𝐹′:11 

 
𝐸𝐸𝑛𝑛𝑖𝑖[𝜌𝜌(𝐫𝐫),𝛱𝛱(𝐫𝐫)]

= 𝐸𝐸𝑥𝑥𝑛𝑛 �𝜌𝜌(𝐫𝐫), �𝜌𝜌(𝐫𝐫)(1− 𝑅𝑅)1/2 
0 

𝑖𝑖𝐹𝐹 𝑅𝑅 ≤ 1
𝑖𝑖𝐹𝐹 𝑅𝑅 > 1� ,𝜌𝜌′(𝐫𝐫), �𝜌𝜌′(𝐫𝐫)(1 − 𝑅𝑅)1/2 

0 
𝑖𝑖𝐹𝐹 𝑅𝑅 ≤ 1
𝑖𝑖𝐹𝐹 𝑅𝑅 > 1�� 

(69) 

where 𝑅𝑅 is a functional of 𝜌𝜌 and Π:11 

 𝑅𝑅(𝐫𝐫) =
4𝛱𝛱(𝐫𝐫)
𝜌𝜌(𝐫𝐫)2  (70) 

Because the spin-dependent 𝐹𝐹 has been replaced with spin-free 𝜌𝜌 and Π, there is no 

concern about the spin symmetry of the MCSCF wave function leading to spin densities 

unusable by DFT.11,78 

Note that for a single Slater determinant 𝐹𝐹 = 𝜌𝜌(𝐫𝐫)(1− 𝑅𝑅)1/2 and 𝑅𝑅 ≤ 1,79 but 𝑅𝑅 

can be greater than 1 for multiconfiguration wave functions. Therefore, the new terms in 

Equation (69) are set to 0 when R > 1 in order to ensure that the square roots are real-

valued.11 This form results in a discontinuity which precludes the inclusion of the 

gradient of the on-top pair density in the translation scheme of Equation (69). In order to 
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resolve the discontinuity an alternative “fully translated” scheme was proposed that 

ensures smoothness with a more complicated stepwise function with several additional 

parameters (see Ref. 78 for more details). So far the local spin-density approximation 

LSDA,23 the Becke-Lee-Yang-Parr (BLYP)80,81 functional, the Perdew-Berke-Ernzerhof 

(PBE)82 functional, and the revised PBE (revPBE)83 functional have been translated 

(tLSDA, tPBE, trevPBE, and tBLYP, respectively)11 and fully translated (ftLSDA, 

ftPBE, ftrevPBE, and ftBLYP, respectively).78 

Section 3 is exclusively devoted to papers with MC-PDFT, all of which 

demonstrate a significant cost advantage of MC-PDFT over CASPT2 and RASPT2. 

Section 3.1 and 3.3 include timing comparisons between CASPT2 and tPBE for organic 

diradicals and iron complexes, respectively, and Section 3.2 shows that MC-PDFT can be 

applied to spin states of diiron compounds that are completely intractable with RASPT2. 

Sections 3.1 and 3.2 also both serve to demonstrate that the limiting factor in the 

affordability of an MC-PDFT calculation is the preceding MCSCF step. With regard to 

that issue, the combination of MC-PDFT with DMRG (DMRG-PDFT) was recently 

developed and demonstrated on the singlet-triplet gaps of polyacenes and polyacetylenes 

with active spaces as large as (30,30),84 and another study on iron porphyrin included a 

(34,35) active space for DMRG-PDFT.85 DMRG-PDFT is comparable to DMRG alone in 

terms of computational expense,84 unlike the CASPT2 portion of DMRG-CASPT2,70 and 

thus DMRG-PDFT could theoretically be applied to any active spaces that can be 

affordably treated with DMRG alone (i.e., over 100 active orbitals62). While DMRG-

PDFT was too recent a development to be included in the work presented in this 

dissertation, it would be a logical next step, especially for the iron-sulfide systems 

presented in Section 3.2. 
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1.3 Active Space Selection 

CASPT2, SplitGAS, and MC-PDFT all require the user to choose active spaces 

for the preceding MCSCF calculation. (SplitGAS also requires similar decisions during 

the execution of the method itself, especially regarding the secondary (Q) space.) The 

proper selection of active orbitals has been the topic of much discussion, and a complete 

review is not possible here. In brief, the standard approach is trial-and-error,86 with guess 

active spaces selected based on the user’s knowledge and experience (often referred to as 

“chemical intuition”) and successively improved based on the performance of the 

guesses. The ad hoc nature of this procedure means that a high level of expertise is 

required28,52,87 and hinders efforts to make systematic improvements in active space 

methods.88,89 

A variety of ways to bring more order and user-friendliness to active space 

selection have been suggested, ranging from simple guidelines47 to more involved 

decision-making schemes or automatization protocols based on atomic orbital 

contributions,25,86 molecular orbital occupation numbers,90 molecular orbital energies,91 

or molecular orbital entanglement entropies.88,89,92 However, the recommendations 

generated with these procedures are not always affordable and few (if any) of them have 

yet demonstrated whether they can be generally applied. In practical application, 

therefore, it is still common for active spaces to be selected through trial-and-error.86 

The research presented in this dissertation provides examples of some of these 

approaches and illustrates the challenges involved in active space selection. The 

practically motivated work in Section 4 involved significant trial-and-error, although 

occupation numbers play a role in the final selection. In particular, Section 4.3 provides 

detailed reasoning behind the active space selections for an array transition metal-

catecholates and includes some discussion of alternative choices that were deemed less 



31 

satisfactory. Section 3.2 demonstrates one of the more challenging aspects of active space 

selection, namely, that the user has to make affordability of the calculation a primary 

concern. Related to that, Sections 2.1 and 4.1 include some comparisons of different 

active space sizes for the systems in question. Section 2.1 also features systematic 

expansion of some selected active spaces using CASSCF, GASSCF, and SplitGAS. The 

most systematic examples, however, are in Section 2.2 and 3.1, which employ the CPO 

active space selection scheme with CASPT2 and MC-PDFT, respectively. Even in those 

cases, computational cost is again a concern and necessitates the use of RASSCF and 

RASPT2 for the larger active spaces. 
 

1.4 Applications: Gas Separations in Metal-Organic Frameworks 

In Section 4 of this dissertation, KS-DFT and multireference WFT are used in 

practical applications for gas separations in metal-organic frameworks (MOFs).93 MOFs 

are a class of material under intense scrutiny due to high expectations for a wide variety 

of potential applications. MOFs are the product of considerable effort toward designed 

crystalline solids, namely, a process named “reticular synthesis” by Yaghi et al.94 as a 

subclass of crystal engineering. MOFs are constructed from two primary classes of 

components: metals or metal-containing nodes, known as secondary building units 

(SBUs), and organic linkers. The SBUs are composed of metals with carbons and 

oxygens added in such a way as to provide directionality for binding to the linkers.94,95 

This, combined with the rigidity of the linkers, enables stable and consistent forming of 

repeated geometrical structure.94,96 There are many potential applications for MOFs, 

including catalysis,97–103 gas separation,103–112 gas storage,113,114 drug delivery,115,116 and 

chemical sensing.117–121 The body of literature devoted to MOFs is far too large to 
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address in detail, but many reviews have been published that may be of use to interested 

readers.28,101–103,110–112,120–125 

MOFs have several advantages that have made them of interest to researchers. 

Their rigid structure provides high porosity94,96 and prevents the aggregation that occurs 

in some other nanoscale compounds, leading to high surface area.96 The variety of 

possible building blocks means that there is an infinite number of possible MOFs, 

suggesting many possibilities for fine-tuning application and functionality.117 The rigid 

structure also lends itself well toward containing strongly bound metal centers with open 

coordination sites, which provides many unique opportunities for chemical binding and 

catalysis.28 While these sites are most often part of the SBUs,105 there is also a growing 

interest in generating such sites on the linkers using post-synthetic modification.126,127 

More generally, many new MOFs can be developed in a logical, orderly fashion,94 and 

MOF design therefore readily lends itself to synergy with theoretical methods as 

supplements to existing experimental work and as the directors of the most likely useful 

directions.28,118 Section 4.1 is in the former category, while Section 4.2, 4.3, and 4.4 are 

in the latter category. Some brief comments pertaining to the work presented in Section 4 

are given here, but more detailed background information can be found in the individual 

introductory sections of each paper (Sections 4.1.2, 4.2.2, 4.3.2, and 4.4.2). 

Section 4.1 is about working to theoretically account for the good experimental 

performance of a copper paddle-wheel MOF for capturing CO2. CO2 capture has been an 

especially popular topic in metal-organic frameworks due to the desire to reduce or 

eliminate CO2 atmospheric output in industrial processes.103 In previous work it had been 

shown that KS-DFT failed to reproduce experimental results. CASPT2 is thus used to 

confirm the hypothesis that correlation between the two Cu atoms in the paddle-wheel 

leads to multireference character, and thus a higher level of theory is necessary even for 
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calculations on the whole MOF structure. The CASPT2 calculations also validate the 

choice of theory used in further periodic calculations. The work shows how high-level 

WFT can play a pivotal role for challenging systems even when working on large-scale 

systems such as MOFs. 

Sections 4.2, 4.3, and 4.4 are all predictive in nature and feature metal-

catecholates, which can be added to MOFs post-synthetically to improve targeted 

functionality.128 Section 4.2 uses a combination of KS-DFT and CASPT2 to screen first-

row transition metals in a model catecholate system for toxic gas capture, which has been 

a target application of MOFs for some time110,111 and for which metal-catecholates have 

had demonstrable success.129 A similar protocol is used in Section 4.3 in order to screen 

for O2-selective air separation potential, which is a high-value target due to the many 

applications that require pure O2 gas.130 Based on the work in Section 4.3 and additional 

KS-DFT calculations, Section 4.4 screens a large database of experimental structures131 

and identifies specific MOFs and metal-catecholates as synthetic targets. Section 4.3 and 

Section 4.4 are collectively motivated by an interest in carrying predictions forward on a 

path towards an industrial product, which is an ongoing concern in MOF development.124 

In summary, Sections 2 and 3 look at ways to improve high-level multireference 

WFT methods involving active space selection, while Section 4 demonstrates multiple 

ways in which methods such as those considered in Sections 2 and 3 can make 

contributions toward solutions to real-world problems. 
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2 Systematic Active Space Selection 
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2.1 Systematic Expansion of Active Spaces beyond the CASSCF Limit: A 

GASSCF/SplitGAS Benchmark Study 

 

This section describes the outcome of a collaborative research project carried out 

by Konstantinos D. Vogiatzis, Giovanni Li Manni, Samuel J. Stoneburner, and Dongxia 

Ma (and advised by Laura Gagliardi). A report on this research project has been 

published.73 

Samuel J. Stoneburner performed CASSCF, GASSCF, and SplitGAS calculations 

on furan and pyrrole. 

 

Reproduced with permission from Vogiatzis, K. D.; Li Manni, G.; Stoneburner, 

S. J.; Ma, D.; Gagliardi, L. Systematic Expansion of Active Spaces beyond the CASSCF 

Limit: A GASSCF/SplitGAS Benchmark Study. J. Chem. Theory Comput. 2015, 11, 

3010–3021.73 Copyright 2015 American Chemical Society. 
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2.1.1 Overview 

The applicability and accuracy of the generalized active space self-consistent 

field, GASSCF, and SplitGAS methods are presented. The GASSCF method enables the 

exploration of larger active spaces than the conventional complete active space SCF, 

CASSCF, by fragmentation of a large space into subspaces and by controlling the 

interspace excitations. In the SplitGAS method, the GAS configuration interaction, CI, 

expansion is further partitioned in two parts: the principal, which includes the most 

important configuration state functions, and an extended, containing less relevant but not 

negligible ones. An effective Hamiltonian is then generated, with the extended part acting 

as a perturbation to the principal space. Excitation energies of ozone, furan, pyrrole, 

nickel dioxide, and copper tetrachloride dianion are reported. Various partitioning 

schemes of the GASSCF and SplitGAS CI expansions are considered and compared with 

the complete active space followed by second-order perturbation theory, CASPT2, and 

multi reference CI method, MRCI, or available experimental data. General guidelines for 

the optimum applicability of these methods are discussed together with their current 

limitations. 

 

2.1.2 Introduction 

The treatment of the correlated motions of electrons constitutes one of the still 

unsolved challenges of modern electronic structure theory.17 Correlation energy arises 

from the erroneous description of the Coulomb repulsion between electrons132 in the 

Hartree-Fock theory and can be classified in two types, dynamical correlation and non-

dynamical or static correlation. Dynamical correlation refers to the instantaneous electron 

repulsion and in wave-function methods it is usually recovered by electron excitations 

from the zero-order wave function to the virtual space. Effective approximations from 
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many-body perturbation theory (MBPT)133 and coupled-cluster theory (CC)134 provide a 

quantitative description of dynamical correlation. In density functional theory (DFT), 

dynamical correlation is instead accounted for by the functional choices. Non-dynamical 

correlation is important for atoms or molecules with nearly degenerate orbitals and with 

ground or excited states that cannot be described with a single Slater determinant. 

Typically, such electronic systems are described by a zero-order multiconfigurational 

wave function, which introduces the non-dynamical correlation.5,45 

One of the most commonly used multiconfigurational methods are the complete 

active space self-consistent field (CASSCF)6 method and its extension through second-

order perturbation theory (CASPT2).9 In CASSCF, the configuration space is determined 

by the electrons and orbitals included in the active space. A full configuration interaction 

(FCI) wave function is generated within this space and the orbitals are variationally 

optimized simultaneously with the configuration coefficients. Redundancies in the orbital 

rotations are eliminated by accounting only for inactive-active, active-virtual and 

inactive-virtual rotations. CASPT2 includes dynamical correlation and it has been 

successful in the description of excited states,135 magnetic properties,136 and dissociation 

energies.67,137,138 The factorial scaling of the size of the Hilbert space with respect to the 

size of the active space limits the applicability of CASSCF/CASPT2, which cannot be 

applied to molecular systems that need active spaces larger than 16 electrons in 16 

orbitals. 

The exploration of larger active spaces beyond the standard multiconfigurational 

wave function-based methods is an active field of research. Partitioning of the complete 

active space (CAS) to smaller subspaces subspaces can significantly reduce the number 

of configuration state functions (CSFs) without affecting the accuracy of the results. 

Typically, most of the configurations in a configuration interaction (CI) expansion have a 
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minor contribution to the total wave function, i.e. they have a nearly zero coefficient in 

the configuration expansion. A carefully chosen partition can exclude such 

configurations, and therefore allow the use of larger active spaces. The selection of 

dominant configurations for a specific state simplifies the wave function without 

affecting the accuracy of the method. This concept has been successfully used in 

multireference CI (MRCI) studies.139–144 

The generalized active space (GAS)2,145 scheme is an attractive technique for 

eliminating negligible configurations from the configuration space. In GAS, multiple 

active spaces are chosen, and inter-space excitations are controlled by the user's choice. A 

suitable choice of the GAS spaces removes the irrelevant configurations from the CI 

expansion and keeps only configurations with relevant weights. With GASSCF larger 

active spaces are accessible than in conventional CASSCF, like for example the 

GAS5(20,32) for the Gd dimer:2 20 electrons in 32 orbitals with five GAS spaces. The 

occupation restricted multiple active spaces (ORMAS)146 method relies upon a similar 

concept. The restricted active space (RAS) scheme used in RASSCF7,143 and RASPT210 

is a special case of the GAS scheme, where only three subspaces are chosen, namely 

RAS1, RAS2 and RAS3. In the reference space, the RAS1 orbitals are fully occupied, the 

RAS3 orbitals are empty, and the RAS2 orbitals have occupation ranging from 0 to 2. 

Restrictions are imposed on the RAS1 and RAS3 excitation level: a predefined maximum 

number of holes in RAS1 and a maximum number of particles in RAS3 determine the 

size of the wave function together with the excitations in the RAS2 space.  

A further simplification of the CI expansion is achieved by the SplitCAS147 

method, which is based on partition techniques and targets the recovery of the missing 

dynamical correlation. In SplitCAS, a CAS CI expansion is partitioned in two subspaces, 

a principal space (P) and a much larger extended space (Q). Löwdin’s partitioning 
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techniques74 approximated to the second order are used to reduce the initial eigenvalue 

problem to a problem of size equal to the size of the P-space. Davidson’s “Reduced 

Model Space” approach148,149 and Shavitt’s “Bk” method150 constitute modifications of 

this partition technique and share similarities with SplitCAS. Recently, the Löwdin’s 

partitioning technique was applied successfully in the spin-flip framework through a 

quasi-degenerate approximation.151,152 The more flexible SplitGAS3 method allows 

orbital based partitioning of the P- and Q-spaces, as the GAS scheme is used to select 

configurations to add in P or in the Q part of the CI expansion. The SplitCAS and 

SplitGAS approaches capture both static and dynamical correlation, as shown in the case 

of the Cr2 dimer.3 

In this article, a benchmark study of the GASSCF and SplitGAS methods is 

presented. The effective truncation of an active space to smaller spaces is examined at the 

GASSCF level. SplitGAS uses this partition concept while, at the same time, it captures 

the dynamical correlation effects that are missing from GASSCF. These two methods can 

thus be considered as complementary to each other, and are examined together. In the 

articles in which the methods were first introduced,2,3 successful calculations of bond 

dissociation energy curves were reported. In this work, we focus mainly on excited states. 

A detailed analysis of small, well-documented systems, such as ozone, furan, and pyrrole 

allows the exploration of different active space partitions strategies. Analysis of 

molecules containing a transition metal (copper tetrachloride and linear nickel dioxide) 

will also be presented.  

Our GASSCF results demonstrate the systematic reduction of the CI expansion 

without loss of accuracy with respect to the equivalent CAS calculations. The exponential 

scaling in GAS is reduced, but not eliminated. Therefore, although GASSCF can be used 

in combination with larger active spaces compared to CASSCF, most of dynamic 
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correlation is still not recovered and a quantitative description of excitation energies is 

out of reach. Conversely, SplitGAS, allowing much larger active spaces, achieves good 

agreement with available experimental data. For specific cases, when experimental data 

are not available, our results are compared to those obtained at MRCI level of theory. The 

paper is organized as follows: In Section 2.1.3 computational methods are discussed, in 

Section 2.1.4 results for each system are discussed, and lastly Section 2.1.5 includes a 

discussion about the applicability of the methods and suggestions for their further 

development. 

 

2.1.3 Computational Methods 

All CASSCF, CASPT2 and GASSCF calculations were performed with the 

MOLCAS-7.8 software package.153 The SplitGAS method is implemented in the LUCIA 

code154 and uses one- and two-electron integrals in the molecular orbital (MO) basis 

obtained from the MOTRA module of MOLCAS-7.8. Internally-contracted MRCI 

(icMRCI)155,156 calculations were performed with the MOLPRO program package,157 

version 2012.1. In all calculations scalar relativistic effects were included using a second-

order Douglas-Kroll-Hess Hamiltonian. A shifted zeroth-order Hamiltonian was applied 

to all CASPT2 calculations (IPEA shift)65 by using the default value of 0.25 au. 

The triple-ζ-quality relativistic all-electron ANO-RCC-VTZP basis sets158,159 were 

used for ozone, furan, pyrrole and linear nickel dioxide, contracted to [4s3p2d1f] for 

oxygen, carbon, and nitrogen, [6s5p3d2f1g] for nickel and [3s2p1d] for hydrogen. For the 

copper tetrachloride dianion, the ANO-RCC-VTZP base set was used, contracted to 

[7s6p5d3f2g1h] for copper and [5s4p2d1f] for chlorine. In the case of nickel dioxide, 

some basis set dependence was explored by repeating the calculations with the 
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quadruple-ζ-quality ANO-RCC-VQZP basis set (contracted to 7s6p4d3f2g for nickel and 

5s4p3d2f for oxygen). 

The notation “CAS(n,m)” is followed for the description of the active spaces, 

where n is the number of electrons and m the number of orbitals. For the GASSCF 

calculations, a “GAS-k(n,m)-ie,je,…,me” notation is used, where k corresponds to the 

number of subspaces, i to the maximum number of electrons that can be excited from the 

first subspace GAS1 to the other subspaces, j to the maximum number of electrons that 

can be excited from GAS2 to the remaining subspaces etc., with m = k -1 (because no 

electrons can be excited to the last GAS subspace) For example, the notation GAS-

3(18,12)-1e,2e means that an active space composed by 18 electrons in 12 orbitals is 

divided in 3 subspaces, where single electron excitations are allowed from GAS1 to 

GAS2 and GAS3, and single and double excitations from GAS2 to GAS3. For the 

SplitGAS calculations, the “SplitGAS-k(nP,mP)//(nT,mT)” notation is used, where k 

corresponds to the number of subspaces; nP and mP are the number of electrons and the 

number of orbitals in the P space, respectively; T = (P+Q) represents the total molecular 

space and nT and mT are the number of electrons and the number of orbitals in the T 

space, respectively.  

Two different types of MOs are included in the Q-space. The first are doubly 

occupied valence MOs, which should be correlated for a quantitative calculation of 

excitation energies. Their choice is system-specific and is based on the chemical nature of 

the molecule under study, as explained in the next paragraphs. The second (and larger) 

group of MOs included in the Q-space is composed of virtual orbitals. The selection of 

the correlated virtual space is based on an orbital energy threshold. The choice of the 

energy threshold and the truncation of the complete virtual space is discussed in the next 

paragraphs. 
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2.1.4 Results 

2.1.4.1 Ozone 

This system has been the subject of numerous studies. The availability of both 

experimental160–167 and theoretical4,168–183 reference values makes it an ideal molecular 

system for benchmarking the GASSCF and SplitGAS methods. A set of vertical 

excitation energies (VEEs), ionization potentials (IPs), and an electron affinity (EA) were 

computed (Table 1) and compared with available experimental data. 

Ozone has C2v symmetry at equilibrium. In the calculations the three O atoms are 

placed on the xy-plane. MOs composed of combinations of the 1s (core), 2s and the in-

plane 2px and 2py atomic orbitals (AOs) belong to either the a1 or b2 irreducible 

representations (irreps) of the C2v point group (Figure S1). The valence 2s, 2px, and 2py 

AOs form the σ backbone of the molecule; three bonding σ (3a1, 5a1, 4b2), three 

antibonding σ* (4a1, 5b2, 7a1) and three non-bonding nσ (2b2, 6a1, 3b2) MOs. 

Combinations of the three out-of-plane 2pz AOs belong to either b1 or a2 irreps and form 

the π system of the molecule. These are the bonding π (1b1), antibonding π* (2b1) and 

non-bonding nπ (1a2) orbitals. All valence electrons are correlated in the largest space 

considered in this study, which is of size (18,54). As shown in Table 1, all VEEs involve 

one or two electron excitations from the doubly occupied MOs of the ground state to the 

antibonding π*. The three IPs involve an electron loss from the non-bonding 3nσ (6a1), 

4nσ (4b2), and nπ (1a2) MOs, respectively. The lowest anionic state, 2B2, used in the 

calculation of the EA, has an extra electron in the antibonding π* (2b1) MO. 
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Table 1. VEEs, IPs and EA of ozone obtained at different levels of theory. The mean unsigned error (MUE) compared to the 
experimental values is reported for all methods. All energies in eV. 

State Orbitals involved CASSCF 
(12,9) 

GAS-2 
(12,9)-1e 

CASPT2 
(12,9) 

MRCI SplitGAS-6 
(12,9)//(18,40) 

Reference  

21A1 (6a1)2 → (2b1)2, (4b2)2 → (2b1)2 4.57 4.54a 4.50 4.35b 4.59 4.5e 
11A2 4b2→ 2b1 2.36 2.36 2.02 2.12b 2.13 1.6f and 

1.92g 
11B1 6a1→ 2b1 2.60 2.59 2.11 2.15b 2.24 2.1g 
11B2 1a2→ 2b1 5.78 5.79 4.91 5.19b 5.27 4.86g,h 
13A2 4b2→ 2b1 2.20 2.19 1.84 1.90b 1.75 1.80g 
13B2 1a2→ 2b1 1.76 1.75 1.75 1.74b 1.56 1.43 and 

1.29g 
13B1 6a1→ 2b1 2.24 2.24 1.71 1.73b 1.65 1.67g 
 
2A1 e- lost from 6a1 11.49 11.49 12.66 12.44c 12.29 12.73i 

 
2B2 e- lost from 4b2 11.42 11.42 12.78 12.49 c 12.38 13.00 i 

 
2A2 e- lost from 1a2 11.97 12.01 13.64 13.17 c 13.09 13.54i 

 
2B2 e- added on 2b1 3.51 3.53 1.29 1.71 d 1.52 2.10k 
MUE  0.82 0.81 0.14 0.25 0.29 - 
a From GAS2(12,9)-2e b Ref. 177. c Ref. 174. d Ref. 175. e Ref. 171. f Ref. 164. g Ref. 176. h Ref. 162. i Ref. 183. k Ref. 184. 
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Two CAS choices were considered: CAS(12,9) and CAS(18,12). The CAS(12,9) 

is composed of the nine MOs containing the 2px, 2py and 2pz AOs. The 11A1 ground state 

has a multireference character, with the valence electronic structure of the dominant 

configuration (83%) being (2σ)2(2nσ)2(3nσ)2(4nσ)2(π)2(nπ)2 or 

(3b2)2(5a1)2(6a1)2(4b2)2(1b1)2(1a2)2. In the CAS(18,12), the 1σ (3a1), 1σ* (4a1) and 1nσ 

(2b2) MOs (mostly linear combination of 2s AOs) have also been correlated. 

In the GASSCF framework, the (12,9) active space was divided into two 

subspaces; the first includes the six σ orbitals and the second the three π orbitals. Only 

single electron excitations were allowed between the two subspaces. This constrained 

active space is labelled GAS-2(12,9)-1e, by following the notation introduced in the 

previous section. This partition leads to a reduction of the number of CSFs by about 33% 

compared to the corresponding CAS(12,9) calculation. For example, for the 11A1 ground 

state, 666 CSFs are generated from CAS(12,9), while GAS-2(12,9)-1e generates 444. It is 

worth mentioning that with the GAS-2(12,9)-1e choice, the 11A1 → 21A1 excitation 

cannot be investigated, as it would require a 2-electron excitation from GAS1 to GAS2. 

For this excitation a GAS2(12,9)-2e scheme has been chosen (see below). Excellent 

agreement for the VEEs, IPs, and the EA is observed between the parent CAS(12,9) and 

GAS-2(12,9)-1e calculations, as shown in Table 2. 
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Table 2. VEEs, IPs and EA of ozone calculated from CASSCF(12,9), CASSCF(18,12) and the corresponding GASSCF at different 
levels of approximate active spaces. All energies in eV. The number of CSFs of the 11A1 ground state is given in the last row. 

State CAS(12,9) GAS-2(12,9)-1e CAS(18,12) GAS-3(18,12)-1e,1e GAS-3(18,12)-1e,2e GAS-3(18,12)-2e,2e 
21A1 4.57 4.54a 4.42 7.98 4.47 4.45 
11A2 2.36 2.36 2.36 2.37 2.42 2.38 
11B1 2.60 2.59 2.45 2.48 2.53 2.50 
11B2 5.78 5.78 5.68 5.75 5.70 5.68 
13A2 2.20 2.19 2.17 2.18 2.23 2.19 
13B2 1.76 1.75 1.82 1.74 1.80 1.81 
13B1 2.24 2.24 2.06 2.08 2.13 2.07 

2A1 11.49 11.49 11.13 11.26 11.26 11.13 
2B2 11.42 11.42 11.27 11.39 11.38 11.28 
2A2 11.97 12.01 11.85 12.01 11.87 11.84 
2B2 3.51 3.53 3.54 3.55 3.59 3.57 

CSFs 666 444 4067 1518 1935 3230 
a From GAS2(12,9)-2e 
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For the (18,12) active space, the three low-lying 1σ, 1σ* and 1nσ MOs form the 

GAS1 active space. As in the GAS-2(12,9)-1e level, the σ-type (2px, 2py) and π-type 

MOs belong to different subspaces (GAS2 and GAS3, respectively). Three different 

interspace excitation schemes have been explored: In GAS3(18,12)-1e,1e single 

excitations from GAS1 and from GAS2 are allowed. In GAS-3(18,12)-1e,2e single 

excitations out of GAS1 and up to double excitations out of GAS2 are allowed. Finally, 

in GAS-3(18,12)-2e,2e up to double excitations out of GAS1 and GAS2 are allowed. The 

GAS3(18,12)-1e,1e scheme achieves good accuracy in comparison to the parent 

CAS(18,12) calculation; VEEs, IPs and EA deviate less than 0.2 eV from 

CASSCF(18,12), except for the 21A1 state, which involves a two-electron excitation. The 

GAS-3(18,12)-1e,2e and GAS-3(18,12)-2e,2e further reduce the errors from the parent 

CAS(18,12). One should notice that these schemes do not fall into the RAS formalism, 

despite dividing the active space in three subspaces, because the third subspace, GAS3, 

space contains occupied orbitals. 

All VEEs, IPs, and EA values reported in Table 2 show large deviations from the 

experimental values. The main reason for this disagreement is the lack of correlation 

energy, which is only partially recovered with the current choice of active space, both at 

CASSCF and GASSCF levels. Previous theoretical studies169,172,174,175,177 have shown that 

non-dynamical correlation alone is not sufficient for a quantitative description of the 

excitation energies of ozone. In these studies, dynamical correlation is included in the 

multiconfigurational treatment of the wave function by means of perturbation theory 

(CASPT2 level)169 or configuration-interaction (MRCI level),174,175,177 or by the EOM-

CCSDT formalism.172 In the present work, dynamical correlation has been added using 

the SplitGAS method. 
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In the SplitGAS formalism a combined (P+Q) space of size (18,40) was used. The 

P space is composed of the CAS(12,9) as described above. The extended space in 

SplitGAS is formed by single excitations out of the 1σ, 1σ*, and 1nσ MOs and single and 

double excitations into 28 additional canonical virtual orbitals. The choice of only single 

excitations out of the 1σ, 1σ*, and 1nσ orbitals was motivated by the fact that no 

significant differences between the GAS-3(18,12)-1e,2e and the GAS-3(18,12)-2e,2e 

levels were observed at the GASSCF level of theory. In a preliminary investigation (see 

Supporting Information) various levels of truncation of the virtual orbital space, based on 

orbital energies, were applied to form the extended (Q) of SplitGAS. Threshold values of 

1.0, 2.0, 4.0 and 5.0 Eh (Hartree) were considered (Table S1). No significant changes in 

the VEEs, IPs and EA were observed for a Q-space that included virtual MOs with 

energies above 2.0 Eh. Conversely, the threshold value of 1.0 Eh was too poor for a 

quantitative calculation of dynamical correlation. This result lead us to choose 28 virtual 

orbitals to form the extend space. Table S2 summarizes the number of electrons and 

orbitals in each subspace. In order to reduce memory requirements, virtual orbitals 

belonging to different irreps were divided in separate subspaces. In total, six subspaces 

were considered, SplitGAS-6(12,9)//(18,40). This level of theory includes more than 6 

million CSFs in the (P+Q)-space for the 11A1 ground state. 

The VEEs, IPs, and EA obtained at the SplitGAS-6(12,9)//(18,40) for the 11 

states considered are reported in Table 1. For comparison, experimental and 

computational results from the CASSCF(12,9), GASSCF-2(12,9)-1e, CASPT2(12,9) and 

MRCI level of theory are also included. The mean unsigned error (MUE) for all 

theoretical methods in comparison to the experimental values is reported. As previously 

discussed, CASSCF(12,9), and GASSCF-2(12,9)-1e show similar behavior (the MUE is 

0.82 and 0.81 eV, respectively). CASPT2(12,9) captures most of the missing correlation 

energy and achieves good agreement with the experimental results (MUE = 0.14eV). 
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MRCI and SplitGAS-6(12,9)//(18,40) have a similar accuracy, with a MUE of 0.25 and 

0.29 eV, respectively. 

All methods including dynamical correlation considered in this study, i.e. 

CASPT2, MRCI, and SplitGAS, achieve similar accuracy for the VEEs (on average 

deviations less than 0.2 eV from the reference experimental data). However, the 

excitation from the ground state to the 11B2 state is a notable exception. The VEE to the 

11B2 state calculated with MRCI and SplitGAS deviate from both the experimental 

reference value of 4.86 eV167 and the CASPT2(12,9) value of 4.91 eV. Previous 

theoretical results for this specific state are discussed (Table 3). The 11B2 excited state 

belongs to the Hartley band which absorbs in the region between 4.2 and 5.6 eV.165 The 

Hartley band has the strongest absorption in the spectrum of O3 below 5.8 eV with an 

oscillator strength f of about 0.1.160 A large oscillation strength was calculated at the 

MRCI level by Elliot et al.177 for the 11B2 state. The reference value of 4.86 eV used by 

Musiał et al.167,172 falls almost in the middle of the absorption region of the Hartley band. 

CASPT2(12,9) calculations of Borowski et al.169 underestimated the VEE of 11B2 state 

by about 0.2eV (4.69 eV). A better agreement can be achieved by using a shifted zeroth-

order Hamiltonian (IPEA shift)65 in CASPT2 (4.91 eV, this work). Results obtained using 

equation-of-motion coupled-cluster theory with single, double, and triple excitations 

(EOM-CCSDT)172, or MRCI by selecting specific configurations171 or by using the full 

configuration space177 lie between 5.13 eV and 5.19 eV. SplitGAS-6(12,9)//(18,40), 

which spans the Q-space based on an energy threshold of 2 Eh, predicts the VEE of 11B2 

state to be 5.27 eV. This value is slightly higher than the corresponding EOM-CCSDT or 

MRCI energies. Better agreement can be achieved if a 4 Eh threshold is applied on the Q-

space; 5.18 eV from the SplitGAS-6(12,9)//(18,54) level. By localizing the virtual MOs 

(LMOs) with the Cholesky localization scheme185 as implemented in MOLCAS, we were 

able to select MOs with a predominant AO contribution. In the SplitGAS-6(12,9)//(18,42) 
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(LMO) calculation, MOs with 3s3p4s3d contribution were included in the extended Q-

space. This methodology reduces the VEE of 11B2 state by about 0.1 eV (5.17 eV). The 
3B2 state is another state where disagreement between the theoretical methods was found. 

CASPT2 (1.75 eV) and MRCI (1.74 eV) deviate significantly from the two experimental 

reference values (1.43 and 1.29 eV), while SplitGAS (1.56 eV) and EOM-CCSDT (1.54 

eV) are in better agreement. 

 
Table 3. Comparison between different levels of theory for the VEE from the 11A1 

ground state to the 11B2 excited state of ozone. The number of CSF for the MR methods 
is also given. 

Method 11B2 VEE (eV) Number of CSFs 
CASPT2a 4.69 626 
CASPT2 (This work) 4.91 626 
EOM-CCSDTb 5.13 - 
MRCIc 5.16 10 300 
MRCId 5.19 ~ 39 106 
SplitGAS-6(12,9)//(18,40) 5.27 ~ 6 106 
SplitGAS-6(12,9)//(18,42) (LMOs) 5.17 ~ 8 106 
SplitGAS-6(12,9)//(18,54) 5.18 ~ 25 106 
Referencee,f 4.86  
a Ref. 169. b Ref. 172. c Ref. 171. d Ref. 177. e Ref. 176. f Ref. 167. 

 

Finally, IPs calculated at the SplitGAS-6(12,9)//(18,40) level deviate from the 

experimental reference values183 by about 0.3 to 0.6 eV and by about 0.1 eV from IPs 

obtained at the MRCI level by Schmelz et al.174 CASPT2 results are in a better agreement 

with the reference IPs. A similar behavior is observed for the EA, with the only exception 

that CASPT2(12,9) significantly underestimates the experimental value by about 0.8 eV. 
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2.1.4.2 Furan/Pyrrole 

The next systems to be discussed are two aromatic five-member molecules, furan 

and pyrrole. The calibration of our methodology for these two molecules yields 

information that may be useful for more complicated organic molecules. Furan and 

pyrrole are isoelectronic and exhibit similar absorption patterns in their UV spectra, i.e., 

their absorption bands are attributed to the same electronic excitations. Their fully 

conjugated planar system leads to a weak aromatic 6π-electron character. In C2v 

symmetry, and for the 11A1 ground state, furan and pyrrole have MOs filled up to 9a1, 

2b1, 1a2, and 6b2. The occupied π-orbitals are the 1b1, 2b1, and 1a2, with the lowest π* 

orbitals being the 3b1 and 2a2. The lowest singlet and triplet valence excited states 

considered in this benchmark study involve π-to-π* excitations. The VEEs from the 

ground state to the singlet 21A1, 31A1 and 11B2 and the triplet 13A1 and 13B2 states are 

examined. Rydberg orbitals and states are excluded from this study. As discussed by 

others186, the difference in CASPT2 energies from state-specific and state-averaged 

orbitals is less than 0.1 eV. For simplicity, all results reported in this study are obtained 

with state-specific CASSCF orbitals. Our results are compared with the experimental data 

of Flicker et al.187 Finally, we have recalculated the VEEs of interest with MRCISD(6,5) 

by using the same CAS(6,5) wave function as in our SplitGAS calculations. 

Table 4 includes VEEs for the first five π-to-π* excited states of furan calculated 

with CASSCF and GASSCF. The size of the active spaces has been systematically 

expanded from (6,5) up to (6,39). The CAS(6,10) includes three b1 and two a2 extra 

virtual MOs. The CAS(6,15) includes five additional virtual MOs (three b1, two a2). An 

increase of the active space results in a decrease of the VEEs of the 11B2 and 31A1 states 

by about 0.5 eV. Smaller differences are observed for the 21A1, 13A1 and 13B2 states (0.1 

eV or less). Energy thresholds of 2.0 and 3.0 Eh , respectively, for the canonical virtual 
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orbitals belonging to b1 and a2 irreps lead to the CAS(6,27) and CAS(6,39), respectively. 

GAS2-type CI expansions have been constructed as follows: the CAS(6,X) space (X = 10, 

15, 27, or 39) is divided in two subspaces. The first subspace contains the initial five π-

to-π* orbitals of the minimum CAS(6,5) space while the second subspace contains the 

additional virtual orbitals. Single or single and double excitations are allowed from GAS1 

to GAS2. These are reported in Table 4 as GAS-2(6,X)-1e and GAS-2(6,X)-2e, 

respectively. No significant differences are observed for the VEEs when comparing the 

excitation energies calculated from CASSCF(6,10) and CASSCF(6,15) with the 

corresponding results from GAS2, although significant reduction of the CI expansion is 

achieved by the GAS choices. For example, the GAS-2(6,15)-1e and GAS-2(6,15)-2e 

contain only 1% and 9% of the total number of CSFs, respectively. Increasing the number 

of unoccupied orbitals (X = 27 or 39) does not affect the VEEs. Among the different 

approaches presented in Table 4, GAS-2(6,15)-1e is the best choice compared to the 

parent CAS(6,15) energies, in terms of efficiency and accuracy. The results with a GAS-

2(6,15)-1e space with additional subspaces, containing doubly occupied and virtual MOs 

of σ type, are reported in the Supporting Information (Table S3). 
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Table 4. Expansion of active spaces for furan at the CASSCF and GASSCF level where 
only excitations from the π-to-π* orbitals are considered. All energies in eV. The number 

of CSFs of the 1A1 ground state is given. 

 CASSCF 
(6,5) 

CASSCF 
(6,10) 

CASSCF 
(6,15) 

CASSCF 
(6,27) 

CASSCF 
(6,39) 

CSFs 28 2 510 31 990 1 198 535 11 290 082 
11B2 8.09 7.73 7.56 7.51 7.49 
21A1 6.85 6.85 6.80 6.79 6.78 
31A1 10.25 9.86 9.75 9.70 9.69 
13A1 5.47 5.49 5.45 5.44 5.44 
13B2 4.02 4.11 4.11 4.12 4.12 

  GAS-
2(6,10)-1e 

GAS-
2(6,15)-1e 

GAS-
2(6,27)-1e 

GAS-
2(6,39)-1e 

CSFs - 217 406 856 1 321 
11B2 - 7.78 7.65 7.63 7.64 
21A1 - 6.81 6.77 6.77 6.77 
31A1 - 9.85 9.77 9.75 9.76 
13A1 - 5.45 5.41 5.40 5.40 
13B2 - 4.10 4.08 4.07 4.07 

  GAS-
2(6,10)-2e 

GAS-
2(6,15)-2e 

GAS-
2(6,27)-2e 

GAS-
2(6,39)-2e 

CSFs - 829 2 819 12 431 28 913 
11B2 - 7.75 7.58 7.53 7.51 
21A1 - 6.87 6.80 6.79 6.78 
31A1 - 9.88 9.77 9.73 9.71 
13A1 - 5.52 5.45 5.44 5.44 
13B2 - 4.12 4.11 4.12 4.11 

 

Table 5 shows SplitGAS results for the low-lying states of furan and pyrrole. In 

all cases the correlated space is divided in six subspaces. The first subspace includes the 

occupied MOs of the σ system (six a1 MOs and four b2 MOs), composed of the 2s, 2px, 

and 2py AOs of carbon, and oxygen or nitrogen for furan and pyrrole, respectively. Single 

and double excitations are allowed from this subspace. The second subspace includes the 

π system of the aromatic molecules and forms the P-Space of the SplitGAS calculations. 

The remaining four spaces are composed of low-lying canonical virtual orbitals and they 

form the Q-Space, chosen according to orbital energy thresholds. The values of 1.0 and 

2.0 Eh have been examined, resulting in active spaces (P+Q) with 26 electrons in 55 and 
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84 orbitals in total, respectively. As can be seen in Table 5, our results considerably 

deviate from the experimental VEEs for both molecules, with the errors exceeding the 1 

eV in some cases. The reason for this divergence is the incorporation of Rydberg-type 

orbitals inside the Q-space, leading to unphysical mixing of Rydberg and valence excited 

states. Rydberg orbitals could be deleted from the orbital space after separately 

optimizing the Rydberg excited states.188,189 In the present work, however, this procedure 

has been avoided, as our goal is not necessarily the theoretical reproduction of the 

experimental spectra, but rather a comparison of SplitGAS and MRCISD (singles and 

doubles) results, by using the same basis set (ANO-RCC-VTZP) and same primary (6,5) 

space. Reasonable agreement between the two methods is observed for most of the states. 

For the majority of the excited states, the larger Q-space shifts the VEEs closer to the 

MRCISD values. The biggest deviation was found for the VEE of the 21A1 state. For both 

aromatic molecules, the VEE to this particular state is not affected by the expansion of 

the Q-space based on an energy threshold. 
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Table 5. Expansion of active spaces for furan and pyrrole for SplitGAS. Experimental 
and MRCI VEEs are given for comparison. All energies in eV. 

  
 

 
SplitGAS-6 

(6,5)//(26,55) 
SplitGAS-6 

(6,5)//(26,84) 
 State Exp. MRCI(6,5) 1 Hartree 2 Hartree 

Furan 1 1B2 6.06 6.93 6.94 6.85 
 2 1A1  6.79 7.13 7.13 
 3 1A1 7.82 9.11 9.21 9.10 
 1 3A1 5.22 5.58 5.84 5.79 
 1 3B2 4.05 4.26 4.38 4.33 

Pyrrole 1 1B2  7.02 7.15 7.03 
 2 1A1 5.98 6.55 6.92 6.91 
 3 1A1 7.54 8.66 8.78 8.63 
 1 3A1 5.10 5.62 5.85 5.81 
 1 3B2 4.21 4.55 4.71 4.67 

 

2.1.4.3 Nickel Dioxide 

The nickel atom forms three different conformers with molecular oxygen, a 

superoxo, a peroxo and a linear isomer. A recent, detailed MRCI study by Hübner and 

Himmel190 showed that the linear ONiO isomer is the lowest energy form of Ni(O2). This 

conformation is about 1.53 eV more stable than the cyclic Ni(O2). Experimental evidence 

for the existence of the linear ONiO has been found by reaction of laser-ablated Ni atoms 

with O2 in argon191 and neon192 matrices. The electronic structure of various conformers 

of the anionic species, ONiO-, has been studied by photoelectron spectroscopy.193,194 

Early theoretical works were focused on the cyclic Ni(O2) isomer.195–197 DFT calculations 

predicted a linear 1Σg
+ ground state191,198 and placed the peroxo 3B1 state 0.73 eV above 

the 1Σg
+ state.191 
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Figure 3. (a) The natural orbitals of linear nickel dioxide at equilibrium bond distance of 
the 1Σg

+ ground state divided in six subspaces for the GASSCF-6(18,20)-2e1e2e0e2e 
calculations. GAS1, GAS3 and GAS5 are the same subspaces used for the GAS-3(18,12) 
scheme. At that level of theory, they are named as GAS1, GAS2 and GAS3, respectively. 
(b) The six orbitals included in the SplitGAS-8(18,12)//(30,35) calculation. Orbital labels 
and occupation numbers from the parent CAS(18,12) calculation for the 1Σg

+ ground state 
are listed below each orbital. 

The adiabatical excitation energies of the linear ONiO isomer are examined. In 

particular, the four lowest states, 1Σg
+, 3Πg, 1Πg, and 5Πu, are calculated by symmetrically 

varying the RNi-O bond distances. The excitation from the 1Σg
+ ground state to the 1Πg 

state involves an electron excitation from the 3dz2 orbital (6ag) to the π* orbital (2b3g or 

2b3g). The first triplet state is described by a spin-flip of the electron occupying the π* 

orbital of the 1Πg state. The quintet 5Πu state involves two-electron excitations to the π* 

orbitals; one-electron excitation from the 3dz2 orbital and one-electron from the 2px/2py 

orbitals.190 An active space of (18,12) was used in the CASSCF, and GASSCF 

calculations (Figure 3a), which includes the six 4s3d orbitals of nickel and the six 2p 

orbitals of the two oxygen atoms. 

At the GASSCF level, the CAS(18,12) is partitioned in three subspaces based on 

symmetry considerations. The first space (GAS1) is composed of the σ-type MOs, which 

are the bonding 8ag, the antibonding 9ag, and the non-bonding 5b1u orbitals (Figure 3a). 

GAS1 also includes the 3dz2 and 3dxy orbitals belonging to the same irreducible 

representation as the σ-type (σ and σ*) MOs. GAS2 includes the π-type MOs, i.e. the two 

components of the π bonding 1b2g and 1b3g, the π* antibonding 2b2g and 2b3g, and the 

non-bonding 3b2u and 3b3u. GAS3 includes only the remaining 3dx2-y2 (1b1g) orbital. No 

excitations from or to GAS3 were allowed. Thus, this partition can be considered 

equivalent to a CAS(16,11); nonetheless, the (18,12) nomenclature is kept for consistency 

with subsequent partitioning schemes (vide intra). Two different excitation schemes were 

applied within the three subspaces. The first includes CSFs generated by single electron 
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excitations from GAS1 to GAS2 (GASSCF3(18,12)-1e0e); the second adds two-electron 

excitations from GAS1 to GAS2 (GASSCF-3(18,12)-2e0e).  

The impact of the double-shell199 of Ni was examined by extending the (18,12) 

active space to (18,20). The additional 8 virtual MOs are linear combinations of the six 

5s4d of Ni and the 3px/3py orbitals of the oxygen atoms. The full (18,20) space is 

partitioned in 8 subspaces, as shown in Figure 3a. Orbitals 6ag, 7ag, 8ag, 9ag, and 5b1u 

form GAS1 (as in the GAS-3(18,12) scheme). The 10ag, 11ag, and 12ag MOs, which are 

dominated by contributions from the 5s, 4dz2 and 4dxy atomic orbitals of Ni, form the 

GAS2. GAS3 is formed by the 1b2g, 2b2g, 1b3g, 2b3g, 3b2u, and 3b3u orbitals (GAS2 in the 

GAS-3(18,12) scheme). GAS4 is composed by 4dxz and 4dyz orbitals (3b2g and 3b3g, 

respectively) and the double-shell of the 2px/2py orbitals of the oxygen atoms (4b2g and 

4b3g, respectively). GAS5 contains orbital 1b1g while the 2b1g (4dx2-y2) forms the GAS6 

space. The minimum and maximum electron occupations of each subspace are reported 

in Table S4.  

Single and double excitations are allowed from each subspace of the initial 

CAS(18,12) to the corresponding additional subspaces of the second shell, i.e. from 

GAS1 to GAS2, from GAS3 to GAS4, and from GAS5 to GAS6. An excitation level 

between subspaces of different symmetry similar to that in the GAS-3(18,12)-1e0e is 

followed in this scheme. Only single excitations are allowed between the first two (GAS1 

and GAS2) and the next two subspaces (GAS3 and GAS4). No excitations are allowed 

from the first four to the last two subspaces (GAS5 and GAS6). This level of theory is 

abbreviated as GASSCF-6(18,20)-2e1e2e0e2e and includes about 18 million CSFs. The 

corresponding CASSCF(18,20) calculation would be prohibitive (more than 1 billion 

CSFs).  
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Table 6. Adiabatic excitation energies (in eV) and Ni-O bond distances (in Å) for the 1Σg
+, 3Πg, 1Πg and 5Πu states of linear nickel 

dioxide at the different levels of theory considered in this study. 

Method 
CSFs of 
1Σg

+ 
1Σg

+ 3Πg 1Πg 5Πu  

E RNi-O E RNi-O E Ni-O E RNi-O 
GASSCF-3(18,12)-1e0e 709 0 1.63 0.52 1.70 0.84 1.73 - - 
GASSCF-3(18,12)-2e0e 1 167 0 1.63 0.58 1.70 0.89 1.73 0.84 1.75 
CASSCF(18,12) 2 108 0 1.63 0.59 1.70 0.91 1.73 0.89 1.75 
GASSCF-6(18,20)-
2e1e2e0e2e 

18 387 635 0 1.63 0.55 1.68 0.97 1.68 0.81 1.73 

CASPT2(18,12) 2 108 0 1.61 0.31 1.61 0.69 1.60 1.27 1.68 
SplitGAS-8(18,12)//(30,35) 39 763 303 0 1.59 0.33 1.61 0.82 1.61 0.64 1.68 
SplitGAS-8(18,12)//(30,35)a 39 763 303 0 1.62 0.42 1.65 1.01 1.68 0.63 1.70 
SplitGAS-6(18,12)//(18,29)a,b 3 407 698 0 1.62 0.49 1.65 1.05 1.68 0.70 1.70 
MRCI(18,12)c 

 
0 1.61 0.54 1.64 0.94 1.63 1.17 1.71 

Other (DFT studies) 
  

1.586 - 
1.613d,e,f,g 

0.35e 
0.41f 

   
1.01f 

 

a Same basis as MRCI(18,12) (contracted as 7s6p4d3f2g for Ni, 5s4p3d2f for O). 
b No semi-core correlation. See text for details. 
c Ref. 190. d Ref. 198. e Ref. 191. f Ref. 192. g Ref. 200. 
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Table 6 reports the adiabatic excitation energies and the RNi-O bond distances of 

the minimum of each state (1Σg
+, 3Πg, 1Πg, and 5Πu). Previous MRCI190 and 

DFT191,192,198,200 results are also included for comparison. The MRCI data were obtained 

by using CASSCF(18,12) orbitals. It should be noted that in the MRCI reference data, the 

semi-core correlation is not included, i.e. the 3s3p orbitals are not correlated, and effects 

from higher excitations (e.g. second d-shell) are neglected. The authors190 give a rough 

estimate of the error introduced from their computational approach of about 0.13 eV, 

which is essentially from the 3s3p semi-core-valence correlation. The ANO-RCC basis 

set, contracted as 7s6p4d3f2g for nickel and 5s4p3d2f for oxygen, was used in the MRCI 

study. In this study, as already discussed in the Computational Methods section, two 

different contraction schemes were employed, namely the same as in the MRCI study and 

a smaller one (6s5p3d2f1g for nickel, 4s3p2d1f for oxygen). The basis set effects are 

discussed at the end of this section. 

The wave function constructed by the CASSCF(18,12) level contains 2108 CSFs. 

Excitation energies obtained at this level are in agreement with MRCI data, while the 

bond distance predicted by CASSCF(18,12) is 0.02 Å longer that the MRCI value. The 

partition schemes introduced by the GASSCF-3(18,12)-1e0e and GASSCF-3(18,12)-2e0e 

result in adiabatic excitation energies comparable with the parent CASSCF(18,12). The 

only disagreement is for the 5Πu state for the GAS scheme that allows a single electron 

excitation between different subspaces (GASSCF-3(18,12)-1e0e). This state involves 

two-electron excitations to the π* orbitals, while the GASSCF-3(18,12)-1e0e level allows 

only single-excitations. The position of the minimum on the potential energy curves of 

the four states is not affected by the partition of the CAS(18,12). Using a larger active 

space (18,20) within the GASSCF framework does not significantly affect the excitation 

energies. On the other hand, the equilibrium RNi-O bond distances for the three excited 

states are in a better agreement with the MRCI results.  
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Dynamical correlation obtained by excitations to the virtual space is introduced 

by CASPT2 and SplitGAS (Table 6). The CSFs included in the SplitGAS-

8(18,12)//(30,35) calculation are constructed by taking into account an active space 

composed of 30 electrons in 35 orbitals (in P+Q space). The P-space is the CAS(18,12) 

described in the previous paragraph and shown in Figure 3a. Semi-core MOs of Ni (3s3p) 

and the two 2s of the oxygen atoms (Figure 3b) and their electrons were used to build the 

Q-Space. Seventeen additional low-lying canonical virtual orbitals, which include the 

double-shell MOs described for the GAS-6(18,20) scheme, are also used to generate 

configurations in the Q-Space. Up to two holes were allowed in the MOs formed by the 

2s atomic orbitals of the oxygen atoms (5ag, 4b1u), while only single holes were allowed 

in the 3s3p of Ni. These constraints were based on the fact that the 3s3p MOs of Ni are 

much lower in energy than the 2s of oxygens. The 17 additional virtual orbitals used for 

the SplitGAS had mostly 4p5s4d character of Ni and the 3s3p of O. In total, 30 electrons 

in 35 orbitals were correlated based on the restrictions described above. This partition of 

the CAS(30,35) generated about 40 million CSFs for the 1Σg
+ ground state and is referred 

to as SplitGAS-8(18,12)//(30,35). 

The SplitGAS-8(18,12)//(30,35) adiabatic excitation energy to the 3Πg state of 

0.33 eV agrees with the 0.31 eV energy from CASPT2(18,12) and with previous DFT 

studies (0.35-0.41 eV), but it is about 0.2 eV lower compared to the MRCI value. The 

SplitGAS excitation energy to the first singlet 1Πg excited state (0.82 eV) is in-between 

the MRCI (0.94 eV) and the CASPT2(18,12) (0.69 eV) values. Finally, the SplitGAS-

8(18,12)//(30,35) calculations predict that the quintet 5Πu state is lower than the 1Πg state 

by about 0.2 eV. On the other hand both CASPT2(18,12) and MRCI predict the quintet 

state to lie higher than the 1Πg state, and about 1.2 eV higher than the ground state. 

SplitGAS-8(18,12)//(30,35) and CASPT2(18,12) predict similar equilibrium distances for 
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the 1Σg
+, 3Πg, 1Πg, and 5Πu states. The RNi-O distances for these states are shorter than 

those predicted by the CAS or GAS methods, which lack dynamical correlation.  

In Ref. 190, the ANO-RCC-VQZP (contracted as 7s6p4d3f2g for nickel and 

5s4p3d2f for oxygen) was employed. In order to make the comparison more consistent 

we have repeated the calculations described above with the same basis set as in Ref. 190. 

These calculations were performed with and without correlating the semi-core orbitals 

(SplitGAS-8(18,12)//(30,35) and SplitGAS-6(18,12)//(18,29), respectively) As can be 

seen in Table 6, SplitGAS and MRCI predict similar excitation energies for the first two 

excited states. However, the difference between the two methods for the quintet 5Πu state 

is about 0.5 eV. Finally, the effect on SplitGAS of the semi-core correlation is estimated 

to be about 0.07 eV. 

 

2.1.4.4 Copper Tetrachloride Dianion 

We computed excitation energies to the ligand field states and to a charge transfer 

state of the copper tetrachloride dianion [CuCl4]2-. We used the same basis set (ANO-

RCC basis set contracted to [7s6p5d3f2g1h] for Cu and [5s4p2d1f] for Cl) and geometry 

(planar D4h with RCu-Cl = 2.291 Å) as used in previous studies,201–203 in which the 

CASPT2(11,11) level of theory was employed.  

In the present study, the calculations were performed by imposing D2h symmetry, 

the highest allowed symmetry in MOLCAS. The orbitals and states are labeled by using 

the irreps of the D2h point group. The (11,11) active space includes the 3d and 4d orbitals 

of Cu, and a symmetry adapted orbital composed by four 3p orbitals of the chlorine 

atoms pointing toward the metal center. The singly occupied MO has σ* antibonding 

character with predominant contribution from the Cu 3dx2-y2 atomic orbital. Excitations 

from the remaining four 3d orbitals to the σ* antibonding MO correspond to the 12B1g, 
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12B2g/12B3g and 22Ag ligand field states. A single excitation from the σ Cu-Cl bonding 

orbital to the σ* antibonding orbital gives rise to the 32Ag charge transfer state. 

 
Table 7. Low energy ligand field and charge transfer VEEs of [CuCl4]2- obtained at 

different levels of theory. All energies in eV. The number of CSFs of the 12Ag ground 
state is given in the last row. 

State CASSCF 
(11,11) 

GASSCF-4 
(11,11)-0e0eNexeb 

CASPT2 
(11,11) 

SplitGAS7 
(11,11)//(33,37) 

Exp.a 

12B1g 2.24 2.25 1.52 1.45 1.55 
12B2g/12B3g 2.54 2.55 1.77 1.74 1.76 
22Ag 1.77 1.77 2.00 1.77  
32Ag 6.58 6.59 4.60 6.41  
CSFs 26 256 6 912  79 307 583  
a Ref. 204. b N = 1 for 12B1g, 12B2g, and 12B3g states, Nex = 0 for 22Ag, and 32Ag states. 

 

Table 7 reports the ligand-field and charge-transfer excitations of [CuCl4]2- 

obtained with the different methods discussed in this study. CASPT2(11,11) energies are 

in good agreement with the experimental values204 for the first two ligand-field states 

(12B1g, 12B2g/12B3g). The GASSCF-4(11,11)-0e0eNexe partition (Nex = 0 or 1, vide infra) 

is based on symmetry considerations: MOs belonging to the same irrep form a separate 

subspace (Figure 4). GAS1 includes two b1g orbitals, the 3dxy and the isosymmetric 4dxy 

(double-shell). Similarly, GAS2 includes two b2g orbitals (3dxz and 4dxz), and GAS4 two 

b3g orbitals (3dyz and 4dyz). GAS4 includes the five ag orbitals occupied by 5 electrons in 

the 12Ag ground state. These are the σ bonding (with predominant 3p contribution from 

the Cl atoms) and σ* antibonding (predominant contribution from the Cu 3dx2-y2 atomic 

orbital) character MOs, the 3dz2 orbital, and the two corresponding 4d orbitals of Cu 

(double-shell). Different considerations are accounted for in the calculation of the VEEs. 

No electron excitations are allowed in the calculations of the 22Ag and 32Ag states (Nex = 

0). The 12B1g, 12B2g, and 12B3g states involve an electron excitation from the 3d orbitals 
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of GAS1, GAS2 or GAS3, respectively, to the 3dx2-y2 orbital (15ag) of GAS4. Thus, 

single electron excitations (Nex = 1) are allowed from one subspace to GAS4 per state. 

For simplicity, this level of theory is referred to as GASSCF-4(11,11)-0e0eNexe (Nex = 0 

or 1). No significant deviations (≥ 0.01 eV) from those obtained with the parent 

CASSCF(11,11) level (Table 7) occur, while the size of the CI expansion is reduced by 

almost 75%. It should be noted that both CASSCF and GASSCF densities predict a 0.82 

ground-state spin population for Cu, while the experimental value is 0.62.205 

Two different P-spaces were employed in the SplitGAS calculations. In the first 

case, the full CAS(11,11) forms the P-space. The Q-space is composed of single holes 

created in the 3p orbitals of the four chlorine atoms, and double particles in the 15 lowest 

virtual orbitals, which are split in 5 subspaces. This level of theory is abbreviated as 

SplitGAS-7(11,11)//(33,37) and yields ligand field excitation energies in agreement with 

the experiment available values (Table 7). Conversely, no significant contribution to the 

dynamical correlation for the charge-transfer state (32Ag) is observed. The SplitGAS-

7(11,11)//(33,37) excitation energy for this state is similar to the one obtained at the 

CASSCF(11,11) level of theory while the CASPT2(11,11) value is about 2eV lower (See 

the discussion in the next section). No experimental value is available.  

The number of CSFs for the 12Ag ground state generated from the SplitGAS-

7(11,11)//(33,37) is about 80 million. Thus, this choice of fragmentation of the (33,37) 

orbital space yields a very large number of CSFs which does not allow us the flexibility 

needed for a detailed and systematic exploration of the limits of SplitGAS. For example, 

the addition of only 9 extra virtual MOs increases the size of the CI expansion to almost 

200 million CSFs. Therefore, the CAS(11,11) as P-space is not further considered.  
  



66 

 
Figure 4. The four subspaces (GAS1(2,2), GAS2(2,2), GAS3(2,2) and GAS4(5,5)) used 

in the GASSCF-4(11,11) calculations for [CuCl4]2-. Single electron excitations from 
GAS1, GAS2 or GAS3 to GAS4 are allowed for the 12B1g, 12B2g, and 12B3g excited 

states, respectively. Orbital labels and occupation numbers for the 2Ag ground state are 
listed below each orbital. 

 

A different partition of the active space allowed a significant simplification of the 

CI problem and the exploration of larger spaces. The CAS(11,11) is divided in two 

subspaces: the σ/σ* MOs and the four 3d orbitals of Cu form the P-space of size (11,6), 

while the second d-shell of Cu is shifted into Q-space. The shift of the second d-shell 

13ag σ (2.00) 

16ag 4dz2 (0.00) 

14ag 3dz2 (2.00) 

17ag 4dx2-y2 (0.00) 

15ag 3dx2-y2 (σ*) (1.00) 

GAS4(5,5) 

6b1g 4dxy (0.00) 

5b1g 3dxy (2.00) 

GAS1(2,2) 

2b2g 4dxz (0.00) 

1b2g 3dxz (2.00) 

GAS2(2,2) 

2b3g 4dyz (0.00) 

1b3g 3dyz (2.00) 

GAS3(2,2) 
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from P-space to Q-space enables the systematic expansion of the Q-space size. However, 

this choice yielded two problems. Firstly, the CI optimization of SplitGAS reached no 

convergence for the 22Ag state. Secondly, the initial six MOs included in the P-space 

differ for the 12B1g, 12B2g and 12B3g states from the MOs of the 12Ag ground state; the 

optimized MOs of CASSCF(11,6), the preceding step of the SplitGAS method, were not 

the same for the ground and the three excited states. This unbalanced treatment of the P-

space lead to erroneous VEEs. This issue was overcome by using the MOs of the 12Ag 

ground state as P-space for the SplitGAS calculations of the 12B1g, 12B2g and 12B3g states. 

Table 8 reports the results obtained by systematically increasing the CI expansion 

of the ground and excited states of [CuCl4]2-. This is achieved by including more orbitals 

in the Q-space. These orbitals can be either doubly occupied valence orbitals or empty 

virtual orbitals. In the first case (Table 8b), the number of allowed excitations (holes) 

from these MOs to the (11,6) P-space and to the virtual Q-space is examined. A 

calculation with a minimal (11,11) P+Q space, SplitGAS-4(11,6)//(11,11), is the starting 

point of the systematic expansion of the Q-space and it is reported for completeness 

(Table 8a). This level of theory fails to provide quantitative results for the excitation 

energies under study. Table 8b shows the systematic increase of the valence orbitals in 

which one- or two-holes are created. For the first two ligand-field states (12B1g and 

12B2g/12B3g), the excitation energies vary between 1.25 and 1.33 eV, and 1.56 and 1.64 

eV, respectively. These energies are independent of the number of correlating orbitals 

and the number of excitations (one or two holes). The excitation energy obtained for the 

32Ag charge transfer state differs by about 2 eV from the CASPT2(11,11) value. In Table 

8c, the VEEs upon expansion of the virtual space included in the Q-space are reported. 

The choice of the MOs included in the Q-space was based on energy considerations. As 

in the case where the number of holes was systematically increased, the two ligand field 

excitations are in agreement with the reference values. For the 12B1g state, the difference 
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from the reference value is 0.02 eV, and for the 12B2g/12B3g state the difference is 0.18 

eVThe latter deviation is likely due to the initial choice of P-space. The SplitGAS-

7(11,11)//(33,37) level is significantly more accurate, where the five 4d orbitals of Cu are 

included in the P-space. Conversely, the VEE of the charge transfer state is 

systematically decreased from 6.55 eV (SplitGAS-7(11,6)//(49,60)) to 5.10 eV 

(SplitGAS-7(11,6)//(49,206)), approaching the value of CASPT2 (4.60 eV). Despite this 

fortuitous decrease of the 32Ag VEE, we conclude that the current implementation of the 

method cannot accurately calculate charge transfer states when a small Q-space is 

chosen. Suggestions as to how this problem can be overcome are provided in the next 

section. 
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Table 8. Systematic expansion of the Q-space of SplitGAS for the low energy ligand field 
and charge transfer VEEs of [CuCl4]2-. All energies in eV. The number of CSFs of the 

12Ag ground state is given in the last column. 

Level  12B1g 12B2g/ 
12B3g 

32Ag CSFs 

(a) Minimal P- and Q-spaces 
SplitGAS-4(11,6)//(11,11)  1.06 1.38 8.49 546 

(b) Expansion of holes 
SplitGAS-6(11,6)//(11,41) No holes 1.39 1.64 6.88 12 408 
SplitGAS-7(11,6)//(33,52) 1h from 3p Cl 1.30 1.57 6.63 86 079 
 2h from 3p Cl 1.25 1.56 6.89 222 630 
SplitGAS-7(11,6)//(41,56) 1h from 3s3p Cl 1.31 1.57 6.60 113 171 
 2h from 3s3p Cl 1.28 1.59 6.74 369 392 
SplitGAS-7(11,6)//(49,60) 1h from 3s3p Cl 

1h from 3s3p Cu 
1.33 1.59 6.55 140 199 

 2h from 3s3p Cl 
2h from 3s3p Cu 

1.29 1.60 6.70 552 936 

SplitGAS-8(11,6)//(73,72) 2h from 3s3p Cl 
2h from 3s3p Cu 
1h from 2p Cl 

1.29 1.60 6.71 1 158 826 

(c) Expansion of virtual space 
SplitGAS-7(11,6)//(49,60) Threshold: 1.0 Eh 1.33 1.59 6.55 140 199 
SplitGAS-7(11,6)//(49,74) 1.5 Eh 1.33 1.67 6.40 1 086 697 
SplitGAS-7(11,6)//(49,94) 2.0 Eh 1.34 1.65 6.41 1 848 705 
SplitGAS-7(11,6)//(49,122) 2.5 Eh 1.27 1.58 6.50 4 237 455 
SplitGAS-7(11,6)//(49,148) 4.0 Eh 1.36 1.97 6.00 6 816 011 
SplitGAS-7(11,6)//(49,168) 10.0 Eh 1.50 1.85 5.50 9 215 204 
SplitGAS-7(11,6)//(49,206) All Virtual MOs 1.57 1.94 5.10 14 757 732 
Exp.  1.55 1.76   

 

 

2.1.5 Discussion and Conclusions 

The GASSCF method has several interesting features. It can be used to explore 

large active spaces that would not affordable in CASSCF to detect the contribution of 

specific excitations (eg. π to σ* or π* orbitals). Moreover, it allows the use of more 

compact CI expansions than in the corresponding CASSCF calculations. A systematic 

extension of the size of the GAS spaces or the number of excitations between GAS 
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spaces results in the capture of a larger portion of static correlation energy. In order to 

include dynamical correlation, one should include n-electron excitations to the virtual 

MO space. Two bottlenecks hinder the applicability of the method: the exponential 

scaling of the CI space, since this is a conventional multireference CI expansion, and the 

lack of a complete incorporation of dynamical correlation. SplitGAS addresses the latter 

issue by generating larger and more accurate multi configurational wave functions. The 

applicability of the method for the calculation of excited states was demonstrated in this 

study.  

Ozone was the first test case examined. SplitGAS-6(12,9)//(18,40) showed a very 

good performance for vertical excitation energies with deviations from experimental 

values not larger than 0.2 eV. The only exception was for the 11B2 state, which was 

discussed more thoroughly by comparing data from methods that account for both static 

and dynamical correlation. For ionization energies and electron affinities, SplitGAS 

performs similarly to MRCI singles-and-doubles (SD). The π-to-π* excitations of furan 

and pyrrole and the four lowest states of nickel dioxide were investigated. For all these 

systems, the accuracy of SplitGAS is comparable with MRCISD. In both computational 

methods, the same primary space was used, while the formation of the CI-expansion of 

the extended space differs. Finally, the ligand field excitations and a charge transfer state 

of [CuCl4]2- were examined by means of the SplitGAS method. 

For the case of [CuCl4]2-, when a limited primary space (11,6) was used, the 

results are affected by unbalanced active spaces for specific excited states. In other 

words, the MOs included in the P-space were not the same for all states. This lead to 

erroneous results and treatment of ground and excited states on a different footing. We 

overcome this problem by always starting the SplitGAS calcultions from the MOs of the 

ground state. An alternative approach is the localization of the virtual space, which 
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allows the choice of MOs with favorable predominant character (e.g. the second 4d shell 

for a 3d-transition metal). This study shows that this approach does not significantly 

increase the accuracy of the method. Thus, for a more robust treatment of the correlated 

P- and Q-spaces, the implementation of an orbital optimization algorithm is necessary, 

and we are currently working on it. In a SplitGAS-MCSCF-type methodology, the 

electronic energy is minimized with respect to both the CI-expansion and the atomic 

orbital coefficients. 

SplitGAS, like all methods based on perturbation theory, is non-variational. 

Therefore, increasing the size of the Q-space may affect different states in different ways. 

As a consequence, energy differences are not necessarily reproduced more accurately by 

expanding the Q-space. This is particularly true when the choice of the size of the Q-

space is based on an arbitrary energy threshold and not on a choice of physically relevant 

virtual MOs (eg. ligand virtual MOs, Rydberg orbitals, etc.). In the [CuCl4]2- case, for 

example, a systematic extension of the Q-space does not guarantee a systematic increase 

(or decrease) of the excitation energy (Table 8). On the contrary, fluctuations were 

observed. We believe that a more systematic choice of orbitals included in the Q-space 

can provide a robust solution that alleviates this discrepancy. This choice should be based 

on the type of molecular orbitals (determined by their atomic orbital contribution) desired 

in the extended space. For a diatomic molecule, the atomic orbitals included in Q-space 

can be carefully chosen based on symmetry considerations. This has been effectively 

demonstrated by the calculation of the dissociation energy curve of the chromium dimer 

at the SplitGAS-6(12,12)//(24,48) level.3 For polyatomic systems, like the [CuCl4]2- 

molecule, an efficient orbital optimization procedure should be included, similarly to the 

CASSCF method. We are making progress in this direction. In such a way, a more 

physically motivated choice of the orbitals will make the SplitGAS method considerably 

more accurate.  
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2.1.6 Additional Information 

Supporting Information: Natural orbitals of the O3 and furan molecules; SplitGAS 

and GASSCF results for various systems with different active spaces; input example for 

GASSCF calculations; and equilibrium geometries and point groups. The Supporting 

Information is available free of charge on the ACS Publications website at DOI: 

10.1021/acs.jctc.5b00191. 

This work was supported in part by the (U.S.) Department of Energy (DOE), 

Office of Basic Energy Sciences, under SciDAC Grant No. DE-SC0008666.  

 
  



73 

2.2 Systematic Design of Active Spaces for Multi-Reference Calculations of Singlet–

Triplet Gaps of Organic Diradicals, with Benchmarks Against Doubly Electron-

Attached Coupled-Cluster Data 

 

This section describes the outcome of a collaborative research project carried out 

by Samuel J. Stoneburner, Jun Shen, and Adeayo O. Ajala (and advised by Piotr Piecuch, 

Donald G. Truhlar, and Laura Gagliardi). A report on this research project has been 

published.206 

Samuel J. Stoneburner performed all CASSCF/CASPT2 and RASSCF/RASPT2 

calculations and wrote the corresponding sections of the manuscript. 

Reproduced from Stoneburner, S. J.; Shen, J.; Ajala, A. O.; Piecuch, P.; Truhlar, 

D. G.; Gagliardi, L. Systematic Design of Active Spaces for Multi-Reference 

Calculations of Singlet-Triplet Gaps of Organic Diradicals, with Benchmarks against 

Doubly Electron-Attached Coupled-Cluster Data. J. Chem. Phys. 2017, 147, 164120,206 

with the permission of AIP Publishing. 
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2.2.1 Overview 

Singlet−triplet gaps in diradical organic π-systems are of interest in many 

applications. In this study, we calculate them in a series of molecules, including 

cyclobutadiene and its derivatives and cyclopentadienyl cation, by using correlated 

participating orbitals within the complete active space (CAS) and restricted active space 

(RAS) self-consistent field frameworks, followed by second-order perturbation theory 

(CASPT2 and RASPT2). These calculations are evaluated by comparison with the results 

of doubly electron-attached (DEA) equation-of-motion (EOM) coupled-cluster (CC) 

calculations with up to 4-particle–2-hole (4p-2h) excitations. We find active spaces that 

can accurately reproduce the DEA-EOMCC(4p-2h) data while being small enough to be 

applicable to larger organic diradicals. 

 

2.2.2 Introduction 

Organic diradicals are of interest as reaction intermediates207 and in a variety of 

applications, including photochemical pathways,208 molecular magnets,209 magnetic 

resonance imaging,210 spintronics,211,212 nonlinear optics,213 and photovoltaics.214–218 One 

of the most important characteristics of diradical molecules is the energy gap between 

their lowest singlet and triplet states, ΔEST. The persistence of magnetic properties at 

room temperature typically requires a triplet ground state with ΔEST of at least a couple of 

kcal/mol219 and the magnitude of ΔEST plays a direct role in singlet fission.214 However, 

determining accurate values of ΔEST for diradicals remains a challenge, even when high-

level ab initio methods are employed.220–225 This is because diradicals feature low-lying 

open-shell singlet states with nearly degenerate singly occupied molecular orbitals 

(SOMOs)226–228 and challenging closed-shell singlets with multiple significantly 

contributing configuration state functions,225,229 and the treatment of these states has to be 
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balanced with the treatment of triplet states that have a single-reference nature. One can 

try to use conventional single-reference methods, such as the coupled-cluster (CC)230–235 

approaches of the CCSD236 or CCSD(T)237 type, or use the Kohn-Sham (KS) density 

functional theory (DFT) with symmetry-broken solutions,221 but these approaches can 

lead to spin-contaminated results and an erratic description of the multi-determinantal 

singlet states.225,238,239 In this work, we turn to multireference methods and new 

generations of particle-non-conserving single-reference CC schemes that can address 

deficiencies of other quantum chemistry approaches in applications involving diradicals 

in a computationally manageable fashion. 

The most widely used multireference methods are based on complete active space 

self-consistent field (CASSCF)5,6,45 reference states. In the CASSCF method, the wave 

function is defined by partitioning MOs into three disjoint sets, namely, the inactive, 

active, and external orbitals. The inactive orbitals are kept doubly occupied and the 

external orbitals are kept empty during the calculations. The electrons in the active 

orbitals are allowed to distribute in all possible ways, generating a full configuration 

interaction (CI) state within the active space.5,240 In order to obtain reliable results, the 

active orbitals should be chosen such that the configuration state functions (CSFs) 

included in the CASSCF calculation dominate the electronic states of interest, capturing 

the correlation effects due to electronic near-degeneracies. CASSCF should provide a 

good treatment of static correlation, but it neglects most of the dynamical correlation 

effects that originate from short-range electron-electron repulsion and long-range 

dispersion interactions.241 In the present work, the missing dynamic correlations are 

added with the help of multireference perturbation theory,45 following the complete 

active space second order perturbation theory (CASPT2) model.8,9 
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CASPT2 allows one to handle electronic near-degeneracies and dynamic 

correlations in a reasonably accurate and balanced manner if adequate active spaces can 

be found and used. However, in analogy to full CI, the number of CSFs in the active 

space scales factorially with the numbers of active orbitals and electrons.53 As a result, 

the CASSCF and CASPT2 approaches with active spaces larger than 16 electrons in 16 

orbitals are unaffordable with current standard programs.53 Thus, it is desirable to 

consider less expensive alternatives to CASSCF for generating reference wave functions 

for the subsequent multireference perturbation theory, CI, and CC calculations. One such 

alternative is offered by the restricted active space SCF (RASSCF) approach,7 which 

decomposes the active orbital space into three subspaces, abbreviated as RAS1, RAS2, 

and RAS3, so that the numbers of CSFs used in the CI diagonalization steps are much 

smaller than those characterizing CASSCF calculations. In RAS1, all orbitals are doubly 

occupied except for electronic excitations up to a certain excitation rank (typically, two) 

into RAS2 and RAS3. The active orbitals in RAS3 are unoccupied except for electronic 

excitations up to a certain excitation rank (once again, typically, two) from RAS1 and 

RAS2. The remaining active electrons are distributed among the available RAS2 orbitals 

in all possible ways. RASSCF allows much larger active spaces than those that can 

presently be used in CASSCF computations, but the calculations can still become 

unaffordable as the system size increases, so finding ways to minimize the numbers of 

active electrons and active orbitals in multireference work remains an important 

objective.47,52,88,90 In a typical application, the choice of active space is made by chemical 

intuition and trial and error. This makes the results of multireference calculations user-

dependent and the choice of adequate active space can be labor intensive. Here, we 

instead consider a more systematic procedure, namely the “correlated participating 

orbitals” (CPOs) scheme proposed in Ref. 25. Originally developed for reactions and 
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barrier heights, the CPO scheme has recently been systematically and successfully 

applied to singlet-triplet splittings in divalent radicals.242,243 

The main objective of the present study is to explore the usefulness of CPOs in 

CASPT2 and RASPT2 calculations of the singlet−triplet gaps in a series of organic 

diradical π-systems that were previously explored by Saito et al.239 using the restricted 

and unrestricted CCSD and CCSD(T) methods, the state-specific multireference CCSD 

approach of Mukherjee and co-workers,244 abbreviated as MkCCSD, and unrestricted 

KS-DFT approaches employing selected exchange–correlation functionals. We 

systematically examine three CPO-type active spaces and their subdivisions with the goal 

of finding active spaces that can provide a reliable description of the systems examined in 

this work and that can serve as the basis for a more general recipe, which might be used 

in CASPT2 and RASPT2 calculations for other diradical organic π-systems in the future. 

The significant disagreements among the different methods employed by Saito et 

al.239, as well as in various other papers (e.g., Refs. 245–247), show that the systems 

examined by these authors and in the present study are computationally very challenging. 

In particular, the various single- and multireference CC results for the singlet−triplet gaps 

reported in Ref. 239 are not consistent enough to serve as reliable reference values to 

benchmark our CPO-based CASPT2 and RASPT2 methods. To address this concern, we 

performed in this work new benchmark calculations using methods based on the doubly 

electron-attached (DEA) equation-of-motion (EOM) CC formalism, 248–253 which belongs 

to a broader category of particle non-conserving EOMCC theories (see Refs. 254 and 134 

for selected reviews). The DEA-EOMCC framework allows one to determine ground and 

excited states of systems, such as diradicals, that are formally obtained by attaching two 

electrons to closed shells. In addition to the usual features of the CC/EOMCC 

methodology, such as fast convergence toward the exact, full CI limit, size extensivity in 
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describing the underlying ground states, and size intensivity of the excitation (in this 

case, electron attachment) energies, the DEA-EOMCC calculations produce wave 

functions that are automatically adapted to the spin symmetry, i.e., one avoids the spin-

contamination issues that arise when the conventional single-reference CC and EOMCC 

approaches using the unrestricted Hartree-Fock (UHF) or restricted open-shell Hartree-

Fock (ROHF) references are exploited. Because of our interest in providing reliable data 

for benchmarking the CPO-based CASPT2 and RASPT2 approaches, we focus on the 

DEA-EOMCC calculations with up to four-particle−two-hole (4p-2h) components in the 

corresponding electron-attachment operator, which, as shown in Refs. 251–253, provide a 

nearly exact description of the electronic spectra of diradicals. Since the full DEA-

EOMCC(4p-2h) calculations for systems with larger numbers of electrons are 

prohibitively expensive, we use the more practical active-space DEA-EOMCC models, in 

which one selects the leading 4p-2h or 4p-2h and 3p-1h contributions with the help of 

small subsets of active orbitals.251–253 As shown in Refs. 251–253, the DEA-EOMCC 

approaches with an active-space treatment of 4p-2h or 4p-2h and 3p-1h components 

accurately reproduce the results of the full DEA-EOMCC(4p-2h) calculations at the small 

fraction of the computational cost, so they are well suited for generating reliable data for 

benchmarking the CPO-based CASPT2 and RASPT2 methods in this work. Although, as 

shown in this work, the effect of the basis set on the calculated singlet−triplet values is 

small, we consider it as well by combining the highest-level DEA-EOMCC(4p-2h)-type 

data obtained with a smaller basis set with the results of the larger-basis set DEA-

EOMCC(3p-1h) calculations, in which 4p-2h terms are neglected. 

In summary, the main objective of this work is to test various choices of the CPO 

active spaces and their RAS subdivisions, so that we can find optimum spaces that 

predict singlet−triplet gaps that are in good agreement with the DEA-EOMCC 

benchmark data, while being small enough to be applicable to larger organic diradicals. 
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By having access to the DEA-EOMCC information at the 3p-1h and 4p-2h levels, we can 

also comment on the importance of 4p-2h contributions in studies of diradicals.  

 

2.2.3 Computational Details 

2.2.3.1 Molecular Systems Examined in this Study 

The following diradical systems, shown in Figure 5, are considered in this work: 

D4h-symmetric form of cyclobutadiene (1), D5h-symmetric cyclopentadienyl cation (2), 

and five cyclobutadiene derivatives with polar substituents, including C1-symmetric 

aminocyclobutadiene (3), C1-symmetric formylcyclobutadiene (4), C1-symmetric 1-

amino-2-formyl-cyclobutadiene (5), C2v-symmetric 1,2-bis(methylene)cyclobutadiene 

(6), and D2h-symmetric 1,3-bis(methylene)cyclobutadiene (7). All geometries were taken 

from Saito et al.239 Notice that, even for the more symmetric systems, all calculations 

were performed in the C1 point group. Each system features two degenerate (systems 1 

and 2) or nearly degenerate (the remaining systems) singly occupied π orbitals centered 

primarily on the carbon rings. The singly occupied orbitals of system 1 are shown in 

Figure 6. In each case, the lowest-energy singlet and triplet states differ by a spin-flip 

π→π* transition and the corresponding energy gap is defined by 

 
ΔEST = Esinglet - Etriplet (71) 

where a negative number indicates that the singlet is lower in energy. In the case of 

system 1, the singlet is 1B1g and the triplet is 3A2g. (However, we run the calculations 

without imposing symmetry constraints).255 
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Figure 5: Diradical systems under investigation. 1: C4H4, 2: C5H5

+, 3: C4H3NH2, 4: 
C4H3CHO, 5: C4H2NH2CHO, 6: C4H2-1,2-(CH2)2, 7: C4H2-1,3-(CH2)2. 

 

The orbitals involved in the singlet−triplet transition, whose occupancies change 

in the dominant CSFs, are always the frontier orbitals, which are the SOMOs except for 

system 5. These SOMOs are singly occupied π orbitals located primarily on the carbon 

ring, although the substituents are also involved for systems 6 and 7. The lowest singlet 

of system 5 has frontier orbitals with occupation numbers close to two or zero, so for the 

singlet state of system 5 the frontier orbitals are the highest occupied and lowest 

unoccupied MOs. 
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Figure 6: Singly occupied π orbitals for system 1. 

 

2.2.3.2 Benchmark DEA-EOMCC Calculations 

The DEA-EOMCC methods aim at the determination of ground and excited states 

of systems, such as diradicals, which can be obtained by attaching two electrons to the 

corresponding closed-shell cores. This is accomplished using the wave function ansatz 
( ) ( 2) ( 2)

0
N NRµ µ

+ −Ψ = Ψ , where 
( )N
µΨ  is the ground (µ = 0) or excited (µ > 0) state of the 

N-electron diradical of interest, 
( 2) ( 2)
0
N T Ne− −Ψ = Φ  is the CC ground state of the (N – 

2)-electron closed-shell core (with T  and 
( 2)N−Φ  representing the corresponding cluster 

operator and reference determinant), and  is the 

operator attaching two electrons to 
( 2)
0
N−Ψ  using the 2p component ,2 pRµ , while 

allowing the relaxation of the remaining electrons via its 3p-1h ( ,3 -1p hRµ ), 4p-2h ( ,4 -2p hRµ

), and other many-body components.  

As shown in Refs. 251–253, the level of the DEA-EOMCC theory that provides a 

very accurate description of diradical electronic spectra, including energy gaps between 

the low-lying singlet and triplet states, is DEA-EOMCC(4p-2h), where the electron-

attaching operator 
( 2)Rµ
+

 is truncated at the 4p-2h component ,4 -2p hRµ . Unfortunately, the 

most expensive steps of full DEA-EOMCC(4p-2h) scale as no
2nu

6, where no (nu) is the 

number of orbitals occupied (unoccupied) in the underlying reference determinant 
( 2)N−Φ , limiting the DEA-EOMCC(4p-2h) calculations to small systems. However, as 

demonstrated in Refs. 251–253, it is sufficient to use small subsets of orbitals unoccupied in 
( 2)N−Φ  to select the dominant 4p-2h terms, with virtually no loss in accuracy and at the 
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small fraction of the cost of parent DEA-EOMCC(4p-2h) computations. The resulting 

DEA-EOMCC(4p-2h){Nu} approach, where Nu << nu designates the number of active 

unoccupied orbitals used to select the leading 4p-2h contributions, which belongs to a 

larger family of the active-space CC and EOMCC theories,256 reduces the no
2nu

6 steps of 

its full DEA-EOMCC(4p-2h) parent to a more manageable Nu
2no

2nu
4 level. One can use 

similar ideas to select the dominant 3p-1h contributions, either within the DEA-

EOMCC(4p-2h){Nu} scheme, or within its lower-level DEA-EOMCC(3p-1h) counterpart 

where 4p-2h terms are neglected, replacing the nonu
5 steps associated with 3p-1h 

contributions by the less expensive Nunonu
4 operations.253 As shown in Ref. 253, the 

resulting DEA-EOMCC(3p-1h,4p-2h){Nu} and DEA-EOMCC(3p-1h){Nu} approaches 

accurately reproduce the corresponding DEA-EOMCC(4p-2h) or DEA-EOMCC(4p-

2h){Nu} and DEA-EOMCC(3p-1h) data at the small fraction of the computational costs. 

The highest level of the DEA-EOMCC theory used in this work is DEA-

EOMCC(4p-2h){Nu}. In carrying out the DEA-EOMCC(4p-2h){Nu} calculations, we 

followed Saito et al.239 and used the cc-pVDZ basis set.257 In order to examine the 

dependence of our results on the basis set, we also used the larger maug-cc-pVTZ 

basis.258 For the larger systems considered in this study, namely, cyclobutadiene 

derivatives, the DEA-EOMCC(4p-2h){Nu}/maug-cc-pVTZ calculations using our present 

codes turned out to be quite expensive, so to estimate the DEA-EOMCC(4p-

2h){Nu}/maug-cc-pVTZ results we adopted a simple extrapolation scheme, abbreviated 

as DEA-EOMCC[4p-2h], where we calculate the final energies as follows: 

E[4p-2h] = E(4p-2h){Nu}/DZ + E(3p-1h){Nu}/mTZ – E(3p-1h){Nu}/DZ (72) 

The first term on the right-hand side of Equation (72) is the DEA-EOMCC(4p-

2h){Nu}/cc-pVDZ energy. The effect of going from the cc-pVDZ basis set (abbreviated 

as DZ) to maug-cc-pVTZ (abbreviated as mTZ) is estimated by forming the difference of 
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energies obtained in the DEA-EOMCC(3p-1h){Nu}/maug-cc-pVTZ and DEA-

EOMCC(3p-1h){Nu}/cc-pVDZ calculations. 

In addition to the calculations entering Equation (72), we performed the full 

DEA-EOMCC(3p-1h) and active-space DEA-EOMCC(3p-1h,4p-2h){Nu} computations 

using the cc-pVDZ basis set (all seven systems) and the DEA-EOMCC(3p-1h,4p-

2h){Nu}/maug-cc-pVTZ calculations for the smallest system 1. We carried out these 

extra computations to validate Equation (72), especially the usefulness of the DEA-

EOMCC(3p-1h){Nu} approach in estimating the effect of going from the cc-pVDZ basis 

set to maug-cc-pVTZ (see Section 2.2.4.1 for a discussion). Following Refs. 251–253, in all 

of the DEA-EOMCC calculations performed in this work, the ground states of the 

underlying (N – 2)-electron closed-shell cores were obtained using CCSD. 

All of the DEA-EOMCC calculations reported in this work and the underlying 

CCSD computations were performed using the restricted Hartree-Fock (RHF) MOs 

corresponding to the (N – 2)-electron closed-shell cores. In this way, we could maintain 

all of the relevant symmetries throughout the calculations. We tested the usage of other 

orbitals, such as the N-electron ROHF MOs obtained for the triplet states of diradicals 

examined in this work, but, in agreement with Refs. 251–253, the resulting singlet−triplet 

gaps, especially those obtained with the highest DEA-EOMCC(4p-2h)-type levels, turned 

out to be virtually independent of the type of MOs used in the calculations. As in Ref. 239, 

in all of the post-HF calculations, the core orbitals correlating with the 1s shells of the C, 

N, and O atoms were kept frozen and the spherical components of d and f basis functions 

were employed throughout. 

In carrying out the various DEA-EOMCC computations, we followed the strategy 

employed in Ref. 239. Thus, we used the D4h point group for system 1, the D5h group for 

system 2, and C1 for the remaining systems 3−7. In each case, the closed-shell (N − 2)-
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electron reference system used to set up the DEA-EOMCC calculations was obtained by 

vacating the two valence partly occupied orbitals that define the singlet and triplet states 

of interest, which are exactly degenerate in systems 1 and 2 and nearly degenerate in 

systems 3−7. For example, the (N − 2)-electron reference dication used in the DEA-

EOMCC calculations for system 1 was obtained by vacating the two valence SOMOs of 

eg symmetry. For system 2, we vacated the degenerate valence 𝐹𝐹1″ shell, etc. Consistent 

with the structure of the valence π shells in systems 1−7, which consist of one doubly 

occupied, two partly occupied, and one unoccupied MOs in systems 1, 3, and 4 and one 

doubly occupied, two partly occupied, and two unoccupied MOs in systems 2 and 5−7, 

the active spaces needed to perform the DEA-EOMCC(3p-1h){Nu}, DEA-EOMCC(3p-

1h,4p-2h){Nu}, and DEA-EOMCC(4p-2h){Nu} calculations were defined in the 

following manner. For systems 1, 3, and 4, we used the Nu = 3 MOs, which are the three 

lowest-energy unoccupied orbitals in the respective 12+, 32+, and 42+ reference dications. 

For systems 2, 5, 6, and 7, we used the Nu = 4 orbitals, which are the four lowest-energy 

unoccupied MOs in the respective (N − 2)-electron 22+, 52+, 62+, and 72+ species. We 

verified the appropriateness of the above active orbital choices by comparing the full 

DEA-EOMCC(3p-1h)/cc-pVDZ and active-space DEA-EOMCC(3p-1h){Nu}/cc-pVDZ 

data (see Section 2.2.4.1 for further discussion). 

All of the DEA-EOMCC calculations reported in this work were performed using 

the codes developed in Refs. 251–253, interfaced with GAMESS259 and taking advantage of 

the spin-free CCSD GAMESS routines260 and the routines used in some of our earlier 

EOMCC studies.181,261,262 
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2.2.3.3 CASPT2 and RASPT2 Calculations 

CASPT28 and RASPT210 calculations, including the underlying reference state 

calculations by CASSCF6 and RASSCF,7 were performed using the maug-cc-pVTZ263 

and ANO-RCC-VTZP264 basis sets with Cholesky decomposition185 using a developer 

version of Molcas 8.1.53,153,265 Orbitals were visualized using Luscus 0.8.3.266 All 

calculations were performed without symmetry restrictions, i.e., in C1 symmetry.  

For CASSCF calculations, the active space notation is (n,N), where n is the 

number of active electrons, and N is the number of orbitals in the active space. For 

RASSCF calculations, the active space notation is (n,h,p;N1,N2,N3), where n is the total 

number of active electrons, has is the maximum number of holes in RAS1, p is the 

maximum number of particles in RAS3, and Ni is the number of orbitals in Ri.  

CASPT2 and RASPT2 calculations were performed with an imaginary shift of 0.1 

hartrees to alleviate intruder state problems. The default IPEA shift of 0.25 hartrees65 was 

used to compensate for the systematic overestimation of correlation energy in CASPT2. 

(In the supplementary material we give some comparison results obtained without an 

IPEA shift.) 

 

2.2.3.3.1 CPO definitions 

The CPO scheme is based on the idea that the active space should consist of 

“participating” orbitals, i.e., the orbitals most strongly involved in the process of interest, 

plus one correlating orbital for each participating orbital.25 Participating orbitals are 

identified based on the orbital occupations from the dominant configurations, not the 

occupation numbers from the zeroth-order wave function. For all systems studied other 

than system 5, considering the occupation numbers from the zeroth-order wave function 

would erroneously suggest that there is no difference between the singlet and the triplet, 
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as the frontier orbitals are singly occupied in both cases. However, although the triplet 

has a single dominant configuration state function, the singlet has two dominant 

configurations: one in which one of the frontier orbitals is doubly occupied, and one in 

which the other is doubly occupied. More specific information regarding the wave 

functions and dominant configurations is included in Section 2.2.4.2 and in the 

supplementary material. 

The original CPO scheme had three choices: nominal, moderate, and extended, 

abbreviated as nom-, mod-, and ext-CPO.25 In the present article we introduce a fourth 

option for π-systems that lies between nominal and moderate, referred to as “π-CPO”. 

These four choices will be referred to for the rest of the paper as nCPO, πCPO, mCPO, 

and eCPO. In nCPO, active orbital are the frontier orbitals and their correlating orbitals. 

See Figure 6 and Figure 7 for examples of frontier orbitals and their correlating orbitals, 

respectively, for system 1. In the other CPO options, as discussed next, we add additional 

orbitals on the atoms on which the frontier orbitals reside; these atoms are called 

“participating atoms”. The substituent carbons of systems 6 and 7 are participating atoms, 

but the substituents of systems 3, 4, and 5 are not. 

 

 
Figure 7: Correlating π' orbitals of the nCPO scheme for system 1. 
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In the πCPO scheme, all valence π orbitals of participating atoms are active., and 

correlating orbitals are added as needed to ensure that each singly or doubly occupied 

orbital is paired with an unoccupied orbital. See Figure 8 for examples of participating π 

orbitals in system 1. 

 

 
Figure 8: Included π orbitals in the πCPO scheme for system 1. 

 

In the mCPO scheme, all valence p orbitals of participating atoms are active, and 

correlating orbitals are added as needed to ensure that each singly or doubly occupied 

orbital is paired with an unoccupied orbital. Where there is significant s-p mixing, the s 

orbitals are taken to be those of lowest energy (one for each participating atom), and the 

rest are treated as p orbitals. For example, in system 1, there are four participating atoms, 

and the four lowest valence orbitals are considered to be the s orbitals. See Figure 9 for 

examples of included p orbitals for system 1. 

 

 

Figure 9: Included p orbitals of the mCPO scheme for system 1. 
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In the eCPO scheme, all valence p and s orbitals of participating atoms are active, 

and correlating orbitals are added as needed to ensure that each singly or doubly occupied 

orbital is paired with an unoccupied orbital. See Figure 10 for examples of included s 

orbitals for system 1. 

 

 

Figure 10: Included s orbitals of the eCPO scheme for system 1. 

 

2.2.3.3.2 RAS subdivisions 

As discussed in the introduction, active spaces larger than sixteen electrons in 

sixteen orbitals are unaffordable in current standard implementations of CASSCF and 

CASPT2. However, the active spaces chosen using eCPO would be larger than the 

(16,16) limit, even for systems as small as those studied here. For system 1, the smallest 

system under consideration, the active space chosen with eCPO would be (20,22), with 6 

x 1010 CSFs for the singlet state. In order to employ such large active spaces, RASPT2 

was employed. We also employed RASPT2 for some systems where CASPT2 is 

affordable because goal is to test the accuracy of RASPT2 against the benchmarks that 

are available on small systems so we know whether it is expected to be accurate for large 

systems where CASPT2 is not affordable. 

In RASSCF calculations in this work, two excitations were permitted from RAS1 

and two excitations were permitted into RAS3. Just as CPO provides a scheme for 

choosing which orbitals are included in the active space, it is also helpful to have a 

systematic way of choosing how to divide the active space into the three RAS subspaces. 
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For the systems studied here we define two schemes, “valence-π” and “limited-π”. In the 

“valence-π” scheme, RAS2 includes any valence π orbitals that are included in the given 

CPO level; any π orbitals that are higher in energy than the valence orbitals are placed in 

RAS3, along with any other unoccupied orbitals. Any doubly occupied orbitals that are 

not part of the π-system are placed in RAS1.  

For eCPO with systems 6 and 7, the valence-π RAS division scheme results in 

active spaces of (30,2,2;12,6,14). The RASPT2 portion would have taken more than 22 

days of CPU time, so valence-π was not performed for systems 6 and 7. Instead, only the 

“limited-π” scheme was employed. Limited-π is similar to valence-π, but instead of all 

valence π orbitals being in RAS 2, occupied π orbitals below the highest two occupied π 

orbitals are in RAS1 and their correlating orbitals are in RAS3. Systems 1 through 5 have 

only two occupied π orbitals, so the limited-π active spaces are identical to the valence-π 

active spaces for those systems. 

For systems 6 and 7, convergence could not be achieved with limited-π RASSCF 

using an active space defined by πCPO, so instead RCI calculations were performed 

using orbitals from valence-π RASSCF with an active space defined by πCPO. 

Additionally, the CASSCF active space defined by mCPO for system 2 was prohibitively 

expensive to perform, and instead CCI calculations were performed using orbitals from 

valence-π RASSCF with an active space defined by mCPO. 

 

2.2.4 Results and Discussion 

2.2.4.1 DEA-EOMCC Benchmark Calculations 

The results of our various DEA-EOMCC calculations for the singlet−triplet gaps 

in systems 1−7 are summarized in Table 9. Our highest-level calculated DEA-

EOMCC(4p-2h){Nu}/cc-pVDZ data and their extrapolation to the larger maug-cc-pVTZ 
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basis set using Equation (72), abbreviated as DEA-EOMCC[4p-2h], which we treat in 

this work as best estimates of the ∆ES-T values of interest, indicate that systems 1 and 3−6 

have singlet ground states, whereas the ground states of systems 2 and 7 are triplets. As 

shown in Table 10, where we compare our extrapolated DEA-EOMCC[4p-2h] values 

with the singlet−triplet gaps resulting from the symmetry-broken, UHF-based, 

calculations using the single-reference CCSD(T) (UCCSD(T)) approach and its 

Brueckner-orbital UBD(T) analog,267 and the multireference MkCCSD computations 

using the ROHF and CASSCF orbitals, our DEA-EOMCC(4p-2h)-level results agree in 

this regard with the findings of Saito et al.239 

 
Table 9: The various DEA-EOMCC results for the singlet–triplet gaps ∆ES-T (in 

kcal/mol) in systems 1−7. 

Method 1 2 3 4 5 6 7 
cc-pVDZ       
(3p-1h){Nu} -1.37 16.38 0.44 -1.24 -6.90 -81.63 18.26 
(3p-1h) -1.42 16.06 0.34 -1.32 -7.46 -81.84 17.95 
(3p-1h,4p-

2h){Nu} -4.98 14.25 -3.22 -4.32 -4.82 -78.42 20.03 

(4p-2h){Nu} -5.04 13.91 -3.30 -4.40 -5.49 -78.75 19.76 
maug-cc-pVTZ       
(3p-1h){Nu} -0.53 16.35 1.09 -0.48 -7.09 -80.56 16.98 
[4p-2h]a -4.20b 13.88 -2.65 -3.65 -5.68 -77.68 18.49 
Nu 3 4 3 3 4 4 4 

a Best estimate defined by the extrapolation formula given by Equation (72). 
b The DEA-EOMCC(3p-1h,4p-2h){3}/maug-cc-pVTZ calculation gives -4.08 kcal/mol. 

 

Before making further comparisons between the results of our DEA-EOMCC 

calculations and the ∆ES-T values reported in Ref. 239, we comment on the extrapolation 

procedure defined by Equation (72), which is used in this work to provide reference data 
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for benchmarking the CPO-based CASPT2 and RASPT2 schemes. We begin with the 

choice of active orbitals used to select the dominant 3p-1h and 4p-2h contributions in the 

DEA-EOMCC(3p-1h){Nu} and DEA-EOMCC(4p-2h){Nu} computations. A comparison 

of the results of the full DEA-EOMCC(3p-1h) and active-space DEA-EOMCC(3p-

1h){Nu} calculations using the cc-pVDZ basis set demonstrates that our choice of active 

orbitals allowing us to select the dominant higher−than−2p contributions in the DEA-

EOMCC wave function ansatz is appropriate. Indeed, as shown in Table 9, the 

differences between the singlet−triplet gaps resulting from the DEA-EOMCC(3p-1h)/cc-

pVDZ and DEA-EOMCC(3p-1h){Nu}/cc-pVDZ calculations are very small, ranging 

from 0.05 kcal/mol for system 1 to 0.56 kcal/mol for system 5, where the DEA-

EOMCC(3p-1h)/cc-pVDZ gap value is -7.46 kcal/mol. In fact, one observes similarly 

small differences when comparing the results of the higher-level DEA-EOMCC(4p-

2h){Nu} calculations, in which 4p-2h terms are treated using active orbitals, but 3p-1h 

terms are treated fully, with the results obtained with the DEA-EOMCC(3p-1h,4p-

2h){Nu} approach, in which both types of terms are treated using active orbitals. These 

observations are consistent with the well-known characteristic of the active-space CC and 

EOMCC methods, including the active-space DEA-EOMCC approaches employed in this 

study, which is their ability to reproduce the results of the parent CC/EOMCC 

calculations with small numbers of active-orbitals used in selecting higher-order 

excitations.251–253,256 We can certainly conclude that the use of the active-space DEA-

EOMCC(3p-1h){Nu} approach in Equation (72), as a substitute for the considerably more 

expensive full DEA-EOMCC(3p-1h) parent in estimating the effect of going from the cc-

pVDZ basis set to the maug-cc-pVTZ basis, is an appropriate procedure. 

Equation (72) is also justified by the fact that the effect of going from the smaller 

cc-pVDZ basis to the larger maug-cc-pVTZ basis set on the calculated ∆ES-T values is 

generally rather small, implying that it is safe to estimate it using the lower-level DEA-
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EOMCC(3p-1h){Nu} method, as opposed to the significantly more expensive DEA-

EOMCC(4p-2h){Nu} approach. Indeed, as shown in Table 9, the differences between the 

singlet−triplet gaps resulting from the DEA-EOMCC(3p-1h){Nu}/cc-pVDZ and DEA-

EOMCC(3p-1h){Nu}/maug-cc-pVTZ calculations range from 0.03 kcal/mol for system 2 

to 1.28 kcal/mol for system 7, where the DEA-EOMCC(3p-1h)/cc-pVDZ gap value is 

18.26 kcal/mol, for an average of 0.69 kcal/mol. Furthermore, although we were unable 

to perform the DEA-EOMCC/maug-cc-pVTZ calculations with 3p-1h and 4p-2h terms in 

the electron-attaching 
( 2)Rµ
+

 operator using our existing codes for all of the systems 

examined in this work, we managed to obtain the DEA-EOMCC(3p-1h,4p-2h){3}/maug-

cc-pVTZ value for the singlet−triplet gap in system 1, obtaining -4.08 kcal/mol (see 

Table 9). Our extrapolation of the DEA-EOMCC(4p-2h)/maug-cc-pVTZ-level result 

based on Equation (72) gives -4.20 kcal/mol, in virtually perfect agreement with the 

DEA-EOMCC(3p-1h,4p-2h){3}/maug-cc-pVTZ calculation. This means that Equation 

(72) works well, allowing us to capture the effect of high-order 4p-2h correlations and the 

effect of going from the cc-pVDZ basis set to maug-cc-pVTZ in an accurate and 

computationally manageable manner. 
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Table 10: A comparison of the ΔEST values (in kcal/mol) characterizing systems 1−7 
obtained with the DEA-EOMCC[4p-2h] extrapolation defined by Equation (72) and in 
the DEA-EOMCC(4p-2h){Nu}/cc-pVDZ calculations with the UCCSD(T), UBD(T), 

ROHF-MkCCSD, and CASSCF-MkCCSD results reported by Saito et al.239 

Molecule 
DEA-EOMCC Saito et al.239 
[4p-2h]/ 
(4p-2h){Nu} 

UCCSD(T) UBD(T) 
ROHF- 
MkCCSD 

CASSCF- 
MkCCSD 

1 -4.2/-5.0 -4.8 -5.1 -8.6 -8.1 
2 13.9/13.9 14.8 14.0 13.5 9.4 
3 -2.7/-3.3 -3.2 -3.6 -6.5 -7.3 
4 -3.6/-4.4 -4.5 -4.5 -7.1 -6.9 
5 -5.7/-5.5 -0.6 -0.9 -2.7 -4.5 
6 -77.7/-78.8 -82.7 -79.8 -82.7 -84.2 
7 18.5/19.8 15.0 17.1 20.0 19.5 
MUEa 0.0/0.7 2.4 1.6 3.1 3.6 

aMean unsigned errors relative to the extrapolated DEA-EOMCC[4p-2h] results using 
Equation (72). 

 

Having established the validity of Equation (72), which, given the above analysis 

and previous extensive studies of the DEA-EOMCC approaches with up to 4p-2h 

excitations,251–253 is expected to produce singlet−triplet gap values in systems 1−7 to 

within 1 kcal/mol or better, we comment on our best DEA-EOMCC[4p-2h] (and the 

corresponding DEA-EOMCC(4p-2h){Nu}/cc-pVDZ) ΔEST values. First, it is important to 

note that although bulk of the correlation effects is captured at the DEA-EOMCC(3p-1h) 

level, the high-order 4p-2h effects can be quite substantial. When we compare the 

extrapolated DEA-EOMCC[4p-2h] and calculated DEA-EOMCC(3p-1h){Nu}/maug-cc-

pVTZ gap values, or, equivalently, the DEA-EOMCC(4p-2h){Nu}/cc-pVDZ and DEA-

EOMCC(3p-1h){Nu}/cc-pVDZ data, the 4p-2h effects range, in absolute value, from 1.4 

kcal/mol in system 5 to 3.7 kcal/mol in systems 1 and 3. Although they typically reduce 

the total electronic energies of the individual states, their net effect on the calculated 
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singlet−triplet gaps can go either way. Indeed, we may encounter lowering of the signed 

ΔEST values due to 4p-2h correlations, as in systems 1−4, or we can find cases where the 

signed singlet−triplet gaps defined by Equation (71) increase, as in systems 5−7. In some 

cases, the 4p-2h effects can change a singlet−triplet gap near zero to a considerably larger 

absolute value, as in systems 1 and 4, but there also are situations, such as system 3, 

where 4p-2h correlations change state ordering and the sign of ΔEST. It is quite clear from 

the results shown in Table 9 that one has to account for the high-order 4p-2h effects 

within the DEA-EOMCC framework to obtain reasonably converged values of the 

singlet−triplet gaps in diradicals. This is consistent with our earlier DEA-EOMCC studies 

reported in Refs. 251–253. 

High accuracy of our extrapolated DEA-EOMCC[4p-2h] data and the underlying 

DEA-EOMCC(4p-2h){Nu}/cc-pVDZ calculations, which include sophisticated 4p-2h 

terms, in addition to their lower-rank 2p and 3p-1h counterparts, on top of CCSD, implies 

that we should be able to judge other methods. Before discussing our assessment of the 

various CPO-based CASPT2 and RASPT2 calculations in Section 2.2.4.2, we comment 

on the UCCSD(T), UBD(T), ROHF-MkCCSD, and CASSCF-MkCCSD computations 

reported by Saito et al.239 As already pointed out, all of these methods agree in predicting 

correct state ordering. Unfortunately, as shown in Table 10, they disagree, sometimes 

rather significantly, in quantitative predictions. In the case of systems 1−4, there is a great 

deal of consistency among the singlet−triplet gap values provided by UCCSD(T) and 

UBD(T) and those obtained in our DEA-EOMCC(4p-2h){Nu}/cc-pVDZ and DEA-

EOMCC[4p-2h] calculations, which agree to within ~1 kcal/mol, but one cannot say the 

same about the MkCCSD data, which seem to have rather large errors, on the order of 

3−4 kcal/mol, displaying a significant dependence of the resulting ΔEST values on the 

type of orbitals used in the calculations in the case of system 2. The poor performance of 

MkCCSD for system 1 is reinforced by the results of the multireference averaged 
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quadratic CC calculations,268 reported in Ref. 239 as well, which give ΔEST of -5.5 

kcal/mol, in good agreement with our highest-level DEA-EOMCC[4p-2h] and DEA-

EOMCC(4p-2h){Nu}/cc-pVDZ calculations and the UCCSD(T) and UBD(T) data, but in 

sharp disagreement with the ROHF- and CASSCF-based MkCCSD values. Based on the 

results for systems 1−4 and the mean-unsigned error (MUE) values relative to DEA-

EOMCC[4p-2h] reported in Table 10, one might recommend the use of the symmetry-

broken UCCSD(T) and UBD(T) methods in the calculations of singlet−triplet gaps in 

diradicals, but the results for system 5, where errors relative to DEA-EOMCC(4p-

2h){Nu}/cc-pVDZ and DEA-EOMCC[4p-2h] in the UCCSD(T) and UBD(T) ΔEST 

values are on the order of 5 kcal/mol, show that this would be misleading. The agreement 

among the UCCSD(T), UBD(T), ROHF-MkCCSD, and CASSCF-MkCCSD ΔEST values 

improves, when systems 6 and 7 are examined, but one still observes substantial 

differences among the results obtained with these four methods, on the order of 4-5 

kcal/mol, which do not allow us to use them to benchmark our CPO-based CASPT2 and 

RASPT2 approaches. Our extrapolated DEA-EOMCC[4p-2h] data and the underlying 

DEA-EOMCC(4p-2h){Nu}/cc-pVDZ calculations are considerably more reliable in this 

regard. 

 

2.2.4.2 CASPT2 and RASPT2 calculations 

CASPT2 and RASPT2 results using the maug-cc-pVTZ basis set are presented in 

Table 11. The various active spaces and their sizes are presented in Table 12. Results 

with the ANO-RCC-VTZP basis set are similar and are presented in the supplementary 

material. 

The MUEs relative to the benchmark DEA-EOMCC[4p-2h] data shown in Table 

11 are significantly larger for nCPO than for the other CPO choices. The MUEs of πCPO, 
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mCPO, and eCPO are all under 1.0 kcal/mol, while the MUEs of nCPO are between 6 

and 8 kcal/mol. Moreover, the maximum error of nCPO is above 16 kcal/mol. These poor 

results indicate that the nCPO calculations do not properly reflect the multireference 

character of the singlets. As explained in section 2.2.3.3.1, the triplet states are dominated 

by a single-configuration, while the singlet states have two dominant configurations; the 

weights of these two configurations vary depending on system and active space, but they 

are roughly equal except for all systems other than system 5. With nCPO, however, one 

configuration frequently outweighs the other, resulting in an inaccurate description of the 

wave function.  

Although nCPO performs poorly, it most closely corresponds to the (2,2) active 

spaces used in the multireference CC calculations of Saito et al.239 For both the singlet 

and triplet states, the π orbital directly below the nominal participating orbitals has an 

occupation number between 1.90 and 1.94, and the π orbital directly above the nominal 

participating orbitals has an occupation number between 0.06 and 0.10. See Figure 8 for 

examples of these orbitals from System 1. Active spaces chosen with nCPO and the (2,2) 

active space used in Saito et al.239 force these orbitals to have occupation numbers of 2.00 

and 0.00, respectively. In contrast, the DEA-EOMCC calculations used for our reference 

values permit holes in the occupied π orbital and excitations into the unoccupied π orbital 

(among other possible holes and excitations that are more case-dependent), as do all 

CASPT2 and RASPT2 calculations presented here other than those using nCPO active 

spaces. 

For πCPO, mCPO, and eCPO, there is little difference among the MUEs, as all 

MUEs are under 1.0 kcal/mol. The maximum errors vary depending on how the active 

space is divided, but in all cases they are 2.6 kcal/mol or below. We conclude that little is 

to be gained by using the eCPO active space, which roughly corresponds to a full-valence 
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active space for participating atoms and is unaffordable for CASPT2, even with the small 

systems studied here. The mCPO active space is also unaffordable for systems 6 and 7, 

which are still very small systems, as the CASSCF active space would be (18,20) and 

have 5 x 109 CSFs for the singlet. Overall, πCPO offers the best balance between 

affordability and accuracy, as it provides a comparable level of accuracy with mCPO and 

eCPO, especially since Table 12 shows that it requires active spaces many orders of 

magnitude smaller than the order of 107 to 1011 CSFs required by mCPO and eCPO. 

Good accuracy is achieved with πCPO because only π orbitals have occupation numbers 

less than 1.97 or more than 0.03, regardless of whether additional orbitals are included in 

the active space. Therefore, πCPO allows for a sufficient description of the 

multireference character of these systems, and mCPO and eCPO add considerable 

expense for no significant benefit.  

Valence-π RASPT2 has very similar MUEs to the corresponding CASPT2 

calculations. All of the orbitals in RAS1 or RAS3 in valence-π RASSCF have occupation 

numbers between 2.00 and 1.97 or between 0.03 and 0.00, just as for CASSCF. 

Encouragingly, limited-π RASPT2 also enjoys similar accuracy to CASPT2, even though 

some orbitals placed in RAS1 or RAS3 have more intermediate occupation numbers 

associated with multireference character. This suggests that for larger systems featuring 

many more π orbitals, it may be possible to use limited-π RASPT2 with πCPO to keep 

computational costs low by placing most of the active orbitals in RAS1 or RAS3.  
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Table 11: CASPT2/RASPT2 results. All values are ΔEST (kcal/mol), where a negative 
number indicates that the singlet is lower.  

System Active 
space CASPT2 RASPT2 

Valence-π 
RASPT2 
Limited-π 

DEA-EOMCC 
(4p2h) 

1: 
C4H4 

eCPO a -3.8 -3.8 

-4.2 
mCPO -4.3 -4.0 -4.0 
πCPO -4.4 -4.4 -4.4 
nCPO -12.0 -12.0 -12.0 

2: 
C5H5

+ 

eCPO a 14.5 14.5 

13.9 
mCPO 13.5b 13.7 13.7 
πCPO 14.9 15.0 15.0 
nCPO 21.9 20.5 20.5 

3: 
C4H3NH2 

eCPO a -2.2 -2.2 

-2.7 
mCPO -2.7 -2.8 -2.8 
πCPO -2.5 -2.5 -2.5 
nCPO 8.0 13.5 13.5 

4: 
C4H3CHO 

eCPO a -3.5 -3.5 

-3.6 
mCPO -4.0 -4.0 -4.0 
πCPO -3.9 -3.6 -3.6 
nCPO 8.6 7.7 7.7 

5: 
C4H2 

NH2CHO 

eCPO a -7.2 -7.2 

-5.7 
mCPO -6.3 -6.3 -6.3 
πCPO -6.7 -7.4 -7.4 
nCPO -3.1 3.6 3.6 

6: 
C4H2-1,2- 

(CH2)2 

eCPO a a -75.9 

-77.7 
mCPO a -75.1 -77.0 
πCPO -75.5 -75.3 -75.4b 
nCPO -81.9 -81.9 -81.9 

7: 
C4H2-1,3- 

(CH2)2 

eCPO a a 18.7 

18.5 
mCPO a 18.8 18.4 
πCPO 18.6 18.4 19.0b 
nCPO 18.3 18.3 18.3 

MUEc 

eCPO - 0.6 0.7 

Reference 
mCPO 0.3 0.6 0.3 
πCPO 0.7 0.8 0.9 
nCPO 6.5 7.9 7.9 

aNot available. bCI only rather than CASSCF or RASSCF. cMUEs exclude absent data.
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Table 12: CASSCF/RASSCF active space sizes and numbers of configuration state functions (CSFs), including cases that were too 
large to attempt. Exact numbers, including RASSCF limited-π, are presented in the supplementary material. 

System Active 
space 

CASSCF RASSCF 
Valence-π 

Size CSFs 
Sing. 

CSFs 
Trip. Size CSFs 

Sing. 
CSFs 
Trip. 

1: 
C4H4 

eCPO (20,22)a 6x1010a 1x1011a (20,2,2;8,4,10) 2x105 3x105 
mCPO (12,14) 2x107

 4x107 (12,2,2;4,4,6) 2x104 3x104 
πCPO (4,6) 105 105 (4,0,2;0,4,2) 96 97 
nCPO (2,4) 10 6 (2,0,2;0,2,2) 10 6 

2: 
C5H5

+ 

eCPO (24,26)a 1x1013 a 3x1013 a (24,2,2;10,5,11) 9x105 2x 106 
mCPO (14,16)b 3x108 b 5x108 b (14,2,2;5,5,6) 8x104 1x105 
πCPO (4,6) 105 105 (4,0,2;0,5,1) 105 105 
nCPO (2,4) 10 6 (2,0,2;0,2,2) 10 6 

3: 
C4H3NH2 

eCPO (20,22)a 6x1010 a 1x1011 a (20,2,2;8,4,10) 2x105 3x10 5 
mCPO (12,14) 2x107 4x107 (12,2,2;4,4,6) 2x104 3x10 4 
πCPO (4,6) 105 105 (4,0,2;0,4,2) 96 97 
nCPO (2,4) 10 6 (2,0,2;0,2,2) 10 6 

4: 
C4H3CHO 

eCPO (20,22)a 6x1010 a 1x1011 a (20,2,2;8,4,10) 2x105 3x10 5 
mCPO (12,14) 2x10 7 4x107 (12,2,2;4,4,6) 2x104 3x10 4 
πCPO (4,6) 105 105 (4,0,2;0,4,2) 96 97 
nCPO (2,4) 10 6 (2,0,2;0,2,2) 10 6 

aNot possible due to size. Number of CSFs calculated with Weyl’s formula.47 
bCI only rather than CASSCF or RASSCF. 
cNot attempted due to excessive time required. 
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Table 12 (cont.): CASSCF/RASSCF active space sizes and numbers of configuration state functions (CSFs), including cases that were 
too large to attempt. Exact numbers, including RASSCF limited-π, are presented in the supplementary material. 

System Active 
space 

CASSCF RASSCF 
Valence-π 

Size CSFs 
Sing. 

CSFs 
Trip. Size CSFs 

Sing. 
CSFs 
Trip. 

5: 
C4H2 
NH2CHO 

eCPO (20,22)a 6x1010 a 1x1011 a (20,2,2;8,4,10) 2x105 3x10 5 
mCPO (12,14) 2x107 4x107 (12,2,2;4,4,6) 2x104 3x10 4 
πCPO (4,6) 105 105 (4,0,2;0,4,2) 96 97 
nCPO (2,4) 10 6 (2,0,2;0,2,2) 10 6 

6: 
C4H2-1,2- 
(CH2)2 

eCPO (30,32)a 4x1016 a 9x1016 a (30,2,2;12,6,14) c 7x106 c 7x10 6 c 
mCPO (18,20)a 5x109 a 1x1010 a (18,2,2;6,6,8) 2x105 1x10 6 
πCPO (6,8) 1176 1512 (6,0,2;0,6,2) 1015 1317 
nCPO (2,4) 10 6 (2,0,2;0,2,2) 10 6 

7: 
C4H2-1,3- 
(CH2)2 

eCPO (30,32)a 4x1016 a 9x1016 a (30,2,2;12,6,14)c 7x106 c 7x10 6 c 
mCPO (18,20)a 5x109 a 1x1010 a (18,2,2;6,6,8) 2x105 1x106 
πCPO (6,8) 1176 1512 (6,0,2;0,6,2) 1015 1317 
nCPO (2,4) 10 6 (2,0,2;0,2,2) 10 6 

aNot possible due to size. Number of CSFs calculated with Weyl’s formula.47 
bCI only rather than CASSCF or RASSCF. 
cNot attempted due to excessive time required. 
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2.2.5 Conclusions 

Singlet−triplet gaps in several diradical organic π-systems, including 

cyclobutadiene and its derivatives and cyclopentadienyl cation, were calculated using the 

CPO-based CASPT2 and RASPT2 approaches benchmarked against high-level DEA-

EOMCC data including up to 4p-2h excitations. The goal was to develop a systematic 

way to choose and sub-divide active spaces within the CPO framework and find active 

spaces that can accurately reproduce the DEA-EOMCC(4p-2h)-level data, while being 

small enough to be applicable to larger organic diradicals.  

To generate benchmark data for assessing the accuracy of the CPO-based 

CASPT2 and RASPT2 approaches, we performed a large number of DEA-EOMCC 

calculations, including full DEA-EOMCC(3p-1h), active-space DEA-EOMCC(3p-

1h){Nu} computations, in which the high-order 4p-2h terms are neglected calculations, 

active-space DEA-EOMCC(3p-1h,4p-2h){Nu} and DEA-EOMCC(4p-2h){Nu} 

calculations, in which 4p-2h effects are accounted for, and we developed a useful 

extrapolation scheme that allowed us to capture 3p-1h and 4p-2h correlations and the 

effect of going from the cc-pVDZ basis set to its larger maug-cc-pVTZ counterpart in an 

accurate and computationally manageable manner. While generating the benchmark 

DEA-EOMCC information, we investigated the role of high-order 4p-2h effects, showing 

that they can be quite important in obtaining accurate singlet−triplet gaps in diradicals, 

confirming the earlier findings in this regard.251–253 

We find that the CPO scheme is quite successful for these systems; eCPO and 

mCPO are highly accurate, with MUEs of 0.3–0.7 kcal/mol, but would usually be cost-

prohibitive for systems of practical interest. At the other end of quality spectrum, nCPO 

is insufficient, with MUEs of 6.5 and 7.9 kcal/mol. However πCPO has MUEs of 0.7-0.9 
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kcal/mol, almost as good as mCPO and eCPO, and it is much more affordable and thus 

shows promise for calculation of π-system excitations in larger systems.  

Examination of occupation numbers demonstrated that π orbitals in general, not 

merely the two nominal participating orbitals, are important contributors to the 

multireference character, but orbitals outside of the π system are effectively either doubly 

occupied or unoccupied. These observations explain why eCPO and mCPO do not show 

improvements in accuracy over πCPO, but nCPO is inaccurate. This observation also 

explains why methods using only a (2,2) active space have not been able to achieve 

consistent and accurate results. Based on this data, πCPO is recommended for these sorts 

of systems, providing significant cost savings over full-valence approaches to selecting 

active spaces. Even greater savings can be obtained by using RASSCF to further reduce 

the cost of the CI expansion, especially in light of the fact that the RASPT2 MUEs are 

only 0.1–0.2 kcal/mol higher than CASPT2 MUEs for πCPO. 
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2.2.6 Additional Information 

See supplementary material for active spaces (including visualized orbitals and 

occupation numbers) and absolute energies for all CASPT2 and RASPT2 calculations 

presented, exact numbers of CSFs, including for limited-π RASSCF, and ANO-RCC-

VTZP results, including a select comparison with a zero IPEA shift. The supplementary 

material is available on the AIP Publications website at DOI: 10.1063/1.4998256. 
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FG02-01ER15228 for the coupled cluster calculations. 

 
  



104 

3 Spin Energetics in MC-PDFT 
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3.1 MC-PDFT Can Calculate Singlet-Triplet Splittings of Organic Diradicals 

 

This section describes the outcome of a collaborative research project carried out 

by Samuel J. Stoneburner (and advised by Donald G. Truhlar and Laura Gagliardi). A 

report on this research project has been published.269 

Samuel J. Stoneburner performed all calculations and wrote the manuscript. 

Reproduced from Stoneburner, S. J.; Truhlar, D. G.; Gagliardi, L. MC-PDFT 

Can Calculate Singlet-Triplet Splittings of Organic Diradicals. J. Chem. Phys. 2018, 148 , 

064108,269 with the permission of AIP Publishing. 
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3.1.1 Overview 

The singlet–triplet splittings of a set of diradical organic molecules are calculated 

using multiconfiguration pair-density functional theory (MC-PDFT) and the results are 

compared with those obtained by Kohn-Sham density functional theory (KS-DFT) and 

complete active space second-order perturbation theory (CASPT2) calculations. We 

found that MC-PDFT, even with small and systematically defined active spaces, is 

competitive in accuracy with CASPT2, and it yields results with greater accuracy and 

precision than Kohn-Sham DFT with the parent functional. MC-PDFT also avoids the 

challenges associated with spin contamination in KS-DFT. It is also shown that MC-

PDFT is much less computationally expensive than CASPT2 when applied to larger 

active spaces, and this illustrates the promise of this method for larger diradical organic 

systems. 

 

3.1.2 Introduction 

Our objective here is to validate multiconfiguration pair-density functional theory 

(MC-PDFT) for predicting the energy splitting between singlet and triplet states of 

organic diradical molecules. Diradicals have two unpaired electrons in degenerate or 

nearly degenerate molecular orbitals. For the present study we define the singlet–triplet 

splitting (ΔEST) as the vertical transition energy between the lowest-energy triplet state 

and the lowest-energy singlet state (positive if the triplet is lower in energy, negative if 

the singlet state is lower in energy). Calculating ΔEST can be challenging, since the 

lowest singlet state is inherently multiconfigurational due to the near-degeneracy of the 

singly occupied molecular orbitals (SOMOs).221 Inherently multiconfigurational systems 

usually require careful balancing of dynamic and static correlation energy, and in wave 

function theory this typically requires either expensive post-self-consistent-field (SCF) 
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dynamic correlation calculations to be added to a multiconfiguration self-consistent-field 

(MCSCF) reference function or even more expensive high excitations (for example, 

quadruples) to be added to a single-configuration SCF reference function. 

If one wishes to use a theory with a single-configuration SCF wave function, such 

as Kohn-Sham (KS) density functional theory (DFT), it is important to understand that 

open-shell determinants are generally not spin eigenfunctions. As a result, the expectation 

value of the S2 operator (where S is total electron spin) is not equal to the correct value 

(i.e., S(S+1)) for a given spin multiplicity;270,271 this is commonly called “spin 

contamination.” In spin-unrestricted KS-DFT, the expectation value of S2 is calculated 

from the determinant,271 and nonzero amounts of spin contamination are always 

present.270 (A review of spin in open-shell KS-DFT calculations is beyond the scope of 

this work; interested readers may consult the detailed discussion in Ref. 271.) In order to 

obtain accurate singlet and triplet energies in KS-DFT, one uses broken-spin-symmetry 

functions239 in which the SCF determinants are mixtures of singlet and triplet states. For 

diradicals, spin contamination is much greater than for simple radicals (e.g., the spin 

contamination is much greater for very stretched H2, which is a diradical, than for Li 

atom, which is a simple radical). There have been numerous efforts to “decontaminate” 

broken-spin-symmetry results, and they have met with some success, but the methods are 

not completely satisfactory.239,272–280 

Broken spin-symmetry is not required when the SCF function is a properly 

symmetrized MCSCF wave function, such as a complete active space self-consistent field 

(CASSCF)6 or a restricted active space self-consistent field (RASSCF)7 wave function. A 

CASSCF wave function partitions the molecular orbitals into three categories: inactive, 

active, and secondary. Active orbitals are permitted to take any occupation, while 

inactive and secondary orbitals are kept doubly occupied and unoccupied, respectively. 
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Static correlation, i.e., correlation arising from inherently multiconfigurational character, 

is accounted for by doing full configuration interaction (CI) within the active space. 

However, dynamic correlation (due to fully representing the Coulomb hole at short 

electron-electron distances or correlating subsystem multipole moments for separated 

subsystems) is not fully accounted for in CASSCF, and this necessitates a post-SCF 

calculation such as second-order perturbation theory (CASPT2).8,9 Similar remarks apply 

to RASSCF and restricted active space second-order perturbation theory RASPT2,10 with 

the difference being that some less important excitations are left out in the MCSCF step. 

While CASPT2 and RASPT2 methods provide good accuracy for many problems, they 

rapidly become unaffordably expensive as active-space size increases. Multiconfiguration 

pair-density functional theory (MC-PDFT)11 was created to combine the benefits of 

multiconfigurational self-consistent field calculations, such as CASSCF or RASSCF, for 

representing the character and spin symmetry of inherently multiconfigurational states 

with the speed and cost advantages of density functional theory (DFT) for calculating the 

dynamic correlation energy. MC-PDFT employs an on-top density functional (which is a 

functional of the total electron density and the on-top pair density, the probability that 

two electrons are found at a given point); the kinetic energy and classical electrostatic 

energy are taken from the MCSCF results, while the electron exchange and additional 

correlation energy (where the latter includes the difference between the accurate kinetic 

energy and the MCSCF kinetic energy) are provided by the on-top functional. Because 

the electron density and on-top densities are taken from the MCSCF wave function, 

which is a spin eigenfunction, there is no spin contamination. 

MC-PDFT has already been shown to be competitive in accuracy with the more 

expensive CASPT2 method for a variety of cases, including electronic excitation energies 

of organic molecules and transition-metal bond dissociation energies.40,78,238,281 

Additionally, systematic choices for the active space in the preceding MCSCF calculation 
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have been explored with the correlated participating orbital (CPO) scheme.25 CPO has 

been successfully used in conjunction with MC-PDFT for both transition metal bond 

dissociation energies243 and simple divalent diradicals.242 In a recent paper206 we 

described the application of the CPO scheme to anti-aromatic diradical systems to design 

active spaces for CASSCF/CASPT2 and RASSCF/RASPT2 calculations. Due to the wide 

variances in other published ΔEST values, new reference calculations were performed 

using doubly electron-attached (DEA) equation-of-motion (EOM) coupled-cluster (CC) 

calculations. The CASPT2 and RASPT2 results compared well with the DEA-EOM-CC 

reference results for most of the active spaces considered. CASPT2 and RASPT2 had 

mean unsigned errors (MUEs) of less than 1 kcal/mol, while the multireference coupled-

cluster results of Saito et al. had MUEs of over 3 kcal/mol. We now show that similarly 

accurate results can be obtained using MC-PDFT, but at a much lower cost. 

 

3.1.3 Computational Details 

The seven systems considered in this work are shown in Figure 11, namely square 

cyclobutadiene (1), cyclopentadienyl cation (2), aminocyclobutadiene (3), 

formylcyclobutadiene (4), 1-amino-2-formylcyclobutadiene (5), 1,2 

basis(methylene)cyclobutadiene (6), and 1,3-basis(methylene)cyclobutadiene (7). These 

systems were chosen in our previous paper206 for the sake of comparison to the 

multireference coupled-cluster work of Saito et al.239 To be consistent with the 

benchmark results to which we compare, geometries were taken from Saito et al.239 

(Their geometries correspond to the triplet for systems 1 to 5, but for the other two 

systems it is not stated in their work whether the geometries are for the singlet or the 

triplet.) The singlet-triplet energy gap, ΔEST, was calculated as the difference between the 

lowest singlet state and the lowest triplet state: 
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ΔEST = Esinglet - Etriplet (73) 

where a positive/negative sign indicates the triplet/singlet is lower. 

 

 
Figure 11: Diradical systems under investigation. 1: C4H4, 2: C5H5

+, 3: C4H3NH2, 4: 
C4H3CHO, 5: C4H2NH2CHO, 6:C4H2-1,2-(CH2)2, 7:C4H2-1,3-(CH2)2. Reproduced from 
S. J. Stoneburner, J. Shen, A. O. Ajala, P. Piecuch, D. G. Truhlar, and L. Gagliardi, J. 

Chem. Phys. 147, 164120 (2017), with the permission of AIP Publishing.206 

  

MC-PDFT calculations were performed using the maug-cc-pVTZ263 and ANO-

RCC-VTZP264 basis sets with Cholesky decomposition185 using Molcas 8.2.53 For MC-

PDFT, several on-top functionals were used: translated11 and fully translated78 versions of 

the local spin-density approximation LSDA,23 the Becke-Lee-Yang-Parr (BLYP)80,81 

functional, the Perdew-Berke-Ernzerhof (PBE)82 functional, and the revised PBE 

(revPBE)83 labeled as tLSDA, tBLYP, tPBE, and trevPBE for the translated and ftLSDA, 

ftBLYP, ftPBE, and ftBLYP for the fully translated functionals. 
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We used the CPO active spaces developed in our previous work.206 The full 

descriptions of these spaces can be found there, but we briefly summarize them here. In a 

CPO scheme, one first selects a set of primary orbitals, and then one adds a correlating 

orbital to each primary orbital that is not already correlated. The four levels of the CPO 

scheme employed here and their corresponding choices of primary orbitals are as follows: 

• nominal CPO (nCPO): The primary orbitals are the frontier orbitals, which 

in all cases except 5 are the two singly occupied molecular orbitals 

(SOMOs). For system 5, one of the frontier orbitals is doubly occupied 

and the other is unoccupied, so the frontier orbitals are the highest 

occupied molecular orbital (HOMO) and the lowest occupied molecular 

orbital (LUMO) instead of SOMOs.  

• πCPO: The primary orbitals include all π orbitals of all atoms involved in 

the frontier orbitals. 

• moderate CPO (mCPO): The primary orbitals include all p orbitals of all 

atoms involved in the frontier orbitals.  

• extended CPO (eCPO): The primary orbitals include all p and s orbitals of 

all atoms involved in the frontier orbitals.  

We used both CASSCF and RASSCF with the above active spaces. While in 

CASSCF, all active orbitals are in a single active space, in RASSCF, there are three 

subspaces: RAS1 contains doubly occupied orbitals, with limited excitations into RAS2 

and RAS3 permitted. RAS3 contains unoccupied orbitals, with limited excitations from 

RAS1 and RAS2 permitted. RAS2 orbitals can have any occupancy, i.e., they are treated 

with full CI. We employed the same space subdivisions as in our previous work:206 
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• Valence-π RASSCF: All valence π orbitals are in RAS2. All remaining 

doubly occupied active orbitals are in RAS1, and all remaining 

unoccupied active orbitals are in RAS3. 

• Limited-π RASSCF: Similar to valence-π, except that only the highest two 

occupied (singly or doubly) π orbitals are in RAS2. Any additional 

occupied π orbitals are in RAS1, and their correlating orbitals are in 

RAS3. 

In both kinds of RASSCF, up to 2 electrons are permitted to be excited from RAS1, and 

up to 2 electrons are permitted to be excited into RAS3. 

As discussed in our previous work,206 CI-only calculations (i.e., CI without SCF) 

were used in three cases where CASSCF or RASSCF was not possible. For systems 6 and 

7 with limited-π RASSCF-πCPO, the RASSCF calculations did not converge, so CI-only 

calculations were performed using orbitals from the valence-π RASSCF-πCPO active 

space. The CASSCF-mCPO calculation for system 2 was prohibitively expensive, so CI-

only calculations were performed using orbitals from the valence-π RASSCF-mCPO 

active space. 

Gaussian 09282 with the maug-cc-pVTZ basis set was used for KS-DFT 

calculations using the PBE and PBE0283 exchange-correlation functionals. All KS-DFT 

calculations were spin-unrestricted. Two methods were used to calculate ΔEST from KS-

DFT energies: The first method, called the variational method, uses Equation (73) with 

the variationally lowest-energy solution, and the second method, called the weighted-

average broken-symmetry (WABS) method, uses the Yamaguchi formula239,284–286 for the 

singlet energy, which results in 
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∆𝐸𝐸𝑆𝑆𝑇𝑇 =

−2𝑆𝑆triplet(𝐸𝐸triplet − 𝐸𝐸singlet)
〈𝑆𝑆2〉triplet − 〈𝑆𝑆2〉singlet

 (74) 

where 〈𝑆𝑆2〉 is the expectation value of the square of the total electron spin (calculated 

from the Slater determinant) and 𝑆𝑆triplet is calculated by 

 
𝑆𝑆triplet�𝑆𝑆triplet + 1� = 〈𝑆𝑆2〉triplet (75) 

Note that a similar equation was used in a previous paper,242 but here we insert a negative 

sign to conform to the convention used here that ΔEST is negative when the singlet is 

lower in energy than the triplet. 

 

3.1.4 Results and Discussion 

In all cases, the MUEs of nCPO calculations are much larger than all the others. 

As shown in our previous work,206 nCPO-based active spaces are insufficient. While 

most of the multiconfigurational character is due to variable occupancy of the two 

frontier orbitals, the second-highest occupied π orbital and second-lowest unoccupied π 

orbital also lead to significant multiconfigurational character, which necessitates at least a 

πCPO active space. We also note that functionals based on the simple LSDA 

approximation perform worse than the functionals based on generalized gradient 

approximation (GGA) functionals,37 that is, based on BLYP, PBE, and revPBE. 

Therefore nCPO results, tLSDA results, and ftLSDA results are relegated to the 

supplementary material and are not discussed further here. Mean unsigned errors 

(averaged over the seven molecules) for the other three active spaces with the other six 

functionals are in Table 13 for the maug-cc-pVTZ basis set. Results with the ANO-RCC-

VTZP basis set are similar and are presented in the supplementary material. 

Table 13 shows that the fully translated functionals perform noticeably better than 

their translated counterparts. The functional yielding the smallest MUEs is ftPBE. None 
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of the MUEs for ftPBE exceed 2.2 kcal/mol, and they vary by only 0.6 kcal/mol, thus 

demonstrating both accuracy and consistency. The other fully translated functionals that 

we employed, ftrevPBE and ftBLYP, are also quite good, but the MUEs of ftrevPBE 

span a larger range than those of ftPBE, and MUEs of ftBLYP are slightly higher than 

those for ftPBE. For brevity, molecule-by-molecule results will be discussed only for 

ftPBE, but molecule-by-molecule results for the other functionals are presented in the 

supplementary material. 

 
Table 13: MC-PDFT mean unsigned errors (MUEs,a kcal/mol) for various translated 

functionals, active spaces, and active space subdivisions with the maug-cc-pVTZ basis 
set. 

Functional 
 

Active space 
 

CASSCF 
 

RASSCF 
Valence-π 

RASSCF 
Limited-π 

tPBE eCPO b 3.3 2.9 
 mCPO 2.8 1.7 1.6 
 πCPO 3.4 3.4 3.4 
ftPBE eCPO b 1.9 1.7 
 mCPO 2.2 1.8 1.7 
 πCPO 2.0 2.0 2.0 
trevPBE eCPO b 3.3 3.1 
 mCPO 2.8 1.9 1.8 
 πCPO 3.5 3.5 3.5 
ftrevPBE eCPO b 1.5 1.4 
 mCPO 2.6 2.2 2.0 
 πCPO 1.8 1.8 1.8 
tBLYP eCPO b 3.7 3.2 
 mCPO 3.1 1.9 1.8 
 πCPO 3.4 3.4 3.4 
ftBLYP eCPO b 2.3 2.1 
 mCPO 2.6 2.2 2.0 
 πCPO 2.0 2.0 2.0 

aThe MUEs exclude unavailable data, which are cases that we were unable to complete 
due to computer time or memory requirements. MUEs are in reference to the DEA-EOM-
CC reference values published previously.206 

bUnavailable.
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Table 14: Singlet-triplet gaps (ΔEST, kcal/mol) by ftPBE, CASPT2/RASPT2, KS-DFT, and benchmark calculationsa 
System  CAS- Val-π RAS- Lim-π RAS-  PBE PBE0 Benchmark206 
  ftPBE PT2206 ftPBE PT2206 ftPBE PT2206     
1  e b b  -3.6 -3.8 -3.6 -3.8    -4.2 
C4H4 m -5.5c  -4.3c  -4.4 -4.0 -4.4 -4.0 var. -1.8 -4.8  
 π -2.5 -4.4 -2.5 -4.4 -2.5 -4.4 WABS -3.6 -10.3  
2 e b  b  11.3 14.5 11.3 14.5    13.9 
C5H5

+ m 10.6 13.5 10.6 13.7 10.6 13.7 var. 5.0 4.5  
 π 14.8 14.9 14.8 15.0 14.8 15.0 WABS 10.2 9.3  
3 e b  b  -2.1 -2.2 -2.1 -2.2    -2.7 
C4H3NH2 m -3.3 -2.7 -3.7 -2.8 -3.7 -2.8 var. -0.8 -3.4  
 π -0.7 -2.5 -0.7 -2.5 -0.7 -2.5 WABS -1.6 -7.1  
4 e b  b  -2.5 -3.5 -2.5 -3.5    -3.6 
C4H3CHO m -3.8 -4.0 -6.2 -4.0 -6.2 -4.0 var. -1.4 -4.1  
 π -2.1 -3.9 -2.1 -3.6 -2.1 -3.6 WABS -2.9 -8.8  

aVal-π denotes Valence-π; Lim-π denoted Limited-π; e, m, and π denote eCPO, mCPO, and πCPO. 
bNot available. 
cCI optimization only. 
dMean unsigned errors excluding absent data. 
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Table 14 (cont.): Singlet-triplet gaps (ΔEST, kcal/mol) by ftPBE, CASPT2/RASPT2, KS-DFT, and benchmark calculationsa 
System  CAS- Val-π RAS- Lim-π RAS-  PBE PBE0 Benchmark206 
  ftPBE PT2206 ftPBE PT2206 ftPBE PT2206     
5 e b  b  -10.0 -7.2 -10.0 -7.2    -5.7 
C4H2NH2CHO m -11.4 -6.3 -9.8 -6.3 -9.8 -6.3 var. -8.7 -4.9  
 π -10.5 -6.7 -10.5 -7.4 -10.5 -7.4 WABS -9.1 -5.1  
6 e b  b  b  b  -78.9 -75.9    -77.7 
C4H2-1,2-(CH2)2 m b  b  -77.0 -75.1 -77.1 -77.0 var. -74.3 -73.5  
(CH2)2 π -77.6 -75.5 -77.6 -75.3 -77.6c  -75.4c  WABS -74.1 -73.1  
7 e b  b  b  b  17.3 18.7    18.5 
C4H2-1,3-(CH2)2 m b  b  17.5 18.8 18.4 18.4 var. 7.4 12.2  
(CH2)2 π 15.4 18.6 15.4 18.4 15.4c  19.0c  WABS 13.9 22.2  
MUEd   e b  b  1.9 0.6 1.7 0.7     
 m 2.2 0.3 1.8 0.6 1.7 0.3 var. 4.7 3.2  
 π 2.0 0.7 2.0 0.8 2.0 0.9 WABS 2.5 4.2  

aVal-π denotes Valence-π; Lim-π denoted Limited-π; e, m, and π denote eCPO, mCPO, and πCPO. 
bNot available. 
cCI optimization only. 
dMean unsigned errors excluding absent data. 
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Table 15: Expectation values of the square of the total electron spin <S2> from ftPBEa 
and PBE.b 

   <S2>  

System 2S+1 Pure ftPBEa 
(MC-PDFT) 

PBE 
(KS-DFT) 

1: C4H4 1 0.00 0.00 1.03 
3 2.00 2.00 2.00 

2: C5H5
+ 1 0.00 0.00 1.02 

3 2.00 2.00 2.00 
3: C4H3NH2 1 0.00 0.00 1.03 

3 2.00 2.00 2.00 
4: C4H3CHO 1 0.00 0.00 1.03 

3 2.00 2.00 2.01 
5: C4H2NH2CHO 1 0.00 0.00 0.08 

3 2.00 2.00 2.00 
6: C4H2-1,2-(CH2)2 1 0.00 0.00 0.00 

3 2.00 2.00 2.01 
7: C4H2-1,3-(CH2)2 1 0.00 0.00 0.95 

3 2.00 2.00 2.03 
aMC-PDFT <S2> values are pure by construction. bPBE0 results are similar to PBE ones 

and are presented in the supplementary material.  

 

Calculated singlet-triplet gaps (ΔEST) for individual molecules are presented in 

Table 14. CASPT2 and RASPT2 singlet-triplet splittings from our previous work206 are 

included for comparison, along with KS-DFT ΔEST results based on the parental 

functionals. Expectation values of S2 for PBE and ftPBE are presented in Table 15. As 

discussed in the introduction, MC-PDFT spin states are pure by construction because the 

electron density and on-top density are taken from an MCSCF wave function that is a 

spin eigenfunction. In the KS-DFT calculations, the calculated S2 expectation values for 

the singlet states of 1, 2, 3, 4, and 7 are approximately halfway between the values 

corresponding to the pure singlet and the pure triplet; this reflects the spin contamination 

that is known239 to be a common problem in KS-DFT for intermediate spin states.  
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The MUEs for KS-DFT using the variational method are noticeably larger than 

those of PT2 or ftPBE. While WABS is generally expected to perform better than the 

variational method,242 here it is inconsistent: The MUEs for KS-DFT using the WABS 

method are better than for the variational method with PBE, but are worse than those with 

PBE0. The differences are much less dramatic for systems 5 and 6, which have less spin 

contamination in the singlet states. In all cases, the MUEs of KS-DFT are greater than the 

MUEs of ftPBE, which does not require or use any broken-spin-symmetry treatment. The 

maximum errors using the variational method for KS-DFT are 11.0 kcal/mol for PBE 

(system 7) and 9.4 kcal/mol for PBE0 (system 2). The maximum errors for KS-DFT are 

smaller with the WABS method, with 4.6 and 6.1 kcal/mol for PBE and PBE0, 

respectively, but they are still quite large. The highest error for ftPBE is 5.8 kcal/mol 

(Table 14: CASSCF, mCPO, system 5), but for other than for system 5, ftPBE’s error 

never exceeds 3.2 kcal/mol, which is not far above PT2’s maximum error of 2.6 kcal/mol. 

Thus, ftPBE is shown to have significantly greater reliability than the Kohn-Sham 

methods for the cases studied, while also entirely avoiding all complications arising from 

spin contamination or broken spin symmetry. Additionally, ftPBE performs 

competitively with CASPT2 and RASPT2. With one exception (Table 14: CASSCF, 

mCPO), ftPBE MUEs are within 1.4 kcal/mol of the MUEs of CASPT2 and RASPT2. 

In comparing MC-PDFT to CASPT2 and RASPT2, computational costs should 

also be considered. Timings for all active spaces are presented in the supplementary 

material. For the largest active space, which is eCPO with limited-π RASPT2 for triplet 

6, the post-SCF perturbation theory calculations required several days to complete on a 

single processor, while the post-SCF ftPBE step required less than a half hour on a single 

processor, with a savings of a factor of 410. Note that the post-SCF steps of CASPT2, 

RASPT2, and MC-PDFT are all preceded by MCSCF calculations, which take 

considerable time for large active spaces. The total time (SCF plus post-SCF) for the 
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longest calculation was 217 hours for RASPT2, but only 13 hours for MC-PDFT, a 

savings of a factor of 17. MC-PDFT also has the advantage of requiring far less memory, 

as discussed in previous work.242 

 

3.1.5 Conclusions 

Our calculations of singlet-triplet splittings for several organic diradical systems 

demonstrate that MC-PDFT is effective for these systems. When compared to benchmark 

calculations from our previous paper,206 the ftPBE on-top functional shows better 

consistency and accuracy than PBE, the KS-DFT parent functional, and it eliminates the 

complexities of spin contamination and broken-spin-symmetry in KS-DFT. The accuracy 

of ftPBE is competitive with CASPT2 and RASPT2, but at a much lower computational 

cost. As active spaces become very large, CASPT2 and RASPT2 take much more time 

than the preceding CASSCF and RASSCF calculations. In contrast, MC-PDFT time 

requirements are small in proportion to the CASSCF and RASSCF requirements, and this 

shows that MC-PDFT can be used for much larger active spaces than CASPT2 or 

RASPT2. The quality of results using the small πCPO active space scheme is particularly 

encouraging, as this suggests MC-PDFT could be used on similar, but larger, systems 

requiring much larger active spaces which would be unaffordable with CASPT2 or 

RASPT2. 
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3.1.6 Additional Information 

See supplementary material for hardware information, sample input files, ANO-

RCC-VTZP results, nCPO results, tLSDA and ftLSDA results, PBE0 spin expectation 

values, and all absolute energies, active space sizes, numbers of CSFs, and timings for all 

functionals and active spaces. The supplementary material is available on the AIP 

Publications website at DOI: 10.1063/1.5017132. 

 

This work was supported in part by AFOSR grant FA9550-16-1-0134. 
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3.2 Full Correlation in a Multiconfigurational Study of Bimetallic Clusters: 

Restricted Active Space Pair-Density Functional Theory Study of [2Fe-2S] Systems 

 

This section describes the outcome of a collaborative research project carried out 

by Davide Presti and Samuel J. Stoneburner (and advised by Donald G. Truhlar and 

Laura Gagliardi). A report on this research project has been published.287 

Samuel J. Stoneburner performed many of the calculations and contributed to the 

manuscript, working closely with Davide Presti. 

 

Reproduced with permission from Presti, D.; Stoneburner, S. J.; Truhlar, D. G.; 

Gagliardi, L. Full Correlation in a Multiconfigurational Study of Bimetallic Clusters : 

Restricted Active Space Pair-Density Functional Theory Study of [2Fe-2S] Systems. J. 

Phys. Chem. C 2019, 123, 11899–11907.287 Copyright 2019 American Chemical Society. 
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3.2.1 Overview 

Iron-sulfur clusters play a variety of important roles in protein chemistry, and 

understanding the energetics of their spin ladders is an important part of understanding 

these roles. Computational modeling can offer considerable insight into such problems; 

however, calculations performed thus far on systems with multiple transition metals have 

typically either been restricted to a single-configuration representation of the density, as 

in Kohn-Sham theory, or been limited to correlating excitations only within an active 

space, as in active-space self-consistent field methods. For greater reliability, a 

calculation should include full correlation, i.e., not only correlation internal to the active 

space but also external correlation, and it is desirable to combine this full electron 

correlation with a multiconfigurational representation of the wave function; but this has 

been impractical thus far. Here we present an affordable way to do that by using 

restricted-active-space pair-density functional theory. We show that with this method it is 

possible to compute the entire spin ladder for systems containing two Fe centers bridged 

by two S atoms. On the other hand, with second-order perturbation theory only the high-

spin states can be computed. A key result is that, in agreement with some experiments, 

we find a high-spin ground state for a relaxed reduced [Fe2S2(SCH3)4]3- cluster, which is 

a novel result in computational studies. 
  



123 

3.2.2 Introduction 

Iron-sulfur (Fe-S) compounds are widely studied because of their key role in 

biochemistry;288 Fe-S clusters are the prosthetic groups in many metalloproteins, such as 

ferredoxins, hydrogenase, NADH-dehydrogenase, and nitrogenase,288–292 and they have 

significant roles involving electron transport in the metabolic pathways for both 

prokaryotic and eukaryotic cells.293,294 Furthermore, Fe-S clusters are protagonists of the 

so-called “iron-sulfur world”;295–298 prebiotic Fe-S clusters containing organic linkers 

(such as glutathione299 and other analogs, mostly thiolates299,300) have been demonstrated 

to be able to form in extreme conditions, and their formation has been shown to benefit 

from the presence of the UV-light radiation (i.e. photo oxidizing/photolytic environment) 

provided by the “young Sun”.299 This may have led to the formation of more complex Fe-

S-based prebiotic molecules capable of organizing themselves into iron-sulfur cluster-

peptide complexes, enzymes, and proteins.  

In the present work, we consider a particular class of Fe-S clusters: those 

containing two Fe centers bridged by two S atoms (referred to as [2Fe-2S] for 

convenience); these clusters present an intermediate situation between the single-center 

Fe clusters, from which they are formed, and the three- and four-center Fe clusters which, 

together with [2Fe-2S], are involved in the formation of iron-sulfur cluster-peptide 

complexes. Their UV-light-driven synthesis, mentioned above, was elegantly described 

in a recent experimental paper.299 Experimentally [2Fe-2S] clusters have been 

characterized extensively with UV-Visible optical absorption spectra, Mössbauer spectra, 

and EPR spectroscopy.291,294,299–302 However, a direct assignment of low-lying electronic 

states is still unattainable in larger systems.303 Theoretical studies have contributed 

significantly to the understanding of their electronic structure,16–26 but as pointed out in 

the work of Sharma et al.,303 the theoretical models adopted until recently are not 
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straightforward and have given conflicting answers to key questions. Sharma et al.303 

pointed out the possibility that one could obtain more definitive results by using ab initio 

calculations free of the assumptions made in a phenomenological model, in particular 

avoiding use of the Heisenberg double-exchange model. 

Complexes containing transition metals, especially multiple transition metal 

atoms, frequently have intrinsically multiconfigurational character, i.e., they cannot be 

well described by a single configuration state function (CSF). This characteristic is often 

called “static correlation” or “strong correlation”, and the work of Sharma et al.303 

featured a thorough treatment of the static correlation of iron-sulfur systems. However, in 

order to make comparisons with experiment, it is also important to treat dynamic 

correlation at a high level. Dynamic correlation represents a relatively small part of the 

total electronic energy, but it is often of utmost importance in quantitatively determining 

relative energies such as the energy ordering of different electronic states. 

Kohn-Sham density functional theory (KS-DFT) in principle includes the full 

correlation energy (static and dynamic) without separating it; however, the available 

density functionals treat the correlation energy better in systems well described by a 

single configuration state function, probably because KS-DFT is based on a single-

configuration representation of the electron density. Nevertheless it is often the best 

theory available and is therefore widely used for these systems.304,306–311 Recent 

applications using extended broken-symmetry (EBS) KS-DFT314 and variational Monte-

Carlo315 were used to obtain a reasonable ground-state relaxed geometry for these 

compounds. 

Multiconfiguration wave function methods have also been employed,309,310 and 

they represent an attempt to overcome the limitation of single-CSF methods. Examples of 

multiconfiguration wave function methods include multiconfiguration self-consistent-
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field (MCSCF) methods such as the complete-active-space self-consistent-field method 

(CASSCF),6 multireference configuration-interaction (MRCI) based on an MCSCF or 

CASSCF reference function,155 and multireference second order perturbation theory 

(MRPT2) such as complete active space perturbation theory8–10 (CASPT2). CASSCF 

involves full configuration interaction (full CI) in an active space, which can provide only 

a qualitatively correct description of the electronic wave function. The included 

correlation, that which is representable internal to the active space, consists of the static 

correlation and a small portion of the dynamic correlation; the remaining dynamic 

correlation, involving excitations into the virtual space, is the external correlation; 

CASSCF lacks most of the dynamic correlation because excitations to generate the 

electronic configurations are limited to the active space, which has a limited number of 

orbitals. The external correlation is usually treated by a post-SCF method, using the SCF 

orbitals to build a reference wave function. When the reference wave function is 

multiconfigurational, the method is called a multireference method. MRCI treats the full 

electron correlation when including sufficiently high excitations into the virtual space, 

but that is prohibitively expensive in most cases, so excitations are usually limited to 

single and double excitations (MRCISD). CASPT2 is also limited to double excitations in 

the virtual space, and although it is less expensive than MRCISD, it is also usually too 

expensive for large or complex systems.  

In a recent work,303,313 state-of-the-art methods for the treatment of large active 

spaces, such as density-matrix renormalization group (DMRG) as a solver for complete 

active-space configuration interaction (CASCI), were employed by Sharma et al.303 to 

explore the spin-ladder of the low-energy spectrum of [2Fe-2S] and [4Fe-4S] clusters; 

this allowed the use of larger active spaces than are practical for conventional CASSCF. 

But even with the largest practical active spaces, a large fraction of the dynamic 

correlation energy is missing in CASSCF. 
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While there have been many theoretical studies, to the best of our knowledge no 

one has yet treated these iron-sulfur clusters with conventional post-MCSCF dynamic 

correlation treatments such as MRCI or CASPT2. The lack of such applications to [2Fe-

2S] clusters is due to their high or impractical cost. While the time required for an 

MRPT2 calculation can be reduced with the use of a parallelized code, the amount of 

memory becomes prohibitive for calculations involving the number of CSFs that would 

typically be required to calculate low-spin states involving transition metal compounds. 

The objective of the present work is to combine the advantages of a 

multiconfigurational representation of the density with an affordable treatment of the full 

correlation energy. We do this by using multiconfiguration pair-density functional theory 

(MC-PDFT),11 which evaluates an on-top density functional using the density and on-top 

pair density of a multiconfigurational wave function. Unlike the energy calculation in 

MRPT2, where correlation energy is separated into an internal part treated by MCSCF 

and an external part involving a perturbative treatment of excitations into the virtual 

space, with MC-PDFT one computes the unpartitioned (i.e., full) electron correlation 

energy in a single step by using the multiconfigurational kinetic energy, density, and on-

top pair density and an on-top density functional. Only kinetic energy and classical 

Coulomb contributions are taken from the MCSCF wave function; the MCSCF energy is 

not used. Therefore there is no double counting of the correlation energy contribution to 

the electron-electron repulsion.11,75,78,316,317  

In the present work we calculated the low-energy spin ladder for both oxidized 

and reduced [2Fe-2S] clusters and compared the results to literature data. The 

computational capabilities of MC-PDFT are illustrated for large active space with 22 

electrons in 26 orbitals, giving rise, for example, to 6.3×106 CSFs for the triplet spin 

configuration. We achieve this large number of CSFs by using a recently developed 
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protocol, RASCI-PDFT,318 based on the restricted active space self-consistent-field 

(RASSCF)7/configuration interaction (RASCI)143 method. For comparison, RASCI-

PT2202 energies were computed whenever possible, but they were unaffordable except for 

a few cases; this shows that RASCI-PDFT can handle problems larger than those feasible 

with previously available post-MCSCF methods. 

 

3.2.3 Computational Methods 

All calculations were performed for gas-phase species using a parallel build of 

Molcas 8.2.53 Symmetry constraints were not imposed. The ANO-RCC-VTZP large 

basis-set264 was used for iron and sulfur atoms, and the ANO-RCC-MB minimal basis-

set264 was used for C and H atoms of the ligands. The Douglas-Kroll-Hess 

Hamiltonian319–321 was employed throughout to account for scalar relativistic effects.  

In the wave function calculations, external correlation was included perturbatively 

with the zero-order wave function obtained by RASSCF7 and RASCI143 (see Sections 

3.2.3.2.1 and 3.2.3.2.2 for further details) by using second-order perturbation theory (to 

be indicated as RASCI-PT2). RASSCF calculations involve simultaneous optimization of 

both orbitals and configuration interaction coefficients. In the present RASCI 

calculations, the orbitals optimized by RASSCF for the high-spin configuration are used 

for restricted-active-space configuration interaction calculations for the whole spin-

ladder. The active spaces employed are described in detail in the next section. RASSCF 

and RASCI excitation energies were computed with the state-average322 (SA) approach. 

RASCI-PT2 calculations were carried out as single-state calculations (based on state-

averaged orbitals) with an imaginary shift68 of 0.1 hartrees and with the default value 

(0.25 hartrees) for the IPEA shift.65 For spin multiplicity M (which equals 2S + 1, where 

S is the total electron spin) lower than 8, memory allocation for MRPT2 calculations 
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exceeded the maximum available for our hardware, thus rendering the calculations 

unfeasible.  

The density functional calculations are carried out with pair-density functional 

theory11,241 based on RASCI wave functions and therefore are called RASCI-PDFT. The 

RASCI-PDFT calculations used the translated PBE (tPBE) on-top functional.11  

Orbitals are depicted with a surface isodensity value of 0.4 a.u. Plots and figures 

were produced with Gnuplot 5.0, Luscus,266 and Vesta.323 

 

3.2.3.1 Cluster Models 

We write superscripts ±q for chemical oxidation states, and superscripts q± for 

physical charges. The central fragment of the compounds investigated here are the 

oxidized cluster [2Fe-2S]2+, where both metal centers are formally in the oxidation state 

Fe+3, and the reduced cluster is [2Fe-2S]1+, where one center is Fe+3, and the other one is 

Fe+2. The oxidized cluster has ten unpaired electrons in the high-spin (HS) configuration, 

and the reduced cluster has nine. Since [2Fe-2S] clusters have four thiolate linkers, the 

full systems under study (shown in Figure 12) are denoted as [Fe2S2(SCH3)4]2-/3-. The 

unrelaxed structures from Sharma et al.303 were used for both the oxidized and reduced 

forms. For the reduced cluster, Fe2S2(SCH3)4]3-, the slightly asymmetric relaxed structure, 

obtained by broken-symmetry KS-DFT and reported in Ref. 303, was also considered. 
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Figure 12: Unrelaxed structure and atom labeling of the [Fe2S2(SCH3)4]2-/3- cluster as 

taken from Ref. 303 (derived, in turn, from the experimental structure of Ref. 324) 

 

3.2.3.2 Active space determination 

3.2.3.2.1 RASSCF 

The active spaces used in the present study are defined based on the ones reported 

in Ref. 303. The high-spin (HS) spin state of the [Fe2S2(SCH3)4]2- oxidized cluster (M = 

11) was used to generate the active spaces used for both oxidized [Fe2S2(SCH3)4]2- and 

reduced [Fe2S2(SCH3)4]3- clusters. See the SI for details of the protocol. While it is 

possible that the use of orbitals optimized only for high-spin when calculating the full 

spin ladder could introduce some bias favoring higher spin states, we note that the 

DMRG calculations in Ref. 303 also used orbitals optimized for a high-spin state. After a 

comparison with results from orbitals optimized for each spin state, the authors 

concluded that the effect on relative spin energetics was minimal and performed CI-only 

calculations with the high-spin orbitals thereafter. 

The active spaces in RASSCF and RASCI calculations are labeled as 

(n,h,e;o1,o2,o3), with n being the total number of electrons considered in the RAS1, 

RAS2, and RAS3 subspaces, h being the maximum number of holes allowed in RAS1, e 
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being the maximum number of electrons allowed to be excited into RAS3, and o1, o2, and 

o3 being the number of orbitals in RAS1, RAS2, and RAS3, respectively. The active 

spaces we use are explained in Table 16. The orbitals in the active spaces for the oxidized 

case are depicted in Figure S2, and those for the reduced case are in Figures S3 and S4. 

(Figures and tables with a prefix S are in Supporting Information.) 

 
Table 16. Active spaces employed in this worka 

Cluster Name n,e,h; o1,o2,o3 Description of orbitals 
either  all  RAS1: bridging sulfur 3p orbitals 

RAS2: all 3d orbitals 
oxidized (22,26) 22,1,1; 6,10,10 RAS3: all 3d´ b orbitals (correlating orbitals) 
 (22,21) 22,1,1; 6,10,5 RAS3: five 3d´ b orbitals with highest 

occupation numbers 
reduced (23,26) 23,1,1; 6,10,10 same as (22,26) 
 (23,22) 23,1,1; 6,10,6 RAS3: six 3d´ b orbitals with highest 

occupation numbers (unrelaxed geometry) 
 (23,21) 23,1,1; 6,10,5 RAS3: five 3d´ b orbitals with highest 

occupation numbers (relaxed geometry) 
aIn all cases, these orbitals were obtained by a state-averaged RASSCF calculation on the 
lowest ten roots of the high-spin cluster (multiplicity M = 11 for the oxidized; 
multiplicity M = 10 for the reduced). In the reduced case, the orbitals of the oxidized case 
are used as starting orbitals for the SCF iterations. 
bThe orbitals labeled 3d´ are a second subshell of d orbitals that contribute to the 
correlation of the first subshell of d orbitals; they are sometimes referred to as “4d” or 
“4d-like”. 

 

3.2.3.2.2 RASCI 

Having obtained the orbitals by RASSCF calculations on the high-spin states, we 

performed RASCI calculations for the full spin ladder of each cluster; these calculations 

consisted of reoptimizing only the CI coefficients for every possible spin multiplicity 

using the orbitals optimized for the high-spin states of the cluster. The RASCI wave 
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functions were also used as references for further calculations by MC-PDFT and MRPT2, 

and these calculations are labeled as RASCI-PDFT and RASCI-PT2, respectively. The 

RASCI energies without either MC-PDFT or MRPT2 are labeled simply “RASCI”. 

Since the number of CSFs grows rapidly with active space size (see Table 17), 

and since the RAS2 subspace already has 10 electrons in 10 orbitals, double excitations 

between RAS subspaces would have resulted in unaffordably large calculations for all 

spin multiplicities other than the highest-spin configurations (M = 11 for the oxidized 

cluster and M = 10 for the reduced cluster). We gauged the error in RASCI excitation 

energies due to the use of single excitations between subspaces by also considering two 

holes in RAS1 for the high-spin configuration, while keeping only single excitations to 

RAS3 to limit the number of CSFs. We report in Table S1 the difference between the 

excitation energies obtained for the unrelaxed oxidized and reduced clusters with two 

holes or one hole allowed in RAS1. The mean differences are in the range -0.03 to 0.19 

eV with the chosen active spaces. 

 
Table 17. Number of configuration state functions (CSFs) for each spin configuration 

with 26 orbitals. 
oxidized  reduced 
M CSFs  M CSFs 
11 6,221   10 28,880 
9 134,739   8 378,280 
7 1,067,605   6 2,012,780 
5 3,790,875   4 4,950,990 
3 6,260,760†  2 5,241,060 
1 3,409,164     

† This active space for the triplet state has 2.25 times more CSFs than the generalized 
active space (GAS)-PDFT calculation for triplet dodecacene that included 50 electrons in 
50 orbitals.238 
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Many of the 3p orbitals of bridging sulfurs are mixed with S–CH3 σ-type bonding 

orbitals, especially in the case of the reduced cluster, and this makes the active spaces 

including 26 orbitals comparable to the large one with 32 orbitals employed in Ref. 303. 

The main remaining difference is that in this work the 4s orbitals of Fe were excluded 

because of their being highly mixed with 4d and 5d orbitals, which would have required 

several additional correlating orbitals in the active space in order to maintain balance. 

Furthermore, here the large ANO-RCC-VTZP basis-set is used (with ANO-RCC-MB for 

C and H), whereas the orbitals of Ref. 303were obtained by a small basis set in BP86/def2-

SV(P) calculations. Note that both our orbitals and those in Ref. 303 were optimized for a 

high-spin state, as stated in Section 3.2.3.2.1. 

 

3.2.4 Results and Discussion 

3.2.4.1 [Fe2S2(SCH3)4]2- oxidized cluster 

The oxidized cluster has two centers that are formally Fe+3 centers; thus each of 

these centers has five unpaired electrons. The centers are antiferromagnetically (AFM) 

coupled301 in the ground state of the oxidized cluster. The AFM state is an overall singlet, 

whereas the ferromagnetically (FM) coupled undectet is the highest spin state. We 

remind the reader that the orbitals are optimized with the FM configuration due to the 

significantly smaller number of configurations (see Table 17) in that spin state, and that 

the authors of Ref. 303 found little benefit in optimizing the orbitals for each spin state 

separately. Figure 13a shows the RASCI spin ladders for vertical excitation energies 

using both the (22,26) and the (22,21) active spaces. Energies are reported in the text in 

eV units for easier readability, whereas they are plotted in figures in cm-1 for easier 

comparison with Ref. 303. Note that 1 eV = 8065.5 cm-1. 
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Figure 13: Vertical-excitation spin ladders. (a) RASCI (ten roots for each spin 

configuration) computed with two active spaces: (22,26) and (22,21). (b) RASCI-PDFT 
and RASCI-PT2 (nonet and undectet ground-state only). The singlet ground state is taken 

as the zero of energy in this figure, and for a visual comparison of excitations energies, 
the energy of the RASCI-PT2 nonet ground state is shifted to the energy of the RASCI-

PDFT nonet ground state. In the figure, RASCI-PDFT is labeled RASCI-tPBE. 

 

There is no tabulated data in Ref. 303 for the oxidized clusters, but Figure 2 therein 

depicts the ground-state energy levels for each spin state of the oxidized cluster. The 

DMRG-CASCI values in Ref. 303 span a larger range (approximately 8,000 cm-1) than 

present RASCI calculations (about 5,000 cm-1 in Figure 13a), but it is difficult to say 

which results are more accurate. While the DMRG-CASCI calculation of Ref. 303 

includes more orbitals in the active space (specifically, the 4s subshells of the Fe atoms) 

and a more complete treatment of the active space, a much larger basis set is adopted for 

the present work. Note that both the DMRG-CASCI and our RASCI calculations used 

orbitals optimized for the high-spin configuration, and therefore the differences in results 

cannot be explained by a possible high-spin bias in the orbitals. Figure 13a of the present 

work shows a sizable gap between the ground and the first excited state for all spin states, 

while the higher excited states form a denser manifold. We will see below that this trend 

is also found in post-RASCI energies computed by RASCI-PDFT and RASCI-PT2. Figs. 

2a and 2b have slightly different wavenumber scales, but comparison of numerical 
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relative energies shows that RASCI-PDFT has a mildly wider spread of excitation 

energies than does RASCI. 

RASCI (22,21) energies give a trend that is comparable with RASCI (22,26), but 

while RASCI (22,26) incorrectly predicts the lowest energy spin state to be a septet, 

RASCI (22,21) correctly orders the different spin states increasing from singlet to 

undectet, as has been inferred from experiment. Although the RASCI calculation without 

external correlation does not obtain correct spin state order with the largest active space 

(i.e. including some but not all 3d’ orbitals), Figure 13b shows encouragingly that 

RASCI-PDFT does yield the correct spin state ordering for the largest active space. 

Furthermore, for each spin state, the lowest states for each of the spins are almost 

superimposed in the RASCI-PDFT calculations, showing that RASCI-PDFT is less 

sensitive to active space choice than is RASCI. 

For comparison, single-state RASCI-PT2 are reported only for the states for 

which there are converged results (the undectet ground state and the nonet ground and 

excited states), i.e., M = 9 and M = 11.  

 

3.2.4.2 [Fe2S2(SCH3)4]3- reduced cluster 

Calculations for the reduced cluster are reported at two geometries: the unrelaxed 

one (discussed in Section 3.2.4.2.1), which is the same slightly asymmetric structure as 

was used for the oxidized cluster, and the relaxed one (discussed in Section 3.2.4.2.2), 

which is most asymmetric. Both structures are from Ref. 303. Table 18 summarizes the 

vertical excitation energies of the lowest five electronic states (which are supposed to be 

more relevant experimentally at room temperature) for each spin configuration by 

RASCI, and compared to the DMRG-CASCI results of Sharma et al.303  
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The work of Sharma et al. involved using the DMRG solver for CASCI with very 

large active spaces. Since CASSCF, even with a large active space, does not include most 

of the dynamic correlation, it is comparable to our RASCI in that neither calculation 

includes external correlation, whereas our RASCI-PDFT calculation includes dynamic 

correlation with no active space limitation. However, the DMRG-CASCI provides an 

approximation to full CI within the active space, whereas our calculations involve 

restricted CI as explained in Section 3.2.3.2.1. Conversely, the basis set used for DMRG-

CASCI was unusually small [def2-SV(P)] for a wave function calculation, whereas we 

use an extended basis set. Taking all of these factors into account, we cannot say 

definitively which set of results is more accurate, because we lack an external reference 

by which to judge between them, and the different approaches each have advantages and 

disadvantages in terms of the severity of their approximations. 

 

3.2.4.2.1 Reduced cluster with unrelaxed geometry 

The present RASCI calculations with the (23,22) active space on the unrelaxed 

geometry are not expected to capture most of the dynamic correlation due to the 

limitations of the active space, i.e., the number of orbitals as well as the restriction to 

having only single excitations from RAS1 and to RAS3.  
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Table 18 RASCI vertical excitation energies (eV) for the lowest five electronic states 
with respect to the DMRG-CASCI results of Sharma et al.303 for the unrelaxed geometry 
of the reduced cluster. The lowest energies in each case are used as the zeroes of energy. 

 RASCI (23,1,1;6,10,10) RASCI (23,1,1;6,10,6) 

2S+1 State 
1 

State 
2 

State 
3 

State 
4 

State 
5 

State 
1 

State 
2 

State 
3 

State 
4 

State 
5 

2 0.07 0.24 0.40 0.47 0.53 1.27 1.46 1.74 1.96 2.16 
4 0.04 0.31 0.35 0.46 0.62 1.24 1.62 1.67 2.12 2.13 
6 0.07 0.21 0.34 0.64 0.72 1.24 1.62 1.83 2.15 2.29 
8 0.09 0.17 0.37 0.87 0.95 1.30 1.60 2.08 2.23 2.34 
10 0.00 0.34 0.50 1.14 1.24 0.00 0.31 0.33 0.98 1.13 
 DMRG-CASCI, Sharma et al.303      

2S+1 State 
1 

State 
2 

State 
3 

State 
4 

State 
5      

2 0.00 0.04 0.14 0.33 0.53      
4 0.02 0.07 0.21 0.53 0.55      
6 0.04 0.08 0.36 0.58 0.66      
8 0.08 0.16 0.58 0.67 0.79      
10 0.13 0.36 0.91 0.92 1.05      

 

Table 18 and Figure 14a and c show that the larger active space (23,26) yields 

results more similar to the DMRG-CASCI results than the smaller (23,22) active space in 

terms of vertical excitation energies, although the differences are still sizable. These 

differences cannot be simply explained with the choice of employing the orbitals 

optimized only for the dectet spin state, as the DMRG-CASCI used high-spin orbitals as 

well.303 Although the RASCI calculations present a different energetic ordering of the 

ground state of each spin state with respect to DMRG-CASCI, the ordering at the 

RASCI-tPBE level with the (23,26) active space is similar to the DMRG-CASCI results 

(see Table S3 and Figure 14d). 

The (23,26) active space captures additional dynamic correlation even at the 

RASCI level due to the inclusion of all the correlating 3d´ orbitals of iron, which have 
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previously been found to be important in first-transition-row metals with more than half-

filled 3d subshells.10,325,326 Also, the RASCI excitation energies (Figure 14a and c) and 

their spacings, i.e., both the global energy span and the spacings within each multiplet 

manifold, are more similar to those computed by DMRG-CASCI than was the case for 

the (23,22) active space.  

When approximating the full correlation energy by RASCI-PDFT (Figure 14d), 

the situation does not change considerably. The finding that there are only small 

differences between the (23,26) active space and the active space of Sharma et al. 

indicates that the inclusion of the 4s orbitals (part of the so-called ‘double-shell’ effect, 

together with 3d’ orbitals) in the active space is unneeded, as already reported in similar 

cases.325,326  

The cluster is predicted by RASCI-PDFT to have a quartet ground state (Figure 

14d) that is only 0.01 eV more stable than the doublet (see Table S3). As seen in the next 

subsection, this occurs for the relaxed structure as well. Note that we choose the doublet 

as the reference energy (zero of energy) in Table 18 and in Figure 14 (excepting Figure 

14b), but the 0.01 eV is a small difference and below the expected precision of the 

method, thus we cannot make a reliable claim regarding whether the doublet or the 

quartet is the true ground state. 
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Figure 14: (a) RASCI spin ladder for the unrelaxed [Fe2S2(SCH3)4]3- cluster, computed 

with the two active spaces. The DMRG-CASCI results of Sharma et al.303 are also shown. 
(b) RASCI-PDFT spin ladder and RASCI-PT2 dectet results with the (23,22) active 
space. Panel (c) shows a closer view than (a) on the lowest five states for the RASCI 
(23,26) and the DMRG-CASCI data. (d) RASCI-PDFT spin ladder and RASCI-PT2 

dectet results with the (23,26) active space. The doublet ground state is taken as zero. As 
in Figure 2, the RASPT2 energies of panel (d) are shifted to the RASCI-tPBE dectet 

ground state. In the figure, RASCI-PDFT is labeled RASCI-tPBE. 

 

3.2.4.2.2 Reduced cluster with relaxed geometry 

Table 19 reports the lowest vertical excitation energies of the relaxed reduced 

cluster (full data is available in Table S4). In contrast to the results for the unrelaxed 

cluster, the (23,21) active space RASCI results are much closer to those of the (23,26) 

active space and to those obtained by DMRG-CASCI for low-energy states, although 

there are very large differences for higher-energy states (see Table S4 and Figure S5). 
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There is also one fewer 3d´ orbital in the (23,21) active space than in the corresponding 

unrelaxed case (23,22) due to its very small occupation (0.01). However, the inclusion of 

all correlating 3d´ orbitals in the (23,26) active space makes a remarkable improvement 

in the description of the internal correlation contribution to higher excitation energies. 

Energy levels corresponding to Table 19 are shown in Figure S5b. 

 
Table 19. RASCI vertical excitation energies (eV) for the lowest five electronic states 

with respect to the DMRG-CASCI results of Sharma et al.303 for the relaxed geometry of 
the reduced cluster. The lowest energies in each case are set to zero. 

 RASCI (23,1,1;6,10,10) RASCI (23,1,1;6,10,5) 

2S+1 State 
1 

State 
2 

State 
3 

State 
4 

State 
5 

State 
1 

State 
2 

State 
3 

State 
4 

State 
5 

2 0.04 0.15 0.38 0.42 0.50 0.00 0.12 0.35 0.38 0.46 
4 0.05 0.15 0.37 0.42 0.51 0.01 0.13 0.36 0.39 0.47 
6 0.04 0.15 0.37 0.41 0.55 0.03 0.15 0.37 0.42 0.50 
8 0.02 0.18 0.38 0.44 0.61 0.04 0.19 0.40 0.46 0.56 
10 0.00 0.23 0.40 0.50 0.69 0.04 0.24 0.46 0.51 0.64 
 DMRG-CASCI, Sharma et al.303      

2S+1 State 
1 

State 
2 

State 
3 

State 
4 

State 
5      

2 0.00 0.15 0.26 0.47 0.50      
4 0.03 0.15 0.29 0.52 0.56      
6 0.08 0.16 0.35 0.57 0.61      
8 0.10 0.17 0.42 0.64 0.67      
10 0.12 0.23 0.53 0.74 0.80      

 

For the relaxed reduced cluster, for which the relative energies are depicted in 

Figure 15a and b, the most notable difference from the unrelaxed cluster is that RASCI-

PDFT predicts the ground state of the spin ladder to be the dectet (ferromagnetic) spin 

configuration in both active spaces. This is also in contrast with previous DMRG-CASCI 

calculations303 for both unrelaxed and relaxed structures. This dectet ground state is 
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compatible with some experimental observations of a high-spin ground state in valence-

delocalized [2Fe-2S] reduced clusters,327–329 where the two iron centers are Fe+2.5. The 

reversed stability is not evident at the RASCI level (see Figure S5 as compared to Figure 

15), which suggests that a beyond-MCSCF treatment (i.e., inclusion of external 

correlation energy) is necessary. Such a treatment was absent in the DMRG-CASCI 

calculations of Ref. 303. The experimental cases very often feature a low-spin ground 

state, but more generally there may be a strong dependence on geometry (see also Section 

3.2.4.3). Thus, no general statements can be made about the ground spin of all [2Fe-2S] 

clusters. Regardless, our results give evidence to the potentially dramatic effects of 

including (or, conversely, ignoring) dynamic correlation. 

 

 
Figure 15: (a) RASCI-PDFT spin ladder for the relaxed [Fe2S2(SCH3)4]3- cluster, 

computed with the large active space. The RASCI-PT2 dectet results are also shown. The 
RASCI-PT2 energies are shifted to the RASCI-PDFT dectet ground state, which is taken 
as the zero of energy. In the figure, RASCI-PDFT is labeled RASCI-tPBE. (b) A closer 

look at the lower-energy states of panel (a) (note that for the highest-spin case, the 
RASCI-tPBE and RASCI-PT2 states at 0.00 eV are superimposed). 
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RASCI-PT2 calculations either did not converge or were not feasible except for 

the dectet. The corresponding energy values (reported in Tables S2-S4) are shown in 

Figure 15. Note that Figure 15 shows what appears to be a negative excitation energy. 

This is because the RASCI-PT2 states are not ordered the same as RASCI and RASCI-

PDFT. Using the labeling scheme in Table S4, the “State 1” dectet is the ground state at 

the RASCI and RASCI-PDFT levels. To make comparison of relative energies easier, the 

RASCI-PT2 energies are shifted so that the energy of State 1 is zero. However, the State 

2 RASCI-PT2 energy is lower than the State 1 RASCI-PT2 energy and so appears to be 

negative after the shift (see also Table S4). 

 

3.2.4.3 Configurations and populations 

Looking at the main electronic configurations of the lowest energy high-spin 

states (Table S5), we note that the dominant configurations in all systems have weights 

(squared CI coefficients) far from unity. This means that the corresponding wave 

functions have significant multiconfigurational character. The lowest-energy undectet 

(high) spin state of the oxidized cluster has three contributions with weight greater than 

0.10, with one clearly dominant but having a relatively small weight (0.53). This is also 

seen for the lowest-energy dectet state of the reduced cluster at the same (unrelaxed) 

geometry (weight: 0.62). In contrast, the weight of the dominant configuration for the 

lowest-energy dectet state at the relaxed geometry is only 0.21 and is accompanied by 

three other high-spin configurations that have similar weights (0.12, 0.16, and 0.11). The 

state-specific configurations (Table S5) also show a slightly diminished occupancy of 3p 

orbitals of the bridging sulfurs. The spin densities reported in Tables S6-S8 of the SI 

show that in the high-spin cases one of the unpaired electrons is delocalized over the 

bridging sulfurs for the oxidized cluster, whereas for the two reduced clusters it is 
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delocalized over the entire [2Fe-2S] fragment. The reduced cluster shows a nearly 

symmetric electronic structure at the unrelaxed geometry and a slightly asymmetric 

structure at the relaxed geometry. 

Formally the oxidation states for the oxidized and reduced clusters are Fe+3/Fe+3 

and Fe+3/Fe+2, respectively, but the orbital occupation numbers in the ground states (see 

Figures S6-S8) suggest the reduced cluster is better described as Fe+2.5/Fe+2.5, which is in 

agreement with some experimental conclusions.327–329 The additional electron in the 

reduced cluster as compared to the oxidized cluster is found in a bonding/antibonding 

pair of 3d orbitals and is evenly distributed over the two Fe centers. At the unrelaxed 

geometry it appears almost entirely in the δ/δ* combination of the Fe 3𝐹𝐹𝑦𝑦𝑧𝑧 orbitals, with 

the additional occupancy being added evenly between the δ and δ* orbitals. In contrast, at 

the relaxed geometry it is in the σ bonding combination of the Fe 3𝐹𝐹𝑧𝑧2 orbitals, and with 

the σ* antibonding orbital being less occupied than in the oxidized case or in the reduced 

unrelaxed cluster. These observations may be explained by the relaxed geometry having 

an Fe-Fe distance of 2.91 Å, which is longer than 2.69 Å of the unrelaxed geometry; the 

greater distance correlates with the more favorable σ-bonding interaction. 

 

3.2.5 Conclusions 

We have shown that RASCI-PDFT is an affordable way to approximate the full 

electron correlation in systems like [2Fe-2S] clusters that require multireference wave 

functions containing a large number of orbitals in the active space (26) and a large 

number of a configuration state functions (over six million). Our results with RASCI-

PDFT show that correlation effects beyond those included in CASSCF, RASSCF, 

CASCI, and RASCI, even with the large active spaces allowed by DMRG solvers, can be 

considerable in these systems. These correlation effects cannot currently be evaluated by 



143 

standard post-MCSCF methods such as RASCI-PT2, which remains unaffordable for 

most of the low-spin multiplets. 

Both oxidized and reduced clusters at their unrelaxed geometry have a low-spin 

ground state. However, in contrast with previous calculations, a reversed spin-ladder 

energy ordering is obtained with RASCI-PDFT for the reduced [2Fe-2S] cluster at the 

relaxed geometry. This is in agreement with some previous experimental observations of 

a high-spin ground state in valence-delocalized [2Fe-2S] clusters. 

RASCI-PDFT makes the treatment of full correlation with bimetallic systems 

affordable, as demonstrated by the calculation of full spin ladders where only the highest-

spin cases were feasible with RASPT2. A suitable improvement over RASCI-PDFT, and 

a good compromise between accuracy and feasibility towards larger active spaces and 

compounds, would be the use of the recently developed DMRG-PDFT84 method. The 

combination of DMRG’s powerful ability to reduce the computational cost scaling in a 

large active space with MC-PDFT’s evaluation of the full electron correlation will allow 

a quantitative description of larger iron-sulfur clusters, e.g. [4Fe-4S], as well as an 

unprecedented possibility to investigate very large systems with a multiconfigurational 

reference function combined with both internal and external dynamic correlation. 
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3.2.6 Additional Information 

Supporting Information: Orbitals and active spaces, detailed active space search 

protocol, vertical excitation energies and spin ladders, RASCI dominant configurations, 

partial atomic charges and spin populations, structures, SA-RASCI absolute energies. 

(PDF) RASCI optimized state-average natural orbitals in the Molcas format (RasOrb, 

plaint text). (ZIP archive). The Supporting Information is available free of charge on the 

ACS Publications website at DOI: 10.1021/acs.jpcc.9b00222. 
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by the National Science Foundation by grant no. CHE-1464536. 
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3.3 Affordable and Accurate Transition Metal Spin-State Energetics via MC-PDFT 

Using tPBE with High Local Exchange 

 

This section describes the outcome of a collaborative research project carried out 

by Samuel J. Stoneburner (and advised by Donald G. Truhlar and Laura Gagliardi). A 

report on this research project will be submitted for publication.330 

Samuel J. Stoneburner performed all calculations and wrote the manuscript. 

Reproduced from Stoneburner, S. J.; Truhlar, D. G.; Gagliardi, L. Affordable 

and Accurate Transition Metal Spin-State Energetics via MC-PDFT Using tPBE with 

High Local Exchange. 2019, to be submitted for publication.330 
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3.3.1 Overview 
The spin energetics of transition metal complexes are explored with a variety of 

electronic structure methods, but most of them require compromising between accuracy 

and affordability. In this work, spin splittings of several iron complexes are studied with 

multiconfigurational pair-density functional theory (MC-PDFT), a method that 

inexpensively includes full correlation without distinguishing between core and valence, 

and are compared to previously published complete active space second-order 

perturbation theory (CASPT2) and CASPT2 with coupled-cluster semi-core correlation 

(CASPT2/CC) results. In contrast to CASPT2’s systematic overestimation of high-spin 

stability with respect to the CASPT2/CC reference, MC-PDFT with the tPBE on-top 

functional in its original form overstabilizes low-spin states which can be largely 

corrected by modifying the exchange and correlation contributions to the on-top density 

functional using high local exchange (tPBE-HLE). Moreover, tPBE-HLE correctly 

predicts most experimental ground states, while CASPT2 incorrectly predicts high-spin 

ground states in all cases. MC-PDFT also demonstrates a performance advantage over 

CASPT2, with tPBE being faster than CASPT2 by a factor of 50 in a moderately-sized 

example. 
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3.3.2. Introduction 
Understanding the spin-state energetics of transition metal complexes is important 

for applications such as catalysis331–333 and magnetic properties.334,335 In particular, iron 

complexes such as porphyrins have been extensively studied with theory335–353 and are 

also often chosen as model systems in electronic structure method 

benchmarking,66,85,343,345,348,354–360 in part due to an abundance of experimental 

references.334,335,361–369 

In general, the most popular electronic structure method for molecular systems is 

Kohn-Sham density functional theory (KS-DFT),23 as it is often the only choice capable 

of delivering sufficient accuracy at an affordable cost.370 However, the open-shell nature 

of many transition metal complexes present difficulties for single-reference methods, 

including KS-DFT. For open-shell systems (other than high-spin) it is typically necessary 

to use a spin-unrestricted or a broken-symmetry formalism in order to obtain reasonable 

energetics.271 The resulting ambiguities regarding the spin state (i.e., “spin 

contamination”) are undesirable for comparing energies of different spin states, which is 

an especially challenging problem with Fe complexes.135 Moreover, local density 

functionals are known to overstabilize low-spin states371–376 due to the exchange leading 

to overly delocalized binding orbitals,372,377 although some functionals have overcome 

this difficulty.13,378 In the context of iron porphyrins, strong functional dependence for 

spin-state energetics with both local and hybrid functionals has been observed over the 

past several years.337–340,347–350 For example, Ghosh observed local density functionals 

failed to properly describe the spin-state energetics and that spin densities varied widely 
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between the different functionals.338 Pierloot and coworkers have noted significant 

inconsistencies in results obtained from hybrid functionals as well.339,349,350 

Wave function theory (WFT) provides a menu of options for cases where KS-

DFT results are ambiguous, but they are not without their own challenges. For 

benchmarking purposes, coupled-cluster (CC) methods such as coupled-cluster with 

singles, doubles, and perturbative triples (CCSD(T))237 are often preferred, although the 

common practice of using restricted-spin open-shell KS-DFT to generate input orbitals 

for restricted-spin CCSD(T) has recently been called into question.379 CCSD(T) is also 

quite expensive: Radoń provided benchmark values for a variety of iron porhyrin model 

systems, but primarily on smaller “mimics” due to computational cost. Several DFT 

functionals were also employed for both the model systems and their mimics. After 

taking linear fits of the DFT data for each spin excitation energy for a given system, 

Radoń used the differences in the linear fits to estimate the changes in excitation energies 

due to the use of the mimics. The CCSD(T) values for full porphyrin systems (excepting 

the undecorated porphyrin, FeP, and FeP(Cl), which also received CCSD(T) treatment) 

were then estimated by applying the adjustments calculated from the DFT trendlines to 

the CCSD(T) results from the mimics.340 In addition to expense, the reliability of CC 

methods in general suffers in cases with significant multireference character. Several 

diagnostic measures have been applied to these systems to determine whether CC results 

can be considered reliable.66,340,356 

Multireference effects can be explicitly included by using the 

multiconfigurational self-consistent field (MCSCF) methods such as complete active 

space self-consistent field theory (CASSCF).5 In CASSCF, all spin- and (optionally) 
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symmetry-permitted electronic configurations are included for a user-specified number of 

electrons in a select set of orbitals. Currently the practical limit on active space size is 

eighteen electrons in eighteen orbitals, or (18,18).53 (Here we use the convention (n,N) to 

represent an active space with n electrons in N orbitals.) Restricted active space self-

consistent field (RASSCF)7 enables larger active spaces by excluding a partial set of 

configurations, and active spaces with a full CAS approach as large as (40,38)357 are now 

possible with full configuration interaction quantum Monte Carlo CASSCF (FCIQMC-

CASSCF, also referred to as Stochastic-CASSCF),360 or as large as (84,84)61 with density 

matrix renormalization group (DMRG).58–60 

With all of the above multireference methods some degree of correlation remains 

unaddressed because of excluded configurations, and thus quantitative accuracy requires 

an additional level of theory. Most common63 is second-order perturbation theory 

(CASPT2,8,9 RASPT2,10 and DMRG-CASPT270), which includes much of the 

unaddressed correlation by pertubatively adding single and double excitations. While 

CASPT2 has long been the method of choice for systems with strong multireference 

character, it is computationally expensive,71,72 and it has been observed that it 

overstabilizes high-spin states by as much as 10 kcal/mol for first-row transition metal 

complexes.66,376 Pierloot et al. studied this systematic error in first-row transition metal 

complexes and concluded that it is due to inconsistent treatment of semicore correlation 

(i.e., correlation associated with excitations from 3s and 3p orbitals).66 Phung et al. then 

proposed a combined CASPT2/CC method featuring CASPT2 for valence correlation and 

CCSD(T) or CCSD236 for the semicore correlation and concluded that the high-spin 

overstabilization, while not completely eliminated, was reduced to about 2 kcal/mol. The 
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authors also noted that application of CASPT2/CC is expected to be restricted to cases 

where CCSD is applicable, namely when there is a single dominant configuration.356 A 

recent benchmarking study by Radoń on a different set of iron systems found similarly 

small errors in CASPT2/CC, albeit less systematically in favor of the high-spin states.380 

An economical alternative to CASPT2 is multiconfiguration pair-density 

functional theory (MC-PDFT),11 which takes the electron density and pair density from a 

preceding MCSCF calculation and applying an on-top density functional analogous to the 

exchange-correlation functional of KS-DFT. Because the MCSCF wave function is a spin 

eigenfunction, spin contamination and related concerns are completely avoided.269 MC-

PDFT has been used with CASSCF, RASSCF, and DMRG wavefunctions in applications 

to a variety of transition metal complexes,40,71,72,78,243,377,381–383 including unmodified iron 

porphyrin (FeP).85 

The first generation of MC-PDFT functionals are translations of KS-DFT 

functionals, e.g., tPBE11 from PBE.82 Recently in KS-DFT more accurate band gaps and 

molecular Rydberg excitations were obtained by multiplying the exchange contribution 

by a factor of 1.25 and the correlation by a factor of 0.5 (labeled “high local exchange” or 

HLE),13,378 and Sharma et al. found that the same adjustments to tPBE (i.e., tPBE-HLE) 

made improvements in the calculated excitation energies of benzene.384 

In this work, we examine the performance of tPBE and tPBE-HLE for spin-

changing excitation energies of iron complexes. In light of the demonstrated high-spin 

overstabilization of CASPT2 for transition metal excitation energies, we forego using 

CASPT2 as a reference and instead use the CASPT2/CC values of Phung et al.356 

Accordingly, we have chosen to focus on the same iron complexes and associated spin 
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states featured in their work (Figure 16). The complexes consist of iron porphyrins (FeP), 

some modified with additional ligands, and their respective “mimics” with two amidine 

ligands (FeL2, used also in the coupled-cluster work of Radoń340). A model of a synthetic 

nonheme oxidant, [Fe(NH3)5O]2+, was also included.385,386 

 

 

Figure 16: Iron complexes considered in this work. Reprinted with permission from Ref. 
356. Copyright 2018, American Chemical Society. 
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3.3.3 Computational Methods 
The spins states and systems studied in Ref. 356 were calculated with MC-PDFT11 

in Molcas 8.253 using tPBE,11 the translated on-top version of PBE.82 Translated on-top 

versions of revPBE83 and BLYP80,81 (trevPBE and tBLYP,11 respectively) were also used, 

with results reported in the Supporting Information (Table S1). High local exchange 

(HLE)13,378,384 values were obtained by multiplying the individual exchange and 

correlation contributions by 1.25 and 0.5, respectively. Following the convention of Ref. 

356, spin-splittings (ΔE) are calculated as follows: 

 
ΔE = EIS,LS – EHS (76) 

where “IS,LS” indicates either intermediate or low spin, “HS” indicates high spin, and E 

is the energy. The CASPT2 and CASPT2/CC results from Ref. 356 are with both valence 

and semi-core correlation energy (ΔE(+sp) as defined in Refs. 66,356). Note that Equation 

(76) results in the sign convention that a negative ΔE value indicates the lower spin is 

favored. 

Input and orbital files were obtained from the authors of Ref. 356 to ensure the 

same orbitals would be used for CASSCF5 and CASPT28,9 calculations. The active 

spaces for all systems other than [Fe(NH3)5O]2+ were selected in Ref. 66 and included all 

3d and 4d orbitals of the Fe along with any ligand orbitals judged to have important 

covalent interactions with the 3d orbitals of the Fe. It should be noted that for some low-

spin states the 4d orbitals corresponding to unoccupied 3d orbitals were omitted from the 

active space to prevent mixing or rotation into other virtual orbitals. The active spaces 

[Fe(NH3)5O]2+ were selected in Ref. 356 according to a similar philosophy, with 4d 
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orbitals included in the active space only for occupied 3d orbitals. More detailed 

explanations can be found in the original references.66,356 

In Ref. 356, a variety of correlation consistent (cc) basis sets were used in order to 

extrapolate to the complete basis set (CBS) limit. In order to minimize questions of basis 

set dependency we used “awC5Z/aTZ”, the basis set found to be closest to the CBS limit. 

“awC5Z/aTZ” is a shorthand notation used in Ref. 356 for the following: 

Fe: aug-cc-pwCV5Z-DK387 

H: cc-pVTZ-DK257,388 

All other atoms: aug-cc-pVTZ-DK257,388,389 

In the above names, “cc” refers to “correlation consistent”, meaning that as basis set size 

is increased basis functions with similar contributions to the correlation are added, “p” 

refers to the inclusion of polarization basis functions to enable reduced symmetry about 

the nucleus, “wCV” is “weighted core-valence” and means that both valence and core-

valence correlation are included without core-core correlation (in contrast to a simple 

“V”, meaning valence-only). “aug” means the basis set is augmented with additional 

diffuse functions to describe weak interactions, “TZ” and “5Z” refer to the number of 

basis functions included and mean “triple-zeta” and “quintuple-zeta”, respectively, and 

“DK” means that the basis sets used were versions for Douglas-Kroll-Hess relativistic 

treatment. Note that Phung et al. chose smaller basis sets for the ligands than for the 

metals because of the expected importance of the (localized) 3d orbitals.356 

Cholesky decomposition185 was used with a threshold of 10-6 a.u. to reduce the 

memory and storage requirements of the two-electron integrals. A second-order Douglas-

Kroll-Hess Hamiltonian320,390,391 was employed to account for scalar relativity. All 
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CASPT2 calculations had the default ionization potential electron affinity (IPEA) shift65 

of 0.25 a.u. to correct systematic errors and an imaginary shift68 of 0.1 a.u. to reduce 

intruder states. All of these options are the same as in Ref. 356. However, while Ref. 356 

used Molcas 8.1,53 we used Molcas 8.253 because of its more complete implementation of 

MC-PDFT. 
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3.3.4 Results and Discussion 

 
Table 20: ΔE of all complexes studied (kcal/mol). Negative values indicate the lower spin 

state is favored. 

System States tPBE tPBE- 
HLE 

CASPT235

6 
CASPT2/CC35

6 
FeL2 1Ag-5Ag 14.25 24.83 37.84 31.92 

3B1g-5Ag -13.46 0.51 -2.28 -4.80 
3B3g-5Ag -16.67 -4.04 -4.63 -6.83 

FeL2OH 2A''-6A' -17.59 0.98 10.25 6.55 
4A''-6A' -13.03 -0.23 6.90 4.68 

FeL2SH 2A''-6A' -29.86 -15.95 -9.21 -10.22 
4A''-6A' -17.26 -5.64 0.31 -3.17 

FeL2(NH3)OH 2A''-6A' -31.09 -10.94 -4.63 -8.58 
4A''-6A' -6.95 5.42 12.12 9.69 

FeP 1A1g-5A1g 15.31 23.84 38.03 32.41 
3A2g-5A1g -8.43 1.09 3.74 0.34 
3Eg-5A1g -7.28 0.25 5.65 2.29 

FePOH 2A''-6A' -9.25 5.67 18.81 14.27 
4A''-6A' -8.20 3.34 12.40 9.85 

FePSH 2A''-6A' -16.41 -7.85 2.13 0.31 
4A''-6A' -11.13 -1.81 6.53 2.71 

FeP(NH3)OH 2A''-6A' -28.73 -12.32 1.31 -3.59 
4A''-6A' -6.50 4.69 14.88 11.88 

[Fe(NH3)5O]2+ 3A''-5A -9.97 -1.23 2.50 -0.42 
MUD with respect to PT2/CC 16.40 5.07 3.33 - 
MUDs, LS-HS onlya 20.81 6.85 3.93 - 
MUDs, IS-HS onlya 13.19 3.78 2.90 - 

a: LS (low-spin): singlets and doublets 
    IS (intermediate-spin): triplets and quartets 
    HS (high-spin): quintets and sextets 
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Our primary results are presented in Table 20. The CASPT2 and CASPT2/CC ΔE 

results are from Ref. 356 and we use CASPT2/CC as our reference. Note that the CASPT2 

results are consistently more positive than CASPT2/CC, as discussed in Refs. 66 and 356. 

In contrast, tPBE results are consistently more negative than CASPT2/CC, similar to the 

low-spin overstabilization that would be expected in local KS-DFT functionals such as 

PBE. However, the mean unsigned deviations (MUD) for tPBE is much larger than for 

CASPT2 (16.40 vs. 3.33 kcal/mol, respectively). Applying the HLE rescaling of 

exchange and correlation alleviates the problem, with an MUD of only 5.07 kcal/mol. We 

also note that trevPBE-HLE and tBLYP-HLE (Table S1) yield similarly good MUDs 

(3.59 and 5.08 kcal/mol, respectively). The individual unsigned deviations for tPBE-HLE 

are all smaller than for tPBE, usually by at least a factor of two. With only a few 

exceptions, the tPBE-HLE deviations are negative, indicating that for the most part the 

adjustments to exchange and correlation do not overcompensate for the low-spin 

overstabilization in tPBE. The negative deviations are also encouraging in light of Phung 

et al.’s comment that CASPT2/CC likely overestimates the stability of high-spin states by 

about 2 kcal/mol, implying that the true answers may be slightly more negative than the 

CASPT2/CC reference. 

The systematic nature of the deviations is reinforced when they are separated by 

LS-HS vs. IS-HS (where LS is singlet or doublet, IS is triplet or quartet, and HS is quintet 

or sextet): the deviations for IS-HS are almost always of smaller magnitude than LS-HS 

deviations for the same system. The trend is not dependent on whether the LS-HS case or 

the IS-HS case(s) have larger magnitudes in the CASPT2/CC reference values, further 

reinforcing that the trend arises from systematic low- or high-spin overstabilization rather 
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than being a simple correlation between the magnitudes of the reference values and the 

deviations. 

An analysis of the differences in absolute energies between tPBE and tPBE-HLE 

shows that HLE accomplishes its correction of tPBE’s low-spin overstabilization 

primarily by stabilizing the high-spin state, the energy of which is always decreased by 7-

20 kcal/mol more than any other given state. (Specific values are presented in Section S4 

of the Supporting Information.) 

 

3.3.4.1 Ground Spin States 

 
Table 21: Ground states of molecules studied compared across different methods and 
experiment. For convenience, correct predictions by each method are highlighted in 

green. 

System Exp.a tPBE tPBE- 
HLE 

CASPT2356,

b 
CASPT2/CC356,

b 
FeP Tripletc Triplet Quintet Quintet Quintet 
FePSH Doubletd Doublet Doublet Sextet Sextet 
FeP(NH3)OH Doublete Doublet Doublet Sextet Doublet 
[Fe(NH3)5O]2+ Tripletf Triplet Triplet Quintet Triplet 

a: Experimental work was on more complicated systems of which the systems studied 
here can be understood as models. For more detail see Ref. 356. 
b: CASPT2/CC correctly predicts all of the experimental ground spin states in the CBS-
extrapolated results presented in Table 3 of Ref. 356, while CASPT2 predictions are 
unchanged from those shown here. 
c: Refs. 366–368 
d: Ref. 369 
e: Ref. 361,392 
f: Ref. 393 
 

In Ref. 356 Phung et al. listed several points of comparison with experiment in 

cases for which their CBS-extrapolated CASPT2 and CASPT2/CC results disagreed 
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regarding the ground state. We summarize these comparisons in Table 21 along with the 

corresponding results for tPBE and its variants. As our calculations are implicitly at 0K 

we focus exclusively on the experimental ground states rather than the overall state 

ordering, which is generally not provided from the experimental work cited in Table 21 

except at higher temperatures or when varying experimental conditions such as pH. That 

being said, agreement with experiment at ground state is quite encouraging: while 

CASPT2 erroneously predicts a high-spin ground state in all cases, tPBE and tPBE-HLE 

correctly identify the low- or intermediate- (as appropriate) spin states as ground with the 

exception of tPBE-HLE with FeP. 

 

3.3.4.2 Active Space Dependency for FeP 
In this work we have constrained ourselves to the active spaces used by Phung et 

al.356 to ensure direct comparison with the CASPT2/CC reference values. However, the 

effect of active space selection for FeP has been noted on multiple occasions (e.g., Refs. 

66,85,357) and deserves some comment here. 

CASPT2 incorrectly predicts the quintet 5A1g state to be below the triplet 3Eg and 

3A2g states in energy with both (8,11) and (16,15) active spaces.66 However, Li Manni et 

al. recently demonstrated with Stochastic-CASSCF that the ordering of the 3Eg and 5A1g 

states can be corrected with an active space of (32,34) or (40,38), even with no post-

MCSCF procedure included.357 To the best of our knowledge, CASPT2 has not yet been 

attempted with active spaces that large. (While RASPT2 with a (34,35) active space was 

reported in Ref. 355, as some of the same authors noted in Ref. 66 there was a basis set 

error that significantly affected the results.) However, Zhou et al. tested tPBE with a 
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variety of active spaces and found that tPBE triplet-quintet gaps (with both triplet states) 

retained the same signs and varied by less than 2.2 kcal/mol between CASSCF-(8,11) and 

DMRG-CASSCF-(34,35),85 demonstrating that MC-PDFT is quite stable with regard to 

active space selection for FeP. Additionally, their (8,11) results are within 0.15 kcal/mol 

of the tPBE results presented here, despite the different basis sets used. Given that HLE is 

a simple rescaling of exchange and correlation, it is expected that the stability with regard 

to active space would apply to tPBE-HLE as well. We tested this hypothesis by applying 

the HLE adjustments to the tPBE calculations from Zhou et al.85 and confirmed that the 

stability with regard to active space observed for tPBE carries forward to tPBE-HLE (see 

Section S2 of the Supporting Information for more detail).  

 

3.3.4.3 Timing Comparisons 
One of the primary advantages of MC-PDFT over second-order perturbation 

theory is that it can be performed at a much lower computational cost, as shown in Table 

22. (The MC-PDFT column is labeled simply “tPBE” because the HLE adjustments are 

made entirely post-hoc and do not add any computational time.) Both CASPT2 and MC-

PDFT were performed in the same run. The remaining time contributing to the “Total” 

column primarily consists of calculating the one- and two-electron integrals (which is 

lengthy due to the large basis set used) and the CASSCF calculations. Note that as the 

total calculation time increases it is increasingly dominated by the CASPT2 step. In the 

most extreme case shown, CASPT2 takes over 70% of the total time and requires over 

eight hours, while MC-PDFT takes only nine minutes (i.e., MC-PDFT is faster by a 

factor of 50). Furthermore, there were several systems we did not include in Table 22 
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because they could be treated in only parallel, typically due to the memory requirements 

of the integral generation, and thus timing comparisons were not possible. Our previous 

work on organic diradicals,269 however, leads us to expect the relative cost benefit of 

MC-PDFT over CASPT2 would only increase for these other systems. 

 

Table 22: Comparison of serial computational time for CASPT2 and MC-PDFT (h:mm), 
sorted by total computation time.  

System State Basis 
functions 

CSFs Total 
comp. 

time 

CASPT2 tPBE 

FeL2 5Ag 860 5,476  0:59 0:18 0:02 
FeL2 1Ag 860 3,540  1:00 0:17 0:02 
FeL2 3B1g 860 12,720  1:03 0:19 0:02 
FeL2 3B3g 860 12,740  1:09 0:17 0:02 
FeP 5A1g 1532 5,476  7:00 3:18 0:10 

FeL2SH 2A'' 924 52,272  7:09 2:31 0:16 
FeP 1A1g 1532 8,290  7:21 3:30 0:11 

FeL2SH 6A' 924 156,156  7:32 2:53 0:16 
FeP 3Eg 1532 12,740  7:37 3:46 0:11 
FeP  3A2g 1532 12,720  7:42 3:46 0:11 

FeL2SH 4A'' 924 429,534  7:52 3:09 0:16 
FeL2OH 2A'' 920 490,776  8:03 3:17 0:16 

[Fe(NH3)5O]2+ 3A'' 746 5,271,210  8:17 4:23 0:10 
FeL2OH 4A'' 920 2,928,170  10:09 5:10 0:17 

[Fe(NH3)5O]2+ 5A' 746 8,509,200  11:11 8:03 0:09 
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3.3.5 Conclusions 
While CASPT2 demonstrates a consistent overstabilization of high-spin states and 

the tPBE on-top functional demonstrates an even stronger systematic overstabilization of 

low-spin states in comparison to CASPT2/CC reference values, tPBE with high local 

exchange (tPBE-HLE) yields deviations from the reference only slightly larger than 

CASPT2 (5.07 and 3.33 kcal/mol, respectively). Furthermore, tPBE-HLE correctly 

identifies most of the experimental ground states while CASPT2 instead predicts high-

spin ground states in all cases. We find that high local exchange significantly improves 

MC-PDFT’s description of spin-state energetics in iron complexes. 

As was shown in the timing comparison, MC-PDFT can provide significant cost 

advantages over CASPT2 as well. The systems in this study were of low-to-moderate 

multireference character, but for systems with greater multireference character or simply 

at a larger scale it will be important to employ methods that can give accurate results at 

an affordable cost. MC-PDFT does not suffer from a lack of MR treatment (as do 

coupled-cluster-based methods), nor does it become prohibitively expensive as quickly as 

CASPT2. Moreover, the recent development of DMRG-PDFT84 enables the use of tPBE-

HLE even for large active spaces such as may be necessary for treating systems with 

multiple transition metal centers. 
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3.3.6 Additional Information 
Supporting Information: ΔE results for trevPBE and tBLYP, with and without 

HLE. tPBE-HLE results for FeP with the active spaces of Ref. 85. MC-PDFT absolute 

energies. Relative changes in energy due to HLE. M-diagnostic results. This material is 

available upon request and will be available online free of charge upon publication. 
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4 Gas Separations in Metal-Organic Frameworks 
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4.1. Origin of the Strong Interaction between Polar Molecules and Copper(II) 

Paddle-Wheels in Metal Organic Frameworks 

 

This section describes the outcome of a collaborative research project carried out 

by Daniele Ongari, Davide Tiana, and Samuel J. Stoneburner (and advised by Laura 

Gagliardi and Berend Smit). A report on this research project has been published.394 

Samuel J. Stoneburner performed the multireference calculations. 

 

Reproduced with permission from Ongari, D.; Tiana, D.; Stoneburner, S. J.; 

Gagliardi, L.; Smit, B. Origin of the Strong Interaction between Polar Molecules and 

Copper(II) Paddle-Wheels in Metal Organic Frameworks. J. Phys. Chem. C 2017, 121, 

15135–15144.394 Copyright 2017 American Chemical Society. 
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4.1.1 Overview 

The copper paddle-wheel is the building unit of many metal organic frameworks. 

Because of the ability of the copper cations to attract polar molecules, copper paddle-

wheels are promising for carbon dioxide adsorption and separation. They have therefore 

been studied extensively, both experimentally and computationally. In this work we 

investigate the copper-CO2 interaction in HKUST-1 and in two different cluster models 

of HKUST-1: mono-copper Cu(formate)2 and di-copper Cu2(formate)4. We show that 

density functional theory methods severely underestimate the interaction energy between 

copper paddle-wheels and CO2, even including corrections for the dispersion forces. In 

contrast, a multireference wave function followed by perturbation theory to second order, 

using the CASPT2 method, correctly describes this interaction. Restricted open shell 

Møller-Plesset 2 method (ROS-MP2, equivalent to (2,2) CASPT2) was also found to be 

adequate in describing the system and was used to develop a novel force field. Our 

parametrization is able to predict the experimental CO2 adsorption isotherms in HKUST-

1, and it is shown to be transferable to other copper paddle-wheel systems. 

 

4.1.2 Introduction 

Metal organic frameworks (MOFs) are a class of three-dimensional nanoporous 

materials composed of metal nodes connected by organic ligands. The oriented 

coordination bond between these two components is responsible for the structure of the 

crystal. The possibility of combining different metals with different ligands provides a 

large variety of MOF structures. More than ten thousand structures have already been 

synthesized,96 but this is only a small fraction of the hundreds of thousands of structures 

that have been predicted computationally.395 
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MOFs have attracted considerable attention in the past decade for various 

applications, including gas adsorption and storage,396 gas separation,397 fuel 

production,398 chemical sensing,118 and catalysis.399 

Computational modeling is extensively used to investigate the properties of 

synthesized materials for a given application, and to predict the performance of 

hypothetical structures. In the case of gas adsorption, the quality of the model directly 

derives from the accuracy with which one can describe the microscopic interactions 

between the guest molecules and the framework. Density functional theory (DFT) 

calculations are routinely used for this purpose.28,400,401 However, weak interactions, due 

to dispersion forces arising from electron correlation, are poorly described by standard 

DFT methods. Corrections need to be introduced for this purpose (see the recent review 

of Grimme et al.402 and references therein). Alternatively, post Hartree-Fock methods can 

be employed to evaluate interaction energies with high accuracy. However, because of 

the unfavorable scaling with the size of the system, they can hardly be used directly to 

compute interaction energies in MOFs, whose unit cells typically contains hundreds of 

atoms.28 

This work focuses on the interaction between the carbon dioxide molecule and the 

copper (II) paddle-wheel, which is a metal organic structure composed of two copper 

cations connected to four carboxylates anions in a square planar coordination geometry. 

The smallest example of this structure is the Cu2(formate)4 molecule (Figure 17, left). 
  



167 

 
Figure 17: Copper paddle-wheel structure is composed of two coppers atoms bridged 
though four di-carboxilate anion. Cu2(formate)4 (left) represents the simplest paddle-

wheel geometry possible. Di-copper benzil-1,2,3-trimetylcarboxylate, Cu2(BTC)4 (right), 
is the building unit of HKUST-1 framework: each BTC has three caboxylate groups that 

allow the creation of a three-dimensional network. 

 

The copper paddle-wheel is the building unit of many MOFs, including HKUST-1 

(Cu3(BTC)2). The structure of HKUST-1 presents three pores (Figure 18, left) and several 

characteristic adsorption sites for CO2 (Figure 18, right). The biggest pore is 

characterized by the presence of twelve open metal sites (OMSs) i.e. unsaturated copper 

cations which are obtained after solvent removal and which are able to attract polar 

molecules through electrostatic interaction. 

 

 
Figure 18: Three different pores in HKUST-1 (left): big pore (blue), medium pore with 
open metal sites (green), small pore (yellow). Characteristic sites of adsorption for CO2 

(right): open metal site (blue), small pore window (green), small pore center (yellow) and 
large pore corner (purple). 
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HKUST-1 is one of the earlier reported MOFs.403 It is among the best performers 

for natural gas storage,404 and it has also attracted interest for gas separation405–407 and 

heterogeneous catalysis.408–410 Because of its popularity, many experimental data are 

available for this framework. Wu et al.411 conducted in situ neutron diffraction studies for 

CO2 adsorption in HKUST-1 that show that at low loading of CO2 and low temperature 

(20 K) the open metal site is the strongest adsorption site because it is the only one to be 

occupied at a 1:1 CO2:Cu ratio of loading. They were also able to rank the strength of the 

secondary sites by increasing the amount of CO2 and observing the filling in each site: 

small pore windows sites and center sites are the second and the third, respectively, and 

large pore corner sites are the fourth in terms of order of filling and therefore interaction 

energy strength. 

In a recent work, Grajciar et al.412 showed that DFT dispersion corrected methods, 

e.g. Grimme’s pairwise correction for dispersions (D2413 and D3414) and van der Waals 

density functionals (vdW-DF415 and vdW-DF2416), underestimate the strength of the open 

metal site and are not able to reproduce the experimental adsorption data obtained by Wu 

et al. 

The van der Waals density functional methods, in particular, were used previously 

by our group to compute the CO2 binding energy in MOF-74 for different metals400,417–419 

and to parametrize the associated force field.420,421 A good agreement with experiment 

was always observed, giving rise to the question of why the same ab-initio methods are 

not able to model correctly the CO2 interaction with the open metal site in a copper 

paddle-wheel framework. This underestimation of the interactions in HKUST-1 

motivated Grajciar et al. to employ a DFT - Coupled Clusters corrected (DFT/CC) 

method422 to study this system and obtain a tailor-made correction for the CO2 interaction 

with HKUST-1. In DFT/CC, the error associated with the PBE density functional is 
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corrected by a term dependent on the pairwise distance between the CO2 atoms and the 

atoms of the framework. This term was estimated from the difference between the DFT 

and the CCSD(T) computed one-dimensional potential energy curves of CO2 interacting 

with some other reference molecules, i.e. H2, benzene, CO2, and Cu(formate)2. 

It is known that a copper-copper magnetic interaction is present in HKUST-1,423 

and consequently the correlation between the electrons of the two coppers can affect the 

interaction with the CO2. Because of this, we investigated the legitimacy of transferring 

the DFT error for CO2 interaction from the mono-copper system Cu(formate)2 to the di-

copper paddle-wheel structure (and to the HKUST-1 framework) by using multireference 

wave function methods. These methods are critical for accurately modeling systems with 

a relevant magnetic coupling such as the Cu paddle-wheel.424–426 Accordingly, we 

explored in this work the adequacy of different quantum methods for describing the 

electronic structure of the system and the interaction between the metal cation and carbon 

dioxide. 

Furthermore, we used our insights to develop a classical force field that is able to 

accurately describe the Cu paddle-wheel interaction with CO2 and model the adsorption 

in MOFs containing this building unit. It was estimated427 that among 4764 three-

dimensional MOF structures from the Cambridge Structural Database428 (as refined in the 

CoRE MOF database),131 4.2% of them contain the Cu paddle-wheel, and another 3.5% 

contai the paddle-wheel motif formed by other cations. Cu paddle-wheels are a recurrent 

building unit among the different MOFs, and with a reliable and transferable force field it 

would be possible to also screen these frameworks and identify their performances for 

CO2 adsorption. 
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4.1.3 Computational Methods 

The periodic calculations were performed using the Perdew-Burke-Ernzerhof 

GGA method PBEsol429 to optimize the framework, and the second version of van der 

Waals dispersion corrected density functional vdW-DF2416 to compute the interactions. 

The plane wave Quantum Espresso 5.4 package430 was employed. We adopted the 

projector augmented wave (PAW) method431,432 with a cutoff energy of 60 Ry for the 

wave function and 300 Ry for the electron density. Due to the dimension of the unit cell 

of HKUST-1 a Γ-point sampling of the Brillouin zone integration was used, with a 

smearing occupation of 0.02 Ry. 

For the cluster calculations, geometry optimizations were performed using the 

unrestricted M06-L/cc-pVDZ433 level of theory and subsequent single point energy 

difference calculations were performed using restricted open shell MP2,434 (ROS-MP2) 

and unrestricted M06-L and M06.433 The Gaussian-09 package282 was employed. We 

tested the convergence of the basis set using cc-pVDZ, AUG-cc-pVDZ, cc-pVTZ and 

AUG-cc-pVTZ257,387,388,435 A spin multiplicity of three was used to model the magnetic 

state of the copper paddle-wheel clusters. To account for the error in computing the 

interaction due to the basis set superposition, the counterpoise method by Boys and 

Bernardi was employed.436 For the ROS-MP2 calculations the frozen orbitals are the 1s 

for C and O, and 1s, 2s, 2p, 3s and 3p for Cu. 

Multireference calculations were performed on the cluster models using the 

complete active space self-consistent field method (CASSCF)6 followed by second-order 

perturbation theory (CASPT2)8 using Molcas 8.2.53 All CASSCF/CASPT2 calculations 

were performed without symmetry. Relativistic basis sets of atomic natural orbital type 

(ANO-RCC)264 were employed for all the atoms. To explore basis set convergence, three 

different basis sets of increasing size were tested. The first one, BS1, is of double-𝜁𝜁 
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quality plus polarization; the second one, BS2, is of triple-𝜁𝜁 quality plus polarization on 

Cu, O, C atoms and double-𝜁𝜁 quality plus polarization on H atoms; the third one, BS3, is 

of quadruple-𝜁𝜁 quality plus polarization for Cu and CO2, triple-𝜁𝜁 quality plus polarization 

on the remaining C and O atoms, and double-𝜁𝜁 quality plus polarization on H atoms. 

Scalar relativistic effects were included using the Douglas-Kroll-Hess Hamiltonian.391 

The computational cost arising from the two-electron integrals was drastically reduced by 

employing the Cholesky decomposition technique.437 The decomposition threshold was 

chosen to be 10−4, as this should correspond to an accuracy in total energies of the order 

of mHartree or higher. In the CASPT2 calculations, in order to prevent possible intruder 

states, an imaginary shift of 0.1 au was added to the zero-order Hamiltonian. The default 

IPEA shift of 0.25 au was used. The default choices of the program were employed for 

freezing orbitals, resulting in the 1s orbitals of C and O being frozen, along with the 1s, 

2s, 2p, and 3s orbitals of Cu. 

For the cluster models the interaction energy between the framework and the CO2 

molecule was computed as the difference between the energy of the super-system, the 

framework plus CO2, and the energies of the two isolated components, namely CO2 and 

the framework. 

The Raspa 2.0 package438 was employed for the force field calculations. In all the 

simulations TraPPE439 Lennard-Jones parameters and charges were used to model CO2-

CO2 interactions, while different sets of parameters were used to model the framework-

CO2 interaction, as discussed within the results. The details of the simulations are 

provided in the Supporting Information. 
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4.1.4 Results and Discussion 

4.1.4.1 Comparison of Simulated and Experimental Isotherms in HKUST-1 

The CO2 isotherms computed with the standard force field i.e. UFF,440 

DREIDING,441 and TraPPE,439 are found to be in strong disagreement with the 

experimental data in the range of pressure from zero to one bar. Figure 19 shows the 

simulated isotherms, computed using the Grand Canonical Monte Carlo (GCMC) 

technique with different sets of parameters for the dispersion forces and the 

corresponding experimental isotherms. 

 

 
Figure 19: Comparison of experimental (295405 and 303 K422) and simulated adsorption 

isotherms. TraPPE439 Lennard-Jones parameters and charges are used for CO2 
interactions. To compute the dispersion forces acting between CO2 guest molecules and 

the crystal, three commonly used approaches are compared. First we used Lennard-Jones 
parameters from UFF440 (Lorentz-Berthelot mixing rules). Then we used UFF/TraPPE 

and DREIDING/TraPPE parameters441 (notation: 𝐹𝐹𝐹𝐹𝑓𝑓𝑖𝑖𝑖𝑖𝑚𝑚𝑒𝑒𝑚𝑚𝑛𝑛𝑖𝑖𝑘𝑘/𝐹𝐹𝐹𝐹𝑖𝑖𝑑𝑑𝑠𝑠𝑛𝑛𝑖𝑖𝑏𝑏𝑖𝑖𝑖𝑖𝑒𝑒). The point 
charges for the framework atoms are extracted from a PBEsol DFT calculation using the 
REPEAT scheme;442 in the Supporting Information we reported the charges’ values, and 
we compared them with the values obtained by using Bader’s method.443 The framework 

is assumed to be rigid in all the simulations. 
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All the simulations underestimate the uptake of CO2, which means that the force 

field underestimates the adsorbate-host interactions. The force field interaction energies 

for specific sites are compared to those obtained by DFT calculations in Table 23. The 

binding energy for each site, corresponding to the optimized position of a CO2 molecule 

in the open metal site, in the small pore window site, and in the small pore center site, are 

reported. 

 
Table 23: Interaction energy (kJ/mol) between CO2 and HKUST-1, for different 

adsorption sitesa 

 Method   Open metal   Window  Center  
FF (UFF/UFF)   -19.3   -25.7   -26.3  
FF (UFF/TraPPE)   -19.0   -27.5   -29.0  
FF (DREIDING/TraPPE)   -19.4   -27.2   -28.5  
DFT (vdW-DF2)   -22.1   -30.2   -26.3  
DFT (PBEsol)   -12.1   -6.7   -0.8  
DFT/CC (Grajciar et al.422)   -28.2   -23.1   -23.2  

aThe open metal site in the apical position of copper paddle-wheel, the window and the 
center of small octahedral pores. Force field and periodic DFT calculations are compared. 
Results obtained with PBEsol are also reported to appreciate the contribution of the 
dispersion corrections introduced by the vdW-DF2 non local functional. 

  

From neutron diffraction in situ experiments by Wu et al. we know that OMSs are 

the first filled sites, then windows and cage sites get populated by CO2. This observation 

proves that OMSs have the strongest binding energy. Despite the fact that UFF/UFF, 

UFF/TraPPE and DREIDING/TraPPE force field are giving similar results to the vdW-

DF2 method, and this could in principle validate the force fields, we clearly see from 

Table 23 that in all four of these cases the OMS is predicted to be the weakest site. As a 

consequence, these standard methods erroneously predict that the OMS is poorly 

occupied, as its interaction energies with CO2 are ∼ 4𝐹𝐹𝑏𝑏𝑇𝑇 and ∼ 60𝐹𝐹𝑏𝑏𝑇𝑇 weaker than 
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other sites at 303K and 20K, respectively. Standard force fields are known to incorrectly 

model the strong interaction of adsorbate molecules with OMSs in MOFs,444 but vdW-

DF2 is also showing the same problem in the case of copper paddle-wheel, while it was 

found to model accurately the open metal site interaction with CO2 for other 

MOFs.417,420,421 

There are different assumptions in these calculations that may not hold for this 

system, therefore the interaction energy between carbon dioxide and the copper atom in 

HKUST-1 was also computed using other approaches. We considered the introduction of 

the Hubbard correction445 to model the d orbitals of copper, because it was shown to 

influence the CO2 interaction with the OMS in MOF-74.417,446 The value of U=3.8 eV, 

which can reproduce the experimental oxidation energy of copper,447 was used. Also 

different versions of the van der Waals density functional were compared to vdw-DF2 

method, i.e. vdW-DF448 and revised-vdW-DF2.449 In all the cases the geometry of CO2 

was optimized keeping the framework rigid, as obtained from the PBEsol calculation. 

The results are reported in Table 24. No significant deviations in the interaction energy 

were found, the only slightly increased value being obtained with vdW-DF, which is 

known to systematically overestimate dispersion interactions.450 

 
Table 24: CO2 open metal site interaction energies in HKUST-1 computed with different 

dispersion corrected DFT methods. 

 Method   Open metal site interaction  
vdW-DF   -24.9 kJ/mol  
vdW-DF2   -22.1 kJ/mol  
vdW-DF2+U   -21.4 kJ/mol  
vdW-DF2-rev   -20.2 kJ/mol  
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Finally, the rigid framework assumption was neglected, performing a full 

optimization of the framework’s atoms with the adsorbed molecule in the OMS, using 

vdW-DF2. No significant deviation in the binding energy was found: -1.6 kJ/mol of 

difference from the rigid calculation. Moreover, we noticed an exaggerated distortion of 

the copper paddle-wheel structure which has not been reported experimentally, 

suggesting the inadequacy of the vdW-DF2 method to optimize the crystal geometry. The 

rigidity of the adsorbent was therefore assumed as reasonable. 

 

4.1.4.2 Interactions Computed in the Cluster Models 

To understand why vdW-DF2 method underestimates the CO2-Cu interaction in 

HKUST-1, we analysed two smaller representative clusters, Cu(formate)2 and 

Cu2(formate)4. The interaction energy with carbon dioxide was scanned at different 

distances by keeping the CO2 molecule perpendicular to the CuO4 plane, as shown in 

Figure 20. 

 

 
Figure 20: Path representation of linear scans of CO2 interacting with Cu(formate)2 (left) 
and Cu2(formate)4 (right). The dotted line, along which the CO2 molecule is displaced, is 

perpendicular to the CuO4 plane. 
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This configuration, referred here as "linear", was chosen to decrease the number 

of degrees of freedom for the CO2 position to just one i.e. the copper-oxygen distance in 

the axial direction. This configuration also minimizes all the pairwise contributions of the 

interaction but the copper-oxygen one, which is the one vdW-DF2 is failing to model 

properly. Within HKUST-1, the optimal linear configuration corresponds to a distance of 

2.65 and a binding energy of -13.4 kJ/mol, computed using vdW-DF2. Figure 21 and 

Figure 22 show the interaction energy of CO2 as a function of the Cu-O distance 

computed with different methods in Cu(formate)2 and Cu2(formate)4 respectively. 

 

 
Figure 21: Interaction energy profile for the CO2-Cu(formate)2 linear scan: the interaction 

energy is plotted as a function of the distance between the copper atom and the CO2 
molecule’s oxygen. 
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Figure 22: Interaction energy profile for the CO2-Cu2(formate)4 linear scan: the 

interaction energy is plotted as a function of the distance between the CO2 molecule’s 
oxygen and the closest copper. 

  

The inspection of the energy profiles reported in Figure 21 for Cu(formate)2, 

shows that the CO2-copper binding energies differ within 4 kJ/mol among the various 

methods, ranging between -8.0 kJ/mol (vdW-DF2) and -13.1 kJ/mol (MP2). The 

minimum energy distance for vdW-DF2 is longer than with the other methods, 2.9 

instead of 2.5-2.6 . The M06 and M06-L functionals produce similar energy profiles. 

Hence, the inclusion of the semi-local contribution with Hartree-Fock exchange present 

in M06 has a minor effect. It is also interesting to note the overall good agreement with 

the UFF force field. The attraction computed by the force field is mainly due to the 

coulombic (REPEAT-TraPPE) interaction, with only a small influence of dispersion 

forces: the electrostatic contributions represent 96% of the interaction at the optimal 

distance of 2.50 . 

In the Cu2(formate)4 case, vdW-DF2, M06 and M06L underestimate the 

interaction energy compared with ROS-MP2 by 9.1 kJ/mol, 6.4 kJ/mol and 5.8 kJ/mol, 

respectively. Moreover, if compared to the mono-copper system, the ROS-MP2 

calculation leads to a binding energy which is 8.5 kJ/mol more stable in this di-copper 

system. 
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In a second series of calculations we optimized the position of the CO2 molecule, 

keeping the Cu2(formate)4 cluster rigid. The CO2 molecule creates an angle with the 

copper-copper line of 109 (vdW-DF2) to 116 (M06-L) due to both the interaction of the 

lone pair of CO2 oxygen with the copper and the partially positive CO2 carbon with 

partially negative oxygen from the paddle-wheel. This optimized configuration is referred 

here as “tilted” position, because of the CO2 inclination with respect to the the CuO4 

plane. The interaction energies between Cu2(formate)4 and the linear and tilted 

configurations of CO2 computed with different methods are reported in Table 25. 

 
Table 25: Energy of interaction (kJ/mol) between Cu2(formate)4 and CO2 in linear and 

tilted conformation.a 

  linear CO2     tilted CO2      
 Interaction 

Energy  
Cu-O 
dist.  

Interaction 
Energy  

Cu-O 
dist.  

Cu-O-O 
angle 

Method  (kJ/mol)  (Å)  (kJ/mol)  (Å) (deg) 
FF(UFF/UFF)  -13.0  2.5  -14.3  2.5  127.4  
ROS-MP2/cc-pVTZ  -18.2 (-24.5)  2.4  -22.9 (-31.3)  (M06L opt)  (M06L opt)  
ROS-MP2/ANO-
RCC(BS2)  

-20.4 (-38.0)  2.4  -24.8 (-43.3)  (M06L opt)  (M06L opt)  

ROS-MP2/aug-cc-
pVTZ  

-21.6 (-27.1)  2.4  -27.2 (-33.1)  (M06L opt)  (M06L opt)  

M06/aug-cc-pVTZ  -15.2 (-17.7)  2.4  -21.9 (-25.3)  2.4  114.5  
M06L/aug-cc-pVTZ  -15.8 (-18.6)  2.4  -23.3 (-26.0)  2.4  115.9  
vdW-
DF2/cutoff=60Ry  

-12.5  2.6  -18.4  2.6  109.9  

aFor all the calculations that employ gaussian basis functions, the energies obtained 
without counterpoise correction are reported in parentheses. ROS-MP2 calculations 
without augmented basis function are included to show the variability due to their 
exclusion in computing interactions.451 ROS-MP2/ANO-RCC calculations are also 
compared with CASPT2 results in Section 3.3: for consistency we used the same basis set 
as BS2, with triple-𝜁𝜁 quality plus polarization on Cu, O, C atoms and double-𝜁𝜁 quality 
plus polarization on H atoms. 
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On the basis of quantum calculations, the tilted conformation binding energy is 

ca. 5.5-7.5 kJ/mol larger than the linear conformation binding energy. The force field 

model, based on pairwise interactions, underestimates this difference at only 1.3 kJ/mol. 

Finally, we tested the possible additive effect on the CO2 binding energy by 

adding a second CO2 molecule bonded symmetrically on the other copper of 

Cu2(formate)4. The binding energies computed for this system don’t show any significant 

deviation (-21.0 kJ/mol and -26.9 for the linear and tilted conformations respectively) and 

therefore any additive effect can reasonably be neglected. 

To summarize, vdW-DF2 underestimates the CO2-Cu2(formate)4 binding energy 

by 9.1 and 8.8 kJ/mol, respectively for the linear and tilted configurations, if compared to 

the ROS-MP2/aug-cc-pVTZ calculations. Considering the ROS-MP2 results, we are now 

able to improve our model for HKUST-1 and similar copper paddle-wheel MOFs. 

 

4.1.4.3 Multireference Calculations 

To have more insight into the interaction between CO2 and Cu2(formate)4, we 

performed wave-function based multireference complete active space calculations, 

followed by second order perturbation theory. 

Several different active spaces were attempted, but only the (2,2) orbitals (Figure 

23) were clearly necessary. In terms of energy, the next four highest occupied orbitals 

and their corresponding unoccupied orbitals were all π/π* orbitals of the O and C atoms 

of the paddlewheels, resulting in the (10,10) active space shown in Figure 24. Including 

only some of them resulted in an arbitrarily imbalanced active space that did not 

realistically reflect the symmetry of the molecule or the near-degeneracy of the orbitals. 

Including additional orbitals beyond or instead of those of the (10,10) yielded no 

interesting results – the occupation numbers of the orbitals were very close to 2 or 0, and 
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the binding energies were almost always quite close to those calculated with the (2,2) 

active space. In order to maintain balance in calculating the interaction energies, the 

isolated CO2 was calculated with a (0,0) active space, while the Cu2(formate)4 and 

Cu2(formate)4-CO2 were calculated with either (2,2) or (10,10). CO2 is a closed-shell 

singlet, so there is no expectation of any multireference character in the isolated CO2 

subsystem. 

 

 
Figure 23: The two molecular orbitals MO 1 (a) and MO 2 (b), in the tilted di-copper 

system at equilibrium, with their occupation number in parentheses. In the linear system 
they look similar. Their occupation number is 1. They correspond to an overall 

configuration of 0.51 MO 12 + 0.49 MO 22. 
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0.04 0.04 0.04 0.04 

 

  

 

 1.03 0.97  

    
1.97 1.96 1.96 1.96 

Figure 24: Orbitals of the (10,10) active space, BS2 basis set, with the Cu2(formate)4. The 
(10,10) active space looked quite similar for other basis sets and for the Cu2(formate)4-

CO2 supersystems. Occupation numbers are below each orbital. 

 

The (2,2) CASSCF calculation is equivalent to a restricted open-shell (ROS)-HF 

calculation, while the (2,2) CASPT2 calculation is equivalent to the ROS-MP2 

calculation. Notice that a singlet CASSCF (2,2) active space indeed corresponds to a 

multireference calculation in the sense that it generates a wave function that is the 

combination of two configuration state functions (or Slater determinants). Both the 
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singlet and triplet lowest spin states were explored. In all cases the singlet state is the 

ground state and it lies 3 kJ/mol lower than the triplet state. This result is in good 

agreement with the experimental values obtained for MOF-11: 3.4 and 5.3 kJ/mol 

respectively for the water bound and the anhydrous structure.452 It is also in good 

agreement with the 3.2 kJ/mol Maurice et al. calculated with DDCI3 on a similar system, 

copper acetate monohydrate.453 

In the following we will discuss the energetics and electronic structure 

configurations of the singlet. However, as discussed above and also in the literature,424–426 

it is reasonable to expect that the open-shell singlet and the triplet potential energy 

surfaces have a parallel shape. The singlet state is a linear combination of two electronic 

configurations with 50% weight each (Table 26). The first configuration corresponds to 

orbital MO 1 doubly occupied (MO 12, Figure 23a) and the second to orbital MO 2 doubly 

occupied (MO 22, Figure 23b). In the (2,2) calculations these orbitals are the only ones 

included in the active space. They have an average occupation number of about 1 each 

(because each of them has only a 50% probability of being doubly occupied). In the 

(10,10) calculation, the other orbitals included in the active space are 𝜋𝜋 and 𝜋𝜋* orbitals 

on the O and C atoms of the paddles. They have occupations of 2 and 0, respectively, 

within each pair. 

 
Table 26: Wave function description in the case of the (2,2) active space for both the 

titled and linear systems at equilibrium. Dominant electronic configurations with their 
weight in the total wave function. 

Electronic 
configuration 

% Weight 

MO12 MO20 0.51 
MO10 MO22 0.49 
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The binding energies are reported in Table 27. In the di-copper system, the 

binding energy of CO2 to Cu is significantly larger than in the mono-copper case, as 

already discussed in Section 3.2. This behaviour can be explained by inspection of the 

electronic configuration of the Cu2 system. The two Cu atoms are close enough to have 

electronic communication and the overall wave function is a superposition of two 

electronic configurations. A multiconfigurational method is therefore needed to correctly 

describe this system in the singlet ground state. The mono-copper system, on the other 

hand, has a single configuration, which is reasonably well described by MP2. The triplet 

state of the Cu2 system is also single-configurational. 

 
Table 27: CASPT2 interaction energies (kJ/mol) between Cu2(formate)4 and CO2 in 

linear and tilted conformations for different active spaces and different basis sets for the 
singlet ground state.a 

 configuration   Active Space   BS1   BS2   BS3  
linear  (2,2)   -15.0 (-43.2)   -18.7 (-33.5)   -20.2 (-31.7) 
linear  (10,10)   -14.8 (-46.6)   -18.6 (-36.8)   -20.1 (-35.0) 
tilted  (2,2)   -17.7 (-49.3)   -23.5 (-40.0)   -25.8 (-39.6) 
tilted  (10,10)   -15.8 (-51.1)   -21.8 (-41.7)   -23.9 (-41.1) 

aThe distance between CO2 and copper is 2.4 for both the linear and the tilted 
conformations. Values include counterpoise correction. Values without counterpoise 
correction are in parentheses. 

 

The interaction energies for the singlet and triplet states are very similar (within 1 

kJ/mol) and only the singlet energies are reported in Table 27. Our results show that an 

active space of (2,2) followed by PT2, equivalent to ROS-MP2, is sufficient to describe 

the binding of this system, as the binding energy does not change by more than 2 kJ/mol 

when increasing the active space to (10,10). 
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Basis set effects were explored for the CASPT2 calculations. Table 27 shows that 

going from BS1 to BS2 the uncorrected binding energy decreases by about 10 kJ/mol, 

while it remains almost unchanged going from BS2 to BS3. The counterpoise-corrected 

binding energies change by 3-6 kJ/mol going from BS1 to BS2, while again undergoing 

little change when going from BS2 to BS3. The CASPT2 results with the (2,2) active 

space reported in Table 27 should be compared to the ROS-MP2/ANO-RCC (BS2) 

results reported in Table 25. The only difference between these two sets of results is that 

those in Table 25 are obtained for the triplet, while those in Table 27 are obtained for the 

open-shell singlet and with unfrozen 3p orbitals for Cu. The two sets of values including 

counterpoise corrections differ by less than 2 kJ/mol, and more generally the most 

accurate CASPT2/BS3 energies agrees well with the ROS-MP2/aug-cc-pVTZ values, 

especially in the linear conformation (difference of 1.5 kJ/mol). 

 

4.1.4.4 Correction of the Force Field 

In order to model properly the interaction of the carbon dioxide with the open 

metal site in a classical force field, we needed to correct the potential energy curve based 

on our first principle calculations. The most representative path for different CO2-Cu 

distances is the one where the energy is mainly influenced by the interaction with the 

cation rather than the interaction with other atoms of the cluster (or framework). Hence, 

we fitted the linear CO2-Cu2(formate)4 curve obtained with the ROS-MP2/aug-cc-pVTZ 

method to obtain the new parameters for the force field. Only the Cu-O van der Waals 

potential was tuned, while keeping the standard UFF parameters for all other atoms pairs 

and REPEAT (PBEsol derived) point charges to model electrostatic interactions. For the 

Cu-O interaction, a Buckingham potential was adopted to correctly represent the 

repulsion at short distance and an 𝐹𝐹−8 attractive term was added to account for the 
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stabilization observed in the ROS-MP2 calculations. The details about the fitting and the 

coefficient for the Cu-O potential are reported in Supporting Information. The optimal 

CO2 interaction with Cu2(formate)4, which corresponds to the tilted conformation, 

computed with the fitted force field parameters has a value of -23.2 kJ/mol. This result is 

consistent with the UFF difference between the linear and tilted configurations of -1.3 

kJ/mol. We notice that by applying this relatively simple but effective correction, 

obtained without modifying the pairwise interaction with other atoms and without 

introducing a specific contribution based on the Cu-CO2 angle, the minimum interaction 

energy obtained for Cu2(formate)4 is in fair agreement with the ROS-MP2 result of -27.2 

kJ/mol. 

Finally, we replicated the GCMC simulations in HKUST-1, using our UFF 

parameters with the corrected Cu-O potential. The comparison with experimental data is 

reported in Figure 25. The simulations are still slightly underestimating the measured 

uptake, and this is reflecting the previously mentioned underestimation of ca. 4 kJ/mol 

for the interaction energy in the optimal tilted configuration. However, the assumptions 

made for the force field are sufficient to obtain a good representation of the uptake 

around ambient temperature, and a significant improvement with respect to the standard 

force fields. 
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Figure 25: Comparison between the experimental422 and simulated isotherms for CO2 
inside HKUST-1 at 303K. The modified UFF forcefield is obtained by fitting the Cu-O 
potential on ROS-MP2 calculations. 

 

The minimum energy of interaction computed with our new force field in the 

three main adsorption sites of HKUST-1, i.e. open metal, small pore window, and small 

pore center sites, are now ranked correctly: -27.3 kJ/mol, -26.8 kJ/mol, and -26.8 kJ/mol 

respectively, and the OMS stability is not underestimated any longer compared to the in 

situ experimental results. 

As a starting point for our correction, we used UFF/UFF mixed parameters 

instead of UFF/TraPPE or DREIDING/TraPPE, because from the simulated isotherm 

(Figure 25) we can observe that these last force fields are already predicting the 

experimental uptake at very low pressure (below 0.1 bar), even if the open metal site 

interaction is strongly underestimated. This is an artifact due to a fortuitous error 

cancellation with the overestimation of the interaction in other sites, i.e. the small pores 

centers (see Table 23), which are already saturated at 0.82 mmol/g, as clearly shown by 

the deviation of the simulated isotherm from the experimental one. Therefore, employing 

the conventionally used UFF/UFF, UFF/TraPPE or DREIDING/TraPPE mixed 

parameters to describe the guest-host interaction in an analysis of the site occupancy 
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would lead to wrong conclusions, i.e. that in HKUST-1 the open metal sites are very 

poorly occupied at low uptake.454 Ulterior comparisons with experimental data is 

provided in the Supporting Information: CO2 uptake at higher pressure and different 

temperatures,455 and the heat of desorption in function of the uptake.422,456,457 

 

4.1.4.5 Investigation of the “Double” Open Metal Site Interaction in Cu-TDPAT 

To further test the reliability of our force field, we investigated another interesting 

copper paddle-wheel metal organic framework, Cu-TDPAT, firstly synthesized by Li et 

al.458 The crystalline structure is characterized by the presence of strong adsorption sites 

for CO2, where both oxygens of the guest molecule are attracted to two different copper 

cations (Figure 26), leading to an interaction energy which is roughly double with respect 

to the conventional single open metal site of copper paddle-wheel. 

 

 
Figure 26: CO2 molecule adsorbed in the double open metal site of Cu-TDPAT. 
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Because of this reason, Cu-TDPAT is one of the top performing MOFs for both 

gravimetric and volumetric CO2 uptake at ambient pressure.459 The conventional unit cell 

of Cu-TDPAT contains 48 copper cations: 24 of them compose 12 double open metal 

sites while the remaining 24 atoms compose 24 single open metal sites, with a 

conformation very similar to the OMS of HKUST-1. Due to the large dimension of the 

unit cell (960 atoms), the crystal is too big to perform a DFT calculation with an accuracy 

comparable with our previous calculation on HKUST-1. Consequently, we employed the 

Extended Charge Equilibration (EQeq) method460 to compute the partial charges of the 

framework. This method is able to self-consistently compute point charges for MOFs, 

with results very similar to the charges obtained by fitting the electrostatic potential from 

a quantum calculation, e.g. REPEAT. HKUST-1 itself was successfully tested in the 

original paper presenting the EQeq method.460 Compared to the quantum electrostatic 

potential fitting, this method is drastically faster (a few minutes instead of hours for 

HKUST-1) and is applicable to a unit cell containing a large number of atoms, which is 

practically forbidden to DFT calculations. The result obtained for the copper paddle-

wheel is consistent with our PBEsol calculation in HKUST-1. Using the EQeq method 

the average point charges for Cu-TDPAT are 0.905 and -0.398 for the copper and the 

carboxylic oxygen respectively, versus 0.914 and -0.57 for HKUST-1 computed using 

REPEAT. With the new set of parameters, we compared the results of the GCMC 

simulations to experimental data (Figure 27). 
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Figure 27: Comparison of experimental458 and simulated adsorption of CO2 in Cu-
TDPAT at 298K using different set of parameters. The force field developed in this 

method is reported as “UFF modified”, while UFF/UFF and UFF/TraPPE are 
conventionally used standard sets of parameters. In both plots the uptake is converted to 
CO2 molecules per copper ratio, and the equivalence to the number of double open metal 
sites (0.25 CO2/Cu) and the number of total open metal sites (0.75 CO2/Cu) is highlighted 

with a dotted line. The experimental heat of desorption (black dots, right picture) has 
been computed through Langmuir-virial method while the simulated values (colored 

lines) are computed from the guest molecules number fluctuation in the GCMC 
simulation. 

  

This comparison shows a good agreement, as for HKUST-1, which gives us some 

confidence in the transferability of our force field to model CO2 adsorption. Moreover, it 

becomes more evident how UFF/UFF and UFF/TraPPE parametrizations do not capture 

the strong interaction between CO2’s oxygen and copper. 
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4.1.5 Conclusions 

In this work we have shown that the Cu-Cu interaction in copper paddle-wheel 

systems is the reason why DFT methods, even when they include dispersion corrections, 

systematically underestimate the interaction between CO2 and copper paddle-wheel 

motif. Our calculations confirm the presence of the copper-copper coupling, influencing 

the attraction of the CO2, and suggest that the mono copper cluster Cu(formate)2 is not a 

realistic model to describe this interaction. 

One thus needs an electronic structure theory that properly describes the Cu-Cu 

interaction, such as the ROS-MP2 wave function. We show that if this interaction is 

included in our calculations, the prediction of the binding energies is in better agreement 

with the experimental data. To justify the choice of ROS-MP2 method, which is 

equivalent to a (2,2) CASPT2 calculation, we performed a number of multireference 

calculations over a variety of active spaces, basis sets, and spin states. We concluded that 

the ROS-MP2 level of theory is good enough to model the Cu2(formate)4-CO2 

interaction. 

Using the ROS-MP2 results, we reparametrized the UFF pairwise potential to 

correctly model the interaction of CO2 with the open metal site in HKUST-1, which was 

severely underestimated by conventional force fields. The results obtained from our new 

force field agree with experimental isotherms as well as with in situ PXRD studies, which 

found the open metal site to be the strongest adsorption site for CO2 rather than the small 

pore center site. The correction proposed in this work acts in proximity of the open metal 

site, and this local character of the correction terms allows us to transfer the same 

parameters to other MOFs containing the copper paddle-wheel motif. 

To test this transferability, we employed our force field to model the CO2 

interaction with the “double” open metal sites of Cu-TDPAT framework, and we showed 
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a significant improvement with respect to conventional UFF parameters in this case as 

well. The modified set of parameters proposed makes it possible now to accurately 

describe the adsorption behavior for this class of MOFs. In this study we have focused on 

CO2, but similar effects can be expected for other polar molecules. 

 

4.1.6 Additional Information 

Supporting Information: Supplementary results for the multireference 

calculations. Details of the classical simulations, coefficients of the force field and 

comparison between the ROS-MP2 and the fitted Cu-O potential. Atomic coordinates for 

the cluster models. The Supporting Information is available free of charge on the ACS 

Publications website at DOI: 10.1021/acs.jpcc.7b02302. 
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4.2. Catechol-Ligated Transition Metals: A Quantum Chemical Study on a 

Promising System for Gas Separation 

 

This section describes the outcome of a collaborative research project carried out 

by Samuel J. Stoneburner, Vanessa Livermore, Meghan E. McGreal, Decai Yu, and 

Konstantinos D. Vogiatzis, (and advised by Randall Q. Snurr and Laura Gagliardi). A 

report on this research project has been published.461,462 

Samuel J. Stoneburner performed the DFT calculations, most of the 

CASSCF/CASPT2 calculations, and wrote the manuscript. 

 

Reproduced with permission from Stoneburner, S. J.; Livermore, V.; McGreal, 

M. E.; Yu, D.; Vogiatzis, K. D.; Snurr, R. Q.; Gagliardi, L. Catechol-Ligated Transition 

Metals: A Quantum Chemical Study on a Promising System for Gas Separation. J. Phys. 

Chem. C 2017, 121, 10463–10469,461 and from Stoneburner, S. J.; Livermore, V.; 

McGreal, M. E.; Yu, D.; Vogiatzis, K. D.; Snurr, R. Q.; Gagliardi, L. Correction to 

“Catechol-Ligated Transition Metals: A Quantum Chemical Study on a Promising 

System for Gas Separation”. J. Phys. Chem. C 2017, 121, 20553.462 
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4.2.1 Overview 

Metal-organic frameworks (MOFs) have received a great deal of attention for 

their potential in atmospheric filtering, and recent work has shown that catecholate 

linkers can bind metals, creating MOFs with monocatecholate metal centers and abundant 

open coordination sites. In this study, M-catecholate systems (with M = Mg2+, Sc2+, Ti2+, 

V2+, Cr2+, Mn2+, Fe2+, Co2+, Ni2+, Cu2+, and Zn2+) were used as computational models of 

metalated catecholate linkers in MOFs. Nitric oxide (NO) is a radical molecule that is 

considered an environmental pollutant and is toxic if inhaled in large quantities. Binding 

NO is of interest in creating atmospheric filters, both at the industrial and personal scale. 

The binding energies of NO to the metal-catecholate systems were calculated using 

density functional theory (DFT) and complete active space self-consistent field 

(CASSCF) followed by second order perturbation (CASPT2). Selectivity was studied by 

calculating the binding energies of additional guests (CO, NH3, H2O, N2, and CO2). The 

toxic guests have stronger binding than the benign guests for all metals studied, and NO 

has significantly stronger binding than other guests for most of the metals studied, 

suggesting that metal-catecholates are worthy of further study for NO filtration. Certain 

metal-catecholates also showed potential for separation of N2 and CO2 via N2 activation, 

which could be relevant for carbon capture or ammonia synthesis. 
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4.2.2 Introduction 

Nitric oxide (NO) is a radical molecule known to have an important signaling role 

in biology.463 However, it is toxic in large quantities, with effects including DNA 

degradation and/or possible mutagenesis and lung damage.464 NO can also do indirect 

damage by reacting with atmospheric H2O or NH3 to form HNO3,110 with O2 to form 

NO2, and with superoxide anions to form peroxynitrite,464 all of which are toxic when 

inhaled. Personal protection typically takes the form of a gas mask, with underlying 

technology that is still fundamentally the same a century after its inception.465 Most of the 

recent research into NO capture has been in contexts that do not readily relate to personal 

protection, namely, flue gas NO capture and drug delivery. In flue gas cleansing, NO is 

typically converted to the more soluble NO2, which is useful in an industrial setting.466,467 

However, the greater toxicity of NO2 makes this approach unsuitable for a personal filter. 

Those seeking to use NO medicinally typically desire weak binding that allows NO to be 

replaced with water,468 but in a gas mask the toxic guests should bind preferentially over 

water. 

Gas mask filters typically contain activated carbon impregnated with additional 

materials for specific functionality, such as metal salts, acids, and amines.110,465 The 

binding of these materials is fairly loose, and over time impregnates with complementary 

functionalities, such as acids and bases, interact and render the filter less effective.110 

Therefore there is a need for a new class of support that can provide a variety of active 

sites in a rigid structure. Ideally such a structure would include uncoordinated metal sites 

which would then be able to bind NO irreversibly. 

Metal-organic frameworks (MOFs) are a family of hybrid materials constructed 

from inorganic building units and organic linkers. They typically possess a rigid structure 

that provides high porosity, which is advantageous for filtering gases.94,96 There are a 
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wide variety of possible building blocks, which enable fine-tuning of application and 

functionality.117 Often MOFs have metal centers with open coordination sites, which 

provides many unique opportunities for chemical binding and catalysis.28 MOFs have 

already been considered for filtering a variety of airborne toxins, including carbon 

monoxide, hydrogen sulfide, and ammonia.110 Previous work with NO binding to MOFs 

has primarily been in other contexts. In CO2 separation, NO has been studied as a 

potential contaminant in a variety of functionalized IRMOF ligands,469 in MIL-101 (MIL 

= Materials Institute Lavoisier),470 MOF-5,471 M-MOF-74,470,472,473 and MOF-177.471 

Biomimetic redox reactions with NO using Fe2+-MOF-5 have been studied,474 but these 

would yield the even more toxic NO2. NO’s importance as a biosignalling molecule has 

also led to an interest in using MOFs to deliver NO within the human body. Approaches 

have included binding to HKUST-1,475,476 MIL-88(Fe),468 M-MIL-100,477 and M-MOF-

74,115,477,478 as well as postsynthetic incorporation of diazeniumdiolate to a variety of 

MOFs in attempts to chemically trigger NO release.479,480 Most MOFs considered so far 

have been found to bind water favorably over NO,110 and they would therefore not be 

suitable for gas masks, as any toxin that can be displaced by water would not be 

effectively filtered. 

MOFs have also been considered for CO2/N2 separation. Most research has been 

driven by interest in CO2 capture or reactivity, in which case it is desirable to bind CO2 

and allow N2 to pass through. Examples include UiO-66 (UiO = University of Oslo),481 

[Cu(bcppm)H2O] (bcppm = Bis(4-(4-carboxyphenyl)-1H-pyrazolyl)methane),482 certain 

members of the bio-MOF series,483 NH2-MIL-53(Al),484 and others.485–491 However, if N2 

activation is of interest, for example as part of the catalytic production of ammonia,492,493 

it can be desirable for N2 to bind more strongly than CO2. There are not many cases in the 

literature of MOFs that activate N2, although it has been predicted that V-MOF-74 would 

be capable of doing so.106 
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One of the primary concerns in using MOFs for gas filtration is accessibility at the 

metal site.110 A possible solution is to metalate the organic linkers, resulting in an open 

metal site that reaches into the pore of the MOF. Nguyen and coworkers successfully 

modified CatBrO-MOFs with VIV ions and demonstrated that the vanadyl 

monocatecholate group can perform oxidation chemistry.494 Post-synthesis modification 

of the highly robust UiO-66 MOF to create a material exhibiting catecholate groups was 

performed by Cohen and coworkers.495 Metalation of the new MOF (referred to as UiO-

66-Cat) with Cr3+ and Fe3+ cations resulted in active metal centers that can perform 

oxidation of alcohols. UiO-66-Cat with Ti4+ was synthesized and studied for cyclohexene 

oxidation.496 Metalation of catechol-functionalized porous organic polymers with Mg2+, 

Mn2+, Cu2+, Zn2+, and Ta5+ produced materials with enhanced heats of hydrogen 

adsorption or high uptake of ammonia.129,497,498 There have also been several 

computational studies of hydrogen binding to metal catecholates and related 

species.499,500 A recent study on metalated MOF linkers for CH4 storage included Mg- 

and Ca-catecholate linkers. The authors concluded that a bent Mg-catecholate geometry 

enables the greatest number of CH4 molecules to be adsorbed to a single site.501 

As monocatecholate low-valence metal centers are scarce in the literature, 

metalation of catecholate-based MOF linkers presents an unprecedented opportunity for 

exploration of low-coordinate environments. A notable exception to this scarcity is the 

study of Abramov et al., which used EPR spectroscopy to monitor NO binding to Zn- and 

Pb-catecholato complexes.502 A fast screening of combinations between different metal-

catecholates and gas molecules can be performed by electronic structure calculations. 

Kim et al. conducted computational studies on the relative binding of ammonia and water 

using a wide variety of metal catecholates, finding that several mid to late transition 

metals strongly preferred ammonia over water.104 In this work, we have computationally 

studied the binding of NO to a series of first-row transition metal ions, as well as Mg2+, 
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bound to a catecholate using density functional theory (DFT), coupled-cluster and 

multireference calculations. NO is a doublet radical and is therefore open-shell, as are 

some of the metal centers under consideration. These systems have many close-lying 

electronic states and are likely to pose challenges to single-reference methods such as 

DFT, and so multireference treatment becomes necessary. We have also considered 

selectivity by calculating the binding energies of several additional guests. CO and NH3 

are other toxic guests of potential interest for this application. H2O, as mentioned, needs 

to have weaker binding than the toxic guests of interest for a material using catecholates 

to be useful in a gas mask. Similarly, N2, and CO2 will be present in large quantities in 

any realistic conditions, and so they also must have relatively weak binding. 

 

4.2.3 Computational Methods 

Catecholate (sometimes abbreviated as “cat” throughout the text) was chosen as a 

model system for the catecholate linkers in similarity to previous work.104 While Maihom 

et al.503 used a larger model, their catecholate linker was shorter than those which have 

served as the inspiration for this work, and was more susceptible to longer range 

interactions The cat-metal-guest supersystem (Figure 28) and the separate subsystems 

(the bare cat-metal and the guest alone) were optimized using M06-L,504 M06,433 PBE,82 

and PBE0283 for M = Mg2+, Sc2+, Ti2+, V2+, Cr2+, Mn2+, Fe2+, Co2+, Ni2+, Cu2+, and Zn2+. 

PBE and PBE0 calculations were performed with Grimme’s D3(BJ) dispersion 

correction.414 Vibrational frequency analysis was performed to confirm that the 

converged solutions were local minima. Gaussian09282 with the def2-TZVPP basis set505 

was used for all DFT calculations. For reference, coupled-cluster calculations with 

interference effects506,507 were performed on the PBE0-D3(BJ) geometries of cat-Mg, 

CO, NH3, H2O, N2, CO2, and their respective supersystems. This choice was based on a 
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recent study508 where PBE0-D3(BJ) was found to provide accurate interaction energies 

between closed-shell transition metals and small gas molecules. The benchmark study 

revealed that M06 had performed better for the systems in question, and so M06 

geometries were used for subsequent single-point complete active space self-consistent 

field (CASSCF)6 followed by second-order perturbation theory (CASPT2)9 calculations. 

Molcas 7.8509 and the ANO-RCC-VTZP264 basis set with Cholesky decomposition185 

were used for all CASSCF/CASPT2 calculations. The default value of the IPEA shift65 

(0.25 eV) and an imaginary shift of 0.1 a.u were used in all CASPT2 calculations. Details 

of the benchmarking calculations and geometry choices are presented in the SI. 

 

 
Figure 28. NO bound to the cat-M complex. 

 

The free energy of adsorption of the guest to the cat-M was calculated as the 

energy of the supersystem minus the energies of the bare cat and the isolated guest: 

 
ΔGads = Gcat-M-guest – Gcat-M – Gguest (77) 

Free energies at 298.150 K and 1 atm are presented, but electronic energies, zero-point 

energy corrections, and enthalpies are available in the SI. To ensure that basis set 

superposition error (BSSE)436 was not a significant factor, the CASPT2 binding energy 

for NO to cat-Mn was also calculated using ANO-RCC-QZVP. The results differed by 

only 0.5 kcal/mol from those with the ANO-RCC-VTZP basis, and so it was concluded 

that BSSE was minimal and counterpoise corrections were not added. 

O

O

M N O
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For all cases other than Co, the active spaces used in the CASSCF/CASPT2 

calculations included the catecholate carbon-centered π-system orbitals and any orbitals 

of intermediate occupancy (e.g., singly occupied 3d orbitals). For Co, all 3d orbitals were 

included due to changes in d-orbital occupancy and mixing. The details of active space 

choices are available in the SI. 

 

4.2.4 Results and Discussion 

M06 results were found to be closest to the coupled-cluster reference for Mg, but 

M06-L and PBE-D3 had better agreement with CASPT2 overall (Tables S11-S13, SI). 

M06-L suffered from convergence difficulties with certain systems (see SI), so PBE-D3 

is presented throughout the paper. 

Free energies of adsorption of the guests to the M-cats are presented in Figure 29. 

It should be noted that while a previous MP2 study predicted much higher energies for 

cat-Cu binding to both H2O and NH3 than we present here,104 the relative difference 

between these two guests is about the same. Therefore, the point made in that study 

regarding the cat-Cu system’s strong selectivity for NH3 over H2O still holds. The 

discrepancies in individual energies are likely due to the highly multiconfigurational 

nature of the cat-Cu system, which cannot be described at the MP2 level. It should be 

noted that Kohn-Sham DFT, which we used in this work, does not necessarily suffer from 

the same difficulty. Despite KS-DFT being formally a single-reference method, the exact 

density functional would correctly account for all electron correlation.28 In practice, then, 

a given density functional may perform well or poorly on a given multireference system 

depending on how well it approximates the exact functional in that particular case.  
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Figure 29. PBE-D3(BJ) free energies of adsorption (kcal/mol) of guests to cat–M 

systems. Signs are reversed for ease of viewing. 

4.2.4.1 NO Binding and Selectivity 
Table 28. PBE-D3(BJ) and CASPT2a free energies of adsorption (kcal/mol) of NO to cat-

M systems. 

 PBE-D3 CASPT2 
Mg -31.5 -30.6 
Sc -46.7 -53.0 
Ti -71.1 -65.7 
V -69.7 -72.6 
Cr -44.3 -37.3 
Mn -52.7 -49.7 
Fe -60.9 -57.0 
Co -57.3 -77.1 
Ni -58.7 -45.7 
Cu -36.0 -39.1 
Zn -25.3 -30.6 

aCASPT2 free energies were obtained by adjusting the electronic energies by the PBE-
D3(BJ) thermal free energy corrections.  
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NO free energies of adsorption (Table 28) are calculated to be greater than all 

others by at least 10 kcal/mol for all metals studied other than Mg, Cu, and Zn. The 

strong binding of NO is due to π-backbonding from 3d orbitals on the metal into the π* 

orbitals of the NO (Figure 30). In some cases, the catecholate also reduces the metal 

(Figure 31) and provides an additional electron available for the π-interaction with the 

NO. The binding motif shown is typical for most metals. Mg and Zn do not have the 

same availability of 3d orbitals, and their interaction is more of σ character. The Cu2+ 

cation in cat-Cu, being reduced by the catecholate, has a full 3d subshell similar to Zn, 

and so it also has weaker NO binding. Additionally, cat-Ti and cat-V have metals bent 

out of the plane of the catecholate, and the NO was bound in a side-on fashion (Figures 

S18 and S19), rather than the end-on seen for the other metals. In those cases, binding 

was a combination of π and δ-interaction (Figure 32). 

 

 
Figure 30. π (bottom) and π* (top) of 3d-Mn and NO π*CASSCF orbitals in cat-Mn-NO. 
Occupation numbers are below each orbital. The intermediate occupancy of the orbitals 

demonstrates the multiconfigurational nature of these systems. 

 

 
Figure 31. Singly occupied cat CASSCF orbital responsible for reducing the metal. 
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Figure 32. δ (bottom left), δ* (top left), π (bottom right), and π* (top right) of 3d-Mn and 

NO π* CASSCF orbitals in cat-V-NO. Occupation numbers are below each orbital. 

 

4.2.4.2 N2 and CO2 Binding 

 
Table 29. PBE-D3(BJ) and CASPT2a free energies of adsorption (kcal/mol) of N2 and 

CO2 to cat-M systems. 

 N2 CO2 
 PBE-D3 CASPT2 PBE-D3 CASPT2 
Mg -6.7 -2.4 -5.5 -13.2 
Sc -9.8 -9.5 -15.5 -21.5 
Ti -19.0 -15.5 -35.3 -38.7 
V -17.9 -16.4 -21.3 -22.0 
Cr -11.5 -9.8 -6.4 -12.8 
Mn -15.4 -9.0 -4.8 -10.6 
Fe -17.7 -13.3 -10.6 -15.9 
Co -18.5 -19.1 -5.8 -3.9 
Ni -20.5 -27.1 -6.4 -12.4 
Cu -20.2 -24.4 -4.5 -8.6 
Zn -2.0 -14.0 2.2 -18.4 

aCASPT2 free energies were obtained by adjusting the electronic energies by the PBE-
D3(BJ) thermal free energy corrections. 
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N2 was found to have significantly (> 5 kcal/mol) larger free energies of 

adsorption than CO2 for Co, Ni, and Cu (Table 29). For the majority of the metals 

studied, N2 was found to have a binding energy between -15 and -21 kcal/mol. The 

strength of the metal-N2 bond is assigned to N2 activation and backbonding. 

The N2 stretching frequency was reduced by 148, 90, and 65 wavenumbers for 

Co, Ni, and Cu, respectively, compared to the free N2. While it may seem counter-

intuitive that the N2 stretching frequency is highest for Co, which had the lowest binding 

energy, the difference in binding energies across these three metals is only two kcal/mol, 

and it would be hard to justify any particular trends in stretching frequency changes 

across a difference that small. The changes in stereching frequency are comparable to 

those found by Lee et al. in V-MOF-74, which was also calculated to backbind N2.106 It 

was also found in that paper that while V-MOF-74 is expected to activate N2, Fe-MOF-

74 is not, while in this study we found that cat-V and cat-Fe are both expected to activate 

N2. The difference is due to the coordination environments: In M-MOF-74, the metal is 

hexacoordinated, with the N2 being the sixth ligand. In the case of Fe-MOF-74, there is a 

σ* antibonding interaction between the N2 and the 3𝐹𝐹z2 orbital of the Fe such that N2 

cannot get close enough to backbond. In the case of the cat-Fe we present here, Fe is only 

tricoordinated, the bonding is of similar fashion to the NO discussed above, and the 3𝐹𝐹𝑧𝑧2 

orbital is non-interacting. 

CO2 typically has more limited orbital interaction with the metal. In most cases 

the optimized structure is a linear CO2 in the plane of the catecholate. The primary 

exceptions are Sc and Ti, for which CO2 takes on a bent configuration perpendicular to 

the plane (Figures S39 and S40). 
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4.2.5 Conclusions and Outlook 

In the interest of finding better potential materials for gas mask filters, the binding 

of NO to first-row transition metal catecholates was studied using electronic structure 

theory calculations. Metal catecholates can be formed in the frameworks of porous 

materials by post-synthetic modification. They have a low coordination number, which 

allows them to potentially bind multiple gas molecules and enhance the sorption 

performance of the material. Computational work showed strong NO binding for most of 

the first-row transition metal ions, which was assigned to two π-bonding interactions 

between 3d orbitals of the metal and the π* orbitals of the NO. Mg, Cu, and Zn were 

found to have weaker interaction due to a lack of partially occupied 3d orbitals available 

for the π interaction. 

Selectivity was also addressed by calculating binding energies for other toxic 

guests (CO and NH3), and for benign guests (H2O, N2, and CO2). Toxic gases had 

stronger binding than benign gases in many cases, but only NO had stronger binding than 

all benign gases for all metals studied. In particular, NO had stronger binding than H2O, 

which is the opposite of what has been found in most of the MOFs previously studied. 

Several systems were found to have potential for N2/CO2 separation, namely, Co-, 

Ni-, and Cu-catecholates, which are predicted to show preferential adsorption of N2, i.e. 

the inverse of the selectivity displayed by most adsorbents. 

The relationship identified between the electronic configuration of the transition 

metals and the binding energy of the catecholates to NO and other guests offers broad 

opportunities for discovery of new materials for gas separation guided by theory. 
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4.2.6 Additional Information 

Supporting Information: Additional information about the optimized geometries, 

spin states, and active spaces. All free energies and enthalpies of adsorption. All 

electronic binding energies with and without zero-point energy corrections. All absolute 

energies used in calculation of the binding energies. QZVP basis set comparison details. 

Coupled-cluster reference calculation details. The Supporting Information is available 

free of charge on the ACS Publications website at DOI: 10.1021/acs.jpcc.7b02685. 
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4.3. Air Separation by Catechol-Ligated Transition Metals: A Quantum Chemical 

Screening 

 

Reproduced with permission from Stoneburner, S. J.; Gagliardi, L. Air 

Separation by Catechol-Ligated Transition Metals: A Quantum Chemical Screening. J. 

Phys. Chem. C 2018, 122 (39), 22345–22351.326 
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4.3.1 Overview 

The separation of O2 and N2 from air is of great importance in a variety of 

industrial contexts, but the primary means of accomplishing the separation is cryogenic 

distillation, an energy-intensive process. A material that could enable air separation to 

occur at conventional temperatures would be of great economic and environmental 

benefit. Metalated catecholates within metal-organic frameworks have been considered 

for other gas separations and are shown here to have significant potential for air 

separation. Calculations of interaction energies between catecholates with first-row 

transition metals and guests O2 and N2 were performed using density functional theory 

and multireference complete active space self- consistent field followed by second order 

perturbation theory. A general recipe is offered for active space selection for metalated-

catecholate systems. The multireference results are used to rationalize O2 binding in 

terms of redox activity with the metalated catecholate. O2 is predicted to bind more 

strongly than N2 for all cases except Cu2+, with general agreement in the binding trends 

among all methods. 

 

4.3.2 Introduction 

The separation of N2 and O2 into pure gases is critical for a wide variety of 

applications. Nitrogen is used as a feedstock in ammonia synthesis. It is also employed in 

many contexts as an inert atmosphere, and as a refrigerant in its liquid form.510 Oxygen is 

used by the steel industry in massive quantities, but it is also an important reactant in the 

manufacturing of a wide variety of chemicals.511,512 Moreover, oxygen is a key 

component of oxy-fuel combustion, which improves efficiency and greatly reduces the 

NOx pollutants in flue gas.513,514 Oxy-fuel combustion is also an approach to carbon 

capture.515,516 The use of oxy-fuel eliminates the need to separate N2 from CO2 post-
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combustion, which is the greatest difficulty in standard post-combustion carbon 

capture.517 The current primary method for obtaining pure N2 and O2 gases is cryogenic 

distillation, an energy-intensive process.130 An oxy-fuel CO2 capture system using 

cryogenic air separation is expected to increase fuel consumption by up to 35%,518 

rendering O2 prohibitively expensive for oxy-fuel-based carbon capture.517 An approach 

that would enable air separation at more convenient temperatures would make oxy-fuel 

more economically feasible and reduce the cost of many other processes and products. 

Alternative methods to cryogenic distillation largely consist of adsorption methods 

featuring membranes or zeolites, but current materials do not yield high enough purity for 

many industrial applications.519,520 

Metal-organic frameworks (MOFs) have been the focus of considerable research 

in the quest for improved materials for applications such as catalysis, gas storage, and gas 

separations.28,108 MOFs are nanoporous materials constructed from metal-containing 

nodes and organic linkers, with a wide variety of possible components and potential 

structures.94 While much research has been devoted to MOFs useful for CO2-related 

separations,28 research on MOFs for air separations has been limited so far.517,521 Certain 

MOFs have shown some promise in O2/N2 selectivity, especially M3(btc)2 (btc= 1,3,5-

benzenetricarboxylate)513,521 and M2(dobdc) (dobdc4- = 2,5-dioxido-1,4-

benzenedicarboxylate).513,522,523 It has been found that early first-row transition metals 

have better O2/N2 selectivity in these MOFs,513 although Fe2(dodbc) has also received 

special attention.522 However, these MOFs have been criticized as being unstable in air 

due to oxidation of their open metal sites.524,525 MIL-101 (1,4-benzenedicarboxylate 

linkers),524 Sc-MIL-100 (benzenetricarboxylate linkers),520 Co-BTTri (H3BTTri = 1,3,5-

tri(1,2,3-triazol-5-yl)benzene), and Co-BDTriP (H3BDTriP = 5,5′-(5-(1H-pyrazol-4-yl)-

1,3-phenylene)bis(1H-1,2,3-triazole))525 are more stable and also show good selectivity, 

although MIL-101 had notably reduced capacity in comparison to Fe2(dodbc).524 Cr_tBu-
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bdc (bdc2- = benzene- 1,3-dicarboxylate) binds O2 much more strongly than N2, but the 

O2 binding is irreversible.526 

Metal-catecholates are formed in MOFs by deprotonating a catechol or similar 

group and adding a metal ion.494 We recently reported a screening of metal-catecholates 

(or cat-M, where M is a metal ion) for NO filtration.461 Metal-catecholates and other 

related systems have been studied for applications in gas separation,104,129,527,528 gas 

storage,497,499–501 and catalysis,494–496,498,503,529–531 but to the best of our knowledge this is 

the first time they have been considered for air separation. 

We employ a computational screening process to determine which metals are 

most favorable for the desired separation. In so doing we not only save considerable time 

and effort in comparison with experimentally synthesizing and testing each metal, but we 

also obtain insight into the electronic structures of these systems and how they drive 

differences in binding. This insight can be used to predict new favorable separations. In 

order to facilitate comparisons across the period, we considered only the 2+ oxidation 

state for each metal. After a general explanation of the computational methods, we 

present a recommendation for selecting active space orbitals for the systems studied in 

this work. We continue with an analysis of the differences in O2 and N2 binding and what 

we believe to be the causes. We finish with some brief comments about how these results 

apply to NO filtration and the work we previously published in that context.461 

 
  



210 

4.3.3 Computational Methods 

Binding of N2 to metal-catecholates was considered in our previous paper.461 

Binding of O2 was treated here using the same protocol as in that work. Catecholate 

(abbr. “cat”) was used as a model system for catecholate linkers. The metals considered 

were Mg2+, Sc2+, Ti2+, V2+, Cr2+, Mn2+, Fe2+, Co2+, Ni2+, Cu2+, and Zn2+, written 

generally as “M”. O2, cat-M, and cat-M-O2 were optimized using M06-L,504 M06,433 

PBE,82 and PBE0283 using Gaussian09282 with the def2-TZVPP basis set.505 Grimme’s 

D3(BJ) dispersion correction414 was used for PBE and PBE0. Structures were confirmed 

to be local minima by vibrational frequency analysis. All DFT calculations were spin-

unrestricted and performed without symmetry. 

Our previous work461 found that M06 energies were in best agreement with a 

coupled-cluster benchmark on cat-Mg, so M06 geometries were used in single-point 

complete active space self-consistent field (CASSCF)6 calculations followed by second-

order perturbation theory (CASPT2),9 as well as the analogous restricted active space 

methods (RASSCF7 and RASPT2,10 respectively). CASSCF/CASPT2 and 

RASSCF/RASPT2 calculations were performed in Molcas 8.253,153,265,532 without 

symmetry using the ANO-RCC-VTZP264 basis set. Cholesky decomposition533 with the 

default decomposition threshold of 1.0d-4 a.u. (corresponding to an error of 0.01 

kcal/mol·electron)65 was applied to the two-electron integrals to improve computational 

efficiency. The CASPT2 and RASPT2 (collectively referred to as “PT2”) calculations 

had the default IPEA shift65 of 0.25 hartrees to compensate for systematic overestimation 

of correlation energy and an imaginary shift of 0.1 hartrees to prevent intruder states. 

Orbitals were visualized with Luscus 0.8.3.266 

We calculated DFT free energies at 298.150 K and 1 atm. However, the 

geometries were not optimized at the PT2 level, so thermodynamic adjustments are not 
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available for PT2 energies. In order to facilitate comparisons between methods, we report 

electronic energies: 

 
ΔEb = Ecat-M-guest – Ecat-M – Eguest (78) 

where “cat” refers to the catecholate, “M” refers to the metal ion, and “guest” is the gas 

molecule of interest. The free energies of adsorption from the DFT calculations are 

available in the Supporting Information, but in general they are about 10 kcal/mol smaller 

than the electronic binding energies. 

 

4.3.3.1 Active Space Selection 

In a complete-active-space SCF (CASSCF) calculation, the users define three sets 

of molecular orbitals: inactive, active, and external. The inactive orbitals remain doubly 

occupied during the entire calculation, and the external orbitals remain unoccupied. The 

active orbitals contain the remaining electrons that are not contained in the inactive 

orbitals. A full configuration interaction wave function is generated by distributing the 

active electrons in the active orbitals in all possible ways within given user-defined spin 

and spatial symmetry constraints. With an appropriate active space, CASSCF can capture 

the multiconfigurational character of the system, although second-order perturbation 

theory (CASPT2) or other post-SCF methods are necessary to recover the missing 

dynamic correlation. 

Unfortunately, CASSCF calculations with active spaces larger than sixteen 

electrons in sixteen orbitals, i.e., about 35 million configuration state functions (CSFs), 

are too large to be performed in current standard software packages.53 Larger active 

spaces can be achieved by excluding additional configurations via the restricted active 

space self-consistent field (RASSCF)7 method. In RASSCF, instead of having one active 

space, there are three subspaces, RAS1, RAS2, and RAS3. RAS1 orbitals are doubly 
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occupied, but with a user-defined number of excitations allowed into RAS2 or RAS3. 

RAS3 orbitals are unoccupied, but with a user-defined number of excitations allowed 

from RAS1 or RAS2. RAS2 orbitals can have any occupation. While this approach 

eliminates many of the possible configurations, the remaining number of configurations 

must still remain within the practical limit. Dynamic correlation can be added on top of 

the RAS wave function using RASPT2.10 

Our active space notation is as follows: For CASSCF, we use (n,N), where n is the 

number of active electrons and N is the number of active orbitals. For RASSCF, we use 

(n,h,p;N1,N2,N3), where n is the total number of active electrons, h is the maximum 

number of holes permitted in RAS1, p is the maximum number of particles permitted in 

RAS3, and Nn is the number of orbitals in the RASn subspace. 

The simplest approach to active space selection is to try to include all valence 

orbitals, but this is unaffordable for almost any system of interest. However, many of the 

valence orbitals are sufficiently low or high in energy that they remain doubly occupied 

or unoccupied, respectively, in all of the configurations needed to describe the 

multireference character of the system. As systems become more complex, and especially 

as they become less symmetric, degeneracy is often broken and only a few orbitals may 

be needed in the active space. The specific orbitals involved in each active space are 

given in the Supporting Information, but we provide here some comments on the general 

approach to selecting the active space orbitals for the systems we study here and discuss 

the most challenging or unusual cases. 

The active space of the isolated O2 includes all 2p orbitals, namely the σ, σ*, π, 

and π* formed from the 2p orbitals, but excluding the σ, σ* orbitals formed by the 2s 

orbitals, as suggested in Ref. 47. In isolated O2, 2p σ and σ* orbitals exhibit the same 

degree of multireference character as the π and π*: the occupation numbers of the π and 
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π* natural orbitals are 1.96 and 1.04, respectively, and the occupation numbers of the σ 

and σ* orbitals are 1.96 and 0.04, respectively. In the cat-M-O2 supersystems, the σ and 

σ* natural orbitals retain similar occupation numbers (1.93-1.97 and 0.03-0.07, 

respectively) and do not interact with the metal orbitals. The π and π* orbitals, however, 

are more complicated. While both π and both π* orbitals are degenerate to each other in 

isolated O2, and therefore they all have to be active, that degeneracy is broken in the cat-

M-O2 supersystem. The O2 invariably takes a side-on binding orientation to the metal, 

and so one of the π/π* orbital pairs is in a δ orientation to the 3𝐹𝐹𝑦𝑦𝑧𝑧 of the metal, while the 

other is in a π orientation to either the 3𝐹𝐹𝑥𝑥𝑦𝑦 or 3𝐹𝐹𝑥𝑥𝑧𝑧, depending on whether the O2 is in 

the plane or perpendicular to the plane of the catecholate. In the supersystems, one of the 

O2 π/π* pairs is very low-lying in energy and cannot be made active; the orbitals rotate 

out during the optimization procedure, leaving both orbitals doubly occupied in the 

inactive space. The other π/π* pair needs to be active; the π* orbital is either singly 

occupied (with Mg, Sc, Co, Cu, and Zn) or forms an interacting pair with a singly 

occupied 3d metal orbital (with Ti, V, Cr, Mn, Fe, and Ni). The interacting pairs’ natural 

orbitals occupation numbers vary widely, from 1.94 and 0.09 (Ti) to 1.22 and 0.81 (Cr). 

The π natural orbital is doubly occupied (1.97-1.98), but it is still correlated to the π* 

orbital and leaving it out of the active space lowers the PT2 energies by as much as 9.8 

kcal/mol (4.7 kcal/mol on average), and raises the CASSCF energies by as much as 32.6 

kcal (20.7 kcal/mol on average). 

Isolated N2 is simpler than O2, as the 2p σ/σ* orbitals do not exhibit as much 

multireference character as in the O2 case, and only the π and π* orbitals need to be active 

(an active space of 4 electrons in 4 orbitals). The N2 2p σ and σ* occupation numbers are 

1.98 and 0.02, respectively and including them in the isolated N2 active space (6,6) 

lowers the PT2 energy by only 1.3 kcal/mol. Including them in the cat-Mg-N2 active 

space lowers the PT2 energy by only 1.4 kcal/mol, and the effect on the binding energy is 
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less than 0.1 kcal/mol. The N2 π and π* orbitals generally remain two degenerate pairs in 

the cat-M-N2 supersystems, with the π natural orbitals being doubly occupied (1.93-1.96) 

and the π* unoccupied (0.04-0.07). The only exceptions are Sc, in which one of the N2 π* 

orbitals is singly occupied (1.00), and Ti, in which one of the N2 π* orbitals forms a π/π* 

interacting pair with a 3d orbital of the metal (with occupation numbers of 1.83 and 0.20, 

respectively). However, excluding the doubly occupied π orbitals and unoccupied π* 

orbitals from the cat-M-N2 active spaces increases the PT2 energies by an average of 8.4 

kcal/mol and the CASSCF energies by an average of 53.6 kcal/mol, and so they must 

remain active as well. 

The isolated cat-M active spaces include a minimum of the six π orbitals on the 

carbon ring, as well as any singly occupied orbitals on the metal. The lowest two π 

natural orbitals are always close to doubly occupied (with occupation numbers 1.94-1.98 

and 1.90-1.96), and the highest three π natural orbitals are always close to unoccupied 

(0.03-0.09, 0.02-0.10, and 0.00-0.03). The third π orbital is doubly occupied (1.90-1.92) 

with most metals, but it is singly occupied (0.99-1.01) with Ni, Cu, and Zn. The missing 

electron is located on the metal center instead. The occupancy of the third π orbital also 

changes in selected cases when guests are bound to the metal, which is addressed below. 

There are two additional π orbitals primarily located on the oxygens and their adjacent 

carbons, but they are low-lying in energy and remain doubly occupied (1.98) even when 

active with no significant impact on the binding energy. For example, adding them to the 

cat-Mg and cat-Mg-N2 active spaces decreases the binding energy by only 0.2 kcal/mol. 

The 3d orbitals of the metal do not always need to be included in the metal-

catecholate active spaces, although that is a complex matter that varies from metal to 

metal. The variability of these systems is driven primarily by the differences in 3d 

occupations in different metals. The 3d orbitals need to be active when they are singly 



215 

occupied or when they are in partially occupied bonding/antibonding pairs with the 

catecholate or guest orbitals. Additional orbitals need to be active for the metals Fe, Co, 

Ni, and Cu due to the “double-shell effect”.534–536 For first-row transition metals with 

more than half-filled 3d subshells, it has been shown10,202,325,536 that an additional set of 

unoccupied 3d ' orbitals need to be included in the active space, especially when changes 

in 3d occupancy are involved.202,325 The double-shell effect has been shown to be less 

pronounced for earlier transition metals,325 and our results are in agreement with that 

conclusion. For cat-Fe, including the double-shell effect decreases the binding energy by 

only 3.2 and 2.3 kcal/mol for N2 and O2, respectively, with similarly small changes for 

Mn and Cr. It proved impossible to even get active spaces with the double-shell effect for 

the earlier transition metals, as most of the 3d orbitals are unoccupied and often rotate out 

of the active space during optimization. However, for the later transition metals, the 

double-shell effect was sometimes quite dramatic. Of the cases studied here, cat-Co-N2 

and cat-Cu-O2 especially highlight the importance of the double-shell effect when there 

are changes in 3d occupancy. 

In cat-Co, three 3d orbitals are singly occupied (3𝐹𝐹𝑥𝑥𝑦𝑦, 3𝐹𝐹𝑥𝑥𝑧𝑧, and 3𝐹𝐹𝑦𝑦𝑧𝑧) and two 

are doubly occupied (3𝐹𝐹𝑥𝑥2−𝑦𝑦2 and 3𝐹𝐹𝑧𝑧2). In cat-Co-N2, however, only two are singly 

occupied (3𝐹𝐹𝑥𝑥𝑧𝑧 and 3𝐹𝐹𝑥𝑥2−𝑦𝑦2), while three are doubly occupied (3𝐹𝐹𝑥𝑥𝑦𝑦, 3𝐹𝐹𝑥𝑥𝑧𝑧, and 3𝐹𝐹𝑧𝑧2). 

The additional 3d electron comes from the third catecholate π orbital, which is singly 

occupied in cat-Co-N2. Using only the singly occupied 3d orbitals in each active space 

results in an N2 binding energy of -47.7 kcal/mol, which is implausibly high in 

comparison to the other N2 binding energies. However, including the full double-shell set 

of orbitals results in a binding energy of -19.9 kcal/mol, similar to the N2 binding 

energies with most of the other metals. 
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Cat-Cu-O2 has one fewer doubly occupied 3d orbital in the supersystem than 

isolated cat-Cu. Isolated cat-Cu has a full 3d subshell due to reduction of the metal center 

by the catecholate. In the cat-Cu-O2 supersystem, however, the Cu 3𝐹𝐹𝑥𝑥𝑦𝑦 orbital is singly 

occupied, with the other electron being in a singly occupied O2 π* orbital. Omitting 

doubly occupied Cu 3d orbitals leads to an implausible prediction of a positive 19.0 

kcal/mol binding energy of O2 to Cu (effectively predicting no binding). Conversely, 

making all 3d and 3d ' orbitals active in both cat-Cu and cat-Cu-O2 results in a binding 

energy of -9.5 kcal/mol. While this energy is still considerably lower than the O2 binding 

energies to other cat-M systems, we assign this difference to the fact that the full 3d 

subshell is broken up when Cu reduces O2. 

The 4s orbital of the metal is generally unoccupied and does not need to be active, 

but it is singly occupied in isolated cat-Sc, cat-Ti, cat-Ni, and cat-Zn. Unlike the 3d, the 

4s orbital does not necessarily need to be active in the supersystem, even when it is singly 

occupied in the isolated cat-M. While the five 3d orbitals have the potential to be 

degenerate to each other, the 4s orbital is the only one in its subshell, and omitting it 

when unoccupied does not lead to an imbalanced treatment. For example, including the 

4s in the cat-Zn active space but not in the cat-Zn-N2 and cat-Zn-O2 active spaces 

changes the binding energies by less than 1.4 kcal/mol. 

As we hope we have made clear, choosing an active space is not a black-box 

procedure, but based on our findings we offer a general recipe for the metal-catecholate 

active spaces: 

• The six π orbitals of the catecholate carbon ring. 

• Any singly occupied metal 3d or 4s orbitals. 

o For first-row transition metals with 3d occupancies of 6, 7, 8, or 9, 

all 3d and “double-shell” 3d ' orbitals should be included. 
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• The π and π* orbitals of N2. 

• The 2p σ and 2p σ* orbitals of O2, and the higher-lying π and π* orbitals. 

(However, in isolated O2, the π orbitals are degenerate, as are the π*, so all 

four of them must be active.). 

• Orbitals formed from interactions of the above guest orbitals and metal 

orbitals (e.g., a bonding/antibonding pair formed from a metal 3d and an 

O2 π*). 

To resolve uncertainty as to whether orbitals need to be active, the best approach 

is to compare energy changes with and without the orbital(s) in question, both at the 

CASSCF and CASPT2 level. Since CASSCF is variational, the CASSCF energies are 

expected to lower for larger active space. CASPT2, on the other hand is not variational, 

so the best one can hope for is that the CASPT2 energy converges with the active space. 

If it is necessary to use RAS or some other variant, it is important to use the same level of 

theory for all active spaces being compared. 

The above recipe was used for the results presented here. Often, the CASSCF and 

RASSCF calculations along with their corresponding PT2 results indicate multiple near-

degenerate spin states. For all spin states close to the ground state, absolute energies and 

the weight of the dominant configurations are presented in the Supporting Information. 
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4.3.4 Results and Discussion 

4.3.4.1 O2 v. N2 Selectivity 

The calculated electronic binding energies (ΔEb) of O2 and N2 to cat-M systems 

are presented in Figure 33. The DFT N2 results were also published in our previous 

work.461 The trends across the period for both guests are generally consistent between 

DFT functionals, as is the trend across the period for O2/N2 selectivity. However, there 

are significant differences between functionals when we compare individual binding 

energies. The hybrid functionals, M06 and PBE0, usually yield smaller ΔEb values than 

the local functionals, M06-L and PBE. The differences between hybrid and local 

functionals are larger for PBE0 and PBE than for M06 and M06-L, and vary more widely 

(but are generally larger) for O2 than for N2. The range of disagreement between 

functionals is 4 to 13 kcal/mol for N2, but for O2 it is between 11 and 26 kcal/mol for all 

cases other than Mg and Zn. The largest differences are most often between PBE and 

PBE0. While all functionals indicate that most of these systems show promise for O2/N2 

selectivity, it is difficult to identify the degree of selectivity based on DFT results alone. 
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Figure 33. DFT and PT2 electronic bonding energies (ΔEb, kcal/mol) of O2 and N2 to cat-

M2+ systems. DFT N2 results are from previous work.461 M06-L results are absent for 
Mn-N2, V, and Cr due to convergence failures. 

 

In addition to the differences between the functionals, the DFT results had 

significant spin contamination with Cr for N2 and Cr, Mn, Fe, and Co for O2. (Calculated 

spin expectation values for all cases are presented in the Supporting Information.) When 

transition metals and open-shell systems are involved, as is the case here, it is not 

uncommon to have multireference character due to the potential for several near-

degenerate configurations. Significant spin contamination often occurs when the 

multireference character of a system does not allow a single reference method, such as 

DFT, to obtain good energetic results while maintaining symmetry constraints. Lifting 

the constraints by performing spin-unrestricted calculations, as we did here, may yield 
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better energetics, but the physical interpretation of other properties such as the spin 

density may be less meaningful.271 Accordingly, we employed the multireference wave 

function methods CASPT2 and RASPT2 (collectively referred to as “PT2”) to gain 

additional insight into these systems. In addition to being able to capture the 

multireference character of these systems, the PT2 methods rely on CASSCF and 

RASSCF wave functions, which are spin eigenfunctions and by construction do not 

suffer from spin contamination. 

The PT2 ΔEb values of O2 are greater than those of N2 by at least 12 kcal/mol for 

all metals studied except Cu. N2 ΔEb values are near to or smaller than -20 kcal/mol in 

almost every case, while O2 ΔEb values range from -38.8 to -111.7 kcal/mol (excepting 

Cu, which is addressed below). PT2 and DFT results are in general agreement with 

regards to the trends in binding and selectivity, but no one functional has consistent 

agreement with PT2 in terms of individual binding energies. The O2 binding energy mean 

unsigned errors (MUEs) with respect to PT2 are 8.0, 11.0, 5.7. and 7.5 kcal/mol for M06-

L, PBE-D3(BJ), M06, and PBE0-D3(BJ), respectively, while for N2 the respective MUEs 

are 9.3, 8.9, 5.3, and 4.5. (M06-L MUEs exclude cases that did not converge.) On 

average, the hybrid functionals (and M06 in particular) are in better agreement with PT2 

than the local functionals, and all functionals are in better agreement with PT2 for N2 

than for O2. 
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Table 30. CASSCF/RASSCF Maximum configuration weights for cat-M and cat-M-guest 
systems. Smaller values indicate greater multireference character. 

Metal cat-M cat-M-O2 cat-M-N2 
Mg 0.89 0.88 0.84 
Sc 0.89 0.86 0.85 
Ti 0.89 0.83 0.78 
V 0.90 0.79 0.84 
Cr 0.90 0.17 0.84 
Mn 0.90 0.29 0.84 
Fe 0.91 0.60 0.88 
Co 0.90 0.38 0.86 
Ni 0.60 0.41 0.88 
Cu 0.93 0.92 0.90 
Zn 0.92 0.88 0.84 

 

Notice that we take the PT2 values as references, but there are no experimental 

values available against which the PT2 values can be verified. However, the 

multireference character of these systems is confirmed by the CASSCF/RASSCF 

configuration weights (Table 30). The configuration weight can be thought of as the 

degree of contribution a particular electronic configuration makes to the final wave 

function. A maximum configuration weight of 1.00 would indicate a purely single-

reference case, while maximum weights much smaller than 1.00 indicate multireference 

character. For these systems, cat-M-O2 cases are especially multireference, with several 

systems having a maximum configuration weight of less than 0.50, indicating that no 

single configuration makes up even half of the final wave function. 

An analysis of the CASSCF/RASSCF orbital occupations helps us understand the 

physical causes of the trends in the binding energy. A key difference between the guest 

molecules is that the two π* antibonding orbitals are unoccupied in isolated N2, but they 

are singly occupied in isolated O2. While the π* orbitals of N2 generally remain 
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unoccupied, with the exceptions of Sc, Ti, and Co, O2 is always reduced by the cat-M 

system. The greater binding of O2 than N2 is primarily assigned to this redox activity 

between O2 and the cat-M systems. 

The differences in the binding energies of different metals to O2 can be 

understood as differences in the redox chemistry. In the supersystems, the degeneracy of 

the O2 π* orbitals is broken, resulting in one doubly occupied orbital and what would be 

one unoccupied O2 π* orbital. However, in all cases studied this higher-lying π* orbital 

receives an electron from either the catecholate or the metal center. (Figure 34) The 

strongest binding occurs with Sc2+, Ti2+, and V2+, when O2 is reduced by the metal center 

(Figure 34a). These metals are typically found in higher oxidation states than 2+, so it is 

energetically favorable for them to be oxidized to 3+. However, Ti should realistically be 

at 4+, so that particular case may not be as physically feasible as the others studied. We 

limited ourselves to M2+ for this study to improve our ability to observe trends across the 

period, but in future work we intend to consider additional oxidation states, especially if 

they are of experimental interest. 
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Figure 34. Electron transfer to O2. (a) In early transition metals, the electron comes from 

a singly occupied orbital on the metal. (b) In middle transition metals and in Mg, a 
catecholate π orbital is the source of the electron. (c) Late transition metals are reduced 
by the catecholate before guests have been added, and (d) the metal in turn reduces the 

O2. 

 

In contrast to Sc, Ti, and V, where the metal reduces the O2, the metal remains in 

a 2+ state for Mg, Cr, Mn, Fe, and Co (Figure 34b). In these cases, the O2 is reduced by 

the catecholate instead. Ni, Cu, and Zn are especially interesting cases, as the catecholate 

reduces the metal in the cat-M subsystem (Figure 34c), resulting in 1+ oxidation states, 

but then the metals reduce the oxygen in the supersystem and thus return to 2+ (Figure 

34d). The change in metal oxidation state is especially important in understanding the 

low binding of O2 to Cu. In isolated cat-Cu, the 3d subshell is full, as the Cu is reduced 

by the catecholate. However, the 3d subshell is broken up when Cu reduces O2, inducing 

an energy penalty that reduces the magnitude of the binding energy. N2 does not get 

reduced by Cu, and so the 3d subshell remains full with N2 and N2 does not see the 

energy penalty that O2 does. This breaking of the 3d subshell is why O2 binding is 

predicted to be weaker than N2 for cat-Cu, in contrast to the other metals that do not 

break up a full 3d subshell. 
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For the purpose of O2/N2 separation, it is important to have a significant 

difference in the interaction energies of O2 and N2 and to have both interaction energies 

low enough that binding is readily reversible. All the metals studied except Cu2+ offer 

large differences in the O2 and N2 interaction energies across all methods. In many cases, 

however, the O2 binding is so strong that it would be impractical to reverse the binding, 

which would make it impossible to use a material with the given catecholate-metal as part 

of an ongoing industrial process. Of the metals studied here, the early transition metals 

are clearly unsuitable, at least in the admittedly unlikely 2+ oxidation state. The middle 

and late transition metals have somewhat weaker O2 binding, but it is not clear whether it 

would be weak enough to make reversibility easily accessible. The best candidates out of 

the metals studied are Fe2+ and Zn2+, as they have the lowest O2 binding energies that are 

still over 20 kcal/mol greater than N2 binding energies. However, it may be possible to 

tune the redox activity of the catecholate using additional functional groups such as an 

additional aromatic ring531 on the opposite side of the catecholate carbon ring, and 

therefore tune the O2 binding for other metals. Additional metals and oxidation states 

may also offer additional candidates. We plan to investigate these possibilities in future 

studies, as well as the effects of multiple guests (including solvent molecules) on a given 

metal center. 

 

4.3.4.2 NO Binding and Selectivity 

Our previous work461 focused on using metal-catecholates in an improved gas 

mask filter to bind NO and other toxic gases selectively against benign gases that would 

be expected to be present. While these systems showed significant promise for selectivity 

of NO vs. N2, CO2, and H2O, O2 was not addressed. We now add consideration of O2 to 

the previous data (Figure 35). We present M06 results here, as it was the functional with 
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the best overall agreement with PT2 for N2 and O2 (as discussed in section 4.3.4.1). 

Results for other functionals for all guests other than O2 may be found in our previous 

work.461 O2 binds more strongly than the toxic gases (NO, CO, and NH3) for most metals, 

but NO binding is stronger than O2 by over 8 kcal/mol for Co2+, Ni2+, and Cu2+, and all 

three toxic gases have stronger binding than O2 for Cu2+. For toxic gas filtration in 

atmospheric conditions, Cu2+ is the most promising candidate, although Co2+ and Ni2+ 

also show promise for NO specifically. 

 

 
Figure 35. M06 free energies of adsorption (ΔEb, kcal/mol) of various gases to cat-M2+ 

systems. All results other than O2 are from previous work.461 
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4.3.5 Conclusions 

In the interest of finding new materials for air separation, the binding of O2 and 

N2 to catecholates with 2+ transition metals was investigated with DFT and 

multireference PT2 wave function methods. The multireference nature of many of these 

systems makes them challenging, but there is good agreement among the different 

methods with regards to the overall trends. In addition to confirming the general trends, 

the multireference methods provide physical insight and enable us to explain the trends in 

O2 binding in terms of redox activity between the catecholate, the metal, and the O2 

guest. 

Some guidance is offered for choosing active spaces for these and similar 

systems: We found that it is sufficient to include only the six π orbitals on the carbon ring 

of the catecholate, a limited subset of the guest N2 or O2 valence orbitals, and any singly 

occupied 3d or 4s orbitals of the metal. For the later first-row transition metals, additional 

d orbitals are needed to account for the “double-shell” effect. 

All metals studied, with the exception of Cu2+, are predicted to have much 

stronger O2 binding than N2, and the weak binding of O2 to Cu2+ suggests that such 

systems may be useful for other applications in which O2 binding is not desired, such as 

toxic gas filtration. For air separation, Fe2+ and Zn2+ are the most promising out of those 

considered, as they are the most likely to have O2 binding weak enough to enable 

reversibility while still having good O2/N2 separation. Further work is planned to 

consider tuning O2 binding with functional groups on the catecholate ring, additional 

metals and oxidation states, and a more detailed consideration of realistic coordination 

environments on the metal center. Additionally, larger-scale simulations are planned for 

specific MOF structures modified with the metal-catecholates studied here. Based on the 
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results we have found so far, metalated catecholates in MOFs have the potential to offer 

excellent selectivity for air separation and are worthy of considerable ongoing study. 

 

4.3.6 Additional Information 

Supporting Information: Discussion of active space selection for CASSCF and 

RASSCF, along with absolute energies, dominant configuration weights, orbital 

occupation numbers, and visualized orbitals. CASPT2 and RASPT2 electronic binding 

energies, absolute energies, and reference weights. DFT optimized geometries, calculated 

spin expectation values, electronic binding energies and free energies of adsorption. All 

DFT absolute energies used in calculating interaction energies, including electronic 

energies with and without zero-point correction, enthalpies, and free energies. The 

Supporting Information is available free of charge on the ACS Publications website at 

DOI: 10.1021/acs.jpcc.8b03599. 

 

This research is supported by the U.S. Department of Energy, Office of Basic 

Energy Sciences, Division of Chemical Sciences, Geosciences and Biosciences under 
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4.4. Metal-Organic Frameworks with Metal Catecholates for O2/N2 Separation 

 

This section describes the outcome of a collaborative research project carried out 

by Hakan Demir, Samuel J. Stoneburner, WooSeok Jeong, Debmalya Ray, and Xuan 

Zhang, (and advised by Omar K. Farha, Christopher J. Cramer, J. Ilja Siepmann, and 

Laura Gagliardi). A report on this research project has been published.537 

Samuel J. Stoneburner conceived the original idea, performed the cluster DFT 

calculations, contributed to the structural analysis and screening, and contributed to the 

manuscript. 

 

Reproduced with permission from Demir, H.; Stoneburner, S. J.; Jeong, W.; 

Ray, D.; Zhang, X.; Farha, O. K.; Cramer, C. J.; Siepmann, J. I.; Gagliardi, L. Metal-

Organic Frameworks with Metal Catecholates for O2/N2 Separation. J. Phys. Chem. C 

2019, 123, 12935-12946.537 
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4.4.1 Overview 

Oxygen and nitrogen are widely produced feedstocks with diverse fields of 

applications, but are primarily obtained via the energy-intensive cryogenic distillation of 

air. More energy-efficient processes are desirable, and materials such as zeolites and 

metal-organic frameworks (MOFs) have been studied for air separation. Inspired by 

recent theoretical work identifying metal-catecholates for enhancement of O2 selectivity 

MOFs, the computation-ready experimental (CoRE) database of MOF structures was 

screened to identify promising candidates for incorporation of metal catecholates. Based 

on structural requirements, preliminary Grand-Canonical Monte Carlo simulations, and 

further constraints to ensure the computational feasibility, over 5,000 structures were 

eliminated and four MOFs (UiO-66(Zr), Ce-UiO-66, MOF-5, and IRMOF-14) were 

treated with periodic density functional theory (DFT). Metal catecholates (Mg, Co, Ni, 

Zn, and Cd) were selected based on cluster DFT calculations and were added to the 

shortlisted MOFs. Periodic DFT was used to compute O2 and N2 binding energies near 

metal catecholates. We find that the binding energies are primarily dependent on the 

metals in the metal catecholates, all of which bind O2 quite strongly (80-258 kJ/mol) and 

have weaker binding for N2 (3-148 kJ/mol). Of those studied here, Cd-catecholated 

MOFs are identified as the most promising. 

 

4.4.2 Introduction 

The production of oxygen gas is at enormous levels (>100 million tons/year) and 

oxygen gas is one of the most essential chemicals due to its various uses in medicine, 

chemical manufacturing, coal gasification, wastewater treatment, fuel cells, and the paper 

industry.109,538,539 High-purity oxygen (>99%) is crucial for a variety of areas, such as 

medical,539 military and aerospace,540 semiconductor,541 cylinder filling,542 ozone 
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generation,542 plasma chemistry,542 and oxy-fuel combustion516 applications. For instance, 

for surgeries in the U.S., the minimum oxygen purity is 99%, and it is even higher in 

Japan (99.6%).540 In semiconductor, military, and aerospace applications similar 

concentrations of 99.8%, 99.5%, and 99.5%, respectively, are required.540 Thus, effective 

separation of oxygen and nitrogen from air can provide large sources of commodity gas 

that would lower the cost of the aforementioned applications.  

Separation of O2 and N2 has been regarded as one of the most challenging 

separations due to their similar molecular sizes.543 Cryogenic distillation has been used to 

produce O2 at industrial scales since the 1920s.544 However, the boiling points of O2 and 

N2 at 1 atm are -183 and -196 °C, respectively, and so a great deal of energy is required 

to condense the gases at very low temperatures.545 Although cryogenic distillation is a 

proven technology for large quantities of air separation (>200 tons/day), for small and 

medium scale production more economical alternatives around room temperature are 

possible, such as membrane separation, vacuum swing adsorption (VSA), and pressure 

swing adsorption (PSA).546–548 It has been demonstrated that the PSA technique with 

current materials can provide oxygen at concentrations up to 95% for small and medium 

scale needs with much less energy than required for cryogenic distillation.540,545  

Zeolites are traditionally used as adsorbents for many applications, including 

O2/N2 separation. Many zeolites have shown preference for N2 over O2 such as 4A, 5A, 

LiAgX, LiLSX, and Linde 10X zeolite, which are molecular sieves hosting different pore 

aperture sizes with disparate chemical contents in terms of silica amount and the 

absence/presence of various cations (Li, Ag).549,550 The more favorable interactions for 

N2 compared to O2 have been suggested to arise from the stronger interactions of the 

larger quadrupole moment of N2 (-1.4 Debye.Å for N2 vs. -0.4 Debye.Å for O2)439,551 

with the electric field in the framework.550,552 For obtaining O2 with air separation, 
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however, the adsorbent should selectively capture O2 over N2 around room temperature. 

Capturing O2 would bring great economic benefit compared to zeolites since capturing 

lean gas with porous materials means smaller volumes of gas need to be processed. 

Metal-organic frameworks (MOFs)94,96,553,554 are promising candidates for selective O2 

adsorption. MOFs can be efficient O2 selective materials since they have much wider 

chemical diversity than traditional adsorbents as well as highly porous and 

functionalizable structures. 

The basic concept underlying the construction of the MOFs is the linking of two 

building blocks (i.e., metal nodes and organic linkers), and so almost infinitely many 

MOFs can be constructed by combining different building blocks.395 Recently, the 

number of experimental and theoretical MOFs has risen swiftly and several collections of 

structures involving MOFs such as the Cambridge Structural Database (CSD)428, 

hypothetical MOFs (hMOFs)395, computation-ready experimental MOFs (CoRE 

MOFs131), and ToBaCCo555 have been reported. 

Although high numbers of MOFs might initially appear to be an advantage, 

performance testing each MOF experimentally would be daunting in terms of time and 

financial resources. Computational tools can be highly beneficial in accelerating the 

experimental efforts to find the best material for a particular application. Grand-

Canonical Monte Carlo (GCMC) is a molecular simulation method routinely used to 

investigate the adsorption thermodynamics in nanoporous materials having a wide range 

of structural diversity.556–558 For instance, Moghadam et al.559 performed GCMC 

simulations for more than 2900 MOFs in the CoRE MOF database to acquire adsorption 

loadings and deliverable O2 capacity, both at 298 K. Having identified top MOFs from 

GCMC simulations, they synthesized UMCM-152 and achieved the highest deliverable 

oxygen capacity (22.5% higher than the second top material in the literature) and 
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matching loadings with those in simulations. DeCoste et al.560 made a similar analysis for 

10,000 MOFs and identified NU-125 as a better O2 storage material than NaX and Norit 

activated carbon (237%, and 98%, respectively) in terms of excess capacity. GCMC 

simulations can be categorized into two types: force-field based and ab-initio based 

simulations. The accuracy of the former heavily relies on the force field parameters 

which determine the intramolecular/intermolecular interactions.561 Many examples have 

been demonstrated where generic force fields can make predictions close to experimental 

adsorption values for sorbates such as CH4 and H2.562–564 However, when Zeitler et al.565 

studied 98 materials for O2 adsorption using a generic force field, UFF,440 their 

comparisons with experimental data demonstrated that UFF is incapable of describing 

O2-open metal site interactions accurately. Density functional theory (DFT) is a relatively 

affordable quantum chemical method which can be used to derive specialized force fields 

that could significantly improve generic force field predictions and reproduce 

experimental data,105,421,566 but the use of DFT-based force fields is generally limited to 

the specific systems for which they were designed. DFT can also be used to study 

adsorption in systems for which a force field is unavailable.567 Wang et al.568 studied O2 

adsorption in M3(BTC)2 (M= Cr, Mn, Fe, Co, Ni and Cu) with PBE-D2 and found 

Ni3(BTC)2 to be a potentially useful oxygen adsorbent that could favorably bind O2 over 

N2. Parkes et al.513 screened the binding energy of O2 and N2 in M2(dobdc) and 

M3(BTC)2 with 14 different metals with PBE-D2. The MOFs substituted with early 

transition metals were recommended as the best materials for selectively capturing O2 

over N2 because both MOFs show higher O2 binding energy with early transition metals 

than with late transition metals. Similar studies have been conducted by Gallis et al.521, 

Verma et al.522 and Xiao et al.525 on M-BTC (M = Mn, Fe, Co, Cu), Fe2(dobdc), and Co-

BTTri and Co-BDTriP, respectively. 
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Open-metal MOFs that have been synthesized and studied experimentally 

regarding O2 adsorption/separation typically have had critical performance failures such 

as poor cyclability and/or limited separation performance except at relatively low 

temperatures. For example, Cr3(BTC)2 exhibits much more favorable O2 adsorption 

interaction compared to the physisorption of N2, driven by a partial electron transfer from 

Cr2+ to the bound O2 sorbate, but it shows a steady decrease in O2 uptake for repeated 

cycles.569 A Co(II) carborane-based MOF shows an O2/N2 selectivity of 6.5 at low 

pressure, but it quickly diminishes to ~2 at higher pressures.570 Bloch et al.109 have 

demonstrated that Fe2(dobdc) is an O2 selective MOF, but with irreversible O2 binding 

above 226 K. They found that charge transfer from Fe(II) to O2 changes from partial 

transfer at low temperature into complete transfer at room temperature. Later, Bloch et 

al.571 reported that Cr-BTT exhibits rapid O2 adsorption/desorption kinetics with good 

O2/N2 selectivity. These studies illustrated the importance of the presence of redox-active 

metal in MOFs for preferential O2 uptake over N2. However, these open metal MOFs 

have been known to lose crystallinity and O2 adsorption performance when adsorption 

conditions are not well controlled.525 In contrast, Co-BTTri and Co-BDTriP showed good 

recyclability up to 10 cycles, but they exhibited high selectivities only at low 

temperatures (13 and 40 at 243 K for Co-BTTri and Co-BDTriP, respectively).525 Low 

O2/N2 selectivity at room temperature is a common problem for MOFs. For example, it 

has been shown that MOF-177 possesses an O2/N2 selectivity of 1.8 at 298 K, 1 atm.572 

Likewise, UMCM-1 exhibits an O2/N2 selectivity of 1.64 at similar conditions (298 K, 

0.96 bar).573 MOFs demonstrating high O2/N2 selectivity around room temperature have 

not been reported yet to the best of our knowledge, which is a gap in material space and 

is one of the motives of this work. 

Metalated catecholate linkers have brought new opportunities in adsorption due to 

the strong interactions between the open metal site in the metal catecholate with multiple 
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sorbates (e.g., Weston et al.497), and thus could be used to obtain higher O2/N2 selectivity 

and O2 uptake. A previous computational investigation326 predicted that metal 

catecholates (Mg, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, and Zn) could be beneficial for air 

separation. Except for Cu catecholate, all metal catecholates were shown to interact 

stronger with O2 than N2. Fe and Zn catecholates were suggested as the most appropriate 

choices due to relatively weak affinity towards O2, which is expected to result in a 

relatively easy desorption and improve the regenerability of the system. In addition, 

generation of strong adsorption sites at the metal-catecholate rather than at the nodes 

could be a good way to avoid structural stability issues. Conventional open metal sites in 

metal nodes are closely related to structural integrity, since the weakest bond in MOFs is 

the metal-ligand bond.574,575 In contrast, the metal sites in metalated catecholate linkers 

are not directly bonded to the pristine MOF structure and are not expected to play a 

significant role in the general structural stability. While there are additional synthetic and 

reusability challenges that arise from the reactivity of the catecholates and the 

undercoordination of the metal, metal-catecholates and related moieties have already 

been synthesized in several MOFs494–496,529,576 and porous organic polymers129,497,498,530, 

with applications in gas separations129, gas storage497, and catalysis494,495,498,529,530. For 

example, Fei et al.495 reported the synthesis of UiO-66(Zr) with Cr-catecholates for 

oxidation catalysis with no loss of Cr and with good stability with respect to temperature 

and aqueous solvent. Similarly, Huang et al.529 reported the synthesis and hydroboration 

of carbonyls on ANL1-Ti(OiPr)2 with no significant loss of the alkoxide-supported Ti. 

Tanabe et al.498 found that functionalizing a porous organic polymer with a TaV trialkyl 

resulted in no loss of thermal and structural robustness. 

In this study, we aim to develop highly O2 selective MOFs for O2/N2 separation 

by inserting metal-catecholates into experimentally known MOF structures. Our objective 

can be divided into two targets: to find parent MOF structures that can be good platforms 
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for metalated structures, and then to develop metalated MOF structures from the parent 

ones. The scheme of this multi-stage work is depicted below in Figure 36. In the first 

stage several structural criteria, which are indicated in the Computational Methods 

section, are applied to CoRE MOFs to identify MOFs with appropriate pore space where 

metal catecholates could be incorporated. In the second stage the shortlisted MOFs are 

used, without any modification, in binary GCMC simulations (O2/N2 = 20:80) to predict 

O2/N2 selectivity at 1 bar, 298 K. MOFs with O2/N2 selectivity larger than 1 are 

considered to have good potential for selective O2 separation, inasmuch as they are not 

N2-selective and will therefore not have structural effects counterproductive to our goal 

of O2 selectivity. In the third stage metal-catecholate functionalized MOF structures are 

generated for the screened pristine MOFs, with the metals selected based on previous 

work326 and new cluster DFT calculations. Duplicate metalation sites are excluded using 

an in-house developed code in Python. In the last stage a subset of the metalated MOF 

structures are chosen based on computational feasibility of structural optimization and the 

binding energies of O2 and N2 are calculated with periodic DFT. 

 

 
Figure 36. Multi-stage screening approach. 
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4.4.3 Computational Methods 

4.4.3.1 Overview of the Screening Procedure 

Our work consisted of multiple steps, summarized in Figure 37. The CoRE MOF 

database includes 5,109 experimentally reported MOF structures. The initial 5,109 

structures were reduced to 2,867 by requiring 6-membered rings consisting of C and/or N 

atoms and requiring that at least two adjacent ring atoms have one H atom attached to 

each. These requirements ensured that the given structures have site(s) for inserting 

metalated catecholates, resulting in the selection of MOFs that have organic ligands 

containing benzene(-like) moiety such as 1,4-benzenedicarboxylate (BDC). 

 

 
Figure 37. Screening process for selecting metalated MOF structures for DFT 

calculations. 

 

Next, MOFs were required to have pore limiting diameters (PLD) larger than or 

equal to 3.114 Å and largest cavity diameters (LCD) larger than or equal to 8.000 Å. The 

pore limiting diameter (i.e., pore aperture diameter) minimum was chosen as 90% of the 
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O2 kinetic diameter, which filtered out most of the MOFs that would experience high 

diffusional constraints. The largest cavity diameter (i.e., largest pore diameter) was 

chosen so that there would be enough space available in the pore space to incorporate a 

metal catecholate. The pore specifications reduced the number of MOF structures to 684. 

In anticipation of GCMC calculations and recognizing the need for relatively 

reliable charges for the framework atoms, MOFs were omitted that involve atoms for 

which there were not sufficient electron affinity and ionization potential data in the EQeq 

code,460 mostly lanthanides and actinides. To reduce computational cost for subsequent 

periodic DFT calculations, MOFs were also required to have less than or equal to 300 

atoms per unit cell. Thus, 261 MOF structures out of the original 5,109 survived to 

GCMC calculations. Note that omissions for computational feasibility took place only 

after the structural screening was complete, and so only 423 structures (i.e., less than 

8.3% of the original 5,109) were excluded from GCMC calculations for the technical 

reasons described here. See the Supporting Information for further details on the size-

excluded structures. 

 

4.4.3.2 Structural Analysis 

MOF structures were obtained from the CoRE MOF database, which includes 

experimentally reported structures only.131 Potential sites for metal-catecholates, i.e., 6-

membered rings of carbon and/or nitrogen atoms, of which two adjacent ring atoms have 

one H atom each attached, were identified using the geometry analysis tools of 

Platon.577,578 Geometrical analysis on pore sizes and the number of open metal MOFs was 

conducted with Zeo++.579 Additional structural analysis for metalated MOF structures 

was performed with custom in-house code as described in subsequent sections. 
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4.4.3.3 GCMC 

Binary GCMC simulations for binary gas mixtures (20% O2, 80% N2) were 

carried out using the RASPA438 code to obtain O2 and N2 loadings and O2/N2 selectivity 

data at p = 1 bar and T = 298 K as follows 

SO2/N2 =
NO2/NN2
xO2/xN2

 (79) 

where N is the gas uptake (in units of molecules per simulation cell) and x is the mole 

fraction of this component in the feed mixture. Adsorbate-adsorbate and adsorbate-MOF 

interactions were modeled through a combination of Lennard-Jones and Coulomb 

potentials. The force field parameters for O2
551and N2

439 (3-site models) were obtained 

from the TraPPE force field, while UFF Lennard-Jones parameters were used for the 

framework atoms. The framework atoms were assigned charges based on the EQeq460 

(extended charge equilibration) method. Although the framework flexibility may play an 

important role in some adsorption cases,580–583 in this study the atomic positions were 

kept frozen during the simulations due to the unavailability of generic flexible force 

fields. The Lennard-Jones interactions were truncated at 12 Å without analytical tail 

correction, as is common in simulations for MOFs.584,585 (Larger truncation distances do 

not lead to any significant change in selectivity, as shown in the Supporting Information.) 

The Ewald summation technique586 was used with a relative precision of 10-6 for 

electrostatic interaction calculations. The GCMC simulations involved 50,000 cycles in 

total with equal equilibration and production cycles, where the allowed GCMC moves 

were translation, rotation, reinsertion,587 molecular identity change, and random 

insertion/deletion with equal probability. Here, a Monte Carlo cycle is defined as 

max(20,N) Monte Carlo steps, in which N denotes the total number of O2 and N2 guest 

molecules in the simulation box. The gas loadings were computed in 5 blocks (i.e, for 1-

10000, 10001-20000, …, 40001-50000 cycles). The ratios of gas uptake in the first and 
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last simulation block over the average gas loading are plotted in Figure S8, which shows 

the insignificant deviations along the simulation. As a supplement, the average and 

variance of these ratios are presented in Table S11 where it can be seen that the averages 

over all materials are very similar in the first and last simulation blocks for both O2 and 

N2 and the spread of these ratios is narrow, which implies that 50,000 cycles were 

sufficient to get converged GCMC results. 

 

4.4.3.4 Generation of Metalated Catecholate Functionalized Structures 

Metalated MOF structures were created from the prescreened pristine MOFs 

(EDUVOO [IRMOF-14], RUBTAK02 [UiO-66(Zr)], SAHYIK [MOF-5], and Ce-UiO-

66) by inserting only one metal-catecholate moiety in each potential metalation site 

(defined above under “Structural Analysis”). Ce-UiO-66 is not included in the CoRE 

MOF database, however, it has been added to our list of materials to study the effect of 

metal type in MOF nodes on binding energies, which was previously shown to be large 

for the binding energy of H2O.588 In this work, we report both the refcode (i.e., a 6-

character alphanumeric reference code) and common name for a MOF structure. Note 

that there might be multiple refcodes for a specific MOF depending on experimental 

conditions such as temperature, the presence of solvent molecules, etc. The geometry of 

the added metal-catecholate moiety was obtained from the DFT optimized geometry of 

N2 bound to Zn-catecholate as published in previous work.326 The MOF structures with 

metalated catecholates were checked for steric hindrances and symmetrical redundancy 

using an in-house code developed in Python, the procedure of which is detailed further 

below. 

In the environmental analysis implemented in the code, a unit cell was expanded 

to a supercell with consideration of an environment checking radius of 15 Å for periodic 
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boundary conditions. Next, within the checking radius centered on the added metal atom, 

up to 50 nearest framework atoms or more when distances of the atoms are too close 

(<0.05 Å) were selected to produce environment information for the specific metalation 

site. Four different characteristics were calculated as the environment information: atom 

type, distance between the added metal atom and the framework atom (𝐹𝐹𝑖𝑖𝑖𝑖), angle 

between the vector from the center of a ring to the added metal atom and the vector from 

the added metal atom to the framework atom (𝜃𝜃1), and angle between the vector from one 

oxygen atom to the other oxygen atom in the catecholate ligand and the vector from the 

added metal atom to the framework atom (𝜃𝜃2). Finally, based on the environment 

information, duplicate metalation sites were excluded (Figure 38). In addition, sterically 

unphysical metalation sites, which were too close to other framework atoms (<2.5 Å), 

were also filtered out. 

 

 
Figure 38. Environment comparison for identifying unique metalation sites among 

potential metalation sites. 
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4.4.3.5 Cluster DFT 

Many different metals could be considered for the metal-catecholates, and treating 

each of them in each shortlisted MOF structure with periodic DFT would have required 

more calculations than could readily be performed. Instead, we chose a selected list of 

specific metals based on cluster calculations in previous work326 and additional cluster 

DFT calculations using PBE-D3(BJ),82,414,589 which allowed for direct comparison to 

periodic DFT results. In keeping with previous work,326 the binding energies of guests 

(O2 and N2) to a given metal-catecholate were calculated as the energies of the isolated 

guest and the isolated metal-catecholate (Figure 39) subtracted from the energy of the 

catecholate-metal-guest supersystem (Equation (80)). 

 

 
Figure 39. Cluster model of metal-catecholate system. 

 

Ebind = Ecomplex − Emetal−catecholate − Eadsorbate (80) 

All new cluster DFT calculations were performed with Amsterdam Density 

Functional (ADF) 2017590–592 using the all-electron TZ2P basis set593 and the zeroth-order 

regular approximation (ZORA) for scalar relativity corrections.594–596 All spin states were 

considered. The calculated Gibbs free energies are based on a standard state of ideal gas 

at 1 atm. For the sake of simplicity in the periodic DFT calculations, only 2+ oxidation 

states were considered for the data presented here. Metals were selected based on 
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estimated availability of precursors and the likelihood of obtaining a 2+ oxidation state, 

specifically Be2+, Mg2+, Ca2+, Cr2+, Mn2+, Fe2+, Co2+, Ni2+, Zn2+, Sr2+, Pd2+, Cd2+, Ba2+, 

Pt2+, and Pb2+. 

 

4.4.3.6 Periodic DFT 

The periodic spin-polarized DFT binding energies of O2 and N2 were calculated 

using the Vienna Ab Initio Simulation Package (VASP)432,597 with PBE-D3(BJ).82,414,589 

In these calculations, both the MOF unit cell information and the MOF atomic 

coordinates were used as reported in the CoRE MOF database. A metal catecholate was 

incorporated into the viable MOFs (see Results and Discussion for details) and then the 

adsorbate molecules were initially placed near the metal catecholate in three orthogonal 

configurations and were then fully optimized. For Co and Ni in the metal-catecholates, 

high spin states were assumed for the metals with ferromagnetically coupled O2 in the 

framework. All periodic DFT calculations were performed using Γ-point sampling and a 

500 eV kinetic energy cutoff. The energy and force convergence criteria were 10-5 eV 

and 0.01 eV/Å, respectively. Missing hydrogens in the RUBTAK02 structure were added 

as in Yang et al.598 in order to have a neutral structure. The proton topology assigned for 

UiO-66(Zr) follows that of the most stable configuration of NU-1000 as demonstrated by 

Planas et al.599 For periodic DFT calculations, the electronic binding energy is defined as: 

Ebind = Ecomplex − Eframework − Eadsorbate (81) 
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4.4.4 Results and Discussion 

 

 
Figure 40. Binary GCMC O2/N2 (20%/80%) selectivity for 261 pristine MOFs obtained 

at 1 bar, 298 K. 

 

In Figure 40, a histogram of the O2/N2 selectivities obtained from the binary 

GCMC simulations is shown for the 261 pristine MOFs. The selectivity varies between 0 

and ~1.5, but most materials perform near a selectivity of 1. Unexpectedly, there are 

seven MOFs that show highly N2 selective behavior (0 < 𝑆𝑆O2/N2 < 0.4), but all of these 

contain open metal sites. A more detailed analysis for NEXXEV, the most N2 selective 

material, indicates that (after removal of solvent molecules) the structure contains rows of 

free (essentially uncoordinated) Li cations that cause erroneous partial charge 
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assignments with the EQeq method and lead to unreasonably strong interactions with N2 

molecules (see Supporting Information). Detailed GCMC results can also be found in the 

Supporting Information. 

Our screening analysis focuses on the materials that are O2 selective (𝑆𝑆O2/N2 > 1) 

based on the GCMC results. These materials have structural properties that allow 

preferential adsorption of O2 over N2, taking into account dispersion and electrostatic 

interactions only. However, it should be noted that the generic force fields (i.e. UFF) may 

fail to accurately account for the interactions between the sorbates and the adsorbent561 

for structures both with open metal sites (e.g., CO2 adsorption in Mg-MOF-74105) and 

without open metal sites (e.g., Ar adsorption in ZIF-8566). Thus, in reality, these O2 

selective materials could exhibit higher selectivity than predicted by GCMC simulations. 

For example, the experimental O2/N2 selectivity is calculated as ~1.7, and ~1.7-1.8 for 

UMCM-1, and MOF-177, respectively, by taking the ratio of pure O2 and N2 adsorption 

loadings at 298 K, 1 bar.600 To test the proximity of UFF predictions with respect to 

experiments, we performed pure O2 and N2 GCMC simulations and the O2/N2 selectivity 

is predicted to be 1.05 and 1.02 for UMCM-1 and MOF-177, respectively. Our 

conclusions match those of Zeitler et al.,565 who found that UFF failed to account for O2-

metal interactions in a study comparing the experimental O2/N2 selectivities of several 

MOFs to those obtained by GCMC simulations . Thus, the calculated GCMC O2/N2 

selectivities in this work likely underpredict O2/N2 selectivity that would be obtained in 

experimental conditions. Accordingly, it should not be assumed that the GCMC step of 

the screening identifies that the best candidates without further screening being 

necessary. On the contrary, the GCMC step only eliminates the cases that would be N2-

selective, which would be counterproductive for O2-selective modifications. 
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To obtain a more accurate description of O2 and N2 adsorption, periodic DFT 

calculations were performed on the metal-catecholated versions of a subset of these 

materials. Considering only cases for which 𝑆𝑆O2/N2 > 1 left 210 surviving MOF structures 

out of the original 5,109 for possible metalation. From these 210 structures, a total of 

4,977 potential metalated structures can be generated by assuming every two adjacent H 

atoms in the rings can be transformed to a metal-catecholate complex, and by including 

only one metalation site per metalated structure. However, to perform DFT calculations 

for all the generated potential metalated structures would be a daunting task, especially as 

there would need to be at least 7 calculations per metalated structure: with and without 

two different gas molecules, N2 and O2, and with 3 different initial configurations for 

each (see Figure 41). 

 

 
Figure 41. Generation of metalated structures for the periodic DFT calculations. Color 

code: oxygen atoms, red; carbon, gray; hydrogen, white; nitrogen, blue; metal, blue-gray. 
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To narrow down the number of potential metalated structures for further DFT 

calculations, metalated structures with duplicate or sterically unrealistic metalation sites 

were excluded via environment comparisons (Figure 38) using in-house developed code. 

Unrealistic metalation sites could be created when the added metalation site is in a small 

pore, or the direction of the metal-catecholate complex (i.e., direction from the center of a 

ring to the added metal atom) faces toward the pore wall (see Supporting Information for 

details). Note that this set of exclusions is therefore physically motivated, not merely a 

concession to computational limits. 

Following the environment comparisons, 564 unique metalated structures from 

168 parent MOF structures were obtained. To simplify the analysis, MOF structures that 

possess more than one unique metalation site were ruled out. MOFs with multiple unique 

metalation sites would likely have an unpredictable mixture of metalated sites in 

experiment, making it more difficult to make comparisons between experiment and 

theory. While it is possible that some of the excluded structures could yield even better 

air separation capabilities than those we consider for the remainder of this study, our 

focus on this work is identifying several promising candidates in such a way that the 

computational results can be experimentally tested. 

Of the 564 possible metalated structures, only 55 have only one unique metalation 

site. In these structures, the structure nodes feature different metals: Cd (1), Cu (8), Mn 

(2), Sc (1), Zn (41), and Zr (2), where the number in the parentheses is the number of 

structures. 55 structures would still have led to an overabundance of calculations, so we 

attempted to select a diverse sample by considering at least one MOF with each metal in 

the node for DFT optimization after the metal catecholate incorporation. However, we 

observe that for many structures incorporation of the metal catecholate led to large 

structural changes during the optimization (e.g., for UKIQIP-Zn-cat the Zn of the 
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catecholate unit is found to approach closely the C atoms of the nearest benzene ring), 

and we surmise that these structures would not be stable in their metal catecholate form. 

In general, we have observed that converging to a physically reliable structure (i.e. no 

undesired bond breakage/formation) becomes harder as the metalated linker points more 

towards the MOF scaffold rather than the open porous space. In those cases, the strong 

confinement effect around the metalated linkers may be responsible for the significant 

distortion of the structure. We have not investigated the effect of the orientation of the 

metalated linker on the optimization of the structures, however, as it is beyond the scope 

of our screening study. For simplicity, our metalated structure optimizations are 

initialized with the same orientation of the linkers as in the pristine MOFs. Only 

SAHYIK (Zn)-M-cat, EDUVOO (Zn)-M-cat, and RUBTAK02 (Zr)-M-cat resulted in 

functional structures after optimization (SAHYIK: Zn4O(BDC)3, where BDC = 1,4-

benzene-dicarboxylate, EDUVOO: Zn4O(PDC)3 where PDC = pyrene-2,7-dicarboxylate, 

RUBTAK02 (H atoms added): Zr6O4(OH)4(BDC)6) where the interatomic distances are 

reliable with no undesired bond formation/breakage. The vibrational frequency 

calculations of the optimized structures are not performed due to the high computational 

cost. It is notable that these MOFs have large pores where the metalated linkers are 

oriented towards the pore space. The structures identified using the screening 

methodology are listed with their structural information in Table 31 for parent and metal-

catecholated MOFs with 5 different metals in catecholates that will be discussed in the 

next paragraph. Note that UiO-66(Zr) (here as RUBTAK02) has been successfully used 

before as a support for metalated catecholates.495,496 As expected, with the addition of 

metal catecholates, there are slight decreases in void fractions. However, in terms of pore 

sizes, the incorporation of metal catecholate can cause an increase or decrease depending 

on the rotation of the linker in the optimized structures. 
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Table 31. Final MOF candidates studied for O2/N2 separation. 

MOF Metal node Metal-
catecholate PLD (Å) LCD (Å) Void 

fraction 

SAHYIK 
(MOF-5) 

Zn 

- 7.8 14.9 0.77 
Cd 8.0 15.1 0.76 
Co 8.0 15.2 0.76 
Mg 8.0 15.1 0.76 
Ni 8.0 15.2 0.76 
Zn 8.0 15.2 0.76 

EDUVOO 
(IRMOF-14) 

Zn 

- 10.6 20.9 0.84 
Cd 10.4 21.0 0.83 
Co 10.4 21.0 0.83 
Mg 10.4 21.0 0.83 
Ni 10.5 21.0 0.83 
Zn 10.4 21.0 0.83 

RUBTAK02 
(UiO-66) 

Zr 

- 3.9 8.5 0.47 
Cd 4.2 7.7 0.44 
Co 4.2 7.7 0.43 
Mg 4.2 7.7 0.44 
Ni 4.2 7.7 0.45 
Zn 4.2 7.7 0.45 

UiO-66 Ce 

- 4.4 9.1 0.50 
Cd 4.5 8.1 0.48 
Co 4.5 8.1 0.47 
Mg 4.5 8.1 0.48 
Ni 4.5 8.1 0.48 
Zn 4.5 8.1 0.49 

 

In selecting the candidate metals for the metal-catecholates, it is important to 

strike a balance between the absolute O2 binding energy, which is important for 

reversibility, and the difference in O2 and N2 binding energies (Esep = Eb, O2 - Eb, N2), 

which speaks to potential for separation. In the previous cluster calculations326 all metals 
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other than Cu (i.e, Mg, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, and Zn) were predicted to be O2 

selective and had high values for Esep, but were also predicted to have extremely high 

absolute O2 binding that would likely be irreversible. In order to see whether the 

magnitude of the O2 binding might decrease at the periodic level, we selected the cases 

with the (relatively) weakest O2 binding among the investigated metals above: Co, Mg, 

Ni, and Zn. However, when their periodic DFT binding energies were calculated in this 

work, they were found to be similar to the cluster DFT binding energies and therefore 

still have very strong absolute O2 binding energies (in the Supporting Information, Table 

S3). Therefore, for this study we performed new cluster calculations on a larger set of 

metals in order to identify more favorable metal candidates. As explained in the 

Computational Methods section, these metals were selected for their expected 

experimental feasibility based on the availability of synthetic precursors and accessibility 

of the 2+ oxidation state. The results of the new cluster calculations are presented in 

Figure 42, and as before, most metals studied are predicted to have overly strong binding 

for O2. There is not necessarily a known specific value for the electronic binding energy 

below which O2 binding will be reversible, in part because it would depend on the 

thermal stability of the specific MOF support. However, we expect that ideally the 

absolute O2 binding energies would need to be within ~20-40 kJ/mol, and therefore in 

order to obtain good O2/N2 separation the absolute N2 binding energies would ideally be 

near 0 kJ/mol so as to maintain a maximum differential. Of the metals studied, only Cd 

and Pb offer sufficiently low absolute N2 binding energies. In Cd-catecholate, the 

difference between O2 and N2 binding energy is substantial, which suggests N2 may not 

compete with O2. This competitive advantage is not expected to hold for Pb-catecholate 

due to the smaller difference between O2 and N2 binding energies. In light of these 

factors, Pb catecholates are not considered further, and the final list of metals for the 

metal-catecholates is Cd, Co, Mg, Ni, and Zn. We acknowledge that all of these metals 



250 

feature absolute O2 binding energies larger than 40 kJ/mol, but as we discuss further 

down we believe there are mitigating factors that keep Cd within the realm of practical 

possibilities. While Co, Mg, Ni, and Zn all have much larger absolute O2 binding 

energies and are not expected to allow for reversible binding, we include their periodic 

DFT results for the sake of analyzing whether binding trends are exclusively due to the 

metals in the metal-catecholates or whether the support structures also play a role. 

 

 
Figure 42. PBE-D3(BJ) binding energies (Eb) of O2 and N2 in cluster models. Results 

presented here use the lowest energy spin state for each system. 
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The selected metal-catecholates are included in four MOFs to obtain the binding 

energies using periodic DFT. Those binding energies are then compared with those from 

cluster models. Figure 43 presents O2 and N2 binding energies for each material, where 

the type of metal-catecholate is denoted with a suffix after the MOF name (i.e. MOF 

Name-Zn-cat). The binding energies shown in Figure 43 are calculated with the lowest 

energy configurations optimized from the three orthogonal initial positions. Note that the 

MOF structure (i.e. the environment of the metal catecholate) has limited effect on the 

strength of O2 and N2 adsorption, as can be seen when comparing data with the same 

metal-catecholates in different MOFs. However, it should be understood that a different 

observation is possible for other MOFs, especially MOFs having smaller pores that create 

larger confinement effects around the adsorbate. Such an effect does not exist in the 

studied structures due to the distance of the atoms (except the metal catecholate) around 

the adsorbates. Besides the full framework effect, it should also be noted that the binding 

energies of O2 and N2 change very little when comparing between UiO-66(Zr) and its Ce 

analogue, implying that the effect of the metal in the node is minimal when the binding is 

taking place at a metal-catecholate inserted into a linker. The nature of the support 

structure, however, may remain relevant in that some degree of thermal stability will be 

required in order to maintain structural integrity during the adsorption and release of O2. 

The strength of O2 adsorption follows the order of Mg-cat > Co-cat > Ni-cat ≈ Zn-cat > 

Cd-cat while N2 adsorption strength is in the order of Ni-cat ≈ Co-cat > Mg-cat ≈ Zn-cat 

> Cd-cat. To estimate the O2/N2 selectivity in periodic systems, the following relation is 

used: 

SO2/N2,DFT = 𝐹𝐹−(∆𝐺𝐺𝑂𝑂2−∆𝐺𝐺𝑁𝑁2)/𝑅𝑅𝑇𝑇 (82) 

Here, ΔG = ΔE + ΔGcorr where ΔE is the electronic binding energy obtained in the 

periodic model and ΔGcorr is the difference between ΔG and ΔE obtained from the cluster 
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calculations. As can be seen in Table S10, SO2/N2,DFT follows the order: Mg-cat > Zn-cat 

> Cd-cat > Co-cat > Ni-cat for all MOF types. It should be noted that SO2/N2,DFT is only a 

qualitative value that is used to give an idea about the selectivity trends at low pressure. It 

should not be considered a quantitative value for selectivity (i.e. SO2/N2,DFT value of 0.3 

for SAHYIK-Ni-cat does not imply that structure is N2 selective, it rather demonstrates 

that, among SAHYIK materials, SAHYIK-Ni-cat is predicted to be the least selective 

since others possess higher selectivity estimates.) 
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Figure 43. PBE-D3(BJ) binding energies (Eb) of O2 and N2 in RUBTAK02 (UiO-66(Zr)), 

Ce-UiO-66, SAHYIK (MOF-5), and EDUVOO (IRMOF-14) incorporated with metal-
catecholates (Mg, Co, Ni, Zn, and Cd). 

 

In order to rationalize the binding energy trends, we further analyzed our periodic 

results for EDUVOO MOF and calculated Quantum Theory of Atoms in Molecules 

(QTAIM) charges using the Bader charge analysis code developed by the Henkelman 

Group at the University of Texas – Austin601–605 on the catecholate metal center and on 
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the bonded O2/N2 molecules. We do not see a significant difference in the QTAIM 

charges of metal centers when comparing between the three different guest 

conformations, so the QTAIM charges of the metal centers are reported for the most 

stable conformations only (in the Supporting Information, Table S9). We note that while 

charge is an important electrostatic descriptor, there is another key difference between 

these metals, namely that the Co and Ni metals have partially filled d orbital shells while 

Mg, Zn, and Cd are characterized by all shells of a given angular momentum being fully 

filled. We found that for Mg, Zn, and Cd, the QTAIM charge on the metal center follows 

the same order as that of the binding energy (i.e. Mg > Zn > Cd). For Co and Ni, we 

observed that for Co-catechol the QTAIM charge on the Co center is slightly higher than 

that of the Ni in the O2-bound catechol, suggesting that O2 binds slightly stronger to the 

Co-catechol compared to the Ni-catechol because it oxidizes the metal to a greater extent. 

The charges on the Co and Ni centers are very similar in the N2 bounded structures and 

thus their N2 binding energies are very similar as well. 

The periodic results mirror those reported for cluster calculations in previous 

work326 because the large pores result in there not being a significant adsorption site near 

the adsorbate other than the metal catecholate. Zn-cat had lower absolute O2 and N2 

binding energies than most of the other metals studied due to a full 3d subshell that 

minimizes covalency in O2 or N2 binding. In our current work, we see that Cd has even 

lower absolute O2 and N2 binding energies than Zn; this is consistent with the more 

diffuse character of the Cd 5s orbital compared to the 4s for Zn, which leads to the guests 

binding at greater distances and with reduced electrostatic interactions as well as reduced 

overlap for any covalent contributions to binding. 

While a significant difference between O2 and N2 binding energies in favor of O2 

adsorption would be beneficial for efficient O2/N2 separation, absolute O2 binding 
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energies cannot be too large without causing a high energy requirement for regeneration. 

O2 and N2 binding energies in MOFs with Mg-catecholate suggest that, in spite of the 

large Esep, they are not the ideal materials due to having overly high absolute O2 binding 

energies (over 220 kJ/mol). MOFs with other metal-catecholates also exhibit high 

absolute O2 adsorption energies (~80-180 kJ/mol) despite being lower than those in 

MOFs with Mg-catecholates. Within the five metal catecholates studied with periodic 

DFT, Cd-catecholates lead to the lowest absolute O2 adsorption energies in MOFs (~80-

95 kJ/mol) together with low absolute N2 adsorption energies (~3-20 kJ/mol). Even at 80 

kJ/mol, however, it would likely be difficult to evacuate O2 from the material at low 

pressures, which would lead to a high regeneration cost when using these MOFs to 

separate an O2/N2 mixture. That being said, there are several possible solutions. In this 

work, the adsorption energies of only the first molecules adsorbed are investigated in 

detail. However, it is likely that many of the subsequent molecules would adsorb with 

less energy, which can render a material partially regenerable. This hypothesis is best 

tested using MOFs with Cd-catecholates, as their O2 adsorption is expected to be weaker 

than the other materials. To illustrate this idea, DFT calculations employing two O2 

molecules near the Cd-catecholate of EDUVOO have been performed with different 

initial positions selected for O2 molecules. The lowest energy configuration shows a 

combined binding energy for two O2 molecules to be -110.4 kJ/mol, or an average of -

65.2 kJ/mol. As the lowest binding energy for the first O2 molecule in EDUVOO-Cd-Cat 

is -79.9 kJ/mol, this implies that a second O2 molecule will have weaker binding than the 

first one. Furthermore, it may be possible to weaken the intensity of the O2 binding by 

further functionalization of the catecholate carbon ring. Zhang et al. have found that the 

redox capabilities of a metal-catecholate can be tuned by adding functional groups to the 

opposite side of the 6-membered ring.531 While their study was for catalysis, it is possible 

that a similar strategy could be used for gas separation. Because tuning the redox activity 
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would likely proceed by adding functional groups to the 6-membered ring according to 

established principles of organic chemistry, our current work should serve as a useful 

starting point for any such future studies. 

 

4.4.5 Conclusions 

Air separation has long been an active research topic because oxygen and nitrogen 

are highly desired gases for many industries and applications. In contrast to earlier N2-

selective zeolite studies, this work focuses on the potentially O2-selective MOFs. O2-

selective materials are more economically desirable for high-purity and high-volume 

oxygen due to requiring lower volumes of processed gas in a real application. The MOFs 

that are investigated in this work (RUBTAK02 (UiO-66(Zr)), SAHYIK (MOF-5), and 

EDUVOO (IRMOF-14)) are shortlisted from the CoRE MOF database using structural 

criteria and binary GCMC O2/N2 selectivity data. Ce-UiO-66 is also added to this list 

despite not being a constituent of the CoRE MOF database in order to study the effect of 

metals in UiO-66 nodes on adsorption energies. These MOFs are modified with metal 

catecholates (Mg, Co, Ni, Zn, and Cd) to investigate O2 and N2 binding affinity using 

DFT. In general, the change in O2 and N2 binding energies across different MOFs is 

small, implying the dominant factor to be the metal type in the metal catecholate and that 

the MOF structure has only a secondary effect on the binding energies. This suggests 

that, in most of the cases, the interaction of sorbates near metal catecholates is dominant 

over other moieties in the structure. Since overly strong adsorption is not favored for 

regenerability, materials that have relatively low absolute O2 binding energies are sought, 

along with low absolute N2 binding energies for high O2/N2 selectivity. Out of five metal 

catecholates, Cd-catecholates show the least intense O2 adsorption (~80-95 kJ/mol), and 

with much less favorable N2 adsorption (~3-20 kJ/mol). The big difference between O2 
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and N2 binding energies could enable high O2/N2 selectivity, however, due to the 

relatively high O2 binding energies, MOFs with Cd-catecholates likely would experience 

regenerability problems. It is possible, however, that in practice O2 binding would be 

weaker than predicted due to anions or solvents such as water binding to the metal, 

increasing the coordination number. It also may be possible to tune the binding energies 

by modifying the catecholate carbon ring. Although it is not studied in this work, another 

approach could be using these MOFs for catalysis, where these materials might provide a 

suitable medium for oxidation of molecules such as methane or ethane. 

 

4.4.6 Additional Information 

Supporting Information: Breakdown of numbers of atoms in size-eliminated 

MOFs; detailed GCMC simulation results; neutrality check for MOFs; metalation code 

details; DFT binding energies and associated absolute energies in cluster and periodic 

models; analysis of the most N2 selective MOF; analysis of the sensitivity of GCMC 

O2/N2 selectivities to Lennard-Jones cutoff distances; periodic DFT energies for two O2 

molecules in EDUVOO-Cat-Cd; gas loadings across the GCMC simulation blocks. The 

Supporting Information is available free of charge on the ACS Publications website at 

DOI: 10.1021/acs.jpcc.9b02848. 
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