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Abstract. Uterire fibroids ae benign grawthsin the uerus, for which there are
seweral passille treamert options. Ritients andphysiciars gerrally apprad

the decigon proces basedon a conbination of the petient’'s degree of

discamfort, patient prefeznces, and physician practice péerns In this @per,

we exanine the ue d classification algorithms in cambination with meta-
learnng agorithms as adecison suppat tod to facilitate more systenatic

fibroid treatrrent decisions A model corstructed from both Naive Bayeqwith

Adabmst) ard J48 (with bagging) algaithms gawe the kestresits ard could be
a wseful tod to patients making this degsion.

1 INTRODUCTION

1.1  Focusareaand motivation

The purpose of tis study is to evaluate six selected classficaion algorithms n
predicting the tretment choice ofpaferts diagnosed wth uterine fibroids. A recent
review of the uteine fibroid treament iterature fourd insufficient evidenceto hdp
guide women’s treament cloices [1]. This study is rebvart in light of previous
researtr tha sugests unaided human analygis of daa for decision making is
unintentiondly flawed[2]. Applying dda miningto even small data sés @n provide
protedion aganst unaided error-pone human inference and could consquently
support improved treament deisions [3]. Data nining could be paticularly useful
in medicine whenthere is o dispositive evidence favaing a paticular treament
option, as in the case ofuterine fibroid managenent.

1.2  Aim and objectives of this paper

The resard quegions ofthis projed are:

1. Can dda mining techniquesbe applied to daa collected from patients with
uterine fibroids in orde to predict atreament choice?
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2. Which dassficaion agorithm among those seleted for this projed is most
succasfu in predicting thetreamentdecisons forthe paient in our daa se®

2 BACKGROUND

Uterine fibroids are benign growths of smooth musde cells ard fibrous tissuein the
wall of the uterus Approximately 30% to 40% of worren of reprodudive ageare
affected by uterine fibroids. Fifty pecent of these women report symptoms that
affect their quality of life [5], such as alnormd uterine bleeding, aremia, pelvic pain,
pelic presue, uinary problems, and infertility [6]. Surgical options sich as
hysteredomy and abdamind myomedomy have been the mainstay of fibroid
treament. The® freament optionstypicdly resut in 1-5 days of hospitalization, and
a hysteretomy resuts in permanet loss of reproductive potential. Given the
sulstantial impact of surgery minimally invasive procedures hae been deeloped,
such as uterine artery embadlization (UAE), which has anatably shorter hospital sty .
Treatments which use nedicaions b manipulate geroid hormones ca be effective in
the stort term; however undesirable side-eff ectsoccur with extendeduse. In addition,
recurrence of fibroids after less irvasive treatnents renasins a sibgartial problem.
While many treament options for fibroids now exist, there hae been amost o
cortrolled trials comparing these treaments. Therefae, he decison for fibroid
treament isa preference-sensitive decision, ddinedas adecision for which “there is
no reason to choose one treatment over others for most patients other than what best
suits the values and prefererces of individual patients” Preference sendive
dedsions often shav wide geographic variation in pradice patems, siggesing that
locd medical opinions and resarce availability, rather than obecive evidence o
paient preference, have astrongimpact on thededsion outcone [7].

Treatnent decisions can be chalenging. The Utimate deésion regs with the
patent, who may be overwhelmed with a confusng range of information saurces.
Often, bath paient and physician may be unduy influened by pesonal experience
andor misguided amedadotd evidence ingeal of the body of knowledge ganed
through research or the cumulative experience of all the patierts in a large medcal
datdbase Miscanceved or inappropriate human inference dou paterns can be
avadedor reducedby applying the unhiased techniques d datamining to even small
datasds. In thisway, data nining should aid human judgment via disovered paterns
of sweessful and quantifiably measurable outcomeswithin the data [3].

While there have been many sucessesn gpplying data mining tecmology to the
improvement of diagnogic acuracy, we found only two studes aldresgng decisions
abaut choasing a paticular wurseof adion after adiagnosis has dready beenmade
Nagori and colleagues [8] studied tregment decisiors for children with aghma by
usng the C4.5 algorithm, which is refered to asthe J48 algorithm in the Waikato
Environment for Knowledge Analysis (WEKA) software and remainder of this paer.
Nagori and mllegguesfirst usedthe algorithm in order to classfy the aghma seveity
andorigin of the disease. Next, they usedthe dgorithm to aeatea dedsion treethat
coud beuse for a reament plan. Theyfound that the best treatment deperded on
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the severity of theaghma. Their bigges methoddogicd challenge wasthe paudty of
datadenondrating previous successesnd fail uresin making the sane decision[8].

Bac-Gacia and cdleagues [9] had success sing dai mining to detegmine
whether a siicidal paient shodd be hosptalized. The stidy reanalyzed a pulished
study that had predcted psychiatrists dedsions with multivariate statistics. While,
the sttistical approach was rred 72% to 88% of the time, the data mining
techniques correctly classfied 9% of the patients. These results siggest that data
mining may be uséul in exploring important treatment questionsin both psychiatry
andmedicine [10].

3 METHODOLOGY

3.1 DataSdection

The daa usedfor this pgperwas cdleded froma surve given to women ages18 or
older who hal recently made a decision regardng ther uteine fibroid tregment a
eight different clinics in Minnesda, USA. Cases in vhich adecision was not made or
was ambiguous, or wherecritical daa was nissing were renoved, ealing to afina
dataseé contaning 171 paients. Survey ddaincluded demographic and sodographic
factors (@e educdiond level, race English proficiency and onfidence flli ng out
medicd forms); duration of gmptoms;, degree of baher from four symptoms
(pan/pressure, bleding, urinary frequency andinfertility) andinterferene with daly
adivities;, dx treament prefeenes (rgid relief, preserve fertility, permanen
treament, low failure rate, short reaperation peiod, avoid medicaion side effects,
andimprove exud function); the treament chosen; level of knowledge (answes to
five quedions abaut fibroids and their treatment); paticipant pecegions of thé
dedsion quality (wheher they were adquately informed, thér dedsion was
corsistent with their values,they were sésfied with the dedsion process, ad they
were sdisfied with the decision); and the types of deision swppat proessesthat
patticipants recdled using [11]. The degreeof bother and treament preferenceswere
measurd ona0to 10 sale with 0 beng little and 10 beng very much.

3.2 DataMining Preprocess

Applying machine leaming techniques 1o this study cen be franed as a clasHication
problem. The variade to be classfied, or learned, is the treament choice of the
paient. After a seies of prelimnary testswith the algorithms listed later in this
pape, we deermined tat classifier performance would suffer unless we restructured
our strategy to usethe one-vs.-res approad descibed bdow.
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3.2.1 Onevs.-Rest strategy

The class variable (treadment chdce) was recorded in the suwvey asone of five
different treament options (Hormone Therapy, Hysterectomy, Myomectomy, No
Treatment, UAE). We ceaed five dummy binary variables, onefor ead treament,
andran each kgorithm five different times (ncefor eat treament), b create five
sepaate modds. Insteal of attenpting to answe the quedion, Will a patient choose
treatment A or B or C or D or E; we hae five new questions of the form, Will a
patient choose treatment X or not-X? Thefind output of this approachis a praliction
for each of the five classfier quedions and a ®nfidence levd for ead prediction.
This could be deliverad to the paient or phyidan & a predicted ranking of
tregments ad theassciated confidence levels.

3.22 Resampling strategy

The dass frequeancy distribution in our data was highly skewed. In a binary class
situation with highly skewel classes, alessifier dgorithm can deelop a model hat
may always predid the ngjority class ad yet still be hghly acarate For example,
in a bnary problem where 1% of the popuation falls into the rare class,predcting
that everything will be of themajority classwill result in 9%6 acaracy. While this
might seen accetable from a gldoal perspective, it is unacceptable from the
perspecive of the minority class[12]. The distiibutions byclassare disgayed below
in Table 1. Clealy, UAE, Myomedomy, and Hormone Theapy are rare clases,
whee aceptable accuracy can be achieved by simply predicting the mgority class
for all cases.

Table 1. Distribution of treatnent chacesin 171 cags

Treamert Choice Number of instances Peacertage of cases
UAE 7 4.1%
Myomedomy 19 111%
Hormone Therespy 20 117%
Hysteretomy 50 29.2%
No Treagment 75 43.9%

To overcome this problem a resampling stratgy was used With MATLAB version
7.80 (R2099, developed by The Mahworks, the @ta was randomly divided into
training sdas (60%) and test sas (40%) via arandom sanpling feature [13]. This
random training/test spit was caried out 20 dfferent times.  Next, within the
training sets the cases of the minority classwere reproduced urtil there was anequal
distribution of the class variable within the set. Theefore the dgorithms will not
createmodds that favor the mgjority class. The test seé daa was rot resanpled
beause that woud arificidly inflate the accuracyof theclassfier. The 20different
training ard test se$ could be usedto guaanteethat dl portions of he data s¢ were
usel for both the classifier training and tesing. Becaise there were 5 treament
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clasesof interest, ths process wasonduted oncefor each class, resulting in 100
total data sés.

3.3 DataReduction and Transformation

Oncethe 100 training and test sdas were developed with MATLAB, al further work
was done wihin the WEKA environment. The WEKA Explorer interface was used
for data reduction and trarsformation processes.

Data reduction is an important process in which confounding and redundant
variables ae removed flom the dda sd, in order toincresse &curacy and vdidity of
the devdopead models. Naive Bayes methods, for exanple are paticular suscetible
to a cecreasein performarce with the addiion of corfounding variables.

The data tansformation processwas doneprimarily to accommodateboth ordind
and nominal values recaded in the survey daa. Typicdly, dedsion trees pgform
better with nominal attributes. Fo attributes like patient’s bather or preferences that
were recaded on a 0410 sale, there was sane meanng to the order, although the
numbers caried little arthmetic meaning. These atributes were transfamed into
binary nominal atributes prior to attribute selection methods Theseprocesses i@
descibed bdow.

3.3.1 Binary Nominal Transformation

All ordind attributesin the datawere transformed into binary nomnal atributes.
Asauming an attribute hal k posible vdues t was transformed into k-1 binay
attributes,where the values bebw acertain threshdd are corsideredfal se, andthe res
true. Ead new binary attribute contains within it the number of @ses that fel above
or below itsthreshold. For exanple, he atribute tha represerted paients’ degree of
bather caisel by painhad 11 possible values, ranging from 0 to 10. So this 1 adind
atribute was regdacad with 10 hinary attributes the firs of which indicaed if a
paient sored bdow a1, thesecmd of which indicaedif a patent scored bdow a 2,
and ® on. This technique alowed us to ue learning methods tha may not handle
ordeed attributes wdl, withou sacificing the information contaned n ordered daa
[14]. Some classifiers use in this prged are aleto work with numerical or ordind
variables, athough prdiminary tests with our daa suggeged that peforming a
transformation from ordnd to binary nomina variables would improve classifier
perfamance Further, by daing this before the attribute séection proeess, we wee
able to corsider information contained within each portion of anordnal atribute & a
pieceof information tha shoud hdp or hinder the congruction of a model. This
processincreasedour number of atributesfrom 45to 208,



6 Kevin Canpbell MHI, N. Marcus Thygeson MD, Jaideep Srivastawa PhD, Stuart
Speede PhD

3.3.2 Attribute Sdlection

Infogan is an atribute séection tool available within the WEKA Explorer interface
that rarks atributes wthin the daa sd in degeaing order basel on information
gained by spitting the data with ead atribute We useal this method to rank
attributes by importance beaeuse it is smilar to methods usd to construct dedsion
trees. Attribute ranking was performed once for each of the five different treament
options beause the information ganed from a paricular atrribute depeds o the
class we are atempting to predid. The piocess wa peformed on daa that was rot
resanpled, in orde to awid biasdue to the resanpling process

34  Exploration of Feature Space

Tabe 2 $ows the top 15 atributesranked by the nfogan tod for ead treament
class. Many of the attributesappea mutiple times,differing in the value upn which
they were sgit in the binary trarsformation. We showonly the top 15 variables for
simplicity, dthough models were constucted on many diffirent configuratons of
attributes. The table reveak which attributes are most likely to cortain information
tha would beusdul in prelicting a paticular class. Sane of these e surprisng
(such as duration, age and quiz ansvers), others make intuitive sense

We can se& fromthe hormonethergy column that prefeence to awid medicaions
may play a largepat in ddermining whether or not a patient pursues hamone
treament. Likewise we see hat whether a preference for permanenttreamert is less
than or equal to ten dso impacts ths decision This makes sensga paient with a
strang degre for pemanant teament is unlikely to want hamone therapy, which is
likely to be & impermanent solution. Further, in the hysteretomy column, there are
many binary spilits of the ‘preference for pernmanent treadment’ vaiable, indicaing
that the degreeto which apaient prefers permanenttreamentmay play alarge role in
detemining if patient actudly choose something as pemanent as dysteretomy.
The nyomedomy columm lists preferenceto havea baby near the top multiple times.
Again, this is senible, beause myomectony preserve the uterus and cevix,
allowing women to retain their reprodudive ability. In the notreament class, hereis
a high deperdency on the attributes tha measure a patent's prefeerce for rapd
relief and the degee to which the paient's symptoms interfere with her daly
adivities. For patients with astrong desre for rapid rdief or high interference with
daiy actwities watchful wating may not be agood doice The UAE class shws a
strong enphasis an how bothered a pdiert is by her symptoms of infertility along
with preferenes for a sbrt rewpeation, both of which ae senible, as an dvantege
of UAE treamert is a quicker return to normal adivities as compared to the other
more invasive treaments.
The olumn on the far right side of the table functons as a kg, ard provdes a
sngshot of the most important variables in te global treatment decision. The listis
shater beause it groups togehe ordind variables that were spit previoudy in the
binary nominal transformetion. We can condude fom this table tha an atribute
impacts apatient’s choice, but not the diredion (pro v. con) of the chaice. This
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information is usefu, but we neal spedfic models to mderstand how each variable
cortributesto atreament dedsion.

35  Seection of Data Mining Algorithms

The fdlowing dassfication algorithms were evaluatel with the WEKA
Expeiimenter,and were chosen beauseof ther past siccess ard/or prevdencewithin
the healthcare domain [4].

1. Naive Bayes

2. Multilayer Peceptron

3. Dedsion Stump

4. J48(C4 5 dgorithm)

5. Simple Cart

6. JRip (RIPPER agorithm)

Ead dgorithm was eecuted with the oneof three metalearring options sinple (no
metaleaning), Adaboog (10iteraions), and bagging (L0iterations.

The 6 dgorithms and 3 metaleaming techniques yields 18 paotential combinations
each of which was peformed on dda sés that were reducal with the infogain
technique. For each treament, we creded nine variations d reduced feaure ses,
conprised of the top 10, 15, 20, 25, 30, 35, 50, 100, ard 208 atributes determined via
the infogain tool. Given the 18 differernt adgorithm-metalearning cmbinations ard
the 9 differert reduced featrre sds, therewere 162 expeiiments peformed for ead of
thefive treament predictions To the beg of our knowledge this pger presets the
most conprehendve study empiricdly examining this topic to dae.

3.6 DataMining Process:

Eadh of the 1® trainingtest sed (20 per dass) ceded via resanpling weae
transformed and reduced based on the infogan resilts ard then loaded into the
WEKA Expeaimenter environment, which allowed us to evluae howv various daa
mining methods perform onmulti ple data sts. This module is atomated and records
detal ed stdtistics on peformance which can be saved for further analysis.

3.7 Evaluation

Because ou dat exhibited skewed class dstributions, it was important to choose an
appropriate meric by which to judge classfier performance While acaracy is a
metric widely used in machine leamning, it is not appropriate in the rare class seting,

where the godl is to opimize toth the recdl and precision of the rare class. For
example, in predcting if a pdient will decide on myomedomy or sonme othe
treament, we would like to avoid predicting myomedomy when the paient will

adudly chome somathing else (mor predsion) as wdl as failing to predict
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myomedomy whenit isthe crred choice (poor recdl). Because bot high recdl and
high predsion from the rare class perspective ae equdly important with highly
skewed clas®s, we chose therare dassF-meaaure, which is the harmonic mea of
recdl and precision, asasutale metic of paformance

F=2* Precision* Recall / (Precision + Recall)

Others haveshown thatthe F-measureis better siited for rare dassdaa ses thanarea
under the re@iver opaating daracteristic cuve (AUROC) or the geonetric mean of
recdl and precision[12].

4 Results and Discussion

We performed 162 expeiiments for each treatment prediction. Table 3 lists the three
bes peaforming algorithm-metalearning-attribute corrbinations for eeah of the five
treaments, as measuredby F-measure accuracy, ard AUROC. Accuray and
AUROC reallts aredigplayed anly for the s&e of disassibn and becausethey are
often reported with dassfier resuts. The results of the F-measure stistic will be
discussed in wre detail.

Some important paterns emerge fromtheinformation contaned in Talde 3. First,
Adabood-Naive Bayes was the highest performing aborithm-metalearnng
combination in the three rae class teamens—UAE, myomectany, and hormone
treament. Further, the top threealgorithms for the three reer treatments wereaways
Naive Bayes. The only variation was in the netaleaning tehnique or the selected
nunber of atributes which varied near 25 or 30 Moreover, he Naive Bayes
algorithm peformed bdter on the other less critical peaformance metrics, AUROC
andAccuragy, so n generd Naive Bayesis thebeg paforming dassfier for therare
classes. Findly, the F-meaure is geneally below 0.5 with the rarer classes,
indicaing tat the sumof false positives dus false negatives is greder than twice te
number of true positives. In otha words, there are far nore classifcation errors
pettaining to the rareclass tlan is desrable.

The hysteredomy and no-tregment classfiers peiformed better, with F-measures
corsistently exceeding 05. Using the F-measurethe J48 agorithm with bagging ard
15 dtributes performed bes in both of these classes. The reuts using aher
perfamance measurs are mixed Talde 3 aso illustraes the pominert role
metalearning can play in improving performarce, as there are few high performing
combinations tha did na useeithe Adaboog or bagging.

Figure 1 is aplot of the F-measure for the highed performing aborithms of each
treament as the number of attributes varies from 10 to 208. This graph illustrates the
changein dassifier paformance that can occur & the rumber of atributes is dtered.
The tree rare class curvesre verysimilar. As dtributes decreas thereis an
incresse n performance whch pe&s around 25-30 attributes and then begins D
deaease @ain as more attibutes are renoved. Thelarge peformance inprovenent
going from 208 to 50 dtributes nay be due to Naive Bayes' suseptibility to
confoundng variables. For the hysteredomy and ro-treatment classes the Fmeasure
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5 is less sasitve to the nunber of
attributesandpeaksat 15 attributes. The

08 ———— legend of Figure 1 lists he trestments in

o TS order of desarding frequency (test se

T e . o Tremmen (s 1) | PETENtAgEs e 439, 29.2, 11.7 11.1,

06 Tt and 41). We otserve qualitatively that

decreamg dass fr@uencyis assodatel
with the following charecteristics. worse
performance, an ncrease n the nunbe
of atributes regured to optimize
performarce, ard incressed aurvature
(sensitivity to  dtribute  number).
S Tredment class rarity in the tegd sd
0.1 : increases thesensitivity in the modd to
the number of atributesincluded.
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Fig. 1. TheF-measureof thebest performing dgorithm-metalearning combinations
(in parethesey for each treatment versushe number of attributesin the model.

5 Conclusion

In this pager, we denongrate a usefll daa mining agroach to decision making for
uterine fibroid treaments. We uskseveal data preprocessing straegesin order to
optimize resdts from six well estdblished clasgfying dgorithms and to
metaleaning algorithms. We then ran theseagorithms over a rarge of paranetersto
attenpt to establish the bes possble nmodel, and dgorithm to devéop tha modd,
within the limitationsof our datasd. An Adabocst-Naive Bayes combination with 25-
30 atributes sdected performed bes for rareclasses, wihe a conbination of bagging
and a M8 decision tree using only 15 atributes, performed bes$ with common
clases.

The modds developed fromthis projed cauld be apatential stating point for an
online dedsion swpport tool. A web base application could be offered to patients,
which would dispay pradictions fa each treatment with an assciated confidence
levd. This would give bdh patients and physicians some insight into the level of
conmplexity of the deision faced bythe pdiert. For example, those whoreeive a
postive prediction for only hysterectory, the deision may be a smple one ard the
paient may neal to schedule less tme to consilt with the physician. Cornversdy,
those who reasive positive predctions for seve treagment, or for only rare class
treaments, may neal more time for conalltation. New daa, including long term
saisfadion, could be incorporated into the gplicaion in orde to improve the
usefulness ad acuracy of the predictions for all treamert classes. Given that there
are amually 1.6 million women diagnased with fibroids in the United States done,
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the potential power for an application sut as this is ndeworthy [15]. Further, the
most accurate ard readhbe dedsion trees or rule based models could be distributed ©
patierts or plysicians and function as a leaning tool or reference in order to highli ght
important fadors in te decision process The nmethods in this pgper coud be
extended to future reseech tha employs other techniques such & suppat vector
machines or dusteing and classifie ensenbles. The pocesses deribed here ould
also be agplicable to othe types of nedicd dedsions, prefaencesensitive or
otherwise, as well as otherdecison making domains.
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