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A Balanced Term-Weighting Schemefor E�ective Document MatchingYunjae Jung�, Haesun Parky, and Ding-Zhu DuzDepartment of Computer Science and EngineeringUniversity of Minnesota, Minneapolis, MN 55455ABSTRACTA new weighting scheme for vector space model is presented to improve retrieval perfor-mance for an information retrieval system. In addition, a dimension compression method isintroduced to reduce the computational cost of the weighting approach. The main idea of thisapproach is to consider not only occurrence terms but also absent terms in �nding similaritypatterns among document and query vectors. With a basic information retrieval develop-ment system which we are now developing, we evaluate the e�ect of the balanced weightingscheme and compare it with various combinations of weighting schemes in terms of retrievalperformance. The experimental results show that the proposed scheme produces similar recall-precision results to the cosine measure, but more importantly enhances retrieval e�ectiveness.Since the scheme is based on the cosine measure, it is certain that it has insensitivity to weightvariance. The results have convincingly illustrated that the new approach is e�ective andapplicable.�(e-mail: yunjae@cs.umn.edu). The work of this author was supported in part by the National Science Foundationgrant CCR-9901992.y(e-mail: hpark@cs.umn.edu). The work of this author was supported in part by the National Science Foundationgrants CCR-9509085 and CCR-9901992.z(e-mail: dzd@cs.umn.edu).
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1 IntroductionComputer users in this generation live in a world inundated with enormous volumes of data. Thedilemma of the users dealing with the data is not the de�ciency of the data but the di�culty of�nding relevant data accurately. An Information Retrieval(IR) system assists the users to store,manipulate and retrieve useful data in the form of a document [7]. A fair amount of researchhas been carried out on similarity measures and weighting schemes, and on variations of theirimplementations to enhance retrieval performance. Most of the similarity measures [5, 14, 11] andweighting schemes [12, 16, 10, 1] are based on the inner product and the cosine measures. In thispaper, we present a simple term-weight scheme for relevant document retrieval based on the cosinesimilarity measure.An IR system based on a vector space model uses term-document matrix and term-vectorrepresentation as follows A = [d1; d2; : : : ; dn]; (1)dj = (tj1; tj2; : : : ; tjm)T ; (2)where each tij identi�es a content term of the document di for �nding a relevant document usingindexing, weighting, term-matching, ranking and feedback [12]. In the vector space model, a doc-ument is located as a point in an m dimensional vector space where the dimension is the same asthe number of terms in the data collection. Indexing is a procedure that transforms documents intodigitized data structures to represent logical concepts of the documents. In term weighting, posi-tive weights are assigned to the index terms. The occurrence of a term represents its proportionalsigni�cance in representing the document concept. On the contrary, rareness of a term among doc-uments discriminates the document containing the term from other documents with only frequentlyoccurring terms in the data collection [4]. The text retrieval conducts term matching and ranks alldocuments by the degree of relevance in decreasing order of similarity.In a vector space model, the commonly used basic operation for measuring document similarityis the inner product. The cosine measure has been one of most document similarity measures due2



to its insensitivity to weight variation and sensitivity to document vector pattern. This measure isbased on the inner product operation and the normalization by document length. Since the cosinesimilarity measure is insensitive with respect to radial and large component in
uence, it gives highersimilarity rating when two document vectors have similar patterns [5].Existing term-weighting schemes assign zero weights to absent terms in the vector space model.As the inner product operation is achieved via componentwise multiplications of the vectors, theabsent term weights which are zeros mask the corresponding occurrence term weights. To resolvethe problem, we suggest a new weighing method, Balanced Term-Weighting Scheme (BTWS), whichapplies negative term weights using inverse document frequency and document length normalization.The BTWS makes absent terms contribute to document similarity when the corresponding termsare both absent, and decrease the similarity only when one term of the pair is absent. The basicpremise under the BTWS is that the document similarity is maximized if there is a perfect matchingnot only in occurrence terms but also in absent terms, because a similarity measure should givehigher similarity to more similar term-weighting distributions.Even though the normalization by document length reduces the undesirable e�ect of masking-by-zero problem, the cosine measure may produce a ranking di�erent from that obtained by BTWS.This di�erent ranking implies di�erent retrieval performance. We tested the weighting scheme usingvarious data sets to verify its practical applicability [6]. In our experimental results on BTWSretrieval performance, we illustrate that the cosine measure can be replaced with BTWS to achieveperformance improvement without deteriorating the insensitivity to weight variation. Althoughthe BTWS is not always the best weighting scheme, we believe that it is the �rst approach thattakes account of the e�ect of masking-by-zero problem and considers the use of negative weights toalleviate this problem.The rest of the paper is organized as follows. The new term-weighting scheme is illustrated inSection 2. In Section 3, a dimension compression method for the BTWS is described. In Section 4,the experimental results are presented, which indicate successful applicability of the method.3



2 Balanced Term Weighting Scheme based on Vector Space Model

Inner Product

Augmented Cosine

Cosine

Normalization

Inverse Document
Frequency

Balanced Term-Weighting Scheme

Negative Weighting

Figure 1: Hierarchical structure of balanced term-weighting schemeIn all existing methods of weighting, consider only occurrence terms are considered, and non-existingterms are encoded as zeros. On the contrary, BTWS takes count of absent terms as well. Addition-ally, it uses the cosine measure and complements statistical loss of term information caused by themasking by zero problem. The main procedures of BTWS consists of assigning weights, applyingthe inverse document frequency and performing the normalization by the document length, andconducting the inner product operation to determine the �nal document similarity. After assigningnegative weights to absent terms, BTWS normalizes positive and negative weights independentlyaccording to global and local importance of each term.According to the experiments, the uni�ed normalization does not achieve high retrieval perfor-mance because of the mutual interaction between positive and negative weights. Hence, BTWShandles occurrence terms and absent terms separately. The basic concepts of the balanced term-4



weighting scheme is outlined by Figure 1.Parameters used throughout this paper are illustrated as follows.fi = term frequency of term iwi = weight of term i: wdi and wqi are fordocument and query, respectively.ni = number of documents having term i�i = inverse document frequency of term it = number of occurrence terms in a vector.td and tq are for document and query,respectively.For an occurrence term, BTWS applies term frequency, inverse document frequency and �nallynormalizes each document. The basic weighting formula for occurrence term wi is expressed aswi = fi � log2( nni + 1)qPtj f 2j (log2( nnj + 1))2 ; (3)where adjustment constant one is added in the logarithm with base two so that the dominant termshave no contribution to similarity when the inverse document frequency nni is equal to one, i.e.,n = ni.For absent term, a negative constant value is assigned as a basic weight of the absent term:wi = �a; (4)where a is a positive constant. The assumption behind this basic weighting is that an absent termis counted a number of times in a document and the importance of a concept is proportional to thefrequency of the term that represents the concept. The number of occurrences of a term becomesthe basic weight of the occurrence term. In the same context, it is assumed that an absent term,for example term i, is counted as many times as ai.In general, the number of absent terms dominates that of occurrence terms both in a documentand a query since the term-document matrix is typically very sparse in a large document collection.5



Therefore, it is important to reduce the unexpected e�ect caused by the dominant absent terms. Acritical problem is how to assign negative weights to the absent terms so that both occurrence andabsent terms a�ect the similarity measure in such a way to improve overall retrieval performance.BTWS prevents the side e�ect caused by the dominant absent terms by applying the inverse doc-ument frequency to the absent terms before performing document length normalization. When weapply the inverse document frequency to the basic weight of an absent term, the formula re
ectsthe global importance of the term to amplify the discriminant term weights aswi = �ai � log2( nn� ni + 1); (5)where the denominator (n�ni) represents the total number of documents that contain term i. Thetotal number of documents of a data collection, n, is usually greater than the number of documentscontaining a term, ni. When the inverse document frequency, n=ni, is very large, the ampli�edweight results the dominant component problem [5]. Hence, the adjustment is applied not only topositive weight but to negative one using logarithm.Local importance of a weighted term is re
ected in the vector representation through L2(Euclidean)norm. The normalization by the document length only with absent terms produces an equation aswi = �ai � log2( nn�ni + 1)qPm�tk=1 (ak � log2( nn�nk + 1))2 : (6)In the above equation, the absent term frequency ai can be canceled out since the value isconstant for all absent terms. Thus we can assume that the weight of an absent term is minus one,and the Eqn.(5) is simpli�ed as wi = � log2( nn�ni + 1)qPm�tk=1 (log2( nn�nk + 1))2 : (7)Especially for a query, n is equal to one but ni equals zero since only one query vector is considered.Thus the equation becomes more simpli�ed expression aswqi = �1pm� t : (8)6



In the last step, the inner product operation is applied to two vectors asSimilarity(D;Q) = 12 � mXi=1 wqi � wdi + 12 ; (9)where wdi = 8>>>>><>>>>>:
fi�log2( nni+1)qPtj f2j (log2( nnj +1))2 for occurrence terms� log2( nn�ni+1)qPm�tk=1 (log2( nn�nk+1))2 for absent termsand wqi = 8>>>><>>>>: fi�log2( nni+1)qPtj f2j (log2( nnj +1))2 for occurrence terms�1pm�t for absent terms.

3 Dimension Compression MethodA problem of the balanced term weighting scheme is the computational cost. Since BTWS usesevery term in a vector for weighting, its computational complexity for matching becomes O(m � n).For the purpose of reducing the computation cost, we applied a dimension compression methodwithout the loss of retrieval performance. The dimension compression of BTWS is a combinationof two approximations. First, redundant inner product operations between negative weights areavoided. Given a document collection, the maximum document length is much smaller than thenumber of terms of the data collection. If we permute the terms in a document vector so as to putall absent terms after occurrence terms as in Figure 2, there are at least m� (tq + tdmax) negativelyweighted terms both in the query and documents. Two redundant vectors, rdi and rqj, representthe subvectors with the same number of negative terms in a document and a query, respectively.Even though the term permutations of the vectors are di�erent, similarities between rdi and rqj arealmost the same for all i's because the mean weights of rdi are nearly equivalent given the query7
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Figure 2: Dimension compression by eliminating redundant absent termsvector rqj. On the basis of this observation, we are able to make dimension compression to get anapproximated similarity between a document and a query vector with at most tq + tdmax terms.The compressed vectors are built up using only occurrence terms that appear either in documentor in query vector as in Figure 3. We begin with d and q that contain only occurrence terms andare sorted by term identi�er(tid). Given i and j, we compare tids in d[i] and q[j]. If a term appearsonly in d[i](q[j]), the term weight is copied to dr[k](qr[k]) and negative term weight is assigned toqr[k](dr[k]), and then increment i(j) and k by one. Otherwise, we copy d[i] to dr[k] and q[i] toqr[k], and increment i, j and k.Secondly, the sum of absent term weights in a compressed vector is replaced with approximatedsum that will be used for the normalization of the compressed vectors. The sum of negatively
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Recall levelsFigure 4: E�ect of dimension compression on retrieval performance4 Test Environment and Experimental ResultsIn the previous report [6], the retrieval performance of BTWS was evaluated using SMART re-trieval system 1 with Cran�eld and Med data collections. The results of the test showed successfulapplicability of the scheme. To evaluate reliability of BTWS, we implemented a Basic InformationRetrieval Development System (BIRDS), applied the scheme to various data sets and measuredretrieval performance using the recall and precision [14]. In BIRDS, we were able to test e�ects ofvarious weighting schemes, and make comparisons among them with more 
exibility than SMARTIR system [2]. The con�guration of the system is depicted in Figure 5.The BIRDS adopted the stop-list from SMART retrieval system and used Porter's Algorithm forstemming [9]. Even if a term in a query does not appear in the stop-list, the term is removed from1ftp.cs.cornell.edu/pub/smart/ 10
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Figure 5: Basic Information Retrieval Development System(BIRDS)the query vector when the term does not occur in document dictionary. If the inverse documentfrequency of a term equals one, the term is ruled out from the vector since the term does notcontribute to document discrimination. There is no noun-grouping in BIRDS. Because of di�erencebetween preprocessing procedures, the statistical information of these data sets might be a littledi�erent from those of other experiments. Data sets for this experiment are described in Table 1and their statistical information is presented in Table 2 and Table 3.We used interpolated average precision at each recall level to measure retrieval e�ectivenessamong several weighting schemes [2]. The recall is the ratio of relevant documents retrieved for agiven query over the number of relevant documents for that query in a data collection. Precision isde�ned as the ratio of the number of relevant documents retrieved over the number of retrieved doc-uments. The precision is computed after each relevant document is retrieved. All precision valuesare then averaged together to obtain a single number for the performance of a query. The weight-ing schemes and similarity measures are shown in Table 4. M2(Method 2) and BFWS(best fully11



Classes ContentsADI Library ScienceCACM Computer ScienceCISI Information ScienceCRAN AeronauticsMED Biomedicine collectionsTIME World news articles from 1963 Time magazineCR93e Congressional Records 1993CR93h Congressional Records 1993Table 1: Test data collectionssize No. of Terms Density Avg. Length Avg. Term Freq.ADI 82 972 0.0268 26.0122 34.1829CACM 3204 7307 0.0037 27.0652 38.2603CISI 1460 6965 0.0065 45.3507 62.3788CRAN 1400 5364 0.0102 54.7407 92.0400MED 1033 8714 0.0059 51.0726 76.7706TIME 425 13971 0.0142 197.8635 274.7671cr93e 11358 51315 0.00331 170.0312 318.4555cr93h 16564 55756 0.00338 188.5712 815.5536Table 2: Statistical comparison of test data collections(Documents)size Density Avg. Length Av. Term Freq.adi 35 0.0067 6.5143 6.9714cacm 64 0.0016 11.7656 14.4688cisi 112 0.0042 28.9554 40.8214cran 225 0.0016 8.8044 9.1911med 30 0.0011 9.8667 10.9667time 83 0.0006 8.0964 8.4217cr93e 50 0.00053 27.2000 40.5400cr93h 50 0.00049 27.3400 40.6800Table 3: Statistical comparison of test data collections(Queries)12



number name weighting similarity measure1 BTWS wdi = 8>>>><>>>>: fi�log2( nni+1)rPtj f2j (log2( nnj +1))2� log2( nn�ni+1)rPm�tk=1 (log2( nn�nk +1))2 , wqi = 8>><>>: fi�log2( nni+1)rPtj f2j (log2( nnj +1))2�1pm�t 12Pmi=1 wdi �wqi + 122 Euclidean wi = fi 1qPmi=1(wdi �wqi )23 Inner wi = fi Pmi=1 wdi �wqi4 M2 wi = fi Pmi=1 wdi �wqiplength(D)5 Cosine wi = fiqPmj=1 f2j Pmi=1 wdi �wqi6 BFWS wdi = fi�log nniqPmj=1(fj �(log nnj )2 , wqi = 12 + fi2�max(f) � log nni Pmi=1 wdi �wqiTable 4: Comparing weighting schemes and similarity measuresweighted system) in the table were tested by Lee and Chuang [8], and by Salton and Buckley [13],respectively.The experimental results showed that the retrieval performance of BTWS is superior to thatof the cosine measure with respect to the recall-precision measurement. In most data collections,BTWS outperforms the cosine measure and its precision shape is very similar to that of the cosinemeasure. Overall results depicted in the Figure 6 and Figure 7, especially the result from cr93h,clearly indicate that the precision produced by BTWS is very similar to that of the cosine measure,but occupies higher positions. We have tested other combinations of weighting schemes as follows.� balanced term-weighting only with term frequency.� balanced term-weighting only with inverse document frequency.� balanced term-weighting only with document length normalization.The experimental results showed that BTWS outperforms all of the above combinations.To provide additional performance evaluation, we used R-precision and exact precision eval-uation measures. R-precision is the precision after the total number of relevant documents areretrieved for a query. Exact precision is the precision after a speci�c number of documents have13
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Figure 9: Exact precision for classic and TREC data sets15



been retrieved. It is measured when twenty documents are retrieved. R-precision and exact preci-sion are depicted in Figure 8 and Figure 9. From the results, it is veri�ed that BTWS is reliableand comparable.5 ConclusionIn this paper, we have described the new approach to term-weighting scheme called BalancedTerm-Weighting Scheme(BTWS)on the basis of vector space model. Additionally, the dimensioncompression method has been presented to reduce the computational cost of the balanced termweighting scheme. With currently used data collections, we tested the new scheme and evaluatedits retrieval e�ectiveness. According to the experimental results, the BTWS produces similar recall-precision pattern to the cosine similarity measure but achieves higher retrieval performance. Eventhough the BTWS scheme is not the best weighting scheme for all data sets, the results haveconvincingly illustrated that the new approach is e�ective and applicable. Therefore BTWS canbe used anywhere the cosine measure is used and there is high expectation of improved retrievalperformance with insensitivity to weight variations. In addition to text retrieval, a combination ofweighting schemes and similarity measures can be directly applied to text classi�cation as a distancemeasure. Applying BTWS, for example to k nearest neighbor classi�cation [3] and centroid orientedclassi�cation [15], will be the next step to demonstrate its usefulness for classi�cation �elds.
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