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Figure 1: A partitioned 2D irregular mesh of an airfoil. The shading of a mesh element indicates the processor to which it is mapped.

### 0.1 Introduction

Algorithms that find good partitionings of unstructured and irregular graphs are critical for the efficient execution of scientific simulations on high performance parallel computers. In these simulations, computation is performed iteratively on each element (and/or node) of a physical two- or three-dimensional mesh and then information is exchanged between adjacent mesh elements. For example, computation is performed on each triangle of the two-dimensional irregular mesh shown in Figure 1. Then information is exchanged for every face between adjacent triangles. The efficient execution of such simulations on parallel machines requires a mapping of the computational mesh onto the processors such that each processor gets roughly an equal number of mesh elements and that the amount of inter-processor communication required to perform the information exchange between adjacent elements is minimized. Such a mapping is commonly found by solving a graph partitioning problem. For example, a graph partitioning algorithm was used to decompose the mesh in Figure 1. Here, the mesh elements have been shaded to indicate the processor to which they have been mapped.

In many scientific simulations, the structure of the computation evolves from time-step to time-step. These require an initial decomposition of the mesh prior to the start of the simulation (as described above), and also periodic load balancing to be performed during the course of the simulation. Other classes of simulations (i. e., multi-phase simulations) consist of a number of computational phases separated by synchronization steps. These require that each of the phases be individually load balanced. Still other scientific simulations model multiple physical phenomenon (i. e., multi-physics simulations) or employ multiple meshes simultaneously (i. e., multi-mesh simulations). These impose additional requirements that the partitioning algorithm must take into account. Traditional graph partitioning algorithms are not adequate to ensure the efficient execution of these classes of simulations on high performance parallel computers. Instead, generalized graph partitioning algorithms have been developed for such simulations.

This chapter presents an overview of graph partitioning algorithms used for scientific simulations on high performance parallel computers. Recent developments in graph partitioning for adaptive and dynamic simulations, as well as partitioning algorithms for sophisticated simulations such as multi-phase, multi-physics, and multi-mesh computations are also discussed. Specifically, Section 0.2 presents the graph partitioning formulation to model the problem of mapping computational meshes onto processors. Section 0.3 describes numerous static graph partitioning algorithms. Section 0.4 discusses the adaptive graph partitioning problem and describes a number of repartitioning schemes. Section 0.5 discusses the issues involved with the parallelization of static and adaptive graph partitioning schemes. Section 0.6 describes a number of important application areas for which the traditional graph partitioning problem is inadequate. This section also


Figure 2: A 2D irregular mesh (a) and corresponding graphs (b) and (c). The graph in (b) models the connectivity between the mesh nodes. The graph in (c) (the dual of (b)) models the adjacency of the mesh elements.
describes generalizations of the graph partitioning problem that are able to meet the requirements of these as well as algorithms for computing partitionings based on these formulations. Finally, Section 0.7 presents concluding remarks, discusses areas of future research, and charts the functionality of a number of publically available graph partitioning software packages.

### 0.2 Modeling Mesh-based Computations as Graphs

In order to compute a mapping of a mesh onto a set of processors via graph partitioning, it is first necessary to construct the graph that models the structure of the computation. In general, computation of a scientific simulation can be performed on the mesh nodes, the mesh elements, or both of these. If the computation is mainly performed on the mesh nodes then this graph is straightforward to construct. A vertex exists for each mesh node, and an edge exists on the graph for each edge between the nodes. (We refer to this as the node graph.) However, if the computation is performed on the mesh elements then the graph is such that each mesh element is modeled by a vertex, and an edge exists between two vertices whenever the corresponding elements share an edge (in two-dimensions) or a face (in three-dimensions). This is the dual of the node graph. Figure 2 illustrates a 2D example. Figure 2(a) shows a finite-element mesh. Figure 2(b) shows the corresponding node graph. Figure 2(c) shows the dual graph that models the adjacencies of the mesh elements. Partitioning the vertices of these graphs into $k$ disjoint subdomains provides a mapping of either the mesh nodes or the mesh elements onto $k$ processors. If the partitioning is computed such that each subdomain has the same number of vertices, then each processor will have an equal amount of work during parallel processing. The total volume of communications incurred during this parallel processing can be estimated by counting the number of edges that connect vertices in different subdomains. Therefore, a partitioning should be computed that minimizes this metric (which is referred to as the edge-cut).

The objective of the graph partitioning problem is to compute just such a partitioning (i. e., one that balances the subdomains and minimizes the edge-cut). Formally, the graph partitioning problem is as follows. Given a weighted, undirected graph $G=(V, E)$ for which each vertex and edge has an associated weight, the $k$-way graph partitioning problem is to split the vertices of $V$ into $k$ disjoint subsets (or subdomains) such that each subdomain has roughly an equal amount of vertex weight (referred to as the balance constraint), while minimizing the sum of the weights of the edges whose incident vertices belong to different subdomains (i. e., the edge-cut).

In some cases, it is beneficial to compute partitionings such that each subdomain has a specified amount of vertex weight. An example is performing a scientific simulation on a cluster of heterogenous workstations. Here, the subdomain weights should be specified in such a way as to provide more work to the faster machines and less work to the slower machines. Subdomain weights can be specified by using a vector of size $k$ in which each element of the vector indicates the fraction of the total vertex weight that the corresponding subdomain should contain. In this case, the graph partitioning problem is to compute a partitioning that splits the vertices into $k$ disjoint subdomains such that each subdomain has the specified fraction of total vertex weight and such that the edge-cut is minimized.

It is important to note that the edge-cut metric is only an approximation of the total communications volume incurred by parallel processing [32]. It is not a precise model of this quantity. Consider the example


Figure 3: A partitioned graph with an edge-cut of seven. Here, nine communications are incurred during parallel processing.
in Figure 3. Here, three subdomains, $A, B$, and $C$ are shown. The edge-cut of the (three-way) partitioning is seven. During parallel computation, the processor corresponding to subdomain $A$ will need to send the data for vertices 1 and 3 to the processor corresponding to subdomain $B$, and the data for vertex 4 to the processor corresponding to subdomain $C$. Similarly, $B$ needs to send the data for 5 and 7 to $A$ and the data for 7 and 8 to $C$. Finally, $C$ needs to send the data for 9 to $B$ and the data for 10 to $A$. This equals nine units of data to be sent, while the edge-cut is seven. The reason that edge-cut and total communication volume are not the same is because the edge-cut counts every edge cut, while data is required to be sent only one time if two or more edges of a single vertex are cut by the same subdomain (as is the case, for example, between vertex 3 and subdomain $B$ in Figure 3). It should also be noted that total communication volume alone cannot accurately predict inter-processor communication overhead. A more precise measure is the maximum time required by any of the processors to perform communication (because computation and communication occur in alternating phases). This depends upon a number of factors, including the amount of data to be sent out of any one processor, as well as the number of processors with which a processor must communicate. In particular, on message-passing architectures, minimizing the maximum number of message startups that any one processor must perform can sometimes be more important than minimizing the communications volume [34]. Nevertheless, there still tends to be a strong correlation between edge-cuts and inter-processor communication costs for graphs of uniform degree (i. e., graphs in which most vertices have about the same number of edges). This is a typical characteristic of graphs derived from scientific simulations. For this reason, the traditional min-cut partitioning problem is a reasonable approximation to the problem of minimizing the inter-processor communications that underly many scientific simulations.

Computing a $k$-way Partitioning via Recursive Bisection Graphs are frequently partitioned into $k$ subdomains by recursively computing two-way partitionings (i. e., bisections) of the graph [6]. This method requires the computation of $k-1$ bisections. If $k$ is not a power of two, then for each bisection, the appropriate subdomain weights need to be specified in order to ensure that the resulting $k$-way partitioning is balanced.

It is known that for a large class of graphs derived from scientific simulations, recursive bisection algorithms are able to compute $k$-way partitionings that are within a constant factor of the optimal solution [84]. Furthermore, if the balance constraint is sufficiently relaxed, then recursive bisection methods can be used to compute $k$-way partitionings that are within $\log p$ of the optimal for all graphs [84]. Since the direct computation of a good $k$-way partitioning is harder in general than the computation of a good bisection (although both problems are NP-complete), recursive bisection has become a widely used technique.

### 0.3 Static Graph Partitioning Techniques

The graph partitioning problem is known to be NP-complete. Therefore, in general it is not possible to compute optimal partitionings for graphs of interesting size in a reasonable amount of time. This fact, combined


Figure 4: Two mesh bisections normal to the coordinate axes. In (a) the mesh is bisected normal to the $x$-axis. In (b) the mesh is bisected normal to the $y$-axis. The subdomain boundary in (a) is smaller than that in (b).


Figure 5: An eight-way partitioning of a mesh computed by a CND scheme. First, the solid bisection was computed. Then the dashed bisections were computed for each of the subdomains. Finally, the dashed-and-dotted bisections were computed. The centers-of-mass of the mesh elements are shown in (a). The mesh elements are shaded in (b) to indicated their subdomains.
with the importance of the problem, has led to the development of several heuristic approaches $[1,2,5,6,9$, $13,16,20,21,22,24,25,26,27,29,30,36,37,44,48,54,58,60,61,66,68,73,74,76,83,94,104]$. These can be classified as either geometric $[6,22,30,58,61,66,68,76]$, combinatorial $[1,2,20,21,24,27,54]$, spectral [36, 37, $73,74,83]$, combinatorial optimization techniques [5, 26, 104], or multilevel methods [9, 13, 16, 25, 29, $44,48,60,94]$. In this section, we discuss several of these classes and describe the important schemes from them.

### 0.3.1 Geometric Techniques

Geometric techniques $[6,22,30,58,61,66,68,76]$ compute partitionings based solely on the coordinate information of the mesh nodes, and not on the connectivity of the mesh elements. Since these techniques do not consider the connectivity between the mesh elements, there is no concept of edge-cut here. Instead, in order to minimize the inter-processor communications incurred due to parallel processing, geometric schemes are usually designed to minimize a related metric such as the number of mesh elements that are adjacent to non-local elements (i. e., the size of the subdomain boundary). Usually, these techniques partition the mesh elements directly, and not the graphs that model the structures of the computations. Because of this distinction, they are often referred to as mesh partitioning schemes.

Geometric techniques are applicable only if coordinate information exists for the mesh nodes. However, this is usually true for meshes used in scientific simulations. Even if the mesh is not embedded in a $k$ dimensional space, there are techniques that are able to automatically compute node coordinates based on the connectivity of the mesh elements [28]. Typically, geometric partitioners are extremely fast. However, they tend to compute partitionings of lower quality than schemes that take the connectivity of the mesh elements into account. For this reason, multiple trials are usually performed with the best partitioning of these being selected.

Coordinate Nested Dissection Coordinate Nested Dissection (CND) (also referred to as Recursive Coordinate Bisection) is a recursive bisection scheme that attempts to minimize the boundary between the subdomains (and therefore, the inter-processor communications) by splitting the mesh in half normal to its longest dimension. Figure 4 illustrates how this works. Figure $4(\mathrm{a})$ gives a mesh bisected normal to the $x$-axis. Figure $4(\mathrm{~b})$ gives the same mesh bisected normal to the $y$-axis. The subdomain boundary in


Figure 6: A four-way partitioning computed by a CND scheme. First, the solid bisection was computed. Then the dashed bisections were computed for each of the subdomains. The upper- and lower-left subdomains are disconnected.

(a)

(b)

Figure 7: Bisection for a mesh are computed by the CND and RIB schemes. In (a) the mesh is bisected by the CND scheme. In (b) the mesh is bisected by the RIB scheme. This scheme results in a significantly smaller subdomain boundary.

Figure $4(\mathrm{a})$ is much smaller than that in Figure $4(\mathrm{~b})$. This is because the mesh is longer in the direction of the $x$-axis than in the direction of $y$-axis.

The CND algorithm works as follows. The centers-of-mass of the mesh elements are computed and these are projected onto the coordinate axis that corresponds to the longest dimension of the mesh. This gives an ordering of the mesh elements. The ordered list is then split in half to produce a bisection of the mesh elements ${ }^{1}$. Each subdomain can then be recursively subdivided by the same technique [6]. Figure 5 illustrates an eight-way partitioning computed by this method. Figure 5 (a) shows the centers-of-mass of the mesh elements and the computed recursive bisections. First, the solid line bisected the entire mesh. Then, the dashed lines bisected the two subdomains. Finally, the dashed-and-dotted lines bisected the resulting subdomains. Figure 5(b) shows the mesh elements shaded according to their subdomains.

The CND scheme is extremely fast, requires little memory, and is easy to parallelize. In addition, partitionings obtained by this scheme can be described quite compactly (just by the splitters used at each node of the recursive bisection tree). However, partitionings computed via CND tend to be of low quality. Furthermore, for complicated geometries CND tends to produce partitionings that contain disconnected subdomains. Figure 6 gives an example of this. Here, the upper- and lower-left subdomains are both disconnected. Several variations of CND have been developed that attempt to address its disadvantages [30]. However, even the most sophisticated variants tend to produce worse quality partitionings than more sophisticated schemes.

Recursive Inertial Bisection A restriction of the CND scheme is that it can only compute bisections that are normal to one of the coordinate axes. In many cases, this restriction can limit the quality of the
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Figure 8: A Peano-Hilbert space-filling curve is used to order the mesh elements. The eight-way partitioning that is produced by this ordering is shown.
partitioning. Figure 7 gives an example. The mesh in Figure 7(a) is bisected normal to the longest dimension of the mesh. However, the subdomain boundary is still quiet long. This is because the mesh is oriented at an angle to the coordinate axes. Taking this angle into account when orienting the bisection can result in a smaller subdomain boundary. One way to do so is to treat the mesh elements as point masses and to compute the principal inertial axis of the mass distribution. If the mesh is convex, then this axis will align with the overall orientation of the mesh. A bisection line that is orthogonal to this will often result in a small subdomain boundary, as the mesh will tend to be thinnest in this direction [72].

The Recursive Inertial Bisection (or RIB) algorithm improves upon the CND scheme by making use of this idea as follows. The inertial axis of the mesh is computed and an ordering of the elements is produced by projecting their centers-of-mass onto this axis. The ordered list is then split in half to produce a bisection. The scheme can be applied recursively to produce a $k$-way partitioning [61]. As an example, the bisection of the mesh in Figure 7(b) is computed using the RIB algorithm. The solid arrow indicates the inertial axis of the mesh. The dashed line is the bisection. Here, the subdomain boundary is much smaller than that produced by the CND scheme in Figure 7(a).

Space-filling Curve Techniques The CND and RIB algorithms essentially find orderings of the mesh elements and then split the ordered list in half to produce a bisection. In these schemes, orderings are computed by projecting the elements onto either the coordinate or inertial axes. A disadvantage of these techniques is that orderings are computed based only on a single dimension. A scheme that does so with respect to more than one dimension can potentially result in orderings that produce better partitionings.

One way of doing this is to order the mesh elements according to the positions of their centers-of-mass along a space-filling curve $[64,66,68,101]$ (or a related self-avoiding walk [31]). Space-filling curves are continuous curves that completely fill up higher dimensional spaces such as squares or cubes. A number of such curves (eg., Peano-Hilbert curves [38]) have been defined that fill up space in a locality-preserving way. These produce orderings of the mesh elements with the desired characteristic that the elements that are near to each other in space are likely to be ordered near to each other as well. After the ordering is computed, the ordered list of mesh elements is split into $k$ parts resulting in $k$ subdomains. Figure 8 illustrates a space-filling curve method for computing an eight-way partitioning of a quad-tree mesh.

Space-filling curve partitioners are fast and generally produce partitionings of somewhat better quality than either the CND or RIB schemes. They tend to work particularly well for classes of simulations in which the dependencies between the computational nodes are governed by their spatial proximity to one another as in $n$-body computations using hierarchical methods [101].

Sphere-cutting Approach Miller, Teng, Thurston, and Vavasis [58] proposed a new class of graphs, called overlap graphs, that contains all well-shaped meshes as well as all planar graphs, and proved that


Figure 9: The nodes of a finite-element mesh (a). A 3-ply neighborhood systems for the nodes (b). The (1, 3)-overlap graph for the mesh (c).
these graphs have $O\left(n^{(d-1) / d}\right)$ vertex separators ${ }^{2}$. In doing so, they extended results by Lipton and Tarjan [56] and others [59]. Meshes are considered well-shaped if the angles and/or aspect ratios of their elements are bounded within some values. Most of the meshes that are used in scientific simulations are well-shaped according to this definition.

Miller et al., used the concept of a neighborhood system to define an overlap graph. A $k$-ply neighborhood system is a set of $n$ spheres in a $d$-dimensional space such that no point in space is encircled by more than $k$ of the spheres. An $(\alpha, k)$-overlap graph consists of a vertex for each sphere, and an edge between two vertices if the corresponding spheres intersect when the smaller of them is expanded by a factor of $\alpha$. Figure 9 illustrates these concepts. Figure 9(a) shows a set of points in a 2-dimensional space. Figure 9(b) shows a 3 -ply neighborhood system for these points. Figure 9 (c) shows the (1, 3)-overlap graph constructed from this neighborhood system.

Gilbert, Miller, and Teng [22] describe an implementation of a geometric bisection scheme based on these results. This scheme projects each vertex of a $d$-dimensional ( $\alpha, k$ )-overlap graph onto the unit $d+1$ dimensional sphere that encircles it. A random great circle of the sphere has a high probability of splitting the vertices into three sets $A, B$, and $C$, such that no edge joins $A$ and $B, A$ and $B$ each have at most $\frac{d+1}{d+2}$ vertices, and $C$ has only $O\left(\alpha k^{1 / d} n^{(d-1) / d}\right)$ vertices [58]. Therefore, by selecting a few great circles at random and picking the best separator from these, the algorithm can compute a vertex separator of guaranteed quality (in asymptotic terms) with high probability.

While the sphere-cutting scheme is unique among those described in this chapter by providing guarantees on the quality of the computed bisection for well-shaped meshes, it is not guaranteed to compute perfectly balanced bisections. It is proven in [58] that the larger subdomain will contain no more than $\frac{d+1}{d+2}$ of the total number of vertices. However, experiments cited in [22] on a small number of test graphs indicate that in three dimensions, splits as bad as 2:1 are rare, and that most are within $20 \%$. The authors of [22] suggest a modification of the scheme that will result in balanced bisections by shifting the separating plane normal to its orientation.

### 0.3.2 Combinatorial Techniques

When computing a partitioning, geometric techniques attempt to group together vertices that are spatially near to each other regardless of whether or not these vertices are highly connected. Combinatorial parti-
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Figure 10: A graph partitioned by the LND algorithm. The vertex in the extreme bottom-right was selected and labelled zero. Then, the vertices were labeled in a breadth-first manner according to how far they are from the zero vertex. After half of the vertices had been labeled, a bisection (solid line) was constructed such that the labeled vertices are in one subdomain and the unlabeled vertices are in another subdomain. This figure also shows a higher-quality bisection (dashed line) for the same graph.
tioners, on the other hand, attempt to group together highly connected vertices regardless of whether or not these are near to each other in space. That is, combinatorial partitioning schemes compute a partitioning based only on the adjacency information of the graph, and not on the coordinates of the vertices. For this reason, the partitionings produced typically have lower edge-cuts and are less likely to contain disconnected subdomains compared to those produced by geometric schemes. However, combinatorial techniques tend to be slower than geometric partitioning techniques and are not as amenable to parallelization.

Levelized Nested Dissection A partitioning will have a low edge-cut if adjacent vertices are usually in the same subdomain. The Levelized Nested Dissection (LND) algorithm attempts to put connected vertices together by starting with a subdomain that contains only a single vertex, and then incrementally growing this subdomain by adding adjacent vertices [21].

More precisely, the LND algorithm works as follows. An initial vertex is selected and assigned the number zero. Then all of the vertices that are adjacent to the selected vertex are assigned the number one. Next, all of the vertices that are not assigned a number and are adjacent to any vertex that has been assigned a number are assigned that number plus one. This process continues until half of the vertices have been assigned a number. At this point the algorithm terminates. The vertices that have been assigned numbers are in one subdomain, and the vertices that have not been assigned numbers are in the other subdomain. Figure 10 illustrates the LND algorithm. It shows the numbering starting with the extreme lower-right vertex. Here, the solid line shows a bisection with an edge-cut of eight computed by the LND algorithm.

This scheme tends to perform better when the initial seed is a pseudo-peripheral vertex (i.e., one of the pairs of vertices that are approximately the greatest distance from each other in the graph) as in Figure 10. Such a vertex can be found by a process that is similar to the LND algorithm. A random vertex is initially selected to start the numbering of vertices. Here, all of the vertices are numbered. The vertex (or one of the vertices) with the highest number is likely to be in a corner of the graph. This vertex can be used either as an input to find another corner vertex (at the other end of the graph) or as the seed vertex for the LND scheme.

The LND algorithm ensures that at least one of the computed subdomains is connected (as long as the input graph is fully connected), and tends to produce partitionings of comparable or better quality than geometric schemes. However, even with a good seed vertex, the LND algorithm can sometimes produce poor quality partitionings. For example, the graph in Figure 10 contains a natural bisector shown by the dashed line. However, the LND algorithm was unable to find this bisection. For this reason, multiple trials of the LND algorithm are often performed, and the best partitioning from these is selected. Several variations and improvements of levelized nested dissection schemes are studied in [1, 12, 24, 78].


Figure 11: A bisection of a graph refined by the KL algorithm. The two shaded vertices will be swapped by the KL algorithm in order to improve the quality of the bisection (a). The resulting bisection is shown in (b).

Kernighan-Lin / Fiduccia-Mattheyses Algorithm (KL/FM) Closely related to the graph partitioning problem is that of partition refinement. Given a graph with a sub-optimal partitioning, the problem is to improve the partition quality while maintaining the balance constraint. Essentially, this differs from the graph partitioning problem only in that it requires an initial partitioning of the graph. Indeed, a refinement scheme can be used as a partitioning scheme simply by using a random partitioning as its input.

Given a bisection of a graph that separates the vertices into sets $A$ and $B$, a powerful means of refining the bisection is to find two equal-sized subsets, $X$ and $Y$, from $A$ and $B$ respectively, such that swapping $X$ to $B$ and $Y$ to $A$ yields the greatest possible reduction in the edge-cut. This swapping can then be performed a number of times until no further improvement is possible [54]. However, the problem of finding optimal sets $X$ and $Y$ is intractable itself (just like the graph partitioning problem). For this reason, Kernighan and Lin [54] developed a greedy method of finding and swapping near-optimal sets $X$ and $Y$ (referred to as Kernighan-Lin or KL refinement).

The KL algorithm consists of a small number of passes through the vertices. During each pass, the algorithm repeatedly finds a pair of vertices, one from each of the subdomains, and swaps their subdomains. The pairs are selected so as to give the maximum improvement in the quality of the bisection (even if this improvement is negative). Once a pair of vertices has been moved, neither are considered for movement in the rest of the pass. When all of the vertices have been moved, the pass ends. At this point, the state of the bisection at which the minimum edge-cut was achieved is restored. (That is, all vertices that were moved after this point are moved back to their original subdomains.) Another pass of the algorithm can then be performed by using the resulting bisection as the input. The KL algorithm usually takes a small number of such passes to converge. Each pass of the KL algorithm takes $O\left(|V|^{2}\right)$. Figure 11 illustrates a single swap made by the KL algorithm. In Figure 11(a), the two dark grey vertices are selected to switch subdomains. Figure 11(b) shows the bisection after this swap is made.

Fiduccia and Mattheyses present a modification of the KL algorithm [20] (called Fiduccia-Mattheyses or FM refinement) that improves its run time without significantly decreasing its effectiveness (at least with respect to graphs arising in scientific computing applications). Essentially, this scheme differs from the KL algorithm in that it moves only a single vertex at a time between subdomains instead of swapping pairs of vertices. The FM algorithm makes use of two priority queues (one for each subdomain) to determine the order in which vertices are examined and moved. As in KL, the FM algorithm consists of a number of passes through the vertices. Prior to each pass, the gain of every vertex is computed (i. e., the amount by which the edge-cut will decrease if the vertex changes subdomains). Then it is placed into the priority queue that corresponds with its current subdomain and ordered according to its gain. During a pass, the vertices at the top of each of the two priority queues are examined. If the top vertex in only one of the priority queues is able to switch subdomains while still maintaining the balance constraint, then that vertex is moved to the other subdomain. If the top vertices of both of the priority queues can be moved while maintaining the balance, then the vertex that has the highest gain among these is moved. Ties are broken by selecting the vertex that will most improve the balance. When a vertex is moved, it is removed from the priority queue


Figure 12: A bisection of a graph refined by a KL/FM algorithm. The white vertices indicate those selected to be moved. In (a) the partitioning is in a local minima. In (b) the algorithm explores moves that increase the edge-cut. In (c) and (d) the edge-cut is increased, but now there are edge-cut reducing moves to be made.
and the gains of its adjacent vertices are updated. (Therefore, these vertices may change their positions in the priority queue.) The pass ends when neither priority queue has a vertex that can be moved. At this point, the highest quality bisection that was found during the pass is restored. With the use of appropriate data-structures, the complexity of each pass of the FM algorithm is $O(|E|)$.

KL/FM-type algorithms are able to escape from some types of local minima because they explore moves that temporarily increase the edge-cut. Figure 12 illustrates this process. Figure 12(a) shows a bisection of a graph with an edge-cut of six. Here, the weights of the vertices and edges are one. There are twenty vertices in the graph. Therefore, a perfectly balanced bisection will have subdomain weights of ten. However, in this case we allow the subdomains to be up to $10 \%$ imbalanced. Therefore, subdomains of weight eleven are acceptable ${ }^{3}$. Figure $12(\mathrm{~b})$ shows the gain of each vertex. Since all of the gains are negative, moving any vertex will result in the edge-cut increasing. Therefore, the bisection is in a local minima. However, the algorithm will still select one of the vertices with the highest gain and move it. The white vertex is selected. Figure 12(c) shows the new bisection as well as the updated vertex gains. There are now two positive gain vertices. However, neither of these can be moved at this time. The black vertex has just moved, and so it is ineligible to move again until the end of the pass. The other vertex with +1 gain is unable to move as this will violate the balance constraint. Instead, one of the highest negative-gain vertices (shown in white) from the left subdomain is selected. Figure $12(\mathrm{~d})$ shows the results of this move. Now there are two positive gain vertices that are able to move and two that are ineligible to move. The white vertex is selected. Figure 13 shows the results of continued refinement. By Figure $13(\mathrm{~d})$, the bisection has reached another minima with an edge-cut of two. The refinement algorithm has succeeded in climbing out of the original local minima and reducing the edge-cut from six to two.

While KL/FM schemes have the ability to escape from certain types of local minima, this ability is still limited. For this reason, the quality of the final bisection obtained by KL/FM schemes is highly dependent on the quality of the input bisection. Several techniques have been developed that try to improve these algorithms by allowing the movement of larger sets of vertices together (i.e., more than just a single vertex or vertex pair) $[2,16,27]$. These schemes have been shown to be able to improve the effectiveness of KL/FM refinement at the cost of increased complexity of the algorithm. KL/FM-type refinement algorithms tend
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Figure 13: The KL/FM algorithm from Figure 12 is continued here. Edge-cut reducing moves are shown from (a) through (d). By (d), the refinement algorithm has reached a local minima.
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Figure 14: A graph along with its adjacency matrix $A$, degree matrix $D$, and Laplacian $L_{G}$. The Fiedler vector of $L_{G}$ associates a value with each vertex. The vertices are then sorted according to this value. A bisection is obtained by splitting the sorted list in half.
to be more effective when the average degree of the graph is large [9]. Furthermore, they perform much better when the balance constraints are relaxed. When perfect balance is desired, these schemes are quite constrained as to the refinement moves that can be made at any one time. As the imbalance tolerance increases, they are allowed greater freedom in making vertex moves, and so, can lead to higher-quality bisections.

### 0.3.3 Spectral Methods

Another method of solving the bisection problem is to formulate it as the optimization of a discrete quadratic function. However, even with this new formulation, the problem is still intractable. For this reason, a class of graph partitioning methods, called spectral methods, relax this discrete optimization problem by transforming it into a continuous one. The minimization of the relaxed problem is then solved by computing the second eigenvector of the discrete Laplacian of the graph.

More precisely, spectral methods work as follows. Given a graph $G$, its discrete Laplacian matrix $L_{G}$ is defined as

$$
\left(L_{G}\right)_{q r}= \begin{cases}1, & \text { if } q \neq r, q \text { and } r \text { are neighbors, } \\ -\operatorname{deg}(q), & \text { if } q=r, \\ 0, & \text { otherwise }\end{cases}
$$



Figure 15: The three phases of the multilevel graph partitioning paradigm. During the coarsening phase, the size of the graph is successively decreased. During the initial partitioning phase, a bisection is computed, During the uncoarsening and refinement phase, the bisection is successively refined as it is projected to the larger graphs. $G_{0}$ is the input graph, which is the finest graph. $G_{i+1}$ is the next level coarser graph of $G_{i} . G_{4}$ is the coarsest graph.
$L_{G}$ is equal to $A-D$, where $A$ is the adjacency matrix of the graph and $D$ is a diagonal matrix in which $D[i, i]$ is equal to the degree of vertex $i$. The discrete Laplacian $L_{G}$ is a negative semidefinite matrix. Furthermore, its largest eigenvalue is zero and the corresponding eigenvector consists of all ones. Assuming that the graph is connected, the magnitude of the second largest eigenvalue gives a measure of the connectivity of the graph. The eigenvector corresponding to this eigenvalue (referred to as the Fiedler vector), when associated with the vertices of the graph, gives a measure of the distance (based on connectivity) between the vertices. Once this measure of distance is computed for each vertex, these can be sorted by this value, and the ordered list can be split into two parts to produce a bisection [36, 73, 74]. A $k$-way partitioning can be computed by recursive bisection. Figure 14 illustrates the spectral bisection technique. It shows a graph along with its adjacency matrix $A$, degree matrix $D$, Laplacian $L_{G}$, and the resulting bisected graph.

While the recursive spectral bisection algorithm typically produces higher quality partitionings than geometric schemes, calculating the Fiedler vector is computationally intensive. This process dominates the run time of the scheme and results in overall times that are several orders of magnitude higher than geometric techniques. For this reason, great attention has been focused on speeding up the algorithm. First, the improvement of methods, such as the Lanczos algorithm [65], for approximating eigenvectors has made the computation of eigenvectors practical. Multilevel methods have also been employed to speed up the computation of eigenvectors [4] ${ }^{4}$. Finally, spectral partitioning schemes that use multiple eigenvectors in order to divide the computation into four and eight parts at each step of the recursive decomposition have been investigated [36]. Since the computation of the additional eigenvectors is relatively inexpensive, this scheme has a smaller net cost, while producing partitionings of comparable or better quality, compared to bisecting the graph at each recursive step.


Figure 16: A random matching of a graph along with the coarsened graph (a). The same graph is matched (and coarsened) with the heavy-edge heuristic in (b). The heavy-edge matching minimizes the exposed edge weight.

### 0.3.4 Multilevel Schemes

Recently, a new class of partitioning algorithms has been developed [9, 13, 25, 29, 37, 44, 48, 60, 95] that is based on the multilevel paradigm. This paradigm consists of three phases: graph coarsening, initial partitioning, and multilevel refinement. In the graph coarsening phase, a series of graphs is constructed by collapsing together selected vertices of the input graph in order to form a related coarser graph. This newly constructed graph then acts as the input graph for another round of graph coarsening, and so on, until a sufficiently small graph is obtained. Computation of the initial bisection is performed on the coarsest (and hence smallest) of these graphs, and so is very fast. Finally, partition refinement is performed on each level graph, from the coarsest to the finest (i.e., original graph) using a KL/FM-type algorithm. Figure 15 illustrates the multilevel paradigm.

A commonly used method for graph coarsening is to collapse together the pairs of vertices that form a matching. A matching of the graph is a set of edges, no two of which are incident on the same vertex. For example, Figure 16(a) shows a random matching along with the coarsened graph that results from collapsing together vertices incident on every matched edge. Figure 16(b) shows a heavy-edge matching that tends to select edges with higher weights [44].

The multilevel paradigm works well for two reasons. First, a good coarsening scheme can hide a large number of edges on the coarsest graph. Figure 16 illustrates this point. The original graphs in Figures 16(a) and (b)

[^3]

Figure 17: A partitioning in a local minima for a graph and its coarsened variant. The graph to the right has been coarsened. Now it is possible to escape from the local minima with edge-cut reducing moves.
have total edge weights of 37 . After coarsening is performed on each, their total edge weights are reduced. Figures 16(a) and (b) show two possible coarsening heuristics, random and heavy-edge. In both cases, the total weight of the visible edges in the coarsened graph is less than that on the original graph. Note that by reducing the exposed edge weight, the task of computing a good quality partitioning becomes easier. For example, a worst case partitioning (i.e., one that cuts every edge) of the coarsest graph will be of higher quality than the worst case partitioning of the original graph. Also, a random bisection of the coarsest graph will tend to be better than a random bisection of the original graph.

The second reason that the multilevel paradigm works well is that incremental refinement schemes such as KL/FM become much more powerful in the multilevel context. Here, the movement of a single vertex across the subdomain boundary in one of the coarse graphs is equivalent to the movement of a large number of highly connected vertices in the original graph, but is much faster. The ability of a refinement algorithm to move groups of highly connected vertices allows the algorithm to escape from some types of local minima. Figure 17 illustrates this phenomenon. The uncoarsened graph on the left hand side of Figure 17 is in a local minima. However, the coarsened graph on the right side is not. Edge-cut reducing moves can be made here that will result in the left side graph escaping from its local minima. As discussed in Section 0.3.2, modifications of KL/FM schemes have been developed that attempt to move sets of vertices in this way [2, $16,27]$. However, computing these sets is computationally intensive. Multilevel schemes obtain much of the same benefits quickly.

Multilevel Recursive Bisection The multilevel paradigm was independently developed by Bui and Jones [9] in the context of computing fill reducing matrix re-orderings, by Hendrickson and Leland [37] in the context of finite-element mesh partitioning, and by Hauck and Borriello [29] (called Optimized KLFM) and by Cong and Smith [13] for hypergraph partitioning ${ }^{5}$. Karypis and Kumar extensively studied this paradigm in [44] by evaluating a variety of coarsening, initial partitioning, and refinement schemes in the context of graphs from many different application domains. Their evaluation showed that the overall paradigm is quite robust and consistently outperformed the spectral partitioning method in terms of both speed and quality of partitioning. They further showed that the choice of initial partitioning method used for the coarsest graph does not have much impact on the overall solution quality. That is, even if the initial partitioning of the coarsest graph is poor, the use of a local refinement scheme in the multilevel context results in high quality partitionings in most cases. The evaluation also showed that the use of the heavy-edge matching heuristic in the coarsening phase is very effective in hiding edges in the coarsest graph. (Figure 16 gives an example of this. The random matching in Figure 16(a) results in a total exposed edge weight of 30, while the heavy-edge matching in Figure 16(b) results in a total exposed edge weight of only 21.) As a result,

[^4]the initial partitioning of the coarsest graph, when obtained using the heavy-edge heuristic, is typically very good, and is often not too different from the final partitioning that is obtained after multilevel refinement. This allows the use of greatly simplified (and fast) variants of KL/FM schemes during the uncoarsening phase. These simplified schemes significantly speed up refinement without compromising the quality of the final partitioning. Furthermore, these simplified variants are much more amenable to parallelization than the original KL/FM heuristic that is inheritly serial. Preliminary theoretical work that explains the effectiveness of the multilevel paradigm has been done in [43].

Multilevel recursive bisection partitioning algorithms are available in several public domain libraries, such as Chaco [35], METIS [46], and SCOTCH [67], and are used extensively for graph partitioning in a variety of domains. Additional variations of the heavy-edge heuristic are presented in [50] in the context of hypergraph partitioning. These variations are implemented in the hMFTSS [45] library for partitioning hypergraphs.

Multilevel $k$-way Partitioning Karypis and Kumar [48] present a scheme for refining a $k$-way partitioning that is a generalization of simplified variants of the KL/FM bisection refinement algorithm. Using this $k$-way refinement scheme, Karypis and Kumar present a $k$-way multilevel partitioning algorithm in [48], whose run time is linear in the number of edges (i.e., $O(|E|)$ ), whereas the run time of the multilevel recursive bisection scheme is $O(|E| \log k)$. Experiments on a large number of graphs arising in various domains including finite-element methods, linear programming, VLSI, and transportation show that this scheme produces partitionings that are of comparable or better quality than those produced by multilevel recursive bisection, and requires substantially less time. For example, partitionings of graphs containing millions of vertices can be computed in only a few minutes on a typical workstation. For many of these graphs, the process of graph partitioning takes less time than the time to read the graph from disk into memory. Compared with multilevel spectral bisection [37, 73, 74], multilevel $k$-way partitioning is usually two orders of magnitude faster, and produces partitionings with generally smaller edge-cuts. The run times of multilevel $k$-way partitioning algorithms are usually comparable to the run times of small numbers (2-4) of runs of geometric recursive bisection algorithms $[22,30,58,61,76]$ but tend to produce higher quality partitionings for a variety of graphs, including those originating in scientific simulation applications.

Multilevel $k$-way graph partitioning algorithms are available in the JOSTLE [92], METIS [46], and PARTY [75] software packages.

### 0.3.5 Combined Schemes

All of the graph partitioning techniques discussed in this section have advantages and disadvantages of their own. Combining different types of schemes intelligently can maximize the advantages without suffering all of the disadvantages. In this section, we briefly describe a few such combinations.

KL/FM-type algorithms are often used to improve the quality of partitionings that are computed by other methods. For example, an initial partitioning can be computed by a fast geometric method, and then the relatively low quality partitioning can be refined by a KL/FM algorithm. Multilevel schemes use this technique, as well, by performing KL/FM refinement on each coarsened version of the graph after an initial partitioning is computed (by either LND [44], spectral [37], or other methods [25]).

As another example, spectral methods can be used to compute coordinate information for vertices [28]. These coordinates can then be used by a geometric scheme to partition the graph [83].

### 0.3.6 Qualitative Comparison of Graph Partitioning Schemes

The large number of graph partitioning schemes reviewed in this section differ widely in the edge-cut quality produced, run time, degree of parallelism, and applicability to certain kinds of graphs. Often, it is not clear as to which scheme is better under what scenarios. In this section, we categorize these properties for some graph partitioning algorithms that are commonly used in scientific simulation applications. This task is quite difficult, as it is not possible to precisely model the properties of the graph partitioning algorithms.


Figure 18: Graph partitioning schemes rated with respect to quality, run time, degree of parallelism and related characteristics.

Furthermore, for most of the schemes, sufficient data on the edge-cut quality and run time for a common pool of benchmark graphs is not available. The relative comparison of different schemes draws upon the experimental results in $[22,30,36,44]$. We try to make reasonable assumptions whenever enough data is not available. For the sake of simplicity, we have chosen to represent each property in terms of a small discrete scale. In absence of extensive data, it is not possible to do much better than this in any case.

Figure 18 compares three variations of spectral partitioners [4, 37, 73, 74], a multilevel algorithm [48], an LND algorithm [21], a Kernighan-Lin algorithm (with random initial partitionings) [54], a CND algorithm [30], two variations of the RIB algorithm [35, 61], and two variations of the geometric sphere-cutting algorithm [22, 58].

For each graph partitioning algorithm, Figure 18 shows a number of characteristics. The first column shows the number of trials that are performed for each partitioning algorithm. For example, for the KL algorithm, different trials can be performed each starting with a different random partitioning of the graph. Each trial is a different run of the partitioning algorithm, and the best of these is selected. As we can see from this table, some algorithms require only a single trial either because multiple trials will give the same partitioning or a single trial gives very good results (as in the case of multilevel graph partitioning). However, for some schemes (eg., KL and geometric partitioning), different trials yield significantly different edge-cuts. Hence, these schemes usually require multiple trials in order to produce good quality partitionings. For multiple trials, we only show the case of 10 and 50 trials, as often the quality saturates beyond 50 trials or the run time becomes too large. The second column shows whether the partitioning algorithm requires coordinates for the vertices of the graph. Some algorithms such as CND and RIB are applicable only if coordinate information is available. Others (eg., combinatorial schemes) only require the set of vertices and edges connecting them.

The third column of Figure 18 shows the relative quality of the partitionings produced by the various schemes. Each additional circle corresponds to roughly $10 \%$ improvement in the edge-cut. The edge-cut quality for CND serves as the base, and it is shown with one circle. Schemes with two circles for quality should find partitionings that are roughly $10 \%$ better than CND. This column shows that the quality of the partitionings produced by the multilevel graph partitioning algorithm and the multilevel spectral bisection with KL is very good. The quality of geometric partitioning with KL refinement is also equally good when 50 or more trials are performed. The quality of the other schemes is worse than the above three by various degrees. Note that for both KL partitioning and geometric partitioning, the quality improves as the number of trials increases.

The reason for the differences in the quality of the various schemes can be understood if we consider the degree of quality as a sum of two quantities that we refer to as local view and global view. A graph partitioning algorithm has a local view of the graph if it is able to do localized refinement. According to this definition, all the graph partitioning algorithms that perform KL/FM-type refinement possess this local view, whereas the others do not. Global view refers to the extent that the graph partitioning algorithm takes into account the structure of the graph. For instance, spectral bisection algorithms take into account only global information of the graph by minimizing the edge-cut in the continuous approximation of the discrete problem. On the other hand, schemes such as a single trial of the KL algorithm does not utilize information about the overall structure of the graph, since it starts from a random bisection. For schemes that require multiple random trials, the degree of the global view increases as the number of trials increases. The global view of multilevel graph partitioning is among the highest. This is because multilevel graph partitioning captures global graph structure at two different levels. First, it captures global structure through the process of coarsening, and second, it captures global structure during initial graph partitioning by performing multiple trials.

The sixth column of Figure 18 shows the relative time required by different graph partitioning schemes. CND, RIB, and geometric sphere-cutting (with a single trial) require relatively small amounts of time. We show the run time of these schemes by one square. Each additional square corresponds to roughly a factor of 10 increase in the run time. As we can see, spectral graph partitioning schemes require several orders of magnitude more time than the faster schemes. However, the quality of the partitionings produced by the faster schemes is relatively poor. The quality of these schemes can be improved by increasing the number of trials and/or by using the KL/FM refinement, both of which increase the run time of the partitioner. On the other hand, multilevel graph partitioning requires a moderate amount of time and produces partitionings of very high quality.

The degree of parallelizability of different schemes differs significantly and is depicted by a number of triangles in the seventh column of Figure 18. One triangle means that the scheme is largely sequential, two triangles means that the scheme can exploit a moderate amount of parallelism, and three triangles means that the scheme can be parallelized quite effectively. Schemes that require multiple trials are inherently parallel, as different trials can be done on different (groups of) processors. In contrast, a single trial of KL is very difficult to parallelize, and appears inherently serial in nature [23]. Multilevel schemes that utilize relaxed variations of KL/FM refinement and the spectral bisection scheme are moderately parallel in nature.

### 0.4 Load Balancing of Adaptive Computations

For large-scale scientific simulations, the computational requirements of techniques relying on globally refined meshes become very high, especially as the complexity and size of the problems increase. By locally refining and de-refining the mesh either to capture flow-field phenomena of interest [7] or to account for variations in errors [66], adaptive methods make standard computational methods more cost effective. One such example is numerical simulations for improving the design of helicopter blades [7]. (See Figure 19.) Here, the finiteelement mesh must be extremely fine around both the helicopter blade and in the vicinity of the sound vortex that is created by the blade in order to accurately capture flow-field phenomena of interest. It should be coarser in other regions of the mesh for maximum efficiency. As the simulation progresses, neither the blade nor the sound vortex remain stationary. Therefore, the new regions of the mesh that these enter need to be refined, while those regions that are no longer of key interest should be de-refined. These dynamic


Figure 19: A helicopter blade rotating through a mesh. As the blade spins, the mesh is adapted by refining it in the regions that the blade has entered and de-refining it in the regions that are no longer of interest. (Figure provided by Rupak Biswas, NASA Ames Research Center.)
adjustments to the mesh result in some processors having significantly more (or less) work than others and thus cause load imbalance. Similar issues also exist for problems in which the amount of computation associated with each mesh element changes over time [18]. For example, in particles-in-cells methods that advect particles through a mesh, large temporal and spatial variations in particle density can introduce substantial load imbalance.

In both of these types of applications, it is necessary to dynamically load balance the computations as the simulation progresses. This dynamic load balancing can be achieved by using a graph partitioning algorithm. In the case of adaptive finite-element methods, the graph either corresponds to the mesh obtained after adaptation or else corresponds to the original mesh with the vertex weights adjusted to reflect error estimates [66]. In the case of particles-in-cells, the graph corresponds to the original mesh with the vertex weights adjusted to reflect the particle density. We will refer to this problem as adaptive graph partitioning to differentiate it from the static graph partitioning problem that arises when the computations remain fixed.

Adaptive graph partitioning shares most of the requirements and characteristics of static graph partitioning but also adds an additional objective. That is, the amount of data that needs to be redistributed among the processors in order to balance the computation should be minimized. In order to accurately measure this cost, we need to consider not only the weight of a vertex, but also its sie [62]. Vertex weight is the computational cost of the work represented by the vertex, while size reflects its redistribution cost. Thus, the repartitioner should attempt to balance the partitioning with respect to vertex weight while minimizing vertex migration with respect to vertex size. Depending on the representation and storage policy of the data, size and weight may not necessarily be equal [62].

Oliker and Biswas studied various metrics for measuring data redistribution costs in [62]. They presented the metrics TotalV and MaxV. TotalV is defined as the sum of the sizes of vertices that change subdomains as the result of repartitioning. TotalV reflects the overall volume of communications needed to balance the partitioning. MAXV is defined as the maximum of the sums of the sizes of those vertices that migrate into or out of any one subdomain as a result of repartitioning. MaxV reflects the maximum time needed by any one processor to send or receive data. Results in [62] show that measuring the MaxV can sometimes be a better indicator of data redistribution overhead than measuring the TotalV. However, many repartitioning schemes $[62,79,80,98]$ attempt to minimize TotalV instead of MaxV. This is because of the following reasons: (i) TotalV can be minimized during refinement by the use of relatively simple heuristics; minimizing MaxV tends to be more difficult. (ii) The MaxV is lower bounded by the amount of vertex weight that needs to be moved out of the most overweight subdomain (or into the most underweight subdomain). For many problems, this lower bound can dominate the MaxV and so no improvement is possible. (iii) Minimizing TotalV often tends to do a fairly good job of minimizing MaxV.


Figure 20: Various repartitioning schemes. An example of an imbalanced partitioning (a). This partitioning is balanced by partitioning the graph from scratch (b), cut-and-pasted repartitioning (c), and diffusive repartitioning (d).

Repartitioning Approaches A repartitioning of a graph can be computed by simply partitioning the new graph from scratch. However, since no concern is given for the existing partitioning, it is unlikely that most vertices will be assigned to their original subdomains with this method. Therefore, this approach will tend to require much more data redistribution than is necessary in order to balance the load.

An alternate strategy is to attempt to perturb the input partitioning just enough so as to balance it. This can be accomplished trivially by the following cut-and-paste repartitioning method: Excess vertices in overweight subdomains are simply swapped into one or more underweight subdomains (regardless of whether these subdomains are adjacent) in order to balance the partitioning. However, while this method will optimally minimize data redistribution, it can result in significantly higher edge-cuts compared with more sophisticated approaches and will typically result in disconnected subdomains. For these reasons, it is usually not considered as a viable repartitioning scheme for most applications. A better approach is to use a diffusion-based repartitioning scheme. These schemes attempt to minimize the data redistribution costs while significantly decreasing the possibility that subdomains become disconnected.

Figure 20 illustrates these methods for a graph whose vertices and edges have weights of one. The shading of a vertex indicates the original subdomain to which it belongs. In Figure 20(a), the original partitioning is imbalanced because subdomain 3 has a weight of six, while the average subdomain weight is only four. The edge-cut of the original partitioning is 12. In Figure $20(\mathrm{~b})$, the original partitioning is ignored and the graph is partitioned from scratch. This partitioning also has an edge-cut of 12 . However, 13 out of 20 vertices are required to change subdomains. That is, TotalV is 13 . MaxV is 6 . In Figure 20(c), cut-and-paste repartitioning was used. Here, only two vertices are required to change subdomains and MaxV is also two. The edge-cut of this partitioning is 16, and subdomain 1 is now disconnected. Figure 20(d) gives a diffusive repartitioning that presents a compromise between those in Figure 20(b) and (c). Here, TotalV is four, MaxV is two, and the edge-cut is 14.


Figure 21: A similarity matrix, the corresponding remapping, and the remapped partitioning from Figure 20(b).

### 0.4.1 Scratch-Remap Repartitioners

The example in Figure 20(b) illustrated how partitioning from scratch resulted in the lowest edge-cut of the three repartitioning methods. This is as expected since it is possible to use a state-of-the-art graph partitioner to compute the new partitioning from scratch. However, this repartitioning resulted in the highest data redistribution costs. To understand why this is so it is necessary to examine the partitionings in Figures 20(a) and (b). Here, it is important to notice that in Figure 20(a), subdomain 1 is on the left, subdomain 3 is on the right, and subdomain 4 is on the bottom. For the partitioning in Figure 20(b), subdomain 1 is on the right, subdomain 3 is on the bottom, and subdomain 4 is on the top left. Essentially, a large amount of the data redistribution required for the partitioning in Figure 20(b) is brought about because the subdomains are labelled sub-optimally. Simply changing the subdomain labels of the new partitioning in accordance with the old partitioning (without otherwise modifying the partitioning) can significantly reduce the data redistribution cost.

Oliker and Biswas [62] present a number of repartitioning schemes that compute new partitionings from scratch and then intelligently map the subdomain labels to those of the original partitionings in order to minimize the data redistribution costs. We refer to this method as scratch-remap repartitioning. Partition remapping is performed as follows [86]: (i) Construct a similarity matrix, $S$, of size $k \times k$. A similarity matrix is one in which the rows represent the subdomains of the old partitioning, the columns represent the subdomains of the new partitioning, and each element, $S_{q r}$, represents the sum of the sizes of the vertices that are in subdomain $q$ of the old partitioning and in subdomain $r$ of the new partitioning. (ii) Select $k$ elements such that every row and column contains exactly one selected element and such that the sum of the selected elements is maximized. This corresponds to the remapping in which the amount of overlap between the original and the remapped partitionings is maximized, and hence, the total volume of data redistribution required in order to realize the remapped partitioning is minimized. (iii) For each element $S_{q r}$ selected, rename domain $r$ to domain $q$ on the remapped partitioning. Figure 21 illustrates such a remapping process. Here, similarity matrix, $S$, has been constructed that is based on the example in Figure 20. The first row of $S$ indicates that subdomain 1 on the old partitioning consists of zero vertices from subdomains 1 and 2 on the new partitioning and one vertex from each of subdomains 3 and 4 on the new partitioning. Likewise, the second row indicates that subdomain 2 on the old partitioning consists of two vertices from each of subdomains 2 and 4 on the new partitioning and zero vertices from the other two subdomains. The third and fourth rows are constructed similarly. In this example, we select underlined elements $S_{14}, S_{22}$, $S_{31}$, and $S_{43}$. This combination maximizes the sum of the sizes of the selected elements. Running through the selected elements, subdomain 1 on the newly computed partitioning is renamed 3 , and subdomains 2,3 , and 4 are renamed 2,4 , and 1 , respectively.

Although the remapping phase reduces the data redistribution costs (without affecting the edge-cut), scratchremap schemes still tend to result in higher redistribution costs than schemes that attempt to balance the input partitioning by minimal perturbation (eg., cut-and-paste and diffusion-based schemes). For example, if the newly adapted graph is only slightly different than the original graph, then partitioning from scratch


Figure 22: An imbalanced partitioning and two repartitioning techniques. The partitioning in (a) is imbalanced. It is balanced by an incremental method in (b) and by a scratch-remap method in (c).
could produce a new partitioning that is still substantially different from the original, and thus requires many vertices to be moved even after the remapping phase. On such a graph, the imbalance could easily be corrected by moving only a small number of vertices. Figure 22 illustrates an example of this. The partitioning in Figure 22(a) is slightly imbalanced as the upper-right subdomain has five vertices, while the average subdomain weight is four. In Figure $22(\mathrm{~b})$, the partitioning is balanced by moving only a single vertex from the upper-right subdomain to the lower-right subdomain. Therefore both TotalV and MaxV are one. Figure 22(c) shows a new partitioning that has been computed from scratch and then optimally remapped to the partitioning in Figure 22(a). Despite this optimal remapping, repartitioning has a TotalV of seven and a MaxV of two. All three of the partitionings have similar edge-cuts.

The reason that the scratch-remap scheme does so poorly here with respect to data redistribution is because the information that is provided by the original partitioning is not utilized until the final remapping process. At this point, it is too late to avoid high data redistribution costs even if we compute an optimal remapping. Essentially, the problem in our example is that the partitioning in Figure 22(a) is shaped like a ' + ', while the partitioning in Figure 22(c) forms an ' $x$ '. Both of these are of equal quality and so a static partitioning algorithm could easily compute either of these. However, we would like the partitioning algorithm used in a scratch-remap repartitioner to drive the computation of the partitioning towards that of the original partitioning whenever possible without affecting the quality. A scratch-remap algorithm can potentially do this if it is able to extract and use the information implicit in the original partitioning during the computation of the new partitioning. An algorithm called Locally-Matched Multilevel Scratch-Remap (or simply LMSR) that tries to accomplish this is presented in [80]. LMSR decreases the amount of data redistribution required to balance the graph compared to current scratch-remap schemes, particularly for slightly imbalanced graphs [80].

### 0.4.2 Diffusion-based Repartitioners

Diffusive load balancing schemes attempt to minimize the difference between the original partitioning and the final repartitioning by making incremental changes in the partitioning to restore balance. Subdomains that are overweight in the original partitioning export vertices to adjacent subdomains. These, in turn, may further export vertices to their neighbors in an effort to reach global balance. By limiting the movement of vertices to neighboring subdomains, these schemes attempt to minimize the edge-cut and maintain connected subdomains. As an example, the repartitioning in Figure $20(\mathrm{~d})$ is obtained by a diffusive process. In this case, subdomain 3 migrates a vertex to each of subdomains 2 and 4 . This, in turn, causes the recipient subdomains to become overweight. They then each migrate a vertex to subdomain 1 .

Any diffusion-based repartitioning scheme needs to address two questions: (i) How much work should be transferred between processors? and (ii) Which tasks should be transferred? The answer to the first question tells us how to balance the partitioning, while the answer to the second tells us how to minimize the edge-cut
as we do this. A lot of work has focused on answering the first question in the context of balancing unrelated tasks that are unevenly distributed among processors $[8,14,15,39,40,41,103,105]$. These take the machine architecture, but do not take the interdependencies of the tasks into consideration when computing the amount of work to transfer between processors. More recently, in the context of adaptive computational simulations, work has focused not only on how much, but also which tasks to transfer $[18,63,64,66,69,79$, $80,85,90,91,97,98]$. In the rest of this section, we focus on these schemes.

Schemes for determining how much work to transfer between processors can be grouped into two categories. We refer to diffusion schemes in which the exchange of work among the processors is based only upon their respective work loads (and not upon the loads of distant processors) [79] as local diffusion algorithms. In other schemes $[18,63,64,66,69,79,80,85,90,91,97,98]$, global views of the processor loads are used to balance the partitioning. We call these global diffusion schemes. Most global diffusion schemes either perform diffusion in a recursive bisection manner [18, 85, 91], utilize space-filling curves [64, 66, 69], or else compute flow solutions [63, 79, 80, 97, 98] that prescribe the amount of work to be moved between pairs of processors.

Recursive bisection diffusion schemes $[18,85,91]$ split the subdomains into two groups, and then attempt to balance these groups. Next, both of the (balanced) groups are split in two and the algorithm recurses on these subgroups.

Adaptive space-filling curve partitioners $[64,66,69]$ can compute repartitionings by maintaining the original ordering of the mesh elements. Here, the weights associated with the ordered mesh elements are changed to reflect the structural changes in the computation. All that is required to compute a repartitioning is to recompute the $k$-way splitting of the ordered list with respect to the new weights.

Flow solutions are usually computed in order to optimize some objective. Ou and Ranka [63] present a global diffusion scheme that optimally minimizes the one-norm of the flow using linear programming. Hu and Blake [41] present a method that optimally minimizes the two-norm of the flow. They prove that such a flow solution can be obtained by solving the linear equation $(-L) \lambda=b$, where $b$ is the vector containing the load of each subdomain minus the average subdomain load, $L$ is the Laplacian matrix (as defined in Section 0.3.3) of the graph that models the subdomain connectivity (i. e., the subdomain connectivity graph), and $\lambda$, the flow solution, is a vector with $k$ elements. An amount of vertex weight equal to $\lambda_{q}-\lambda_{r}$ needs to be moved from subdomain $q$ to subdomain $r$ for every $r$ that is adjacent to $q$ in order to balance the partitioning. Figure 23 illustrates the difference between one- and two-norm minimization of the flow solution. This figure shows the subdomain connectivity graph for a nine-way partitioning along with the two different flow solutions. Here, the two dark subdomains are overweight by ten, while the two white subdomains are underweight by ten. The weight of the rest of the subdomains equals the average subdomain weight. The flow solution in Figure 23(a) minimizes the one-norm of the data movement [63]. The flow solution in Figure 23(b) minimizes the two-norm of the data movement [41]. The one-norm minimization solution sends most of the flow through a few links, while the two-norm minimization solutions more evenly distributes the flow through the links, but results in greater total flow.

The flow solution indicates how much vertex weight needs to be transfered between each pair of adjacent subdomains. The second problem is to determine exactly which vertices to move so as to minimize the edge-cut of the resulting partitioning. One possibility is to repeatedly transfer layers of vertices along the subdomain boundary until the desired amount of vertex weight has been transferred [63, 91]. A more precise scheme is to move one vertex at a time across the subdomain boundary, each time selecting the vertex that will result in the smallest edge-cut [97]. This scheme, like the KL/FM algorithm, utilizes only a local view of the graph, and thus, can make (globally) poor selections. This problem can be corrected if the transfer of vertices is performed in a multilevel context [79, 98]. Such schemes, called multilevel diffusion algorithms, perform graph coarsening, and then begin diffusion on the coarsest graph. During the uncoarsening phase, vertices are moved to achieve (or maintain) load balance, while also trying to improve the edge-cut. By beginning diffusion on the coarsest graph, these algorithms are able to move large chunks of highly connected vertices in a single step. Thus, the bulk of the work required to balance the partitioning is done quickly. Furthermore, by moving highly connected vertices together, high-quality edge-cuts can often be maintained. Experimental results show that multilevel diffusion can compute partitionings of higher quality than schemes that perform diffusion only on the original graph [79, 98] and is often faster.


Figure 23: Two different flow solutions for the subdomain graph of an imbalanced partitioning. The one-norm of the data migration is minimized in (a). The two-norm of the data migration is minimized in (b).

For partitioned graphs that are highly imbalanced in localized areas, diffusion-based schemes require vertices to propagate over longer distances. For this class of problems, it is beneficial to determine not only how much and which vertices to move, but also when vertices should move [15]. A diffusion algorithm, called Wavefront Diffusion that determines the best time to migrate vertices is presented in [80]. In Wavefront Diffusion, the flow of vertices moves in a wavefront starting from the most overweight subdomains. This method guarantees that all subdomains will contain the largest possible selection of vertices when it is their turn to export vertices. Thus, subdomains are able to select those vertices for migration that will best minimize edge-cut and data redistribution costs. Wavefront Diffusion obtains significantly lower data redistribution costs while maintaining similar or better edge-cut results compared to diffusion schemes that do not determine the best time to migrate vertices, especially for partitionings that are highly imbalanced in localized areas [80].

Tradeoff Between Edge-cut and Data Redistribution Costs Often, the objective of minimizing the data redistribution cost is at odds with the objective of minimizing the edge-cut. For applications in which the mesh is frequently adapted or the amount of state associated with each element is relatively high, minimizing the data redistribution cost is preferred over minimizing the edge-cut. For applications in which repartitioning occurs infrequently, the key objective of a repartitioning scheme is going to be in obtaining the minimal edge-cut.

While a number of coarsening and refinement heuristics have been developed [79, 93] that can control the tradeoff between these two objectives, many adaptive partitioners naturally minimize one in preference to the other. For example, compared against each other, the LMSR and Wavefront Diffusion algorithms present a clear tradeoff between edge-cut and data redistribution costs [80]. That is, the Wavefront Diffusion algorithm tends to minimize the amount of data redistribution required to realize the balanced repartitioning, while the LMSR algorithm tends to minimize the edge-cut of the repartitioning.

### 0.5 Parallel Graph Partitioning

The ability to perform partitioning in parallel is important for many reasons. The amount of memory on serial computers is often not enough to allow the partitioning of graphs corresponding to large problems that can now be solved on massively parallel computers and workstation clusters. A parallel graph partitioning algorithm can take advantage of the significantly higher amount of memory available in parallel computers to partition very large graphs. Also, as heterogenous systems of parallel machines are integrated into single system of systems (eg., the NASA Information Power Grid [42]), the role of graph partitioning will change. Here, the exact number of processors and/or the architectural characteristics of the hardware assigned to a computation will not be known until immediately before the computation is permitted to execute.

Parallel graph partitioning is crucial for efficiency in such an environment. In the context of adaptive graph partitioning, the graph is already distributed among processors, but needs to be repartitioned due to the dynamic nature of the underlying computation. In such cases, having to bring the graph to one processor for repartitioning can create a serious bottleneck that could adversely impact the scalability of the overall application.

Work in parallel graph partitioning [3, 23, 30, 49, 51, 77, 94] has been focused on geometric [30, 77], spectral [3], and multilevel partitioning schemes [49, 51, 94]. Geometric graph partitioning algorithms tend to be quite easy to parallelize. Typically, these require a parallel sorting algorithm. Spectral and multilevel partitioners are more difficult to parallelize. Their parallel asymptotic run times are the same as that of performing a parallel matrix-vector multiplication on a randomly partitioned matrix [51]. This is because the input graph is not well-distributed across the processors. If the graph is first partitioned and then distributed across the processors accordingly, the parallel asymptotic run times of spectral and multilevel partitioners drop to that of performing a parallel matrix-vector multiplication on a well-partitioned matrix. Essentially, performing these partitioning schemes efficiently in parallel requires a good partitioning of the input graph [51, 94]. Of course, we cannot expect the input graph to already be partitioned in the case of static graph partitioning, since this is exactly what we are trying to do. However, for the adaptive graph partitioning problem, we can expect the input partitioning to be of high quality (that is, have a low edge-cut, even though it will be imbalanced). For this reason, parallel adaptive graph partitioners [80, 98] tend to run significantly faster than static partitioners.

Since the run times of most parallel geometric partitioning schemes are not affected by the initial distribution of the graph, they can essentially be used to compute a partitioning for the partitioning algorithm. That is, a rough partitioning of the input graph can be computed by a fast geometric approach. This partitioning can be used to redistribute the graph prior to performing parallel multilevel (or spectral) partitioning [52]. Use of this "boot-strapping" approach significantly increases the parallel efficiency of the more accurate partitioning scheme by providing it with data locality.

Parallel multilevel algorithms for graph partitioning are available in the ParMETIS [52] and JOSTLE [92] libraries.

### 0.6 Multi-constraint, Multi-objective Graph Partitioning

In recent years, with advances in the state-of-the-art of scientific simulation, sophisticated classes of computations such as multi-phase, multi-physics, and multi-mesh simulations have become commonplace. For many of these, the traditional graph partitioning formulation is not adequate to ensure their efficient execution on high performance parallel computers. Instead, new graph partitioning formulations and algorithms are required to meet the needs of these. In this section, we describe some important classes of scientific simulations that require more generalized formulations of the graph partitioning problem in order to ensure their efficiency on high performance machines, we discuss these requirements, and we describe new, generalized formulations of the graph partitioning problem as well as algorithms for solving these problem.

Multi-physics Simulations In multi-physics simulations, a variety of materials and/or processes are simulated together. The result is a class of problems in which the computation as well as the memory requirements are not uniform across the mesh. Existing partitioning schemes can be used to divide the mesh among the processors such that either the amount of computation or the amount of memory required is balanced across the processors. However, they cannot be used to compute a partitioning that simultaneously balances both of these quantities. Our inability to do so can either lead to significant computational imbalances, limiting efficiency, or significant memory imbalances, limiting the size of problems that can be solved using parallel computers. Figure 24 illustrates this problem. It shows a graph in which the amount of computation and memory associated with a vertex can be different throughout the graph, and gives three possible partitionings of it. The partitioning in Figure 24(b) balances the computation among the subdomains, but creates a serious imbalance for memory requirements. The partitioning in Figure 24(c) balances the memory requirement, while leaving the computation imbalanced. The partitioning in Figure 24(d), that


Figure 24: An example of a computation with non-uniform memory requirements. Each vertex in the graph is split into two amounts. The size of the lightly-shaded portion represents the amount of computation associated with the vertex, while the size of the dark portion represents the amount of memory associated with the vertex. The bisection in (b) balances the computation. The bisection in (c) balances the memory, but only the bisection in (d) balances both of these.


Figure 25: A particle-in-cell computation. Here, both the mesh nodes and the particles must be balanced across the subdomains.
balances both of these, is the desired solution. In general, multi-physics simulations require the partitioning to satisfy not just one, but a multiple number of balance constraints. (In this case, the partitioning must balance two constraints, computation and memory).

Multi-phase Simulations Multi-phase simulations consist of $m$ distinct computational phases, each separated by an explicit synchronization step. In general, the amount of computation performed for each element of the mesh is different for different phases. The existence of the synchronization steps between the phases requires that each phase be individually load balanced. That is, it is not sufficient to simply sum up the relative times required for each phase and to compute a decomposition based on this sum. Doing so may lead to some processors having too much work during one phase of the computation (and so, these may still be working after other processors are idle), and not enough work during other phases (and so these may be idle while other processors are still working). Instead, it is critical that every processor have an equal amount of work from all of the phases of the computation. A traditional partitioning scheme can be used to balance the load across the processors for a single phase of the computation. However, the load may be seriously imbalanced for the other phases. Another method is to use $m$ distinct partitionings, each of which balances the load of a single phase only. This method requires that costly data redistribution be performed after each phase in order to realize the partitioning corresponding to the next phase. A better method is


Figure 26: An internal combustion engine simulation is an example application whose computation is performed in multiple phases. Each shade represents elements active during a different phase. (Figure provided by Analysis and Design Application Company Limited.)
to compute a single partitioning that simultaneously balances the work performed in each of the phases. In this case, no redistribution of the data is necessary, and all of the phases are well balanced.

Figure 25 shows an example. The graph in Figure 25 represents a simulation of particles moving through a mesh. This computation is composed of two phases. The first phase is a mesh-based computation. The second phase is a particle-based computation. In order to load-balance such a computation, each processor must have a roughly equal amount of both the mesh computation and the particle computation. One such bisection is shown that splits both the mesh elements and the particles in half.

Figure 26 shows another example. This is the mesh associated with the numerical simulation of the ports and the combustion chamber of an internal combustion engine. In this particular problem, the overall computation is performed in six phases. (Each corresponding to a different shade in the figure.) In order to solve such a multi-phase computation efficiently on a parallel machine, every processor should contain an equal number of mesh elements of each different shade. Figure 27 shows two subdomains of an 8-way partitioning of the mesh in Figure 26. This partitioning balances all six phases while also minimizing the inter-processor communications. (Note that not all of the shades are visible in Figures 26 and 27.)

Multi-mesh Computations An important class of emerging numerical methods are multi-mesh computations. Multiple meshes arise in several settings that use grids to discretize partial differential equations. For example, some operations are innately more efficient on structured grids, such as radiation transport sweeps or FFTs. However, complex geometries are better fitted with unstructured meshes. In some simulations, both kinds of grids may be used throughout the computation. Similarly, various codes that solve for multiple physical quantities may use separate grids to solve the appropriate equations for each variable. For example, consider a simulation of the welding of a joint between two parts, a process in which the parts are pressed together and thermally annealed [70]. One grid could be used for the solution of the stress-strain relations that mediate the mechanical deformation of the parts. A second grid could be used to solve the heat equation for thermal conduction in the system. Since the regions of high strain may be distinct from those with high thermal gradients, each grid can be individually tailored to accurately represent the relevant physics.

Now consider the implementation of such a multi-physics example on a distributed-memory parallel machine. A typical time-step consists of computing a solution on the first mesh, interpolating the result to the second mesh, computing a solution on the second mesh, interpolating it back to the first mesh, and so on. One way of performing this type of computation in parallel is to partition the meshes separately so that every processor has a portion of each mesh. This approach will balance the computations and minimize the communications during each of the solution phases. However, because the different meshes are partitioned independently,


Figure 27: Two subdomains of an 8 -way partitioning computed by the multi-constraint graph partitioner implemented in MEITS 4.0 are shown. Note, that all of the subdomains have an equal number of elements of each shade (although they are not all visible). (Figure provided by Analysis and Design Application Company Limited.)
there is no assurance that an individual processor will own portions of the meshes that spatially overlap. Therefore, the amount of communication performed during the interpolation and transfer of the solution data can be quite high, even if an efficient approach is used to manage this communication [70]. Ideally, we would like to partition the different meshes such that each processor performs an equal amount of work for every mesh, and at the same time, the amount of inter-processor communications required during the computations of the solutions, as well as that required during the interpolation and transfer of the solutions, is minimized.

Domain Decomposition-based Preconditioners The two keys to the efficient solution of systems of sparse linear equations via iterative methods are (i) the ability to perform the matrix-vector multiplication efficiently in parallel, and (ii) minimizing the number of iterations required for the method to converge. The matrix-vector multiplication is typically implemented by first reordering the sparse matrix such that the number of non-zero elements that are off of the block diagonal is minimized and then utilizing a striped partitioning of the matrix and the vector. Here, an interprocessor communication is required for every non-zero element off of the block-diagonal. A high-quality partitioning of the graph corresponding to the sparse matrix provides a re-ordering such that the number of interprocessor communications is minimized. Minimizing the number of iterations required for the solution to converge can be done by the use of various preconditioners. A number of preconditioning schemes have been developed that construct a preconditioner of each block of the block diagonal separately, and then combine these to use as a preconditioner for the entire matrix. (eg., block diagonal preconditioners and local ILU preconditioners). Essentially, these preconditioners ignore the intra-subdomain interactions that are represented by the non-zero elements off of the block diagonal.

Since the matrix re-ordering is commonly obtained by a graph partitioner, this ensures that the number of non-zeros that are ignored in the preconditioner is relatively small. Therefore, the matrix-vector multiplications will be computed efficiently. However, this ordering is not computed to try and minimize the magnitude of these ignored non-zeros. Therefore, it could be the case that while the number of non-zero elements is small, the sum of the ignored non-zeros is quite large. The consequence of this is that the preconditioner may not be as effective as it could be if the sum of the ignored elements was minimized [55]. That is, the number of iterations for the method to converge may not be minimized. The magnitude of the ignored elements could be minimized directly by a partitioning that is computed using the magnitude of the elements as the edge weights of the graph. However, such an approach will not minimize the communication overhead incurred by the matrix-vector multiplication. This is because such an ordering computed in this way would not minimize the number of the ignored elements. Ideally, we would like to obtain an ordering that minimizes both the


Figure 28: Three different partitionings for the graph that corresponds to a sparse symmetric matrix. The partitioning in (a) minimizes the edge-cut. The partitioning in (b) minimizes the magnitude of the ignored non-zero elements off of the diagonal. The partitioning in (c) minimizes both of these simultaneously.


Figure 29: Three orderings for a sparse matrix that correspond to the partitionings given in Figure 28.
number of intra-domain interactions (reducing the communication overhead) and the numerical magnitude of these interactions (potentially leading to a better preconditioner).

Figures 28 and 29 illustrate an example of this problem. Figure 28(a) shows a partitioning of a graph that minimizes the edge-cut. Figure 29(a) shows the corresponding matrix ordered with respect to this partitioning. Here, there are only a small number of ignored non-zero entries off of the diagonal. However, their magnitudes are high compared to the other elements. Figure 28(b) shows a partitioning of a graph that minimizes the magnitude of the ignored entries and Figure 29(b) shows the matrix ordered accordingly. Here, there are quite a bit more ignored entries compared to the ordering shown in Figure 29(a). However, the magnitudes of these entries are small. Figures 28(c) and 29(c) show the partitioning that attempt to minimize both the number and the magnitude of the ignored entries as well as the corresponding matrix.

### 0.6.1 A Generalized Formulation for Graph Partitioning

The common characteristic of these problems is that they all require the computation of partitionings that satisfy an arbitrary number of balance constraints and/or an arbitrary number of optimization objectives. Traditional graph partitioning techniques have been designed to balance only a single constraint (i.e., the vertex weight) and to minimize only a single objective (i.e., the edge-cut). An extension of the graph


Figure 30: An example of two overlapping meshes (light circles and dark squares) along with dashed interpolation edges (a) and the corresponding multi-constraint multi-objective formulation (b).
partitioning formulation that can model these problems is to assign a weight vector of size $m$ to each vertex and a weight vector of size $l$ to each edge. The problem then becomes that of finding a partitioning that minimizes the edge-cuts with respect to all $l$ weights, subject to the constraints that each of the $m$ weights is balanced across the subdomains. This multi-constraint, multi-objective graph partitioning problem is able to effectively model all of the problems described above.

For example, the problem of balancing computation and memory can be modeled by associating a vector of size two with each vertex (i.e., a two-constraint problem), where the elements of the vector represent the computation and memory requirements associated with the vertex. Similarly, the problem of computing an ordering for a system of sparse linear systems that is preconditioned by a block-diagonal method can be modeled by assigning a vector of size two to each edge (i.e., a two-objective problem), where the elements of the vector represent the number of non-zero entries (all ones in this case) and the magnitude of these entries.

Computing decompositions for multi-mesh computations is a multi-constraint, multi-objective problem. Figure 30 illustrates an example for a simple case with two meshes. Figure 30(a) shows a pair of overlapping graphs (one with light, circular vertices and dotted edges and the other with dark, square vertices and solid edges). Additionally, dashed lines are included that show the interactions required in order to facilitate the interpolation and transfer process. Figure $30(\mathrm{~b})$ shows the graph that models this problem. Here, the two graphs (and additional edges) from Figure 30 (a) are combined. Every square vertex is given a weight of (1, 0 ) and every circular vertex is given a weight of $(0,1)$. Solid edges are weighted ( $1,0,0$ ). Dotted edges are weighted $(0,1,0)$. Dashed edges are weighted $(0,0,1)$. (Note, that not all of the vertices and edges are labeled here.) Figure 31 gives a four-way partitioning of this graph. Here, both types of vertices are balanced and their edge-cuts are minimized. At the same time, minimizing the number of dashed edges cut has helped to ensure that regions from the two graphs that spatially overlap tend to be in the same subdomain. This minimizes the communications incurred by the interpolation and transfer process.

## Multi-constraint Graph Partitioning

Theoretical work relating to multi-constraint graph partitioning includes the Ham-sandwich Theorem and its generalization [87]. This theorem states that a single plane can divide three bounded and connected regions equally in half in a three-dimensional space. If two of the regions are interpreted as slices of bread and one as a slice of ham, then the conclusion is that a single stroke of a knife can evenly divide the sandwich in two so that all three slices are cut exactly in half. Also, Djidjev and Gilbert [19] proved that if a vertex separator

solid edge-cut: 10 dotted edge-cut: $\mathbf{1 2}$ dashed edge-cut: 12
Figure 31: The partitioned meshes from Figure 30.
theorem holds for a class of graphs (for example, Lipton and Tarjan's planar separator theorem [56]), then the theorem also holds for graphs in which the vertices have an arbitrary number of distinct weights.

Multi-constraint graph partitioning algorithms have recently been developed by a number of researchers [47, $71,82,100,102]$. These vary in their generality and complexity. A method is presented in [100] that utilizes a slight modification of a traditional graph partitioner as a black box in order to compute partitionings for multi-phase computations. This method partitions disjoint subsets of vertices sequentially. Vertices are grouped together depending on the first phase of the multi-phase computation in which they are active. After a set of vertices is partitioned, their subdomains are locked. Subsequent partitioning of other sets of vertices are influenced by the locked vertices. In this way, free vertices that are highly connected to locked vertices are likely to be assigned to the same subdomains as their neighbors. This scheme is sufficient for partitioning the multi-phase mesh shown in Figure 26.

A more complex and more general algorithm is presented in [47]. This is a multilevel scheme that extends the coarsening and refinement phases to handle multiple balance constraints. A key component of this algorithm is the initial partitioning algorithm. Here, a partitioning needs to be computed that balances multiple constraints. The authors present a lemma that proves that a set of two-weight objects can be partitioned into two disjoint subsets such that the difference between either of the weights of the two sets is bounded by twice the maximum weight of any object. They further show that this bound can be generalized to $m$ weights. However in this case, maintaining the weight bound depends on the presence of sufficiently many objects with certain weight characteristics (an assumption that usually holds for medium- to large-size graphs). The lemma leads to an algorithm for computing such a bisection. This scheme is sufficient for a wide range of multi-phase, multi-physics, and multi-mesh simulations (including the example shown in Figure 26).

A parallel formulation of the multi-constraint partitioner [47] is described in [82]. Experimental results show that this formulation can efficiently compute partitionings of similar quality to the serial algorithm and scales to very large graphs. For example, the parallel multi-constraint graph partitioner is able to compute a three-constraint 128 -way partitioning of a 7 million vertex graph in about 7 seconds on 128 processors of a Cray T3E.

## Multi-objective Graph Partitioning

For any single-objective optimization problem (such as the traditional graph partitioning problem), an optimal solution exists in the feasible solution space. In multi-objective optimization, there is no single


Figure 32: A number of solution points for a two-objective optimization problem. The lightly-shaded points are Pareto optimal.


Figure 33: The Pareto frontier for a two-objective optimization problem. The optimally minimal values of each objective are also shown.
overall optimal solution, although there is an optimal solution for each one of the objectives. Consider the set of solution points for the two-objective optimization problem shown in Figure 32. The optimally minimal values for the two objectives are shown by the dashed lines. In this set, two unique points have the (same) optimal value for the first objective. However, their values for the second objective differ from each other. Clearly, we would prefer the lightly-shaded point over the black point, as this one is equal with respect to the first objective and has a better (i. e., smaller) value for the second objective. In fact, in this set of solution points, we can quickly determine that most of the points are not of interest. The solutions that are of interest are those that are not dominated by any other solution, regardless of whether or not they have optimal values for any of the objectives. These are called the Pareto-optimal points. A solution is Pareto-optimal if there is no feasible solution for which one can improve the value of any objective without worsening the value of at least one other objective [57]. In Figure 32, the lightly-shaded points (and only these points) are Pareto-optimal. The set of all of Pareto-optimal points is called the Pareto frontier [57]. (See Figure 33.) In general, multi-objective optimization problems have many Pareto-optimal solutions. One of the implications of multiple Pareto-optimal solutions is that the definition of the desired solution becomes ambiguous. Every multi-objective optimization scheme requires that some method be used in order to disambiguate the definition of a desired solution. In the context of multi-objective graph partitioning, the user should specify the area along the Pareto frontier in which they are interested, and by doing so, control the tradeoffs among the objectives.

The key challenge in solving the multi-objective partitioning problem is to allow the user to control the
tradeoffs among the different objectives. This is particularly difficult when the objectives are dissimilar in nature, as such objectives cannot readily be combined. A new method of reformulating the multi-objective graph partitioning problem so that it can be solved using a traditional (i. e., single-objective) partitioner is presented in [81]. This method provides the user with a fine-tuned control of the tradeoffs among the objectives, results in predictable partitionings, and is able to handle dissimilar objectives. Specifically, the algorithm computes a multi-objective partitioning based on a user-specified preference vector. This vector describes how the tradeoffs among the objectives should be enforced. For example, if there are two objectives and the user supplies a preference vector of $(1,1)$, then the algorithm will allow one objective to move away from its optimal value by some amount only if the other objective moves towards its optimal value by more than that amount. For the case of three objectives with a preference vector of $(6,2,1)$, the algorithm will make a refinement move only if $6 x>-(2 y+z)$ where $x$ is the gain with respect to the first objective, $y$ is the gain with respect to the second objective, and $z$ is the gain with respect to the third objective.

A number of multi-constraint and multi-objective graph partitioning algorithms as well as some of their parallel formulations have been implemented in the METS [46] and PARMETS [52] libraries. Serial and parallel multi-phase partitioning algorithms [100] are implemented in the JOSTLE [92] library.

### 0.7 Conclusions

The state-of-the-art in graph partitioning for high performance scientific simulations has improved dramatically over the past decade. Improvements in the speed, accuracy, generality, and scalability of graph partitioners have led to significant milestones. For example, extremely large graphs (over 0.5 billion vertices) have been partitioned on machines consisting of thousands of processors [53]. However, despite impressive achievements, there is still work to be done in the field. In this section, we discuss some of the limitations of current graph partitioning problem formulations (many of which were highlighted by Hendrickson and Kolda [34]), as well as areas of future work. We end this chapter by charting the functionality of some of the publically available graph partitioning software packages.

Limitations of the Graph Partitioning Problem Formulation As discussed in Section 0.1, the edgecut metric is not a precise model of the inter-processor communication costs incurred by parallel processing. Nor is it even a precise model of the total communications volume [32]. While the min-cut formulation has proved effective for the well-shaped meshes that are common to scientific simulations, alternative formulations are still needed that can be used in more general cases. As an example of recent work in this area, Catalyurek and Aykanat [10] have developed a hypergraph partitioning formulation that precisely models total communication volume. Experimental results comparing the hypergraph partitioning model to the traditional graph partitioning model show that for graphs of non-uniform degree, using the hypergraph model can significantly decrease the inter-processor communication costs compared to using the graph model. However, for graphs of uniform degree, the hypergraph model provides only a modest improvement and requires more run time compared to state-of-the-art graph partitioners [10]. While the hypergraph partitioning formulation allows us to precisely minimize communications volume, it does not allow us to minimize other important components of inter-processor communication cost such as the message startup time or the time required for the processor with the most communication (i. e., minimize the maximum processor communication time). Developing new formulations and algorithms that do so is an open area of research in the field.

Other Application Modeling Limitations In addition to being imprecise, the traditional partitioning formulation is inadequate for many important classes of scientific simulation. For example, the standard graph partitioning formulation can effectively model only square, symmetric sparse matrices. However, general rectangular and unsymmetric matrices are required for solving linear systems, least squares problems, and linear programs [33]. Bipartite graph partitioning [33] and multi-constraint graph partitioning [47, 82] can be effective for these types of applications. Also, minimizing the edge-cut of a partitioning does not ensure the numerical scalability of iterative methods. Numerical scalability means that as the number of processors increases, the convergence rate of the iterative solver remains constant. Vanderstraeten, Keunings,
and Farhat [89] have shown that the numerical scalability of a class of iterative solvers can be maintained if partitionings are computed such that their subdomains have low average aspect ratios. The traditional partitioning formulation does not optimize subdomain aspect ratios. Walshaw, Cross, Diekmann, and Schlimback developed graph partitioning schemes that attempt to minimize the average aspect ratio of the subdomains [96]. Experimental results show that these schemes are able to compute partitionings with significantly better subdomain aspect ratios than traditional partitioners. However, they often result in worse edge-cuts. While these results are promising, it is desirable for a partitioning to minimize both of these objectives (i. e., edge-cut and aspect ratio) simultaneously. Recent work in multi-objective graph partitioning [81] may also be relevant here to control the tradeoff between these two objectives.

Architecture Modeling Limitations When traditional graph partitioners are used for mapping computations onto parallel machines, there is an assumption that the target architecture is flat and homogeneous [17, 34]. While it is true that many current architectures display similar computing powers, bandwidths, and latencies regardless of the processors involved, heterogenous and hierarchical architectures are becoming increasingly commonplace. For example, consider the problem of decomposing a mesh for parallel processing on an architecture that consists of a cluster of heterogenous workstations connected by a high-speed, high-latency network to a distributed memory multiprocessor in which each node consists of a four-processor shared memory machine. Here, both the computational and communicational speeds depend on the specific processors involved. Standard graph partitioners do not take such considerations into account when computing a partitioning. Partitioning for heterogenous and hierarchical architectures is especially important in meta-computing environments [42]. In such an environment, it may be impossible to predict the type (or types) of machines or even the exact number of processors that a simulation will be executed on until immediately prior to execution. In this case, both computational speeds and communication costs can fluctuate widely even between repeated executions of the same simulation. Alternative (eg., hierarchical and other [11, 88, 99]) partitioning methods are starting to be applied to such problems, but more work still needs to be done.

Functionality of Available Graph Partitioning Packages Many of the graph partitioning schemes described in this chapter have been implemented in publically available software packages. Figure 34 charts the functionality of some the more widely used packages. These are Chaco [35], JOSTLE [92], MEIIS [46], Parmetis [52], PARTY [75], SCOTCH [67], and S-HARP [85].
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Figure 34: A chart illustrating the functionality of a number of publically available software packages.
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[^0]:    ${ }^{1}$ Alternatively, the mesh nodes can be ordered and split in half instead of the mesh element.

[^1]:    ${ }^{2}$ A vertex separator is a set of vertices that, if removed, splits the graph into two roughly equal-sized subgraphs, such that no edge connects the two subgraphs. That is, instead of partitioning the graph between the vertices (and so cutting edges), the graph is partitioned along the vertices. For this formulation, the sum weight of the separator vertices should be minimized.

[^2]:    ${ }^{3}$ It is common for KL/FM-type algorithms to tolerate a slight amount of imbalance in the partitioning in an attempt to minimize the edge-cut.

[^3]:    ${ }^{4}$ Note that multilevel eigensolver methods are not the same as the multilevel graph partitioning techniques discussed in Section 0.3.4.

[^4]:    ${ }^{5}$ A hypergraph is a generalization of a graph in which edges can connect not just two, but an arbitrary number of vertices.

