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Abstract 

The need of high speed networks, for applications incorporating high performance 

distributed computing, multimedia communication and real time network services, 

has provided the impetus for the study of optical networks. Wavelength Division 

Multiplexing (WDM) has been used widely for studying the throughput performance 

of optical networks. We studied WDM lightwave networks with tunable transceivers 

including designs for lightwave networks with limited tuning ranges for transceivers. 

Transmission schedules and virtual topology embeddings are needed to support 

high performance distributed computing. How to design the transmission schedule 

depends on how the virtual topology is embedded in the physical lightwave network. 

We developed general graph theoretic results and algorithms and using these built 

optimal embeddings and optimal transmission schedules for de Bruijn graphs and 

undirected de Bruijn graphs, assuming certain conditions on the network parameters. 

We proved our transmission schedules are optimal over all possible embeddings. 

Partitioned Optical Passive Stars(POPS) topology is a physical architecture 

to scale up local optical passive star networks. POPS data channel can be efficiently 

utilized for random permutation-based communication patterns. Reliability is impor­

tant for such a scaled-up network. We analyzed the fault tolerant routing properties 

of POPs networks. We demonstrated some worst cases due to link errors and the 

lower bound for connectivity is obtained. Some sufficient approaches were proposed 

to detect and keep connectivity of the whole system. 

The current technology only allows the transceivers to be tunable in a small 

range, a fact ignored in previous studies. We focused on the design of WDM op­

tical passive star networks with tunable transmitters of limited tuning range and 

lV 



fixed wavelength receivers. The limited tuning range has big effects on the maximum 

delay, the total number of wavelengths which can be used, and the topological embed­

ding. We proposed efficient communication protocols for systems with limited tuning 

ranges. Different network topologies were analyzed in our study. The relationship 

between the total number of wavelengths which can be utilized and the embedded 

topology is established. The optimal embedding algorithms are given for the systems 

embedded with different virtual topologies. 
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Chapter 1 

Introduction 

1.1 Fiber Optical Networks 

The need of high speed networks, for applications incorporating high performance 

parallel computing, multimedia communication and real time network services, has 

provided the impetus for the study of optical networks. Optical fibers are attractive 

for their high bandwidth, immunity to electromagnetic radiation, and security. The 

available bandwidth for optical fibers is up to 30 THZ. Optical fibers are not only 

the medium of choice for wide area networks, but are also being deployed extensively 

in local area environments. However, while optical networks present new possibilities 

for high speed networks, they also present new network design problems that must 

be surmounted before they become practical. 

Wavelength Division Multiplexing (WDM) has been used widely for studying 

the throughput performance of optical networks [4, 10, 21, 22, 42, 47, 48, 53, 56, 57], 

.especially those employing optical passive star couplers [7, 11, 30, 39, 40, 58) . The 

reason is that electronically operated interface devices can not match the speed of the 

optical transmission media. WDM is used to divide the total available bandwidth into 

different wavelengths, each running at a speed compatible with electronic devices. 

Different wavelengths are used for transmission in the optical fiber simultaneously 

with enough spacing between adjacent wavelengths. This makes WDM attractive 

for optical networks since they alleviate the optical-to-electronic bottleneck. In this 

study, we use the terms wavelength and channel interchangeably. 

Time Division Multiplexing (TDM) is another approach which uses the time 
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CHAPTER 1. INTRODUCTION 2 

slots to assign the bandwidth to different applications in optical networks. Time 

Wavelength Division Multiplexing (TWDM) is the mix of TDM and WDM, which 

receives more and more attention [4, 42]. 

An optical passive star coupler is one of the most common ways to interconnect 

an optical network via optical fibers [16, 18, 24, 31, 20, 25, 30, 34, 35, 36, 54, 55]. Lots 

of optical networks are based on star couplers [26]. Figure 1.1 shows an optical passive 

star network with N stations. Each station sends its signal to the passive star coupler 

through its transmitter on a specific channel. In the passive star coupler, all the signals 

are combined and broadcast to all the stations. The signals in a certain channel can 

be received by the stations whose receivers occupy the corresponding channel. There 

are a number of advantages for using an optical passive star network. First, it is 

very simple and is completely passive. Second, its scalability is very good up to a 

certain number of stations. Lastly optical passive stars offer flexibility of topological 

embeddings. Different topological embeddings are required for high performance 

distributed computing and application topology dependent communications. 

An issue in an optical passive star network is whether the network is single-hop 

or multi-hop. In a single-hop architecture [50], fast tunable transceivers are employed 

and the wavelength assignments are performed on a per-packet basis. When the 

sending station knows the wavelength occupied by the receiver of the receiving station, 

the sending station need only tune its transmitter to the receiver's wavelength and 

send the message. The transmitting station thus needs one hop to communicate with 

any receiving station. In a multi-hop architecture [37, 38, 47, 48], fixed or slowly­

tunable transceivers are employed. Because the sending station may not be able 

to tune its transmitters to the wavelength occupied by the receiver of the receiving 

station directly, the sending station may need several hops to communicate with one 

receiving station. There are tradeoffs between single-hop and multi-hop architectures. 

For example, single-hop architectures introduce more overhead for each packet due to 
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transmitter-receiver coordination and the tuning time, while multi-hop architectures 

introduce higher average end-to-end delay. 

1.2 Transmission Schedule and Virtual Topology 

Embedding 

To support high performance distributed computing, transmission schedules and vir­

tual topology embeddings must be provided to efficiently utilize the high bandwidth 

of optical fibers. The embedding of a virtual topology and the transmission schedule 

in the lightwave network embedded with the virtual topology are closely related. How 

to design the transmission schedule depends on how the virtual topology is embedded 

in the physical lightwave network. Different embeddings of the virtual topology will 

induce different transmission schedules. 

We want to embed a virtual network topology, or graph, in a physical network. 

This entails mapping the virtual vertices of the topology to the physical nodes of the 

network. Given this embedding, we then want to schedule transmissions in a repeating 

cycle, so that during each cycle a packet is transmitted along each edge of the virtual 

topology. This transmission cycle is called all-to-neighbor Transmission. The reason 

is that each node/station in the system has a dedicated slot to talk to each of its 

neighbors. 

All-to-neighbor transmission is one of most common communication patterns 

in distributed computing, parallel computing, network protocols and network opera­

tion and maintain(OAM). In distributed computing, if one-to-all broadcasting is done 

from one node to all other nodes along a spanning tree, it is actually an all-to-neighbor 

transmission for a directed tree (people often call this tree top-down for the transmis­

sion starts from the root and passes down). Similarly, if all-to-one reduction is done 
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along a spanning tree for distributed computing, it is an all-to-neighbor transmission 

for a reverse directed tree (people often call this tree bottom-up for the transmission 

starts from the leaf nodes and passes up). In a lot of communication protocols, flow 

specifications and information about availability of resources are needed for better 

integrated network services. An Efficient all-to-neighbor transmission can improve 

the performance of communication protocols. Some examples are teleconferencing 

and Available-Bit-Rate Asychronous Transmission Mode( ABR ATM). In network 

operation and maintain, each station or router wants to know the status of each of its 

neighbors and send out its status and requirements to its neighbors. all-to-neighbor 

Transmission can be used to exchange the information and reduce bandwidth for this 

kind of operations. 

How to design an all-to-neighbor transmission is more important for high speed 

networks, especially for fiber optical networks. If we want to take advantage of the 

huge bandwidth of fiber channels, the transmission cycle for any kind of communica­

tion patterns should be finished as soon as possible in a TDWM lightwave network. 

That means the time slots for all-to-neighbor transmission cycle should be as small 

as possible. This makes bandwidth available for other applications or another round 

of all-to-neighbor transmission. 

The first objective of our study is to find the optimal transmission schedule, 

i .e. the minimum number of time slots for each cycle. The second objective is to 

minimize the number of tuning times of tunable transmitters during each cycle. The 

minimum number of time slots for each cycle means the best utilization of lightwave 

networks bandwidth. The fewer number of tuning times may reduce the complexity of 

the transmission schedule. If tuning time is large, fewer tunings give a shorter overall 

schedule. We can ask for an optimal transmission schedule given an embedding, or 

even better, we would like an optimal transmission schedule over all possible embed­

dings. The transmission schedules we give are optimal over all possible embeddings. 
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There is previous work related with the lightwave networks embedded de 

Bruijn graphs or other topologies. Sivarajan and Ramaswami [53] studied the through­

put and delay performance of de Bruijn graphs as logical topologies in lightwave net­

works under different routing schemes. The problem which is to find the transmission 

schedule with each cycle with the minimum number of time slots has already been 

considered for the complete graph [40] and the hypercube [39] virtual topologies. 

Many other papers consider similar problems [4, 7, 21, 42, 57, 58]. We study this 

problem for the lightwave networks embedded some virtual topologies, especially de 

Bruijn graphs and undirected de Bruijn graphs. 

In Chapter 2, we develop general graph theoretic results and algorithms and us­

ing these build optimal embeddings and optimal transmission schedules for de Bruijn 

graphs and undirected de Bruijn graphs, assuming certain conditions on the network 

parameters. We prove our transmission schedules are optimal over all possible em­

beddings. This is the first work studying the number of the tuning times of tunable 

devices for transmission schedule. 

1.3 Reliability Analysis 

In the design of interconnected networks, one of the most important topics is relia­

bility. Fault-tolerant routing is an inevitable issue for supporting network services. 

People are trying to reduce communication delay even in faulty environments. One 

example is to provide real-time services for control, command and communication. 

The fault-tolerant routing becomes critical for making sure that time constraints are 

satisfied through computer networks. In this study, we will focus on fault-tolerant 

routing in local computer networks. The same idea can also be applied to wide area 

networks, such as providing efficient services through internet. 

The typical approach to study routing in computer networks is to try to find 
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the shortest path between the sending station and the receiving station. Whenever 

some stations are faulty on the path between the sending station and the receiving 

station, the management protocol has to find a way to bypass those faulty stations 

and set up a new path between them. Similarly, if this new path is disconnected 

again, a third path needs to be set up if it is possible(the network is still connected 

or there still exists a path between the sending station and the receiving station). 

We study reliability in the all-optical Partitioned Optical Passive Stars (POPS) 

topology. POPS is a physical architecture to scale the traditional optical passive 

star couplers and explore the advantages of high noise immunity and single-hop. 

POPS is a non-hierarchical structure and connects several optical passive star couplers 

together by the help of some intermediate optical passive star couplers. It remains the 

property of high noise immunity, single-hop, and no intermediate electronic/optical 

conversions. POPS is an design without considering t he power budget problems, 

which is flexible to extend the optical passive star networks and keep the simplicity 

of system. 

It was shown in [32] that POPS data channel can be efficiently utilized for 

random permutation-based communication patterns. In most of applications in net­

work computing and parallel computing, some common communication patterns are 

widely used. For example, all-to-all personalized communication is the common way 

to globally exchange information. Global reduction or global broadcasting is the pat­

tern to collect data from all slaves to the master in the master-slave model. In [32), 

they studied four common communication patterns in TDM POPS networks which 

shows POPS networks are supportive for distributed/networking computing. 

As a scaled-up topology, fault-tolerant routing is very important for POPS. In 

what situations the whole system is partitioned into several disconnected components? 

Is there any way to determine and fix the network partitions? There was no result 

about connectivity of POPS in previous study. Both the station errors and the link 
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errors are discussed with respect to network partitions in Chapter 3. Some worst 

cases of disco nnected POPS networks due to link errors are analyzed for obtaining 

the lower bounds on the connectivity. On the other hand, several efficient approaches 

are proposed to detect if the network is still connected, these approaches can also be 

used to fix the disconnected system. 

1.4 Limited Tuning Range For Tunable Transceivers 

The current technology only allows the transceivers to be tunable in a small range, a 

fact ignored in previous studies. We analyze the effect of the limited tunable range of 

transceivers. Each channel requires 1-2 nm for wide bandwidth and current technol­

ogy can only support 3-7 nm for large bandwidth devices. This means the reasonable 

tunable range can only be 3 to 7 wavelengths with current technology. Even in the 

near future, the tunable range is not likely to increase significantly because of tech­

nical difficulties. We study the effects of the limited tunable range of transceivers on 

the optical passive star network with an embedded topology. 

To make our study more general, we assume that the tunable range is no more 

than k channels. Current technologies can allow k to be single digits. In the future, 

k may be larger. Our result can still be applicable for k is a parameter in this study. 

In an optical passive star network embedded with a virtual topology which is not a 

complete graph, it is assumed that any two stations connected by a link in the virtual 

topology should be able to communicate with each other in one hop. In an optical 

passive star network embedded with a complete graph, it is impossible to have a 

station communicating with all other stations in one hop unless the total number of 

wavelengths used is no more than k . 

We assume that there are a total of p wavelengths available for the whole 

system. Each station has a tunable transmitter and a fixed receiver. Let A be 
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a station in the system and its transmitter be tunable in the range of [a, a+k-1]. 

The wavelength of A's receiver must be in [a, a+k-1]. Only those nodes with the 

wavelength of their receivers in [a, a+k-1] can receive the message from A directly, 

i.e. it will take one hop to reach those nodes. For the other stations, it takes multi­

hop transmission to receive the message from A. An example is shown in Figure 1.3 

to see the effect for assigning wavelengths to embed a mesh into an optical network. 

There are many communication protocols for opt ical networks [25, 18, 20, 25, 

35, 43, 51, 54]. But there is no specific communication protocol about lightwave 

networks with limited tuning ranges for transceivers. We proposed communication 

protocols based on different assumptions about transmitters and receivers. 

In an optical passive star network embedded with a complete graph, we study 

the relationship between the total number of wavelengths used and the maximum 

delay without congestion in the system. That means we only consider hop-counts 

and ignore the potential re-transmissions in our evaluation of delay. The optimal 

embedding algorithm that minimizes the maximum delay is given. One effect of 

the limited tunable range is the throughput bottleneck for some wavelengths in the 

system no matter how the wavelengths are assigned. This bottleneck indicates the 

complete graph is not suitable as the embedding topology for a system with uniform 

G D H 

0 : [a.a+l.a+2, tt3.~l 

A: [a•l . .a•I. a.__a+l. ;a+2) 

D: fa+l ,a+l.a+J, 1+4.a+SI 

E.: [a--3. a-'2. a-l. a._!.+lJ 

H: ltt3. a+4. a+5, a-+6.. &+71 

Figure 1.3: An example for wavelength assignment with k=5. The underlined number 
for each station means the wavelength for its receiver. 
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communication among all stations. But we show how one-to-all broadcasting in such 

a system can be efficient. 

In an optical passive star network embedded with a topology other than the 

complete graph, the following questions need to be answered: 

• How to create connections between the sending station and the receiving sta­

tion? How to resolve transmission collisions in each channel? 

• How to embed a virtual topology on an optical passive star network satisfying 

the constraint that neighboring nodes in the virtual topology are one hop away? 

• What is the relationship between the topology and the total number of wave­

lengths which can be used? Are there any tight upper bounds on the total 

wavelengths which can be used? 

• How to embed the topology in the optical passive star network to use as many 

wavelengths as possible? 

The connection and collision problems also exist in the systems embedded 

with complete graphs. Because of the throughput bottleneck for some wavelength, 

we recommend that complete graph not be the topology for embedding. 

In Chapter 4, we proposed communication protocols which is efficient for lim­

ited tuning ranges. We study the systems embedded with rings, meshes and hyper­

cubes. All of them are important structures which are widely used in communication 

and distributed computing (25, 42, 44, 4, 21, 57]. The methods we use can also be 

applied for studying optical networks embedded with other virtual topologies. 



Chapter 2 

'Iransmission Schedule and 
Topology Embedding 

We consider the problem of embedding a virtual de Bruijn topology, both directed 

and undirected, in a physical optical passive star time and wavelength division mul­

tiplexed (TWDM) network and constructing a schedule to transmit packets along all 

edges of the virtual topology in the shortest possible time. We develop general graph 

theoretic results and algorithms and using these build optimal embeddings and opti­

mal transmission schedules, assuming certain conditions on the network parameters. 

We prove our transmission schedules are optimal over all possible embeddings. 

As a general framework we use a model of the passive star network with fixed 

tuned receivers and tunable transmitters. Our transmission schedules are optimal 

regardless of the tuning time. Our results are also applicable to models with one or 

more fixed tuned transmitters per node. We give results that minimize the number 

of tunings needed. For the directed de Bruijn topology a single fixed tuning of the 

transmitter suffices. For the undirected de Bruijn topology two tunings per cycle 

( or two fixed tuned transmitters per node) suffice and we prove this is the minimum 

possible. 

11 



CHAPTER 2. TRANSMISSION SCHEDULE AND TOPOLOGY EMBEDDINGI2 

2.1 Introduction 

Optical networks present new possibilities for high speed networks, but they also 

present new network design problems. In this chapter we study transmission sched­

ule problems of embedding a virtual de Bruijn topology in a time and wavelength 

division multiplexed (TWDM) optical passive star network. The embedding of a vir­

tual topology and the transmission schedule in the lightwave network embedded with 

the virtual topology are closely related. How to design the transmission schedule 

depends on how the virtual topology is embedded in the physical lightwave network. 

Different embeddings of the virtual topology will induce different transmission sched­

ules. In our study, we first show how to embed a de Bruijn graph into an optical 

passivestar network. Then, based on that embedding, we design the transmission 

schedule. At last, we show that our transmission schedule is optimal among all the 

possible transmission schedules on all possible embedding of a de Bruijn graph into an 

optical passivestar network. This means that our design of embedding of an de Bruijn 

graph as the virtual topology into a lightwave network is really what we want. The 

tuning times of the tunables transmitters are also considered, which may be helpful 

to reduce the requirements for the physical devices and simplify the complexity of 

the optimal transmission schedules. 

The first part of this chapter deals with the design of transmission schedules 

for a lightwave network embedded with a general topology. Some general results are 

shown about the low bounds of transmission schedules. 

The second part and the third part of this chapter are about the optimal 

transmission schedule in an optical passive star network embedded an de Bruijn 

graph( directed or undirected). 

De Bruijn graphs are used as a structure for networking computing and parallel 

computing. There are some well-known network topologies that belong to de Bruijn 
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graphs and some variations of de Bruijn graphs. For example, shuffle exchange graphs 

are a special case of de Bruijn graph.s. Ring topologies are a special case of generalized 

de Bruijn graphs. The study on de Bruijn can help us understand how to design 

transmission schedule and topology embedding for a large class of network topologies. 

The results can be applied to different special cases of de Bruijn graphs and undirected 

de Bruijn graphs. 

The lightwave networks embedded de Bruijn graphs provide the possibility 

of high performance computing for some large problems. Transmission schedules are 

important for networking computing and parallel computing for solving different com­

munication patterns. De Bruijn graphs are also used in switching networks design. 

For example, the shuffle exchange networks are based on de Bruijn graphs. An optical 

passive star embedded with a de Bruijn graph may be used as a high speed switch or 

a stage for communication connections. Sivarajan and R.amaswami [53] proposed de 

Bruijn graphs as logical topologies for multihop lightwave networks. They also pro­

posed de Bruijn graphs as good physical topologies for wavelength routing lightwave 

networks consisting of all-optical routing nodes interconnected by point-to-point fiber 

links. 

The TWDM optical passive star [10, 30, 26], as used in this chapter, is a 

physical network architecture with N nodes, each having a single tunable transmitter 

and a single fixed tuned receiver connected through an optical passive star. See 

Figure 1.1. The transmissions from each transmitter are routed to all receivers, 

but in order to communicate both transmitter and receiver must be tuned to the 

same wavelength. Transmissions of fixed sized packets are scheduled in synchronous 

time slots; only one transmission can be done on each wavelength in a single time 

slot. The network supports k different wavelengths, so k transmissions can be done 

simultaneously. The transmitters take a fixed amount of time, 6, expressed in time 

slots, to change their tuning from one wavelength to another. If the packet size is 
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CHAPTER 2. TRANSMISSION SCHEDULE AND TOPOLOGY EMBEDDINGI5 

small, as it would be in an ATM model, 6 will be large. 

We want to embed a virtual network topology, or graph, in this physical net­

work. This entails mapping the virtual vertices of the topology to the physical nodes 

of the network. Given this embedding, we then want to schedule transmissions in a 

repeating cycle, so that during each cycle a packet is transmitted along each edge of 

the virtual topology. We will consider both directed and undirected graphs for the 

virtual topology; for undirected graphs we need schedule packets in each direction 

along an edge. All-to-neighbor transmission is considered to be the communication 

pattern for this chapter. 

How to design an all-to-neighbor transmission is more important for high speed 

networks, especially for fiber optical networks. If we want to take advantage of the 

huge bandwidth of fiber channels, the transmission cycle for any kind of communi­

cation patterns should be finished as soon as possible. That means the time slots 

for all-to-neighbor transmission cycle should be as small as possible. This makes 

bandwidth available for other applications or another round of all-to-neighbor trans­

mission. 

The first objective of our study is to find the optimal transmission schedule, 

1.e. the minimum number of time slots for each cycle. The second objective is to 

minimize the number of tuning times of tunable transmitters during each cycle. The 

minimum number of time slots for each cycle means the best utilization of lightwave 

networks bandwidth. The fewer number of tuning times may reduce the complexity of 

the transmission schedule. If tuning time is large, fewer tunings give a shorter overall 

schedule. We can ask for an optimal transmission schedule given an embedding, or 

even better, we would like an optimal transmission schedule over all possible embed­

dings. The transmission schedules we give are optimal over all possible embeddings. 

Not only do we determine optimal embeddings and schedules, but we build 

our proofs of optimality on several general graph-theoretic results and algorithms that 
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will be of use in the further study of similar problems. 

The model we use in this chapter assumes that the transmitter is tunable to 

all possible receiver wavelengths. The transmitters take a fixed amount of time, o, 
expressed in time slots, to change their tuning from one wavelength to another. It 

gives a more general framework for our results. Since fJ is parameter, our results 

rely on o. Our results based on o are more general. With technologies for optical 

devices are advancing, the tuning time o will be getting smaller and smaller. But our 

results are still applicable for 8 is parameter in our study. Another goal for our study 

is to reduce the number of tuning times for all-to-neighbor transmission cycle. In 

fact, for the directed de Bruijn graph we tune the transmitters only once before the 

transmission schedule begins, so we are actually using a fixed tuned transmitter model. 

For the undirected de Bruijn graph we tune each transmitter to only two wavelengths; 

this could be implemented as an optical network where each node has two fixed tuned 

transmitters and one receiver. Many of our results can be interpreted in a model with 

multiple fixed tuned transmitters, and this model has been successfully implemented 

experimentally. 

There are additional questions about a multiple fixed tuned t ransmitter model 

that we do not directly consider. It is possible that slightly shorter transmission 

schedules could be devised by having a single node transmit on two wavelengths 

simultaneously; but our schedules are using all possible wavelengths in almost all 

time slots, so the improvement would only be slight. Another problem for fixed 

tuned models is determining whether an embedding is feasible given an assignment 

of wavelengths to the transmitters and receivers, or determining what assignments 

allow the most flexibility in embedding virtual topologies. Our results simply give an 

assignment that is optimal for embedding the de Bruijn topologies. 

This chapter is organized as follows. In the next section, we give results about 

optimal embeddings and transmission schedules for arbitrary virtual topologies. Then 



CHAPTER 2. TRANSMISSION SCHEDULE AND TOPOLOGY EMBEDDING! 7 

we design optimal embeddings and scheduling for directed de Bruijn topologies, and 

finally for undirected de Bruijn topologies. We summarize our work in Section 2.5. 

2.2 General Results 

An (N, k, o) optical passive star network is a network as shown in Figure 1.1 with N 

nodes, 0, 1, . . . , (N - 1). Each node has a tunable transmitter that can can tuned to 

any of k wavelengths, w0 , w1 , ... , wk-I· Each node has a fixed tuned receiver, so that 

node i is tuned to wavelength Wi mod k· The network transmits packets in synchronous 

time slots, with only one packet of each wavelength permitted in each time slot. Thus 

at most k packets can be transmitted in a single time slot. The time needed for a 

node to tune its transmitter to a new wavelength is c5 time slots. 

A network topology, G, is a directed graph that represents the virtual inter­

connections among the vertices. If G is an undirected graph, think of each edge as 

two directed edges, one in each direction. 

If all nodes in G have r out-going links and r in-coming links, G is called 

regular with degree r or r regular graph. Let V and E be the set of vertices and edges, 

respectively, of G; and let v = !VI and e = IEI be their sizes. If G is regular, let r 

be the in degree of the vertices. Then vr = e. Regular graphs are one of important 

classes of graphs. A lot of common network topologies belong to regular graphs, such 

as ring and hypercube, We will focus on regular graphs in the section. Our general 

results can be applied to some regular graphs, such as ring and hypercube. We also 

propose a couple of general approaches to study the transmission schedule for regular 

graphs and general graphs. 

An embedding of a network topology G into an optical passive star is a map, 

f, from the vertices of G to the nodes of the network. This naturally gives a color­

ing of the vertices of G by the k wavelengths: vertex v is colored by the receiving 
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wavelength of node f(v), that is by wavelength WJ(v) mod k· We denote the coloring 

function by Receiver-Wavelength(v) and we give only the wavelength index; so here 

Receiver-Wavelength(v) = f(v) mod k. This in turn gives a coloring of the directed 

edges of G, where an edge has the color of the vertex to which it points (the vertex 

at its head) . Each directed edge represents one packet that must be transmitted. 

Note that the nodes of a passive star network are distinguished only by the 

wavelength of their receivers. Hence specifying the receiver wavelength coloring of 

the vertices of G implicitly defines the embedding: the first vertex of G of color i is 

assigned to node i in the optical passive star network, the second vertex of color i is 

assigned to node i + k, the third to node i + 2k, and so on. As long as we do not use 

more than N / k of any one wavelength color, the embedding is straightforward. So 

in what follows we will only specify the function Receiver-Wavelength( v) that defines 

the coloring by receiver wavelengths, verifying that we do not use more than N / k of 

any one color. We will not explicitly specify the embedding function, f . 

An optimal transmission schedule must schedule each packet transmission so 

that only one transmission occurs in each wavelength in each time slot, and yet so the 

the total time needed for all transmissions is minimum. The minimum time transmis­

sion schedule might well depend on the embedding we choose. We want to construct 

the embedding so that it allows the minimum transmission schedule out of all pos­

sible embeddings, and so that we can efficiently determine the embedding and the 

optimal transmission schedule. An optimal transmission schedule also depends on the 

value of 8. For theoretical purposes we will sometimes consider optimal transmission 

schedules when 8 = 0, though in practice 8 is never 0. 8 has an big effect in designing 

optimal transmission schedule. 

Before we design any transmission schedule for any virtual topology embedded 

in an optical passive star network, we want to know the low bound for the length 

of optimal transmission schedules. This low bound tells us the least number of slots 
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which is needed for any transmission schedule. This low bound can be analyzed 

and determined theoretically. Of course, this may not be an exact bound. After 

analysis, a transmission schedule will be designed to be as near to the lower bound 

as possible. If the transmission schedule reaches the low bound, it tells us that an 

optimal transmission schedule has been proposed and the work has been perfectly 

done. Otherwise, either the lower bound is not the exact bound for this virtual 

topology, or the transmission schedule is not optimal. More analysis and design are 

needed to achieve better performance for such a transmission cycle. 

A trivial lower bound on the length of an optimal transmission schedule is 

r e/k 1 where e is the number of edges of G, since there are e transmissions and each 

time slot can accommodate at most k simultaneous t ransmissions. Clearly, to achieve 

such a lower bound, we would need to have at most r e/k 1 edges of each wavelength 

color. G is regular of degree r' then this lower bound becomes r r VI kl , since some 

color must be used for at least r v /kl vertices, giving at least r r v / k 1 transmissions 

on a single wavelength. To achieve this lower bound we would need at most r v I k 1 
vertices of each color. We summarize this in Theorem 2.2.2. 

Definition 2.2.1 A k uniform vertex (edge) coloring of a graph is a coloring so that 

there are at most r v / k 1 vertices ff e I kl edges) of each color. 

Theorem 2.2 .2 Edge Lower Bound: There is a f e/kl lower bound on an optimal 

transmission schedule, which can be achieved only if G is uniformly edge colored by 

the receiver wavelengths. If c is regular of degree r, then there is an r r v I k 1 lower 

bound, which can be achieved only if G is uniformly vertex colored. 

Note also that a uniform vertex coloring ensures that as long as v ~ N, that 

is as long as the network topology has fewer vertices than the optical passive star 

we are embedding it into, then a coloring by receiver wavelengths enduces a valid 

embedding. 
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So when G is regular, a necessary condition for an r f v /kl optimal transmission 

schedule is that G be k uniformly colored by the receiver wavelengths. Surprising, 

this is also a sufficient condition when o = 0. 

Theorem 2.2.3 If G is an r regular graph and each receiver wavelength colors at 

most m vertices and o = 0, then G has an rm transmission schedule that can be 

determined in time O(r2v312 ) . 

Proof: Look at the adjacency matrix of G; each row and column sums to r. By 

a well know theorem of Birkhoff [8, 41], the matrix can be written as the sum of r 

permutation matrices, where each row and column has only a single entry of value 1. 

This can be done by solving r -1 maximum matching problems, which can be done in 

time O(r2v312 ) [28]. Each entry with value 1 in these permutation matrices represent 

one directed edge of the graph, and so one transmission that must be scheduled. 

Look at a single permutation matrix. Since each row has only one entry of 

value 1, each node will only be transmitting to one receiver. Since each column has 

only one entry of value 1, each receiver will only be receiving from one transmitting 

node. The wavelength of the transmission is determined by the column in which the 

entry of value 1 appears. Write this permutation matrix in turn as a sum of at most 

m {0, 1 }-matrices where in each matrix at most one column of each wavelength has 

an ent ry of value 1. Since at most m vertices of G have the same receiver wavelength 

color, this is possible and can be done efficiently. Each such matrix represents the 

transmissions that occur in a single time slot. 

Since we are assuming that o = 0, the transmission along all of the edges of G 

can be scheduled in only rm time slots. I 

Corollary 2.2.4 If G is an r regular graph and it is k uniformly vertex colored by 

the receiver wavelengths, and if o = 0, then it has an r f v /kl optimal transmission 

schedule that can be determined in time O ( r 2v312 ). 
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Proof: Here that the transmission schedule is optimal by Theorem 2.2.2 for regular 

graphs. I 

We can apply this corollary to show that any embedding of the d-ary n­

dimensional hypercube that assigns the k receiver wavelengths uniformly has an op­

timal transmission schedule of length (d- l)nf cfl/kl time slots, when o = 0. 

Another lower bound on the length of an optimal transmission schedule is 

given by considering the number of t ransmissions on each wavelength that each node 

must perform. 

Theorem 2.2.5 Vertex Lower Bound: If G has a vertex of degree at least r and the 

neighbors of that vertex are colored by at least e > 1 receiver wavelengths, then there 

is an r + Ro lower bound on an optimal transmission schedule, using this wavelength 

coloring. 

Proof : Each the vertex must do r transmissions and change its transmission 

wavelength e times in each t ransmission cycle. I 

It is important to emphasize that this lower bound depends on the wavelength 

coloring. Note also that if each vertex has neighbors of only one wavelength, e = 1, 

then the transmitter can set its wavelength once before any transmissions begin and 

this lower bound becomes just r. 

If o is large enough then it is easy to find a transmission schedule that meets 

this lower bound and hence is optimal. If o > e, for example, then we can schedule 

only one transmission per time slot and still achieve an optimal transmission schedule 

by this lower bound. So we will be interested in schedules that are optimal for all 

values of 6, both large and small. 

To reduce this lower bound as much as possible, we would like the neighbors of 

a vertex in G to be colored by as few different wavelengths as possible. This motivates 

the next definition. 
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Definition 2.2.6 An £-neighborhood bounded vertex coloring of a graph is a coloring 

where each vertex has neighbors colored by at most f colors. 

There are limits on how small f can be. 

Theorem 2.2.7 If G is undirected and connected, then G has a 1-neighborhood 

bounded coloring with at least two colors if and only if G is bipartite. 

Proof : If G is bipartite, then clearly it has a I-neighborhood bounded coloring 

with two colors. 

Assume G has a I-neighborhood bounded coloring with at least two colors, 

and that it is not bipartite. Since G is connected, it must have an edge uv with u and 

v different colors, say u is blue and v is red. Since G is not bipartite, it must have an 

odd length cycle. Then there must be a path from v to the odd length cycle, but any 

path from v must alternate colors, since all of the neighbors of v must be blue like 

u, all vertices length two away must be red, like v, and so on. This means the odd 

length cycle must be colored alternately by red and blue-but this is impossible. I 

Theorem 2.2.7 tells us only bipartite graphs have I-neighborhood bounded 

coloring. I-neighborhood bounded coloring is a big plus to reduce the number of 

tuning times for each node and simplify the transmission schedule. For the transmitter 

of a station need to tune its transmitter only once to talk to all of its neighboring 

stations, the transmitter can sit on that channel until the all-to-neighbor transmission 

cycle is over. The following facts can be known from Theorem 2.2.7: 

• Rings have I-neighborhood bounded colorings 

• Meshes have I-neighborhood bounded colorings 

• Hypercubes have I-neighborhood bounded colorings 
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We would like to mention one last general technique. When some node needs 

more than one transmitter wavelength, it is possible to replace two cycles of the 

transmission schedule by a cycle followed by a reversed cycle. In this way, the t uning 

of the transmitters at the end of the cycle is unnecessary, since the reversed cycle 

begins in the same tuning that ends the first cycle. This can reduce the transmission 

time by as much as b. 

2.3 Directed de Bruijn Graphs 

The directed de Bruijn graph, B(d, n) , is defined by 

V - {(x1,••·,xn) I Xi E [O,d-1}} 

E {(x1,---,Xn) ➔ (x2,---,Xn,a) I a E [O,d-1)}. 

Note this is regular of degreed; however, it has d loops (x, ... , x) ➔ (x, ... , x). Since 

no packets need to be transmitted along these loop edges (a node does not need to 

transmit to itself), we drop these edges. 

Since there are dn vertices, each of degree d, and since we exclude the d loop 

edges, we have a total of dn+l - d edges. By the Edge Lower Bound, Theorem 2.2.2, 

we know an optimal transmission schedule must use at least r (dn+I - d)/k l time slots. 

In fact this lower bound can be achieved for some values of k and d. This 

holds for any b, since it is possible to embed the directed de Bruijn graph in the 

optical passive star so that the neighbors of a given node all have the same receiver 

wavelength- a I-neighborhood bounded coloring. In such an embedding, the trans­

mitters never need to tune to a different wavelength, so there is no dependence on 

the tuning time b. 
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We will define two different embeddings, the first gives an optimal transmis­

sion schedule for values of k and d that satisfy certain simple conditions. The second 

embedding is more complicated and it gives a good but not necessarily optimal trans­

mission schedule, but without any assumptions on k and d. Actually we must make 

some assumptions about N, k, and d for the embedding to be feasible; we assume 

dn < N so that some embedding is possible, and d < NJ k so that a 1-neighborhood 

bounded coloring is possible. 

Here is the first vertex coloring, which by our comments above implicitly de­

fines the embedding. 

Embedding A: 

n-1 

Receiver-Wavelength(x1, ... , Xn) = L Xjdi - l mod k. 
j =l 

This coloring can be thought of as taking the number represented in base d 

by (x1x2 .. . Xn-i) and reducing it modulo k to get the color of vertex (x1, ... , Xn) ­

This coloring is not necessarily vertex uniform, but it does use each wavelength color 

at most d I dn- l /kl times. (If k I dn- l then it is vertex uniform.) This coloring is 

1-neighborhood bounded, because the neighbors of (x1, ... , Xn) are all of the form 

(x2 , .. . , Xn, a) for some a, and these are all of the same receiving wavelength color. 

This gives a d2 1 ~-1 /kl transmission schedule for the entire directed de Bruijn 

graph, by Theorem 2.2.3. We would like to improve this to get an optimal f (dn+i -

d) /kl transmission schedule for the graph with the loops removed. If k ldn- i and 

d < k (both reasonable assumptions) then in fact r ( dn+l - d) I k 1 and d2 r dn- l I k 1 are 

equal. Hence in this case, we have an optimal transmission schedule. 

Next consider the case where kid. First of all, note that the loop edges are 

uniformly distributed among the k different wavelengths. This follows because the 



CHAPTER 2. TRANSMISSION SCHEDULE AND TOPOLOGY EMBEDDING25 

loop ( x, .. . , x) ➔ ( x, ... , x) is assigned to wavelength 

n-1 

L xd1-
1 = x (mod k), 

j =l 

since kid. Consequently, the d vertices with loops together have (d - l)d edges 

uniformly distributed among the k different wavelengths. 

We can consider the directed de Bruijn graph as the union of all edges of 

the form (x1, X2 , ... , Xn) ➔ (x2, .. . , Xn, x1) and all other edges. Each subgraph is 

regular, of degree 1 and degree d - l respectively. We can apply Corollary 2.2.4 to 

each subgraph to get a transmission schedule. Note all loop edges are in the first 

subgraph, and since they are uniformly colored by the receiving wavelengths, we can 

remove d/ k time slots from this schedule by removing all loop edges. This gives us a 

schedule for all t ransmissions in 

time slots, and so it is optimal. We summarize this in a theorem. 

Theorem 2.3.1 If kldn-l and either k > d or kid, then Embedding A has an optimal 

transmission schedule, as given above. 

An example of this embedding and an optimal transmission schedule for B(4, 2) 

with 4 wavelengths is given in Figure 2.2. In this example, d = 4, n = 2 and k = 4. 

It is a cas of kid. So the number of time slots for optimal schedules of all-to-neighbor 

transmission Cycle will be no 
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(0,0} (0 ,1 ) (0,2) (0,3) (1,0) ( 1,1) (1,2) (1,3) (2,0) (2,1 ) (2,2) (2,3) (3,0) (3,1) (3,2) 
(0, 0 ) L R R K 
(0, 1) C R R R 
(0, 2) C R R R 
(0, 3) C R R 
(1 , 0) R C It R 
(l, 1) R L R R 
( 1, 2) R C R R 
(I, 3) R C R 
(2, 0) R R C R 
(2, 1) R R C R 
( 2 , 2) R R L R 
/ 2, 3) R R C 
(3, O) R R R C 
(3, 1) R R R C 
(3, 2) R R R C 
(3, 3) R R R 

L = loop edges, C = cycle edges where (x1 , x2)-+ (x2 ,xi), and R = rest of the edges. 

Table 2.1: Adjacency matrix of B(4, 2) 

Figure 2.2 demonstrates the adjacency matrix of B( 4,2) and shows how to make an 

optimal transmission schedule in 15 time slots. 

Another example of this embedding and an optimal transmission schedule for 

B(2, 4) with 4 wavelengths is given in Figure 2.3 and Figure 2.4. In this example, 

d = 2, n = 4 and k = 4. It is a cas of k = d?-. So the number of time slots for optimal 

schedules of all-to-neighbor transmission Cycle will be no 

Figure ?? demonstrates the adjacency matrix of B( 4,2) and shows how to make an 

optimal transmission schedule in 8 time slots. 

Before we give our second embedding, we will first prove a better lower bound 

on an optimal transmission schedule. Because the directed de Bruijn graph with loops 

removed is almost regular, we can get an improved lower bound that falls above the 

general Edge Lower Bound, but below the Edge Lower Bound for regular graphs. 

Theorem 2.3.2 An optimal transmission schedule on B(d, n) with loops removed 

(3 ,3) 

ll 

R 

R 

L 
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V\Time 0 1 2 3 4 5 6 7 8 9 10 11 12 
(0,0J (0, lJ (0, 2) (0, 3) 
(0, 1) (1, O) (1' 1) (1, 2 ) (I, 3) 
(O, 2) (2, 0) (2, l) (2, 2) (2, 3) 
(0, 3 ) (3, O) (3, l ) (3, 2) (3, 3) 
(I, 0 / (0, l) (0, 0/ lO, 2/ (0, 3) 
(1, I) (I, 0) (I, 2) (I, 3 ) 
( I , 2 ) (2, 1) (2, 0) (2, 2) (2, 3) 
(I, 3) (3, I) (3, 0) (3, 2) (3, 3) 
(2, 0) (0, 2) (0, 0) (0, I ) (O, 3) 
(2, I) (1, 2) (!, 0) (l, I) ( 1, 3) 
(2, 2) (2, O) (2, l) (2, 3) 
(2, 3) (3, 2) (3, 0) (3, l) (3, 3) 
(3, O) (0, 3) l0, 0J 
(3, I ) (I , 3) ( l , 0) 
(3, 2) (2,3) (2, 0) 
(3, 3) (3,0) 

Transmission schedule, showing destination vertex at each time slot. 
The wavelength is t he first coordinate of the destination vertex. 

Table 2.2: Schedule for B( 4, 2) with 4 wavelengths using Embedding A. 

0000 

0000 L 

0001 

0010 
0011 

0100 

0101 
0110 

0111 

1000 R 
1001 

1010 
1011 

1100 

1101 

1110 
1111 

0001 0010 0011 0100 0101 Otto Olli 1000 1001 1010 1011 1100 1101 

R 
R R 

R R 

R R 

R R 

R R 

R R 

R 
R R 

R R 
R R 

R R 

R R 

R R 

Adjcency matrix of B(2,4), L=loop edges, R=rest of edges 

Figure 2.3: The adjacency matrix of B(2,4) 

1110 II II 

R R 

R L 

13 

(0, I) 
( l , l ) 
(2, !) 
(3, l ) 

14 

(0, 2) 
(!, 2) 
(2, 2) 
/3, 2\ 
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must use at least 

time slots, where dn = kq + r with O < r :s; k . 

Proof ! First assume that some receiving wavelength is used more than r d"1 /kl 
times. Then even if all the loop edges share this same receiving wavelength, we would 

need at least d( f dn /kl + 1) - d time slots just to transmit along all the edges of this 

wavelength, but this is already at least as large as the lower bound of the theorem. 

So r different wavelengths must each be used for exactly r dn I kl vertices. From 

these r wavelengths, pick the the one that colors the fewest loop edges; it colors at 

most l d/r J loop edges. Therefore, to transmit along all the edges of this wavelength, 

we must use at least 

time slots. I 

Now here is our second embedding .. We give it in the form of an algorithm. 

We need to be sure that the loop edges are colored uniformly; this fact is clear from 

the algorithm. 

Embedding B: 

C +- 0 

for x = 0 to d - 1 

for a = 0 to d - 1 

Recei ver-Wavelength(x, x, .. . , a) +- c mod k 

c+-c+l 

for (x1, ... ,Xn-i) = (0, ... ,0) to (d-1, . .. ,d-1) 

if X1 =f X2 OR X2 =f X3 OR · · · OR Xn-2 =f Xn-1 then 
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for a= 0 to d - 1 

Receiver- Wavelength(x1 , ... , Xn- 1, a) ~ c mod k 

c~ c+l 

Here the colors of the loop edges are uniformly distributed over the k wave­

length colors. For the transmission schedule, we can schedule transmission along all 

edges, including the loop edges, in d2 I dn- l /kl time steps. We can again arrange to 

have all the loop edges appear together in this schedule, so ld/kJ time slots will be 

completely taken up by loop edges and they can be removed from the schedule. This 

gives a schedule requiring only 

time slots. This may not be optimal, but it is close to the lower bound est ablished 

in Theorem 2.3.2. It is easy to see that the difference between the length of this 

schedule and the lower bound in the theorem is at most d2 time slots. If kldn- l then 

d21 dn- 1/kl = df d12/kl and r = k and this schedule meets the lower bound and so it 

is optimal. We summarize this in the next theorem. 

Theorem 2.3.3 Embedding B has a transmission schedule, as given above, in d2 I dn-l / k 1-
l d/ k J time slots. If k ldn- I then it is an optimal transmission schedule. If k ~dn- 1

, 

then the transmission schedule uses at most d2 more time slots than optimal. 

With Theorem 2.3.1 and Theorem 2.3.3 we get an embedding and an optimal 

transmission schedule for the directed de Bruijn graph B(d, n) whenever kld12-1
, and 

a near optimal schedule (within d2 time slots of optimal) in all other cases. This 

transmission schedule is optimal over all possible embeddings and for all possible 

values of 8, since it meets the Edge Lower Bound, Theorem 2.2.2, which holds for all 

embeddings and all 8. 
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2.4 Undirected de Bruijn Graphs 

The undirected de Bruijn graph, UB(d,n), is simply the underlying undirected graph 

of B(d, n). If d = 1 the graph has only one vertex; so we assumed> I . If n = I the 

graph is a complete graph on d vertices. The case of the complete graph has been 

handled in [40], so we will also assume n > l. We sometimes need to handle the case 

n = 2 specially; we will only mention this case in passing. 

We will call the edges (x1 , x2 , ... , xn) ➔ (x2 , . . . , Xn, a), left-shift edges, and 

edges (x1, .. . , Xn-i, xn) ➔ (a, x1, ... , Xn-i), right-shift edges. As in the directed case, 

we drop the d loop edges. Here there are also multiple edges between ( d2 - d) /2 pairs 

of vertices of the form ( a, b, a, b, ... ) and ( b, a, b, a, ... ) where a # b; there is a left-shift 

and right-shift edge between these two vertices. We only count one of these two edges. 

Since we must send messages in both directions along each undirected edge, the total 

number of transmissions is 2~+1 
- d2 - d. 

The first result about undirected de Bruijn graphs is an immediate consequence 

of Theorem 2.2.7. 

Theorem 2.4.1 If d > l and n > l, then U B(d, n) does not have a 1-neighborhood 

bounded coloring with at least two colors. 

Proof : When d > 1 and n > l we have the length three cycle 

(0,0, ... ,0) ➔ (0, ... ,0,1) ➔ (1,0, ... ,0) ➔ (0,0, ... ,0). 

Hence, UB(d,n) is not a bipartite graph, and by Theorem 2.2.7 it does not have a 

I-neighborhood bounded coloring with at least two colors. I 

However, a 2-neighborhood bounded coloring is possible, as shown by the fol­

lowing embedding. 
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Embedding C: 

n - 1 

Receiver-Wavelength(x1 , ... , Xn) = L Xjd1-
2 mod k. 

j=2 

Here the left-shift edges of (x1, x2 , ... , Xn) are all colored by (x3 ... Xn)d (that 

1s, as a base d number) reduced modulo k. The right-shift edges are all colored 

(x1 . . . Xn_2)d mod k. If we are to use all wavelengths we must assume that ~ - 2 ~ k. 

By the previous theorem, this embedding is optimal for minimizing the total 

number of the tuning times. 

We will consider two special cases: kid and k = dP for 2 ::s; p ::s; n - 2. 

2.4.1 Transmission Schedule When kid 

When k id, Embedding C takes the form 

Receiver-Wavelength(x1 , ... , Xn) = X2 mod k. 

Since each node x = (x1 , ... , Xn) needs to transmit a message to (x2, ... , Xn, a), 

0 ::s; a ::s; d - l , and to (/3, x1 , . .. , Xn- i), 0 ::s; /3 ::s; d - l, the wavelength of the trans-

mitter of x need occupy only wavelengths x3 mod k and x1 mod k . The wavelength 

of the receiver of x = (x1 , x2, ... , x11 ) is fixed at x2 mod k. 

Algorithm UBI: 

1. Initialization: Define 

where O ::s; i, j ::s; k - 1. 
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For x E V[i, j], the wavelength of x's transmitter is switched to i . 

We choose an arbitrary order for the vertices in V[i, j] with j =I= 0. For the 

vertices in V[i, OJ, we divide them into three parts: 

A(i) {x E V[i,O] I Xi= Xi+1,o:::; i:::; n-1} 

B(i) {x E V[i,O]-A(i) I Xi = Xi+2,o:::; i:::; n-2} 

C(i) V[i, OJ - A(i) - B(i). 

Let B(i) = B(i, 1) u B(i, 2) with B(i, 1) n B(i, 2) = 0 and O < IB(i, 1)1 -

IB(i, 2)1 :::; l. 

We order the vertices of V[i, OJ so that all vertices of C(i) come first, then 

the vertices of B(i), and finally those of A(i). We pick an arbitrary order 

within A(i), B(i) and C(i). It is a simple fact that each node in B(i) has a 

neighbor which is both a left-shift neighbor and a right-shift neighbor, we call 

this neighbor a common neighbor. 

2. Phase I: All nodes transmit messages to their left-shift neighbors, except the 

common neighbors of the nodes in B(i, 2) with O:::; i :::; k - l. 

for j = 1 to k 

Each node in V[i,j mod k] transmits to its left-shift neighbors in 

parallel over O:::; i < k according to i t s order in V[i, j mod k] 

except the common neighbors of the nodes in B(i, 2) with O:::; i < k. 

After completing its transmission, each node switches its transmitter 

wavelength to ( i + j) mod k. 

3. Phase II: All nodes transmit messages to their right-shift neighbors, except 

the common neighbors of the nodes in B(i, 1) with O:::; i:::; k - 1. 
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This is similar to Phase I. After complet ing transmissions nodes switch their 

transmitters back to wavelength i mod k . 

This algorithm gives a schedule for the time-slot cycle. Note that the schedule 

returns to t he same setup at the end of Phase II, so we can cont inue another cycle 

by repeating Phase I and Phase IL 

Theorem 2.4.2 Algorithm UB1 gives an optimal schedule for the time-slot cycle for 

all fl. If fl~ dn+1 /k2 
- d - d/k - r d(d - 1)/2k 1) the cycle is (2~+1 - d2 

- d)/k time 

slots long. 

If 6 > dn+i /k - d - d/k - I d(d- 1)/2k 1, the cycle is 26 + 2d. 

Proof : First I V[i, jJ I = dn / k2
. Since we keep the same order for all the nodes in 

V[i, jJ in Phase I and Phase II and x = (x1 , x2, ... , Xn) with Xi= Xi+ l, 0 ~ i :Sn - 1 

has only d-1 left-shift neighbors, there are no wasted time slots if the tuning time from 

Phase I to Phase II for each node is no more than dkjV[i, j] j-d-d/k- ld(d- I)/2kj. 

Since each node in C of V[i, OJ has only d - I right-shift neighbors and each 

node in B of V[i, OJ has d - 1 right-shift neighbors yet to t ransmit to ( each node in 

B of V[i, OJ has d right-shift neighbors, but one of them is also a left-shift neighbor), 

there are no wasted t ime slots if the tuning time from Phase II to Phase I for each 

node is no more than dkfV[i, j]I - d - d/k - r d(d - 1)/2k l 

Note that 

dk jV [i; j]I - d - d/k - r d(d - I )/2k l ~ dk lV [i ,jJI - d - d/k - ld(d- 1)/2kj 

Therefore if fl ~ ~+1 / k2 
- d - d / k - rd ( d - 1) / 2k 1, Algorithm UB 1 is optimal; the 

cycle is ( 2~+1 - d2 
- d) / k time slots long. 
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If o > dn+l/k- d- d/k - 1 d{d- l)/2kl, the time-slot cycle is 

I 

For UB(d, 2) with k id, it is easy to design a pipeline schedule similar to that 

given in [40] for the case n = l, the complete graph. An example of Algorithm 

UBI for UB{4,3) with 2 wavelengths is given in Figures 2.5 and 2.6. For UB(4,3), 

d = 4, n = 3 and k = 2. If '5 ::; dn+i / k 2 - d - d/ k - f d( d - l) /2k l, the time slots for 

the optimal transmission schedules are no less than 

(2~+1 - d2 
- d)/k = (2 * 44 

- 42 
- 4)/2 = 246 

Figures 2.5 and 2.6 tells how to make an optimal schedule in 246 time slots. 

An example of Algorithm UBI for UB(4,3) with 4 wavelengths is given in 

Figures 2.5 and 2.6. For UB(4, 3), d = 4, n = 3 and k = 2. If o :s; ~+1 /k2 -d-d/k-

1 d( d - l) /2k l , the time slots for the optimal transmission schedules are no less than 

(2~+1 - d2 
- d)/k = (2 * 44 

- 42 
- 4)/4 = 123 

Figures 2.7 tells how to make an optimal schedule in 123 time slots. 

2.4.2 Transmission Schedule When k = dP 

Now we turn to the case where k = dP for 2 ::; p::; n - 2. In this case, we haven 2: 4. 

Here we will schedule transmissions along all edges, even along the loop and multiple 

edges. This will still give us an optimal transmission schedule as long as p > 2. If 

p = 2 the transmission schedule is at most 1 time slot longer than optimal. 
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1 2 3 4 5 6 7 8 

0000 0001 
0001 0010 0011 

0010 0100 0101 

0011 0110 0111 

0100 1000 1001 
0101 1010 1011 
0110 

1100 !IOI 
OJI 1 1110 1111 

1000 0000 0001 

1001 0010 0011 

1010 
0100 0101 

1011 01 10 Olli 

1100 

1101 
1000 1001 

1010 1011 
II 10 

1100 1101 
1111 1110 11 11 

Figure 2.4: Transmission Schedule for B(2,4) with 4 wavelengths using Embedding A 

V[O, 1] {(l,x2,0), (3,x2,0),(l,x2,2),(3,x2,2)} 
V[O, O] - {(0,x2,0),(2,x2,0),(0,x2,2), (2,x2,2)} 

A1 - {(0,0, 0), (2,2, 2)} 
B1 - {(O,x2,0), (2,x2, 2)} -Ai 

C1 - V[O, O] - A1 - Bi 

V[l, l] - {(O,x2, 1),(2,x2,1),(0,x2,3), (2,x2,3)} 
V[l , 0) {((l,x2, 1),(3,x2, 1), (l,x2,3), (3,x2, 3)} 

A2 - {(1, 1,1), (3,3,3)} 
B2 {(l,x2, 1), (3,x2,3)}-A2 
C2 V[l,O) - A2 - B2 

Figure 2.5: Vertex sets for U B( 4, 3) with 2 wavelengths using Algorithm UBL 
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time slot 1------64 65--96 97--116 117 
-120 121---- 184 185--216 217- 240 241-246 

V[O, l) wO wl 

Al wO wO -- --

B 1 wO wO - -
Cl wO wO 

V[l,l) wl wO 

Az wl wl -- --

B2 w l wl -- --

C2 wl wl 

Figure 2.6: Schedule for U B(4, 3) with 2 wavelengths using Algorithm UBL 

V[ij] , -1 < i, j < k=4 

V[O,OJ = { (0, X2 ,0) ) 
A(O)={ (0, 0, 0)) 
B(O)=V[0,0)-A(O) 

V[2,0)={ ( 2, X2 , 2)) 
A(2)={ (2, 2, 2) ) 
B(2)=V[2, 2)-A(2) 

1-3 4-12 

A(O) Wo 

8(0) Wo 

A(]) WJ 

B(l) W1 

A(2) W? 

8(2) W2 

A(3) W3 

8(3) w, 
V[*, a) 

a>O 

V(l,0]= { (I, X2 , I)) 
A( I) = { ( I, 1, 1) } 
B(J) = V [l,l]-A(l) 

V[3,0)={ (3, X2 , 3) ) 
A(3) = { (3, 3, 3) } 
8(3) = V[3,0]-A(3) 

13-60 61-63 

Wo 

W1 

w,, 

w, 

WO 
W1 

Wz W3 

64-75 76-123 

Wo 

W1 

w,, 

w,.,_ 
Wo 

W1 
W2W3 

Figure 2.7: Schedule for UB(4,3) with 4 wavelengths using Algorithm UBL 
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Here is the algorithm. 

Algorithm UB2: 

1. Initialization: Define for O ~ j, k < d 

V[j, k, Y1 

L[i,j, k, Y1 

R[i,j, k,1f1 

{(a,b,x1, .. . ,xp- 2,a+ j,b+ k,y) IO :S a,b,xi < d} 

{(a,b,x1, ... ,Xp- 2,a+ j,b+ k,y) ➔ 

(b,x1, . .. ,Xp-2,a+j,b+k,y,i) IO :S a,b,xi < d} 

{(a, b, x1 , . .. , Xp-2, a+ j, b + k, y) ➔ 

(i,a,b,x1 , •• • ,xp-2 ,a+j,b+k,y) I O :S a,b,xi < d} 

Note here that a+ j and b + k are reduced modulo d. By y in the definition of 

R we mean the vector of coordinates if with the last coordinate removed. 

2. Phase I : All vertices transmit to their left-shift neighbors. 

for y=(0, ... ,0) to (d-l, .. . ,d-1) 

for k = 0 to d - l 

for j = 0 to d - l 

for i = 0 to d - l 

Transmit along the edges of L[i, j, k, Y1 

in a single time slot 

Each node in V[j, k, 1f1 tunes its transmitter 

to the wavelength for its right-shift neighbors 

3. Phase II: All vertices transmit to their right-shift neighbors. 

This is the same as phase I, except we transmit along the edges of R[i, j, k, 1f1 

and then tune the transmitters to the wavelength for the left-shift neighbors. 
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An example of Algorithm UB2 for U B(2, 5) with 8 wavelengths is given in 

Figure 2.3. 

Theorem 2.4.3 Algorithm UB2 gives a valid transmission schedule, when k = dP 

and 2 ::; p ::; n - 2. 

Proof : Let us look at a single set of edges L = L[i, j, k, y) and show that trans­

missions along all these edges can be scheduled in one time slot. It is clear that 

the edges in L all begin in a vertex in V[j, k, y). Each such vertex has only one 

transmission scheduled in L. The receiving vertices in Leach receive only one trans­

mission. To see this note that if (b, x1 , .. . , Xp- 2 , a+ j, b + k, fl, i) is the same as 

(b1,x~, ... ,x~-2, a' + j,b' + k,iJ,i), then in fact a = a', b = b', and Xe = Xe for 

1 ::; f.::; p - 2; so the source vertices are the same and this is the same transmission. 

And finally, each wavelength color is used only once, since the color is determined by 

a, b, and the xe which are different for each vertex. Hence, these transmissions can 

be scheduled in one time slot. The same is true about the R sets of edges. 

Clearly this schedules transmissions along all edges of U B(d, n), including loop 

and multiple edges. Therefore Algorithm UB2 gives a valid transmission schedule. 

I 

Phase I , excluding tuning time, takes <fl-PH time slots; so the length of this 

transmission schedule when 6 = 0 is 2dn-p+I _ Each set of vertices V[j, k, y) trans­

mits to all d of its left-shift neighbors in d consecutive time slots and then tunes its 

transmitter. This gives the maximal amount of free tuning time in the schedule. If 

6 ::; <fl- PH - d, then the transmission schedule is still only 2dn-p+l time slots long. 

For larger values of 6, the schedule is 

2dn-p+l + 2(6 - (~-p+l - d)) = 2d + 26 
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- {(0,O,x,0,0),(0, 1,x,0,1),(1,0,x,1,0),(1 ,1,x,1,1) I x=0,1} 

{(0,0,x,0, 1), (0, l,x,0,0), (1,0,x, 1, 1), (1, 1,x, 1,0) I x= 0, 1} 

{(0,0,x,1,0),(0,1,x,1,1),(1,0,x,0,0),(1,1,x,0,1) I x = 0,1} 

V[0, 0] 

V[O, 1] -

V[l, O] 
V[l, 1] {(0,O,x,l,1),(0,l,x,1,0),(1,0,x,0,l),(l,1,x,0,O) I x=0,1} 

Set\Time 0-1 2-3 4- 5 6- 7 8- 9 10-11 12- 13 14-15 
V[0, 0] L R 
V[0, 1] L R 
V[l, 0] L R 
V[l, 1] L R 

Vertex\ Time 0- 1 2- 3 4-5 6- 7 8-9 10- ll 12- 13 14- 15 
(0, 0, 0, 0, 0 ) wo wo 
(O, 1 , 0, 0, I ) w1 w2 
(1, 0 , 0, 1, 0) w2 W 4 

(I, I , 0, 1, l ) w3 Ul6 
(0, 0 , 1, 0, 0) W4 w 1 
(0, 1, 1, 0 , 1) UIS w3 
(l,O, l , l ,O) "'6 UIS 

(l, 1 , 1 , 1 , 1) W7 W7 

(0, 0 , u, u, 1) w 1 wo 
(0, l, 0, 0, 0) wo w2 
(1, 0, 0, l , l ) w3 "'• (l, l , 0, 1 , 0) wz W6 
(0, 0 , l , 0, l) w:;. "'l 
(0, l , l, O, 0) W4 w3 
(l,0, l , 1 , 1 ) w7 UIS 
(1, 1 , 1 , 1, 0 ) WR. W7 

(0, 0, 0 , 1, 0 ) Ul2 WO 
(0, 1, 0, 1 , 1) w3 Ul2 

(1, 0, 0, 0, 0 ) wo W4 
(l, l , 0, 0, l) w1 WO 

(0, 0 , l, 1 , OJ we w1 
(0, l, l, l, l) W7 w3 
(1, 0, 1, 0, 0) W 4 w5 
(I, I, l, 0, 1) w5 W7 

(O, 0 , 0, 1 , 1) w3 wo 
(0,1,0,l,O) w2 w2 
(1, 0 , 0, 0, 1) w, W4 
(I, 1, O, O, O) wo wo 
(O, 0, 1, I, 1 ) w7 w, 
(0, l , l, l, 0) W6 w3 
(1,0,l,O,l) w5 W S 

(l,l , l,0,0) W• W7 

Table 2.3: Schedule for U B(2, 6) with 8 wavelengths using Algorithm UB2. 
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time slots long. 

Theorem 2.4.4 Assume that k = dP for 2 :s; p :s; n - 2. Algorithm UB2 gives a 

transmission schedule of length 2dn- p+I time slots when fJ :s; dn- p+l - d and of length 

2d + 28 otherwise. If p > 2 this schedule is optimal for all o. If p = 2 this schedule is 

within one time slot of optimal for fJ :s; dn-p+I - d and optimal for larger o. 

Proof : The calculations for the length of the schedule are given above. 

Since UB(d, n) has 2dn+l - d2 - d messages to transmit, by the Edge Lower 

Bound Theorem 2.2.2 any transmission schedule must have at least f (2dn+i - d2 -

d) / dPl time slots. When p > 2 it is easy to see this is equal to 2~- p+I, and when p = 2 

this is equal to 2~-p+1 - 1. Therefore our schedule is optimal when 8 :s; ~-p+l - d 

and p > 2 and only one time slot longer than optimal when p = 2. 

Since n ~ 4 we know there must be some vertex with neither loops nor multiple 

edges. This vertex has 2d neighbors to transmit to, and it must change its transmitter 

wavelength at least twice, by Theorem 2.4.1, no matter what wavelength coloring we 

use. By the Vertex Lower Bound Theorem 2.2.5, we have a lower bound of 2d + 2o. 

Hence again the schedule is optimal. I 

Hence Algorithm UB2 is an optimal schedule for the undirected de Bruijn 

graph, for all possible embeddings and all possible values of o, when k = dP and 

2 < p ~ n- 2. 

Using the technique of alternating forward and reverse cycles mentioned in 

Section 2.2, we can reduce the transmission time for large o to dn-p+l + d + o. 

2.5 Summary 

We have given embeddings of the virtual topologies of the directed and undirected de 

Bruijn graphs in a TWDM optical passive star network. Along with these embeddings 
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we have given transmission schedules that transmit along all edges of the virtual 

topology (excluding loop and multiple edges) in a minimal number of time slots. We 

proved these embeddings minimize the number of tunings needed in each cycle of the 

schedule and that the schedules are optimal over all possible embeddings. 

We have made certain assumptions about the parameters of the virtual and 

physical networks to get these optimal results, but we also have given near optimal 

schedules for the directed de Bruijn graph without unnecessary assumptions on the 

parameters. 

Many open questions remain: Can we relax the requirements on the network 

parameters further and still prove optimality? For what parameters can we find opti­

mal embeddings and schedules for a generalized de Bruijn network? (In a generalized 

de Bruijn network the edges are defined by Xi ➔ X(di+a) mod n for O :s; a < d.) Can 

we get lower bounds on the number of tunings needed for other topologies? Most 

importantly, are there further applications of the general graph theoretic results that 

we began in this chapter, and further results along these lines that will be useful in 

solving these embedding and scheduling problems? We think that considering the 

scheduling problem as a matrix decomposition problem- trying to write the adja­

cency matrix of the virtual topology as a sum of matrices with certain combinatorial 

properties- is a particularly useful way to formulate the problem. We hope these 

ideas have further application. 



Chapter 3 

Partitioned Optical Passive Star 
Networks 

We study reliability in the all-optical Partitioned Optical Passive Stars (POPS) topol­

ogy. POPS is a physical architecture to scale the t raditional optical passive star 

couplers and explore the advantages of high noise immunity and single-hop. The reli­

ability and fault tolerance in POPS rely on its connectivity. In this study, we analyze 

t he worst case for network partitions due to either node failures or link errors. For 

node connectivity, we show that the whole system remains connectivity no matter 

how many nodes don't work. For link connectivity, we analyzed some worst cases due 

to link errors and the lower bound for connectivity is demonstrated. Some sufficient 

approaches are proposed to detect and keep connectivity of the whole system. 

3.1 Introduction 

The Partitioned Optical Passive Stars (POPS) topology [32, 16, 31] is a physical 

architecture to scale the traditional optical passive star couplers and explore the 

advantages of the optical passive star couplers. POPS is a non-hierarchical struc­

ture and connects several optical passive star couplers together by the help of some 

intermediate optical passive star couplers. It remains the property of high noise im­

munity, single-hop, and no intermediate electronic/optical conversions. POPS is an 

design without considering the power budget problems, which is flexible to extend 

the optical passive star networks and keep the simplicity of system. 

42 
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It was shown in [32] that POPS data channel can be efficiently utilized for 

random permutatio-based communication patterns. In most of applications in net­

work computing and parallel computing, some common communication patterns are 

widely used. For example, All-to-all personalized communication is the common way 

to globally exchange information. Global reduction or global broadcasting is the pat­

tern to collect data from all slaves to the master in the master-slave model. In [32], 

they studied four common communication patterns in TDM POPS networks which 

shows POPS networks are supportive for distributed/networking computing. 

Reliability is one of important topics for distributed systems and local area 

networks [13, 14] . we study the connectivity of POPS networks. The networks relia­

bility and fault tolerance rely on the connectivity of networks topologies. There was 

no result about connectivity of POPS in previous study. Both the station errors and 

the link errors are discussed with respect to network partitions. Some worst cases of 

disconnected POPS networks due to station/link errors are analyzed for getting the 

lower bounds on the connectivity. On the other hand, several efficient approaches 

are proposed to detect if the network is still connected, these approaches can also be 

used to fix the disconnected system. 

The following section describes the concept of POPS networks and shows a 

couple of examples. In Section 3.3, connectivity of POPS networks is analyzed for 

station errors and link errors. Some efficient approaches are proposed to make the 

whole system connected in Section 3.4. In Section 3.5, we conclude our study and list 

some topics for future study. 

3.2 Concepts for POPS Networks 

POPS networks are based on optical passive star networks. An optical passive star 

coupler is one of the most common ways to interconnect an optical network via 
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optical fibers. Figure 1.1 shows an optical passive star network with d stations. Each 

station sends its signal to the passive star coupler through its transmitter on a specific 

channel. In the passive star coupler, all the signals are combined and broadcast to all 

the stations. The signals in a certain channel can be received by the stations whose 

receivers occupy the corresponding channel. 

A POPS network, POPS[n,d], can be determined by parameters: one is the 

number of nodes in the system denoted by n, the other is the degree of each coupler 

denoted by d. Each coupler is ad-station optical passive star. The n nodes are partiti 

oned into g=n/d groups. An example of POPS networks, POPS[16,8], is shown in 

Figure 3.1. 

Each node has g transmitters and g receivers. There are c = g2 couplers as 

intermediate couplers. They are denoted by Ci,i, 0 ::; i,j ::; g - 1. The transmitters 

of nodes in Group j are connected to Ci,i for O ::; j ::; g - l. The receivers of nodes 

in Group i are connected to Ci,i for O ::; i < g - l. 

POPS networks are different from the usual electronic switching networks. A 

POPS network use dxd passive star coupler as the intermediate connections. There 

are more research issues in a dxd passive star coupler such as WDM, multiple channel 

access protocol and transmission collision recovery. 

Given POPS[n,d], the number of intermediate couplers is c = n2 / d2
• To reduce 

the cost of such a POPS network and fully utilized the resource, it is reasonable to 

assume that the number of intermediate couplers be no more than the number of 

nodes in the system. This is equivalent to d ~ n112
. In a WDM POPS[n,d], some 

new constraints on n and d will be needed to reduce the number of intermediate 

couplers. In order to reduce the cost of construction of a POPS network, people 

have to consider the tradeoff of the cost of larger degree passive star couplers and the 

number of intermediate passive star couplers. The large degree passive star coupler 

is more expensive, but the POPS will use less number of optical passive couplers. On 
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GROUP 
0 0 GROUP 

2 2 

3 3 

0 
0 

4 4 

5 5 

6 6 

7 7 

8 8 

9 9 

10 10 

11 II 

12 12 

13 13 

14 14 

15 COUPLERS 15 

SOURCE DESTINATION 

Figure 3.1: A POPS network with n = 16, d = 8, and g = 2. 
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the other hand, the small degree passive star coupler is cheaper, but the total number 

of couplers will increase to support the same number of nodes in the system. 

3.3 Connectivity of POPS 

Connectivity of a network is one of the fundamental parameters to show reliability of 

the network. Based on connectivity, people can tell the whether the network is still 

connected when the node failures or link errors happen. In this section, we study 

some of worst cases for POPS networks and show the low bound for connectivity. 

Some efficient approaches are also proposed in the next section to make sure that the 

whole POPS network is connected. 

There are two kinds of errors in POPS networks: node errors and link errors. 

Either some nodes in POPS network don't work, which is corresponding to the tra­

ditional node connectivity. Or some output links or some input links may go down, 

which is corresponding to the link connectivity. Note that one transmitter failure in 

a node induces a output link error for that node, and one receiver failure in a node 

induce a input link error for the same node. Therefore, the link error problem in a 

POPS network is related to transmitter or receiver failure problem in some sense. 

First, we analyze the node connectivity of a POPS network. 

Consider a POPS network POPS[n,d] . Let A and B be two working nodes and 

A be in Group i and B in Group j. Since A can send out a message to B through 

A's transmitter to Ci,i and B can receive the message from B's receiver from Cj,i, the 

connection from A to Band be set up. Similarly, the connection from B to A can be 

set up. This shows that the connection between any two working nodes can always 

be set up. We put this result in the following theorem. 
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011 rmt linh 

Group ... 
1 ? ~ 

0 ,0,1) (0,2) ... ;o,s) 

1 (1,2) (1,3) ... (1,s+l) 

2 ~2,3) :2,4) ... (2,s+2) 

g-2 :g-2,g-1) :g-2,0) ... (g-2,s-2) 

g-1 (g-1,0) (g-1,1) ... ~g-1,s-l) 

innnt lir le~ ... 
Group 

1 2 ~ 

0 ,0,0) (1,0) ... (s-1,0) 

1 (1,1) (2,1) ... (s,1) 

2 (2,2) (3,2) ... (s+l,2) 

g-2 (g-2,g-2) (g-1, (s-3, g-2) 
0-?1 ..., , 

g-1 (g-1,g-1) (0,g-1) (s-2,g-1) 

Figure 3.2: An example with s input links and s output links 
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Theorem 3.3.1 The POPS network is connected no matter how many nodes don't 

work. 

Theorem 3.3.1 tells us that POPS networks are very reliable with respect to 

node failures. The working nodes are always connected with each other. There is no 

need to worry about node fault tolerance issues in the remaining working system. 

In the rest of this section, we discuss the link connectivity of a POPS network. 

It turns out the link connectivity is much more complicated than its node connectivity. 

We proposed some efficient approaches to guarantee that the whole system is still 

connected in the next section. 

Consider the following example Figure 3.2 of a POPS network POPS[n,d]. 

Each node has up to s output link working and up to s input link working, and 

s :S: g/2. Let (i,j) denote the link to Ci,j from transceivers. 

We Claim that the whole system is totally disconnected for g > 2, i.e. no two 

nodes can communicate with each other. No sending message can be received by any 

nodes in this situation. This is the worst case happening to a system for network 

partitions. 

Let G > 2. Let A and B be two nodes. A is in Group i and B in Group j . 

Suppose that there is a hop such that A's message can be received by B. There must 

exist p and q such that 

(i, i + p) _ (j + q,j)(mod g), 1 :S: p :S: sand O :S: q::;: s - 1. 

That is equivalent to 

i = j + p and i + p = j ( mod g) 

We have i + j + p + q = i + j ( mod g), i.e. p + q = 0( mod g). Since 1 :S: p + q ::;: 2s - 1 

and O :S: 2s :S: g, this is impossible. 
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Thus the sending message message can't be received by B. Because A and B 

can be any two station in the POPS network, we can say the whole network is totally 

disconnected in this situation. 

Based on this example, we generalize the result to have 

Theorem 3.3.2 In POPS(n, d}, each node has up to x input links working, and y 

output link working. If x + y ::; g and g > 2, the whole network may be totally 

disconnected. No sending message could be received by any nodes in the network. 

Property 3.3.3 In POPS(n,d}, if each node has up to s input links working and s 

output link working, and s ::; g /2 + 1. Then the whole network may be partitioned 

into g /2 connected components. 

Based on the previous example, we add one more input link and one more 

output link for each node. 

If g = 2s and g > 2, 

(s+l)th IN 

Group 0: (0,0) 

Group 1: (1,1) 

Group 2: (2,2) 

Group 3: (3,3) 

Group s-1: (s-1, s-1) 

Groups: (s,s) 

Group s+l: (s+l,s+l) 

(s+l)th OUT 

(s,0) 

(s+l,1) 

(s+2,2) 

(s+3,3) 

(2s-1,s-1) 

(O,s) 

(s,s+l) 

Group 2s-2: (2s-2,2s-2) (s-2,2s-2) 

Group 2s-1: (2s-1,2s-1) (s-1, 2s-1) 
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Figure 3.3: Connectivity for (s+l)th input/output links 
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Since we already know that there is connection between any old input links 

and any old output links, we only need to consider the effects of new input links and 

new output links. It is obvious all the new input links and all new output links are 

used to set up a path from one node to another. From Figure 3.3, we have that all 

the nodes in Group i and Group i + g/2 are fully connected with one another. There 

are g/2 connected component in this POPS network: 

Component 1: Group O and Group g/2 

Component 2: Group 1 and Group g/2 + 1 

Component g/2: Group g /2 - 1 and Group g - 1 

Property 3.3.4 In POPS{n,d}, if each node has up to s input links working ands 

output link working, and s ~ g/2 + 2. Then the whole network may be partitioned 

into g / 4 connected components. 

We continue to add one more input link and one more output link for each 

node. Similarly to the above analysis, we only need to consider the effects of new 

input links and new output links. It is obvious all the new input links and all new 

output links are used to set up a path from one node to another. 

Let p = g/2. From Figure 3.5, there are g/4 connected component in t his 

POPS network: 

Component 1: Group 0, 1, p, p + 1 

component 2: Group 2,3, p + 2, p + 3 

Component g/ 4: Group p - 2, p - 1, g - 2, g - 1 

Property 3.3.5 In POPS{n,d}, if each node has up to s input links working and s 

output link working, and s ~ g/2 + 4. Then the whole network may be partitioned 

into g/8 connected components. 
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Figure 3.4: A demonstration for (s+ 2}th input/output links. 
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This time we add two more input links and two more output links for each 

node. Similarly to the above analysis, we only need to consider the effects of new 

input links and new output links. It is obvious all the new input links and all new 

output links are used to set up a path from one node to another. 

Let p = g/2. From Figure 3.5, there are g/8 connected component in this 

POPS network: 

Component 1: Group 0, 1, 2, 3,p,p + 1,p + 2,p + 3 

Component g/8: Group p- 4,p - 3,p - 2,p- 1, 9 - 4, 9 - 3, g - 2, g - 1 

This process can be cont inued until we get an lower bound for the link con­

nectivity for a POPS network. 

Theorem 3.3.6 In POPS[n,d}, even if each node has up to 75 percent input links 

working and up to 75 percent output link working, the whole network may be still 

dis connected. 

More specially, if each node has up to s input links working ands output link 

working, and s ~ ¾ g, there may be no less than two network connected component in 

the system. 

The total number of new input links or new output links for each node during 

t he process: 

1 + 1 + 2 + 4 + ... + g/8 = g/4 

The total number of input links or output links after this process: 

3 
g/4 + g/2 = 49 
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3.4 Detection Approaches 

Theorem 3.3.6 tells us that POPS networks are not reliable in link errors or transceiver 

errors. Even there are 75 percent links working in the system, we can't guarantee 

that the network is connected. So some efficient methods are needed to protect the 

network as a whole system without any partition. 

Approach 3.4.1 Each group is connected locally. If each node has no less than 

g/2 + 1 input link working and no less than g/2 + l output link working. A output 

link to Ci,j from Group j if and only if there exist an input link to Group i working. 

This approach guarantees the network is connected. For any two nodes A and B, A 

in Group i and B in Group j (i and j may be equal ) . Let ( i, Pt) be the g /2 + 1 inputs 

to A,O :S t :S g/2. Let (qt,i) be the g/2 + 1 outputs from B. 

By the Pigeon Principle, there exist a and 8 such that 

Pa= q5, 0 :Sa :S g/2 and O :S 8 :S g/2. 

A has a input link from Ci,p,:,. By the approach, there must be a output link 

from a node in Group Pa to Ci,p" . B has a output link to Cq6 ,i . By the approach, 

there must be a input link from a node in Group Pa to Cq.,i . Since all the nodes in 

Group Pa are connected, we find a path from B to A through Group Pa· 

Similarly, there is a path from A to B by path of a certain group. Therefore, 

the whole network is connected. 

This is efficient approach with respect to each intermediate optical passive star 

couplers. By checking and fixing up links to each intermediate star coupler to satisfy 

this condition, the whole system is connected. 

Approach 3.4.2 (J)For each node in Group i, check to make sure its input link and 

output link to Ci,i always work. 
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(2)For Group i, 0 ~ i ~ g - I, check to make sure there is at least one output 

link to Ci+1,i and one input link from Ci,i-1 • 

This approach guarantee that the POPS network is connected. 

Each group is locally connected for each node can send and receive message 

from Ci,i by (I) . 

The links in (2) form a ring among all the groups. So any two groups can talk 

to each other based on this ring. 

This approach asks the special treatment for some links. The advantage is the 

total number of links to guarantee the connectivity of the whole network is greatly 

reduced for checking these special links. 

The total number of links checked: 2n + 2g. The total number of links in the 

network: 2ng. So we only check (¼+!)of links to guarantee that there is no network 

partition. 

3 .5 Summary 

We consider relability in the all-optical Partitioned Optical Passive Stars (POPS) 

topology. The reliability and fault tolerance in POPS rely on its connectivity. In this 

study, we analyze the worst case for network partitions due to either node failures or 

link errors. For node connectivity, we show that the whole system remains connectiv­

ity no matter how many nodes don't work. For link connectivity, we analyzed some 

worst cases due to link errors and the lower bound for connectivity is demonstrated. 

Some sufficient approaches are proposed to detect and keep connectivity of the whole 

system. 



Chapter 4 

Limit Tuning Range For Tunable 
Transceivers 

Wavelength Division Multiplexing (WDM) has been widely used for studying the 

performance of optical networks, especially those employing optical passive star cou­

plers. Many models have been proposed for WDM on an optical passive star coupler, 

such as each station equipped with a single tunable transmit ter and a single fixed 

wavelength receiver, and each station with multiple tunable transmitters and mul­

tiple tunable receivers. The current technology only allows the transceivers to be 

tunable in a small range, a fact ignored in previous studies. In this chapter, we focus 

on the design of WDM optical passive star networks with tunable transmitters of 

limited tuning range and fixed wavelength receivers. The limited tuning range has 

effects on the maximum delay, the total number of. wavelengths which can be used, 

and the topological embedding. Complete graphs, rings, meshes and hypercubes are 

the four topologies studied in this chapter. The relationship between the total num­

ber of wavelengths which can be utilized and the embedded topology is established. 

The bound for the maximum delay is analyzed. The optimal embedding algorithms 

are given for the systems embedded with one of the four topologies. 

4.1 Introduction 

The transceivers can be either tunable or fixed at a channel. In previous studies, 

some combinations of the transmitters and receivers have been considered. When 

57 
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the transceivers are tunable, the schedule of wavelengths for all transceivers becomes 

very important for achieving high performance of the system. Lee and etc. [39, 40] 

studied the transmission scheduling for the systems embedded with hypercubes and 

complete graphs, Cao and Borchers [11] gave the optimal schedules for the systems 

embedded with de Bruijn graphs. 

One issue missing in previous research is the limited tunable range of transceivers. 

Each channel requires 1-2 nm for wide bandwidth and current technology can only 

support 3-7 nm for large bandwidth devices. This means the reasonable tunable range 

can only be 3 to 7 wavelengths with current technology. Even in the near future, the 

tunable range is not likely to increase significantly because of technical difficulties. In 

this chapter, we study the effects of the limited tunable range of transceivers on the 

optical passive star network with an embedded topology. 

We assume that each station has one tunable transmitter and one fixed wave­

length receiver. The range of the tunable transmitter is limited to k channels (k is 

a small number). There are two reasons for picking a fixed wavelength receiver over 

a tunable one. First, the cost of the system can be kept lower. Tunable devices 

( especially receivers) are considerably more expensive than fixed wavelength devices. 

Second, with a fixed wavelength receiver, a transmitter wishing to send a message 

only needs to tune its wavelength to that of the receivers fixed wavelength. There is 

no pre-transmission coordination required between the two to determine which wave­

length to employ for communication as would be the case if a tunable receiver was 

to be used. We assume the receiver at each station occupies a wavelength within 

the range of its tunable transmitter. This permits easy design of transceivers and 

wavelength switching in the optical domain. Other requirements may become more 

clear when we discuss the details of the network. 

Consider other models for the stations. In a system where each station with one 

fixed wavelength transmitter and one fixed wavelength receiver, it becomes a model 
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of time multiplexing division for the whole system can only use one wavelength. In a 

system where each station has one tunable transmitter and several fixed wavelength 

receivers, the wavelengths of those receivers should be in the tuning range of its 

transmitter. Otherwise, the receiving signals can not be sent out. The system cost 

will increase for the number of fixed-wavelength receivers and the synchronization 

devices among them. Transmission schedule needs to be considered even within one 

station. In a system where each station has several tunable transmitters and one 

fixed wavelength receiver, let A be a station with channel a occupied by its receiver. 

Then channel a must be within the range of all its transmitters. Since the tuning 

range is limited to k channels, the union of the tuning range of all of A's transmit ters 

is at most in the range [a-k+l, a+k-1] . This is akin to a system where each station 

has a fixed wavelength receiver and a tunable transmitter with range 2k-1 instead of 

k. For a system with multiple tunable transmitters and multiple fixed wavelength 

receivers at each station, we can decompose the system into several subsystems, with 

each subsystem having only one tunable transmitter and one fixed receiver. Thus our 

assumption is reasonable and provides the basis for other types of systems as well. 

Topology embedding is very important for communication and high perfor­

mance parallel computing. With a limited tunable range for each transmitter, one 

station can only communicate with those stations whose receivers are in its tunable 

range, in one hop. So the topological embedding determines the nature of communi­

cation between any two stations. We can determine a path between any two stations 

and the maximal network delay only when the topological embedding is given. For 

scientific computing, some special topologies may need to be embedded into the sys­

tem to more accurately reflect the computing model used. 

We assume that there are a total of p wavelengths available for the whole 

system, and the tunable range is no more than k channels and each station has one 

tunable transmitter and one fixed receiver. Each station has a tunable transmitter 
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and a fixed receiver. Let A be a station in the system and its transmitter be tunable 

in the range of [a, a+k-1] . The wavelength of A's receiver must be in [a, a+k-1]. 

Only those nodes with the wavelength of their receivers in [a, a+k-1] can receive the 

message from A directly, i.e. it will take one hop to reach those nodes. For other 

stations, it takes multi-hop transmission to receive the message 

This Chapter is organized as follows. In Section 4.2, the basic network protocol 

is proposed for setting up the connections and solving the transmission collisions. In 

Section 4.3, we consider the optical passive star network embedded with the complete 

graph, i.e. each station is connected to all stations in the system. Since it is a multi­

hop system, the bounds for the maximum delay in the virtual topology embedding 

without congestion are studied and embedding algorithms designed to be optimal in 

terms of the maximum delay are proposed. The transmission schedule is discussed 

for common parallel communications. In Section 4.5, meshes, an important topology 

for computing, are considered as the embedded virtual topology. The relationship 

between the structure of the mesh and the maximum number of wavelengths which 

can be used is analyzed. The algorithm for topological embedding is designed to 

maximize the use of the available channels. In Section 4.6, hypercubes, another 

important topology for parallel architectures, are studied. The upper bound for the 

maximum number of wavelengths used is shown. Dynamic programming algorithms 

are designed for the topological embedding. In Section 4.7, some general results 

are presented for another assumption on receiver's wavelengths. In Section 4.8, we 

conclude this chapter and discuss the possibility of extending our work to other models 

and other topological embeddings. 
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4.2 Basic Network Protocol 

In a WDM optical passive star network, a network protocol is needed to create a 

connection between the sending station and the receiving station and to handle trans­

mission collisions in some channels. 

We consider systems embedded with topologies other than complete graphs. 

Under our assumption, each station can communicate with its neighboring stations 

directly. Let A be a station with [a, a+k-1] being the tuning range of its transmitter. 

The wavelengths occupied by the receivers of A and all its neighboring stations must 

be in [a, a+k-1]. There are big advantages for this constraint. First, the virtual 

topology is actually embedded into the system. Each link in the topology can be 

implemented with one hop in the system. The properties of the topology are kept in 

the system. Without this assumption, some links may correspond to multiple hops, 

which destroys the characteristics of the topology. Second, routing and network 

control become easier. Based on the topology, it is not difficult to find the shortest 

path between any two stations. The communication feedback can be also implemented 

easily. 

For each station, a routing table is created based on its position in the em­

bedded topology. Using Bell-Ford algorithm , it is easy to find all the. shortest paths 

from a station to all other stations. The routing table is defined as follows: 

Based on our assumption, every link in the embedded topology can be imple­

mented by one hop in the system. Not only is the routing table well-defined, but the 

routing table also is easy to create and guarantees the shortest path between any two 

stations. Each station also has a table for the wavelength occupied by the receivers 

of its neighboring stations. 

We use a variation of IEEE 802.3 as the transmission protocol. Carrier Sense 
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Multiple Access with Collision Detection (CSMA/CD) is used on each channel to 

solve the problem of transmission collision. 

We will first discuss several ways of implementing a network protocol based on 

CSMA/CD in the proposed optical network environment. The easiest WDM optical 

passive star network for implementing CSMA/CD requires that each station has a 

fixed wavelength receiver, one tunable transmitter and one tunable receiver with 

the same tuning range. The fixed wavelength receiver receives the data from other 

stations. The tunable transmitter sends the data to its neighboring stations. The 

tunable receiver acts as a carrier sensor for CSMA/CD. The tunable receiver always 

tunes its wavelength to that of the tunable transmitter and listens on that channel. 

When the tunable receiver finds that channel is available, it will inform the tunable 

transmitter to begin the transmission. When the tunable receiver finds there is a 

collision on that channel, it will inform the tunable transmitter to stop the current 

transmission. When the tunable receiver finds that channel is busy, it will inform 

the tunable transmitter to wait until it finds that channel is available. One difference 

between this system and the normal CSMA/CD is that the wavelength used by the 

tunable transmitter and the tunable receiver must be different from the wavelength 

occupied by the fixed-wavelength receiver. Otherwise, collisions on that channel are 

Destination Station Next Station Channel to next station 

0 i 0 j 0 

...... . ... .. ♦ •• •• • 

n-1 1n-l J n-1 

Figure 4.1: The Routing Table Format for One Station 
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inevitable. 

Now we consider how to implement the variation of IEEE 802.3 on the system 

in which each station has a tunable transmitter and a fixed-wavelength receiver. We 

propose Time Division Multiplexing on the WDM optical passive star network. i.e. 

the system is TWDM. 

We assign some time slots for acknowledgement only. This is the only way 

to avoid the collisions between the acknowledgements and the data and to guarantee 

that acknowledgements are received. Since the acknowledgement packet is much 

smaller than the data packet on each time slot, we further divide the time slot for the 

acknowledgement into subslots, where each subslot for the acknowledgement stands 

for a previous time slot for data packets. 

For the sending station, it sends its data packet in the time slots for data pack­

ets. In the time slot for the acknowledgement, it listens to its receiver's channel. Note 

that there is only one receiving channel for each station. If there is no collision in the 

time slot during its transmission, it receives the acknowledgements from the receiving 

station. In the next slot for the data packet, it continues the data transmission if 

it has more to transmit. If there is a collision in the time slot for the data packet, 

it does not receive any acknowledgement in the following t ime slot for acknowledge­

ment. In one of the next few time slots for data packets, it resends its data with a 

certain possibility to avoid the collision according to CSMA/CD protocol. Therefore, 

this is based on a positive acknowledgement scheme. That is, an acknowledgement 

is received if there is no collision. However, there will be no acknowledgement if the 

data packet is collided with other transmissions. 

For the receiving station, it listens to its receiver's channel and checks if there 

is any collision in each slot for data packets. In each time slot for the acknowl­

edgement corresponding to a successful transmission, it tunes its transmitter to the 

wavelength occupied by the receiver of the sending station by the routing table and 
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the header of the data packet, and sends the acknowledgement. In each time slot 

for acknowledgement with a collision in the-previous time slot, it doesn't send out 

anything. 

If a station is both a sending station and a receiving station, it will simultane­

ously send data and receive data in the time slots for data packets, and simultaneously 

listen to the acknowledgements and send the acknowledgement in the time slots for 

acknowledgement. 

In Figure 4.3 and Figure 4.2, we show an example of this protocol. Every time 

slot for data packets is followed by a time slot for the corresponding acknowledgement. 

Another approach is to allocate a dedicate time slot for acknowledging a bunch of 

previous time slots for data packets instead of acknowledging only one time slot for 

data packets at a time. 

Another way to solve collisions is to assign a fixed round-robin scheme for the 

transmission of each station. When station A wants to talk to station B which is one 

of A's neighboring stations, it will wait for the corresponding slot for B according 

to the scheme. In the subslots for acknowledgement, all the neighboring stations of 

A also send back the acknowledgements according to the round-robin scheme. This 

approach is much simpler for finding the collision and reducing the possibility of 

collision than the previous approach, but it is very wasteful for each time slot of data 

packets to be dedicated to one station and they can not be borrowed (used) by other 

stations. For a heavily-loaded system, we suggest using the round-robin scheme for 

the transmission of each station. For a lightly-loaded system, the previous approach 

will be better. 

The format for data packet can be designed as follows: 

The format for acknowledge packet can be designed as follows: 
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S1atinn A: (W 0 , W k-l]; transrnittertuning range SL11ion B: W O n.ceiver' s channel 

W i : receiver's channel Station C: W j receiver's ch:umel 

Station B, C. D Md E are the neighboring sta1ions o( Sta.lion A. 

transmitter 

receiver W i 

Wo I senddw tnB 

receive dal.a 
from D 

J if oo collision 

I send data to C 

receive ack. receive _daia 
from B from E ...._____,,.... 

time s.l01 for 
dai. packet 

timeslo·l 
for acknowledgement 

send ack I 
10E 

I if no collision 

rcc:cive ack. 
fromC 

Assume: I.here is no collision for receiving data from D and C 

Stuion D: W s: receiver's channel 

Staiion E: W k.-f receiver 's channel 

Figure 4.2: The Sending and Receiving for Station A 

W i: wavelenth of A's receiver WO : wavelength of B's receiver 

In the time slots for data packets, A tunes its transmitter to WO and transmits data to B. 

A B 
time slot S: 

0 0 
In the time slot for acknowledgement, B tunes its transmitter to Wi and send back the acknowledgement 

to A if there is no collision. 

A B 
time slot for acknowledgement: 

0 0 
Figure 4.3: Two Stations in Sending and Receiving 

source station destination station sending station data 

Figure 4.4: The Data Packet Format On One Channel 
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4.3 Complete Graph 

There is no restriction on the total number of channels which can be used in a system 

embedded with a complete graph. It is intuitive that the performance of the system 

will be improved with more available channels with no limit on the tuning range. With 

the limited tuning range on each transmitter, one big effect is that the maximum delay 

for the whole system becomes a performance bottleneck even if more channels are 

used. The maximum delay is an important parameter for measuring the performance 

of network communication and parallel computing. If it is too big, the performance 

of the whole system will be poor for messages routed in the system through the 

maximum delay path and the bandwidths are occupied by such communications. 

We first estimate t he relation between the total number of used channels and the 

maximum delay to help us understand the effect of bounded tunable range for the 

transmitters. 

Theorem 4 .3.1 In a WDM optical passive star network embedded with the complete 

graph, there are p channels used. The maximum delay is no less than lx=iJ + 1 hops 

if k < p and is one hop if k = p. 

Proof : It is obvious that it takes one hop for the communication between any 

two stations if k = p. If k < p, suppose that W={ w0 , w1 , ... , Wp- l } is the set of p 

channels used. Without loss of generality, assume that wi+1 = wi + 1, 0:::; i:::; p - 2. 

Case 1: (k-1) I (p-1). Consider the communication between a station A whose 

receiver occupies w0 and a station B whose receiver occupies Wp- l · Suppose that 

subslot number sending station receiving station collision information 

Figure 4.5: The Acknowledge Packet Format for One Subslot On one Channel 
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k 3 4 p½ .!. p2 ½P p 
maximum delay l~J +1 lZS1-J l ~r~l J + 1 [p2 J + 2 3 1 

Table 4.1: Lower bounds for the maximum delay 

the maximum delay is no more than C~ hops, there exists ¾=~ - 1 stations Ci, 

1 ~ i ~ t~ - 1, such that C/s receiver occupies wi•(k-l) and C/s transmitter is 

tunable in [i * (k - 1), (i + 1) * (k - l)]. The communication from A to B passes 

through all Ci. Now consider the communication from C£=.Li to A. Since the tuning 
/c-1 

range of C.e.=!_1 is [p -k,p-1], C.e.=!_1 has to send its message to one station D whose 
/c-1 k-1 

receiver occupies one channel in (p- k,p - l]. Then D forwards C.e.=!_/s message to 
/c-1 

A. 

If there exists i such that Ci is the only one station whose receiver occupies 

wi•(k-1), it will take at least t~ hops from D to A. Thus the maximum delay is no 

less than t~ + 1. Otherwise, the maximum delay is no less than £=~. 
Case 2: k-1 is not a factor of p-1. Consider the communication between a 

station A whose receiver occupies w0 and a station B whose receiver occupies wp-l· 

It is easy to see that it needs at least lC~J + 1 to send a message from A to B. I 

The following table demonstrates the lower bound of the maximum delay in 

the above theorem. 

In the next step, we design an algorithm, Complete-Graph-Embedding, for 

the topological embedding. It has the optimal maximum delay. That means it is best 

in such a multihop system. Without loss of generality, we can assume that N ~ p . 

A 

w 
1 

w 
k-1 

w 
2(k-1) 

0 0 0 0 
~~~ 

wp-k 

B 
w 

p-1 

0 0 
\__;11~ 

Figure 4.6: The path from A to B 
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If N 2: 2 * p, it is possible that each channel are occupied by two fixed wavelength 

receivers. So we consider N 2: 2 * p and N '.S 2 * p seperately. 

Algorithm Complete-Graph-Embedding for N > 2 * p 

1. Receivers' wavelength assignment 

Divide N stations into p disjoint sets, Ni with !Nil 2: 2 (0 :Si :Sp - l ). Assign 

wavelength wi to the receivers of the stations in Ni. Divide Ni into two disjoint 

sets L[i, 1] and L[i, 2] such that IIL[i, l]I - IL[i, 2] 11 :S 1. 

2. Transmitters' wavelength assignment 

For each station in L [i, 1], assign its tuning range of its transmitter to be [i -

k + 1, i] for i 2: k - 1 and [O, k - 1] for i < k - 1. For each station in L[i, 2), 

assign its tuning range of its transmitter to be [i, i + k - 1] for i :S p - k and 

[P- k,p- 1] for i > p- k. 

Algorithm Complete-Graph-Embedding for N < 2 * p 

1. Receivers' wavelength assignment Divide N stations into p disjoint sets, 

Ni with !Nil 2: 1 (0 :Si :Sp - l). Assign wavelengt h wi to the receivers of the 

stations in Ni. 

2. Transmitters' wavelength assignment 

If i - lk~1J * (k-1) is even, assign the tuning range of its transmitter in Ni to be 

[i, i+k-1] for p - lk~1 J * (k - 1) > k - 1, and [p-k, p] for p - lk~1J * (k- 1) :S k - 1. 

If i - lk~1J * (k - 1) is odd, assign the tuning range of its transmitter in Ni to 

be [i-k+l, i] for i 2: k - 1, and [O, k-1] if O :Si :S k - l. 
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In the stage of Receivers' wavelength assignment, the grouping of Ni can be 

quite convenient. The only constraint here is that the size of each set should be no 

less than two. In the stage of Transmitters' wavelength assignment, the wavelengths 

of the transmitters are uniformly distributed. An observation of the system is as 

following: 

Theorem 4.3.2 The maximum delay in the system generated by Complete-Graph­

Embedding is no more than lEtJ + 1. This shows its has the optimal maximum 

delay. 

Proof : We first consider N 2:: 2 * p . 

Since INi l 2:: 2 for O S i S p - 1, there is at least one station in L[i, 1] and 

L[i, 2] respectively. Let A and B be two stations in the system with their receivers' 

occupying wi and Wj respectively with i S j. Consider the communication between 

A and B. 

If A E L[i, 1], A can send its message to another station C which is in L[i,2] 

by tuning its transmitter to wi. C sends that message from A to B by pass those 

stations which is in L[l, 2] for l = i + P* (k- l), 1 Sp S ll=iJ. So the communication 

from A to Bis no more than lCiJ + 1 hops. 

Similarly, we can route the message from B to A with no more than lCiJ + 1 

hops. 

For NS 2 * p, we can route the message between A and Bin the way as the 

proof in Theorem 4.3.1 . By the above theorem, we know that Complete-Graph­

Embedding provides the optimal maximum delay. I 

By Complete-Graph-Embedding, the whole system has the optimal maximum 

delay. For example, the system with N=22, p=7 and k=3. The channel graph 

generated by Algorithm Complete-Graph-Embedding is: 



CHAPTER 4. LIMIT TUNING RANGE FOR TUNABLE TRANSCEIVERS 70 

Ni= {3i,3i+l,3i+2},L[i,1] = {3i},andL[i,2} = {3i+l,3i+2}for0:::; i:::; 5. 

N 6 = {18,19,20,21},£[6,1] = {18,19} and L[6,2] = {20,21}. 

Another example is for N=12, p=7 and k=3. Let Ni be nonempty for O:::; i:::; 

6. . 
The optimal maximum delay can be achieved by our algorithm for the channel 

assignment. One important issue for the system embedded with the complete graph 

is the heavy load on some channels for uniform communication among the stations. 

Those channels can be the bottlenecks of the whole system with heavy or bursty 

loads. But this phenomenon is one of the key characteristics for a system of limited 

tuning range for each transmitter embedded with the complete graph . No matter 

how the channels are assigned, the bottlenecks are always there. The main reason is 

that the tunable range is bounded by k and the communications between the stations 

with low numbered channels and those with high numbered channels have to traverse 

the system along the intermediate channels. 

Theorem 4.3.3 In a system with limited tuning range for each transmitter embed­

ded with the complete graph, there always exist k consecutive channels which are the 

bottleneck for communication if the communication is uniformly distributed. 

Proof : Suppose that W = { w0, w1 , ... , Wp-I} is the set of used channels with 

Wi+I = wi + 1. Let [wi , Wi+k-i] be the range which divides the whole used channels 

into three parts: Xis the set of stations whose receivers occupy a channel in [O, wi_ 1], 

Y the set of stations whose receivers occupy a channel in [wi, wi+k- i], and Z the set 

of stations whose receivers occupy a channel [wi+k-l, Wp-1] with IIXI - IZII as small 

as possible. Define x = IXI, y = IYI, z = IZI, and N= x+y+z. 

Since the communication is uniformly distributed, we consider the receivers 

workload in [wi, Wi+k-i] for all-to-all communication in such a environment. 
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X: the wavelength for receivers, Y: the wavelength for tunable transmitters 

Figure 4.7: Wavelength assignment for the system with N=22, p=7 and k=3. 
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X: the wavelength for receivers, Y: the wavelength for tunable transmitters 

Figure 4.8: Wavelength assignment for the system with N=12, p=7 and k=3. 
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Figure 4.9: The partition of the stations 
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workload x(y + z) + z(x + y) + y(y - 1) 

y(x + z) + 2xz + y(y - 1) 

y(N - y) + 2xz + y(y - 1) 
N-y 

- O(Ny - y + 2 * ( 
2 

)2) 
1 

0(2(y2 - 2y + N2)) 

1 2 1 2 1 
- 0(2(y - 1) + 2N - 2) 

- O(N2
) 

The workload on [wi, Wi+k-i] is in the order of N 2. It will take O(N2 / k) for the 

transmission of this workload. We have specified that k is much smaller than p. 

This means that the wavelength range from wi to wi+k-l will be quite congested 

and overloaded. Now matter how the complete graph is embedded, such a tuning 

range always can be found according to the above construction. Therefore there 

always exist k consecutive channels which are the bottleneck of communication if the 

communication is uniformly distributed. 

I 

We discuss how to implement one-to-all broadcasting for parallel computing by 

using Algorithm Complete-Graph-Embedding for N 2: 2 * p. One-to-all broadcasting 

is one of the most important operations in parallel computing. Let A be a station 

in Ni. A in L[i, 1], sends a message to all the stations whose receivers occupy the 

wavelengths less than wi. At the same time, A sends the message to a station B in L[i, 

2]. B then sends the message to all the stations whose receivers occupy wavelengths 



CHAPTER 4. LIMIT TUNING RANGE FOR TUNABLE TRANSCEIVERS 73 

greater than wi. 

This shows that this algorithm is flexible and useful for future Parallel Virtual 

Machines (PVM) on such a system embedded with the complete graph. 

4.4 Rings 

Rings are one of the simplest network topologies. Rings are used widely in local area 

computer networks for its simple structure and easies to be maintained [l, 43]. for 

example, token rings and FDDI are based on rings for communication, operation and 

maintain. 

In this section, we study how to embed rings in an optical passive star coupler 

and how to maximize t he number of wavelengths for such a system. This will give us 

some hints for t he following sections about meshes and hypercubes. 

Before exploring the embedding of a ring into an optical passive star, we 

demonstrate how to embed a line segment. 

A line L(n} has n nodes, {O, 1, ... , n - 1}, and node i is connected to i-1 and 

i+ l (1 :s; i :s; n - 2). An example is shown in Figure 4.10. 

Lemma 4.4.1 If n > 2 is even, the total number of wavelengths for L(n} which can 

be used is no more than I(k - 1) + max{k - 2, O} + 1. 

If n > 2 is odd, the total number of wavelengths for L[n} which can be used is 

no more than n!1 (k - 1) + l. 

node 

0 1 2 n-3 n-2 n- 1 

Figure 4.10: An example of L[n] 
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We just show how to proof the above lemma for n = 4 and n = 5 in Figure 4.19. 

For n > 5, the proof is similar. If n = 4, we consider the receiver's wavelength of each 

node. Let r(i) denote the receive's wavelength of node i. Assume r(O) = a, we must 

have that lr(2) - r(O)I ~ k - l for node 2 and Oare both neighbors of node l. The 

transmitter of node 1 should cover both r(O) and r(l). Without loss of generality, 

assume r(2) = a+ k - l. Similarly, lr(3) - r(l)I ~ k - l. The total wavelengths for 

transmitters are no more than 

n 
[r(2) + k - 1]- [r(l)- (k-1)] = 2(k - l) + [r(2)-r(l)] ~ 2(k-1) +max{k-2,0} 

If n = 5, we consider the receiver's wavelength of each node. Let r( i) denote the 

receive's wavelength of node i. Assume r(O) = a, we must have that lr(2) - r(O)I ~ 

k - l for node 2 and O are both neighbors of node 1. The transmitter of node 1 

should cover both r(O) and r(l). Without loss of generality, assume r(2) =a+ k - 1. 

Similarly, lr(4)- r(2)1 ~ k-1 and let r(4) = a+ 2(k- l). The total wavelengths for 

transmit ters are no more than 

. n+l 
[r(3) + k - I)] - [r( l) - (k - I)] = 2(k - I)+ [r(3) - r(l)] ~ -

2
-(k - I) 

Now we discuss the total range of receiver's wavelengths of all nodes in the 

system for a ring with n nodes. Figure 4.12 shows n = 5, 6, 7, and 8. They represent 

four cases to assign the maximum wavelengths for an optical passive st ar network 

embedded a ring with the same number of nodes. 

Lemma 4.4.2 If 4m ~ n ~ 4m + 2 with m > 0, the total number of receiver's 

wavelengths of all nodes is no more than m(k - I)+ 1. 

If n = 4m + 3 with m > 0, the total number of receiver's wavelengths of all 
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nodes is no more than (m + l)(k - I)+ 1. 

The receiver's wavelength assignments are displayed in Figure 4.12. In each 

case, we only consider the odd nodes. Because the increasement or decreasement of 

wavelengths from node i to i+2 is k-1, the receiver's wavelength of node i must fall in 

the interval of wavelengths of node i and i+2. That means the range of all receiver's 

wavelengths of odd nodes are enough for our study. 

4.5 Meshes 

A mesh M[c,d], is a set of nodes V(M[c,d]) = {(x,y) IO::; x::; c-1,0::; y::; d-1}, 

and two nodes, (x1 , Y1) and (x2, Y2), are connected by an edge iff lx1 -x2l+IY1-Y2I = 1. 

It is easy to see that diameter of M[n,m] is n + m - 2. So we have 

Lemma 4.5.1 The maximum delay in a system embedded with M{n,mj is n + m - 2. 

One effect of the bounded range of the tunable transmitters is the total number 

of channels which can be used in the whole system. Because of the presence of tunable 

transmitters of a limited range, the total number of channels will be restricted to a 

certain range. Thus the channel assignment becomes more difficult than before where 

tunable transmitters of unlimited range were considered. Wit h unlimited tuning 

range, one station can tune its transmitter's channel to any channel. The following 

theorem tells us the upper bound for the number of channels which can be used for 

the system. 

Theorem 4.5.2 The total number of wavelengths which can be used in a system with 

the embedded M{n,mj is no more than (2k - 2) * rn~ml + k. 
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receiver's wavelength 

a s a+k-1 

node 0 1 2 

a s a+k-1 t 

node 0 1 2 3 

Figure 4.11: Proof for L[4] and L[5] 

Receiver's wavelength 

a 

0 \ 
\ 

\ 

' 

a 

a+k-1 

a 

5 

I 

,' 4 ---- - -- -

' ' ' ' ' 

I 
I 

' ' 

a 

t 

3 

' ' 

I , 

a+2k-2 a+2k-2 

Figure 4.12: Four cases for rings 
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Proof: Let A= (l~J, lWJ) = (a, b) be the center point of M(a, b). Define Li= 

{ (x, y) : Ix - al+ IY - bl = 2i}, 1 ::; i::; rn~ml. Let w be the channel occupied by A's 

receiver. 

For any station B in L1 , there exists a station C such that A and B must be 

the two neighboring stations of C. That means the set of channels occupied by the 

receivers in L1 must be of the form [si, t1) with w E [s1, t1] and lt1 - s1 I ::; 2k - l. 

Similarly, we can determine the set of channels occupied by the receivers in 

L2. It must be of the form [s2, t2) with [s1, t1] ~ [s2, t2] and t2 - s2 ::; 4k - 3. 

Thus the set of channels occupied by the receivers in L n+m must be of the 
4 

n+m 
t!!±!!!. - Sn+m < 1 + (2k - 2) * l--J 

4 4 - 4 

Let A'= (l~J, l~J +1) = (a',b'). Define L: = {(x,y) : lx-a' l+ly-b'I = 2i}, 

1 ::; i ::; rn1m l Let w' be the channel occupied by A' 's receiver. Since A' is adjacent 

to A, lw' - wl ::; k - l. The same argument can apply to L:. Because of the relation 

between w' and w, the wavelengths used by L~ differentiate with those of Li with at 

most k-1 different channels. Note that the union of Li and L: is the vertex set of 

M[n,m). 

So the total number of wavelengths are no more than 

n+m n+m 
1 + (2k - 2) * r 

4 
1 + (k - 1) = (2k - 2) * r 4 1 + k 

I 

A table demonstrates the upper bound of the number of channels in the above 

theorem. 
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Figure 4.13: An example of meshes: M[6,5] 
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k 0(1) O(n½) O(m½) O(n) O(m) 
maximum channel O(n+m) O(n½(n + m)) O(m½(n + m)) O(n(n+m)) O(m(n+m)) 

Table 4.2: Upper bound for wavelengths on meshes 



CHAPTER 4. LIMIT TUNING RANGE FOR TUNABLE TRANSCEIVERS 79 

The channel assignment algorithm is important for this system. The reason 

is that this system tries to use as many channels as possible while any two adjacent 

stations can communicate with each other directly. 

We design an algorithm for channel allocation for general k . p is the number 

of channels available for the system. This algorithm can attain the upper bound for 

the maximum number of channels used in the system. 

Define a (rmod p) = a if O ::; a ::; p - l, a - l!J * p if l!J is even, 

P - a+ l!J * p if l~J is odd. 

Algorithm Mesh-Embedding 

1. Initialization: For any station in the system, pick up its coordinate in the 

mesh. Divide the mesh into two parts: X = {(i,j) E M[n,m]: i + j is even} 

and Y = { ( i, j) E M[n, m] : i + j is odd}. Divide X into disjoint subsets: 

Xi = {(a,b) EX : a+ b = i}, i is even and O::; i::; n + m . Divide Y into 

disjoint subsets: Yi= {(a, b) E Y: a+ b = i}, i is odd and O::; i::; n + m. 

2. Channel Assignment: For each station in Xi and ½ even, assign wavelengths 

in the range [ (½ - 1) * (k - l)(rmod p), (½ - 1) * (k - 1) + l~J(rmod p)] to its 

receiver and [ (½ -1) * (k-1) - l k;l J (rmod p), ½ -1) * (k-1) + l k;1 J (rmod p) 

] as the tuning range of its transmitter. 

For each station in Xi with ½ odd, assign wavelengths in the range [ e2
1 

- 1) * 

(k - 1) + l k 21 J + I (rmod p), i21 * (k - 1) - I(rmod p)] and [ i21 
- 1) * (k -

I)(rmod p), i21 * (k - 1) - I(rmod p)] as the tuning range of its transmitter. 

For each station in Yi, assign the wavelengths to its transmitter and receiver in 

same manner as described above for stations in Xi- l· 
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Note that the maximal channels which can be used in the system embed­

ded with M[n,m] by Mesh-Embedding is fn~ml * (k - 1), which is in the order of 

O(k*(n+m)). Therefore we say this algorithm provides an optimal way to use as 

many wavelengths as possible. 

We show how to assign wavelengths to a system with k= 3 and 4 in m[7,6]. 

These values are the ones most employed in current research. 

4.6 Hypercubes 

Hypercubes are widely used in parallel computing. The same questions raised in the 

previous section also need to be answered in the systems embedded with hypercubes. 

A hypercube H[2,n], is a set of nodes V = {X = xox1 . .. Xn - l : xi= 0 or 1}, and two 

nodes X = xox1 . .. Xn- l and Y = YoY1• •·Yn-1 are connected by an edge iff L::-0
1 lxi -

Yi l = 1. It is easy to see the diameter of H[n] is n. So we have the following: 

Lemma 4.6.1 The maximum delay in a system embedded with H/2,nj is n. 

We want to determine the maximum number of wavelengths which can be used 

in a syst em with tunable transmitt ers of the limited tuning range and the embedded 

hypercube topology. 

Theorem 4.6.2 The total number of wavelengths which can be used in a system with 

the embedded Hypercube/2, nj is no more than 

2 + (k - 1) * n 

Proof: Let X = XoX1 -- -Xn-1 with Xi = 0, i = 0, 1, ... , n-1 and w be the wavelength 

of X's receiver. X has n adjacent stations½, denoted by U1 = {1: : O ~ i ~ n - 1}. 
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Figure 4.15: An example of Mesh-Embedding for M[7,6] with k=3 

w w 

Figure 4.16: An example of Mesh-Embedding for M[7,6] with k=4 
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k 0(1) O(n½) O(n) O(n2 ) 0(2n) 

maximum channel O(n) O(n1) O(n2) O(n~) 0(2n) 

Table 4.3: Upper bound for wavelengths on hypercubes 

The union of channels of Yi's receiver is of the form [a1 , b1] with w E (a1, b1] and 

b1 - a1 ~ k - 1. 

Let U2 denote the union of all the stations adjacent to any node in U1 . Since 

X is also in U2 , the union of channels of the receivers of t he stations in U2 is of the 

form [a2, b2] with [a1, b1] E [a2, b2] and b2 - a2 ~ 2k - 1. 

Similarly, we can continue this process. The final set is Un . The union of 

channels occupied by the stations which are in Un is of the form [an , bnl, [an- I, bn- 1] ~ 

[an, bnl, i.e. [an, bn] contains all the channels which are possibly used in the system. 

Therefore 

bn - an ~ 1 + ( k - 1) + ( k - l) + ... + ( k - l) = 1 + n * ( k - l) 

I 

The following is a table for maximum number of channels for the system 

embedded with hypercubes with different k. 

We propose two dynamic-programming algorithms to allocate channels for the 

system with an embedded hypercube. 

Algorithm Hypercube-Embedding-One: 
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Figure 4.17: Algorithm Hypercube-Embedding-One for (3,2,16) 
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1. Initialization: We have a system embedded with H[n], p available channels 

and the tuning range of k channels for each transmitter, denoted by (p, k, 2n) 

2. Top-Down: We only need to find the wavelength assignment for (p, k, 2n- 1) . 

After that, the corresponding nodes in the two H[n-l]s with the same the wave­

length assignment are connected by an edge. 

3. Basis: This procedure can continue until we find some c such that an wave­

length assignment for (p, k, 2c) is already known or is easily determined. 

We show an example with p=3, k=2 and n=4. 

Algorithm Hypercube-Embedding-Two: 

1. Initialization: We have a system embedded with H[n], p available channels 

and the tuning range of k channels for each transmitter, denoted by (p, k, 2n) 

2. Top-Down: We only need to find the wavelength assignment for (p/2, k/2, 

2n-1
). After that, the wavelength of each receiver is doubled in one H[n-1], and 

the wavelength of each receiver is one more than the old wavelength double in 

the other H[n-1]. Connect the corresponding nodes in the two H[n-l]s with an 

edge. 

3. Basis: This procedure can continue until we find some c such that an wave­

length assignment for ( -#:c, 2}_c , 2c) is already known or is easily determined. 

We show an example with p=12, k=9, and n=4. 

There exists a third dynamic algorithm which combines the above two dynamic 

algorithms into a new dynamic algorithm for the hypercube embedding. 
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4.7 Limited Tuning Range Under Another Assump­

tion 

One assumption in the above sections in this chapter is that the receiver's wavelength 

must be in the tuning range of its transmitter for each station in the system. This 

assumption enables that each station can forward any information to itself through 

the networks, and check the correctness of the information through a very reliable 

network such as optical passive star networks. It also help to detect any receiver 

failure without any help of other stations. In practical systems, this assumption may 

not be true. In this section, we generalize our result without this assumption. The 

receiver's wavelength may not be in the in the tuning range of its tranmitter for any 

stations. We study the effects of this assumption. 

4. 7.1 Rings 

We still use n = 4 and n = 5 to study the maximum wavelengths for efficient embed­

ding. We consider the receiver's wavelength of each node. As before, we must have 

that lr(2) - r(O)I :s; k - I for node 2 and O are both neighbors of node I. But the 

wavelength of r(l)'s receiver may not be in [a, a+k-l] if r(O) = 1 and r(2) = a+k-1. 

This is a big difference. We consider the range RW-EVEN for the receiver's wave­

length of all even nodes and the range RW-ODD for all odd nodes. RW-EVEN and 

RW-ODD may not be overlapped and be far apart from each other. That makes the 

range for the whole system could be infinite. But only the wavelengths which are 

occupied by any receiver will be really utilized for communication. In the rest of this 

chapter, we emphasize the total number of wavelengths which can be utilized. 

Lemma 4.7.1 If n > 2, the total nnmber of wavelengths for L(nj which can be used 

is no more than n(k - 1) + 2. 
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Figure 4.20 shows how to assign wavelengths for all different cases for receiver 

wavelength assignment. If n is odd, one cycle is formed to contained all the nodes in 

the system. 

Lemma 4.7.2 If n = 4m or 4m + 2 with m > 0, the total number of receiver's 

wavelengths of all nodes is no more than 2m(k - 1) + 2. 

If n = 4m + 1 ith m > 0, the total number of receiver's wavelengths of all 

nodes is no more than 2m(k - 1) + 1. 

If n = 4m + 3 ith m > 0, the total number of receiver's wavelengths of all 

nodes is no more than (2m + l)(k - 1) + 1. 

4.7.2 Meshes 

The upper bound for the total number of wavelengths for systems embedded with 

meshes are similar to Theorem 4.5.2. The only difference is that the upper bound 

is doubled than that of Theorem 4.5.2. Li ~ Li+I is not true any more without 

the previous assumption. There are two sets of receiver's wavelengths. One is the 

unions of all receiver's wavelengths in Ui,odd Li, the other is the unions of all receiver's 

wavelengths in LJi,even Li. This makes the range for receiver's wavelengths double. 

Theorem 4 .7.3 The total number of wavelengths which can be used in a sy.c;tem with 

the embedded M[n,m} is no more than 2 * [(2k - 2) * ln~m7 + k] . 

Algorithm Mesh-Embedding shows how to assign the receiver's wavelengths to 

Xi= {(a,b) EX: a+b = i} with i is odd. For }'i = {(a,b) EX : a+b = i} i is even, 

we can copy the receiver's wavelengths from neighboring stations in Xi. 

We still apply Algorithm Mesh-Embedding to Xi. For }'i, we apply the meth­

ods for Xi to }'i also with the increasement on wavelengths for }'i. 
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Figure 4.22 shows how to assign the receiver's wavelength to M[7,6] with k = 8. 

4. 7 .3 Hypercubes 

We show in Theorem ?? the maximum number of wavelengths which can be used in 

a system with tunable transmitters of the limited tuning range and the embedded 

hypercube topology. 

Theorem 4. 7 .4 The total number of wavelengths which can be used be a system with 

the embedded Hypercubef 2, nj is no more than 

n- 1 
2 * r-

2
-1 (2k - 2) - k + 3 

Proof : Let X = x0x 1 ... Xn-i with Xi= 0, i = 0, 1, ... , n-1 and w be the wavelength 

of X's receiver. X has n adjacent stations~, denoted by U1 = {~ : 0::; i::; n - l}. 

The union of channels of ~'s receiver is of the form [a1 , bi] with w E [a1, b1] and 

b1 - a1 ::; k - l. 

Let U2 denote the union of all the stations adjacent to any node in U1• Since 

X is also in U2 and X is a common neighbor for all nodes in U1, the union of channels 

of the receivers of the stations in U2 is of the form [a2, b2] and b2 - a2 ::; 2k - 1. 

Let U3 denote the union of all the stations adjacent to any node in U2. Let 

U4 denote the union of all the stations adjacent to any node in U3• Similarly, the 

union of channels of the receivers of the stations in U4 is of the form [a4, b4) with 

[a2, b2) E [a4, b4] and b4 - a4 ::; 4k - 3. 

Consider Ui,even Ui. The total number of receiver's wavelengths is no more 

than rnt l (2k - 2) + 1. 
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Consider U i:odd Ui. The total number of receiver's wavelengths is no more than 

max(ln23l, 0) * (2k - 2) + k. 

Thus the total number of wavelengths which can be used are no more than 

n-l n-3 . n-l 
r-2- l(2k - 2) + 1 + max(r-2-l' 0) * (2k - 2) + k = 2 * r-2-l (2k - 2) - k + 3 

I 

4.8 Conclusion 

We specify the problems introduced by the limited tuning range of transmitters for 

topological embedding, which was ignored in previous studies. After formulating the 

problems, we study the optical passive star network embedded with the complete 

graph, meshes and hypercubes. These three topologies are among the most widely 

used structures in both network communication and parallel computing. For the 

system embedded with the complete graph, the bounds for the maximum delay are 

studied and the embedding algorithm is designed which is optimal in terms of the 

maximum delay. The bottleneck phenomenon is analyzed in such a environment. 

One-to-all broadcasting can be implemented for the common parallel communications 

by using our embedding algorithm. For both meshes and hypercubes, the relation 

between the structure of the topologies and the maximum number of wavelengths 

which can be used are analyzed. The algorithm for the topological embedding is 

designed to show how to maximize the use of available channels. Examples are given 

to show the efficiency of our algorithms for the topological embedding. 

The problems we proposed in Section 1.4 also need to be answered for the 

systems embedded with other topologies. The methods we used for these three struc­

tures can also be helpful in designing new embedding algorithms and analyzing the 
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rela tions among different system parameters. Our future work will be based on othe 

r topologies, and the impact of embedding multiple topologies in the same system . 
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