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Antibiotic resistance: 

Drug resistance was described in the same manuscript that first chronicled the discovery 

of penicillin (1). Consequently, medical and scientific communities were made aware of 

drug resistance prior to the first infection ever being cured by an antibiotic. Following the 

discovery and clinical use of penicillin, the rate of drug discovery first outpaced the rise 

in subsequent drug resistance for clinically used therapeutics. By the 1980s however, 

fewer and fewer new antibiotics were being developed and therefore ease of public’s 

access to antibiotics caused drug resistance to get out of control and to become a major 

public health concern. For the last four decades antibiotic resistance across all microbial 

pathogens has been rising steadily. Currently, nearly 30% of common pathogens are 

resistant one or more antibiotics (2, 3). Based on the current trends, it has been predicted 

that by 2050 more people would die from common microbial infections than from cancer 

or HIV/AIDS (4). The ramifications of widespread drug resistance are far beyond 

individual illnesses. Surgical procedures would carry enormous risks for acquiring post-

operation incurable infections. Food supply will be greatly diminished, since farmed 

animals rely heavily on antibiotics for improved growth and survival. Undoubtedly, by 

compromising healthcare and the food supply, antibiotic resistance will have a major 

negative effect on world economy, at which point there is no telling the full extent of the 

damage widespread drug resistance may inflict.         

The focus of my thesis is to address the impeding threat of antibiotic resistance by 

studying mechanism and strategies used by microbes to avoid death. Tackling the 

expansive and impending problem of antibiotic resistance can be broken down into 

individual aims: i) finding an efficient way to kill pathogenic bacteria, ii) predicting 
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resistance before it renders drugs ineffective, and iii) limiting the occurrence of chronic 

infections. Each of the following thesis chapters address these obstacles posed by drug-

resistant bacteria.  

 

Bactericidal vs. bacteriostatic drugs 

Antibiotics are small molecules capable of preventing growth or killing microorganisms. 

These small molecules largely target four key processes bacteria need to proliferate; cell 

wall biosynthesis (β-lactams and vancomycin), protein synthesis (aminoglycosides, folate 

inhibitors and macrolides), transcription (rifampicin) and DNA synthesis (quinolones and 

fluoroquinolones). Antibiotics can be categorized into two major groups: bactericidal 

those that kill, and bacteriostatic those that inhibit growth without killing bacteria. A drug 

may be considered bactericidal if: the minimal bactericidal concentration (MBC), a 

concentration of the drug at which 99.99% of bacteria dies, is less than four times the 

minimal inhibitory concentration (MIC), a concentration of the drug at which bacteria 

growth is fully inhibited. Bactericidal drugs are mostly comprise of, but not limited to, 

DNA and cell wall synthesis inhibitors. Bacteriostatic antibiotics, on the other hand, are 

predominantly protein synthesis inhibitors. Bacteriostatic antibiotics work by hindering 

microbial growth, and though they may have some bactericidal activity, they are not 

sufficiently potent to classify as bactericidal.    

Bactericidal drugs, such as β-lactams and fluoroquinolones, were historically preferred 

over bacteriostatic antibiotics, and are currently used to treat more serious infections such 

as meningitis and endocarditis (5). One advantage of bactericidal drugs is the rapid 
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killing of the intended bacterial target. The kill rate of a bactericidal antibiotic is 

proportional to the doubling time of a bacteria (6). In some cases, as with 

fluoroquinolones, kill rate may be as fast as 10% of the doubling time (7). Such rapid 

killing helps to restrict the emergence of antibiotic resistance. For example, patients 

treated with the bactericidal antibiotic penicillin against Streptococcus pyogenes have 

never developed a β-lactam resistant S. pyogenes mutants (8, 9). In contrast, treatment of 

the same pathogen with bacteriostatic macrolides resulted in 15% of clinical isolates 

gaining resistance (10). The act of killing bacteria also prevents phenotypic adaptation, 

such as differential expression of omp (porins) (11, 12). Additionally, bactericidal drugs 

can target slow-growing cells. High toxicity, even at low concentrations, assures that 

every available target would be exploited by the drug, leading to bacterial death. This is 

especially true for fluoroquinolone family of drugs that have a toxic effect at nanomolar 

concentrations. 

Bactericidal antibiotics also have several major drawbacks. Some data indicates that use 

of bactericidal compounds has been linked to rapid release of endotoxins and cells wall 

particles, leading to a worsening proinflammatory response, edemas and septic shock 

(13). The consequences of using bactericidal antibiotics may also include permanent 

changes to human and animal microbiomes, resulting in the susceptibility to stomach 

cancer and infections by opportunistic pathogens (14). Pseudomembranous colitis which 

is caused by an opportunistic pathogen Clostridium difficile is the best illustration of the 

significant damage that prolonged exposure to bactericidal antibiotics can impose on a 

microbiome. The overuse of bactericidal drugs, primarily fluoroquinolones (15) causes 

major devastation microbial gut community. The transiently exposed ecological niche is 
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then taken up by the pathogen. During infection, C. difficile covers large portions of 

intestine in biofilms, preventing host nutrient absorption and causing diarrhea and in 

some cases, death (16). According to the 2015 report by the center for disease control, 

Clostridium difficile infections caused over 15000 deaths that year and the number is on 

the rise (17). Lastly, the rapid killing exhibited by bactericidal drugs can be a duel edged 

sword; while it prevents resistance via adaptation, it also provides the necessary pressure 

to select for drug resistant mutants. Hence, following the treatment, resistant mutants will 

have no competition from wild type cells and are likely to become the new dominant 

strain.          

Unlike bactericidal antibiotics, bacteriostatic antibiotics are those that do not kill, but 

instead inhibit growth. These typically include ribosome and folate synthesis inhibitors 

(18, 19). These antibiotics work together with human/animal immune systems to clear an 

infection. Collateral damage to a human/animal microbiome is also limited, as most host 

bacteria are not killed (20). Bacteriostatic antibiotics have been shown to avoid the 

release of endotoxins, by inhibiting protein synthesis, consequently preventing sepsis 

(13). Reliance on the immune system to kill a pathogen and to clear the infection, 

however, poses a problem for treating the infections in areas of the body with no/limited 

access to immune cells. For this reason, for example an infection of gallbladder is never 

treated with bacteriostatic antibiotics (21). Another complication with bacteriostatic drugs 

is a higher rate of drug resistance. Suboptimal dosing, improper administration of drugs 

or premature discontinuation of therapy exposes a much larger population of bacteria to 

conditions known to select for resistance.  



6 
 

In some cases the same antibiotic may be either bactericidal or bacteriostatic, depending 

on the target species. Two such drugs showing species-dependent effects are rifampicin 

and chloramphenicol. Rifampicin has been shown to be bactericidal in Gram-positive 

bacteria, while bacteriostatic in Gram-negative (22). In addition, Haemophilus influenzae 

and Streptococcus pneumoniae are killed by the generally bacteriostatic drug 

chloramphenicol (23, 24).  

 

 

Broad and narrow-spectrum antibiotics 

Narrow- and broad-spectrum antibiotics are differentiated based on the range of bacteria 

that can be affected by the drugs. By targeting a specific pathogen, narrow-spectrum 

antibiotics do not expose commensal bacteria to selective pressure induced by broad-

spectrum antibiotics. This helps to preserve patient’s microbiome and limits emergence 

of new resistant isolates. Narrow-spectrum antibiotics such as vancomycin and isoniazid 

(which target staphylococcal and mycobacterial cell wall biosynthesis, respectively) are 

used for non-immediate life-threatening infections. A major limitation of narrow-

spectrum antibiotics is that in order to be effective, prior knowledge of a pathogen is 

required. Hence, narrow-spectrum antibiotics cannot be used to treat unknown pathogens 

and non-specific infections. The use of narrow-spectrum drugs may also be limited due to 

lack of diagnostic equipment, such as in rural communities, developing and 

underdeveloped countries.   
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Broad-spectrum antibiotics, such as fluoroquinolones, are used to treat rapidly 

progressing infections (if the species of bacteria is unknown), for prophylaxis (such as 

after surgery), in cases where bacteria developed resistance to narrow-spectrum 

antibiotics and as a part of combination therapies. However, this group of drugs, even in 

after a short (7 day) course, have been shown to permanently alter microbiomes (25). The 

microbiomes become a reservoir of antibiotic resistant strains within commensal 

populations (26). Because use of broad-spectrum antibiotics does not require prior 

knowledge of a pathogen to be effective, this group of drugs is commonly misused and 

overprescribed, contributing to a rapid rise in antibiotic resistance worldwide. The 

number of clinically isolated strains resistant to fluoroquinolones and broad-spectrum 

penicillins have quintupled from 1998 to 2008 (27), with nearly 30% of all clinical 

isolates now being resistant to quinolones. Versatility and power of bactericidal broad-

spectrum antibiotics is what made them an irreplaceable tool in the fight against bacteria, 

but at the same time qualities that made these drugs so great are now a major force 

behind widespread antibiotic resistance.       

Combination therapies 

For millions of years bacteria used antibiotics for carving out ecological niches. 

Evolutionarily, antibiotics produced by bacteria not only served role as a deterrent, but 

also a way of communication between different microbial species (28). Many soil-

dwelling bacteria have an immense capacity for secondary metabolite production (29). 

Occasionally, superclusters of multiple antibiotic pathways are co-localized and co-

expressed in species from the phylum of actinobacteria. One example of such behavior is 

well illustrated by Streptomyces clavuligerus. This particular soil dweller has been shown 
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to produce cephamycin C (a  -lactam) and clavulanic acid ( -lactamase inhibitor) from 

adjacent gene clusters (30). Similar drug combinations, such as amoxicillin with 

clavulanic acid, are used today to treat human infections. The general consensus, 

however, is that in most cases monotherapy should be the primary course of action (31). 

With proper dosing, single antibiotics are sufficient to clear most infections without 

incurring resistance. The exceptions to this monotherapy rule are; infections that are 

known to quickly develop resistance, rapidly progressing infections and severe infections 

that require long-term treatment (32). In these cases, specific combination drug therapy is 

recommended and often used, consisting of at least one bactericidal antibiotic and a 

number of bactericidal or bacteriostatic drug. At a glance this approach may seem 

counterintuitive, since most bacteriostatic drugs would slow down cells growth thus 

eliminating drug targets for the bactericidal drugs. However, certain antibiotic 

combinations have been shown to have synergy. One example of synergy is between 

aminoglycosides that target the ribosome and cause incorporation of misfolded proteins 

into cell membranes and β-lactams that disrupt cells wall synthesis (18). Together these 

drugs accelerate lysis and improve killing. Another widely used drug combination is 

trimethoprim with sulfonamides. By targeting the same pathway of folate synthesis, these 

antibiotics work together to inhibit thymine and methionine synthesis, causing both 

protein synthesis arrest and DNA damage via thymine starvation. A bit of a strange, yet 

favored antibiotic combination is rifampicin and fluoroquinolone (33). This antibiotic 

cocktail has had a great success in treating MRSA and TB (33, 34). However, the nature 

of the synergetic interactions between these drugs is not fully understood.  Some suspect 

that during the SOS response induced by fluoroquinolones, bacteria experience 
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morphological changes, such as bloating or filamentation. With rifampicin inhibiting 

transcription, normal filamentation cannot take place, resulting in septal wall disruption 

(35). The malformed sections of the cell wall eventually contribute to membrane 

leakiness and results in effective killing. Another possibility is that with rifampicin, any 

and all stress response signaling is inhibited, further contributing to bacteria’s inability to 

deal with stress induced by quinolones. Despite the general success of multidrug 

therapies in slowing down emergence of new drug resistant strains, the past three decades 

have seen a major increase in the emergence of multi drug-resistant (MDR) and 

extensively drug-resistant (XDR) pathogens (2). The rise in frequency of multidrug 

resistant infections begs the question: How is it possible to develop resistance with 

several enzymes being inhibited simultaneously? 

Drug resistance mechanism     

Antibiotic resistance is a natural occurrence that has preceded our discovery of antibiotics 

by millions of years (36, 37). The low concentration of antimicrobials produced in the 

wild, combined with long-term exposure promotes evolution of resistance, and in this 

way, antibiotic biosynthesis and antibiotic resistance co-evolved over centuries. As one 

example of such co-evolution, researchers were able to discover vancomycin resistance 

genes in a thirty thousand-year-old permafrost sample (36). There are a number of 

strategies bacteria can utilize to escape death when exposed to an antibiotic. Most 

bacteria have some basic level of intrinsic resistance afforded to it by its structural and 

fictional characteristics. For example, a difference in a structural feature such as 

microbial cell wall can have a drastic effect on susceptibility of bacteria to some families 

of drugs. For this reason, β-lactams are most effective against Gram-positive bacteria and 
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to a lesser degree Gram-negative species, while member of Mycoplasma genus remain 

completely unaffected by this family of drugs. However, intrinsic resistance on its own is 

often not enough to assure survival. Microbes have at least three additional avenues to 

foster resistance to antibiotics; i) drug target mutation, ii) drug inactivation, and iii) 

decreasing the ratio of drug to drug target (38). While drug inactivation is a major 

contributor to antibiotic resistance, my thesis will focus on the remaining two areas of 

antibiotic resistance. 

Cellular drug target mutations   

Mutation of a target enzyme usually affords the largest protection against a specific 

antibiotic. The classic example is penicillin and penicillin binding proteins (PBPs). 

During cell wall biosynthesis, peptidoglycan (a polymer that makes up the cell wall) is 

deposited in layers outside the plasma membrane. In order to give the cell wall structural 

rigidity and to prevent disassembly, parallel strands of peptidoglycan are crosslinked by 

PBP. During crosslinking, PBP removes a D-Alanine residue from one of the components 

of peptidoglycan chain and replaces it with a covalent bond on the parallel strand. β-

lactams structurally mimic the D-Ala―D-Ala peptide moiety, and by entering the 

catalytic cleft of PBPs forms a covalent bond with active site serine. The resulting 

complex is hydrolyzed extremely slowly, thus effectively inhibiting the enzyme. 

Penicillin resistance can be achieved with single mutations in or around the active site of 

PBPs, which prevents β-lactams from inhibiting the enzymes (39).  

Antibiotic resistance mutations can also prevent access of the drug to the active cite. 

Examples of such modifications occur during acquisition of rifampicin resistance (40). 

Rifampicin is a bacterial RNA polymerase inhibitor that functions by blocking the 
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DNA/RNA channel formed by the β-subunit of RNA polymerase and consequently 

inhibiting RNA elongation. Channel blocking is only effective during early stages of 

elongation and only occurs within the synthesis of the first three bases of newly 

synthesized mRNA. The interaction between RNA polymerase and rifampicin is 

dependent on 12 amino acid residues that help to anchor the drug in place (40) in front of 

the active site (Fig. 1-1). Depending on the mutated residue, different levels of rifampicin 

resistance can be achieved. The majority of mutations associated with rifampicin 

resistance are confined to RNA polymerase β-subunit regions-I (505-537 amino acid 

residues (aa)) and/or region-II (562-575aa). 
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Mutations in drug targets provide the greatest levels of resistance, but in order to 

withstand bactericidal activity of more powerful antibiotics, additional mutations are 

sometimes needed. One such example is ciprofloxacin, a widely used broad-spectrum 

antibiotic and a member of fluoroquinolones family. This drug efficiently kills bacteria 

by inhibiting type II topoisomerases (DNA gyrase and topoisomerase IV) (41). The 

gyrase function is to introduce DNA supercoiling, while topoisomerase IV performs 

decatenation at the end of DNA replication (42). Unlike type I, type II topoisomerases 

alleviate supercoiling by introducing a DNA double-stranded break followed by re-

legation (42). Ciprofloxacin inhibits the DNA-gyrase/topoisomerase IV complex by 

forming a DNA-gyrase/topoisomerase IV-ciprofloxacin complex, which consequently 

prevents DNA re-ligation step from taking place (Fig.1-2). Ultimately, progressing 

replication forks collide upon reaching inhibited complexes converts DNA within the 

frozen complex in to a non-ligatable from and eventually dislodging the complex, 

exposing a double-stranded breaks (43, 44). Since most bacteria lack an efficient way to 

repair this type of DNA damage, killing occurs rapidly and efficiently. As mentioned 

above, most pathogens contain both enzymes. This means that in order for bacteria to 

Figure 1-1: Mechanism of rifampicin action and resistance: (A) Shows 

rifampicin molecule with red circles indicating oxygen atoms that help to from 

hydrogen bonds with RNAP β-subunit in order to block transcription. Some of the 

oxygens highlighted can interact with several residues. (B) Depicts a 3.8Å crystal 

structure of RNA polymerase, with rifampicin effectively blocking DNA/RNA 

channel (Molodtsov et.al, 2017).The arrows indicate the directionality of 

transcription, with active site located just past the rifampicin (shown in orange). (C) 

Is a magnified view showing key amino acid residues (505-537 and 562-575) that 

when mutated confer rifampicin resistance (40). (D) Is a cartoon representation of 

RNA polymerase action, with RNAP holoenzyme depicted in green, rifampicin in 

purple and DNA/RNA in black and blue respectively. 
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gain clinical level of resistance (resistance to antibiotic at a concentration used to treat 

specific infection), mutations must occur in both targets. When ciprofloxacin binds its 

target, the drug interacts with two residues: (E. coli based amino acid positions) Ser-83 

and Asp-87 gyrase subunit A (GyrA), and Ser-80 and Glu-84 of topoisomerase subunit A 

(ParC) (45). This region is referred to as quinolone resistance determining region 

(QRDR). Hence, to achieve clinical level of resistance as little as two and in some cases 

as many as four residues must be mutated.   
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Based on rates of spontaneous mutagenesis, the chances of generating a quadruple mutant 

is one in 1028.  However, during an infection not all cells are exposed to the same 

concentrations of drug. Physical environment such as biofilms, mucus, tubercles, 

implants and bone may create barriers to drug diffusion, resulting in microenvironments 

with lowered drug concentration. A gradual change in drug concentration is conducive 

for resistance to emerge and become fixed in a population one mutation at a time (46, 

47). The need for bacteria to possess several mutations in order to reach clinical levels of 

resistance presents an opportunity. If mutations follow a hierarchy, then a mutational path 

can be determined. Using the first mutation in the chain it would be possible to detect 

drug resistance before it reaches clinical levels.                    

Antibiotic target concentration 

Another strategy bacteria uses to escape antibiotic-mediated death is to lower the drug-to-

target ratio. This can be done by i) removing the drug from the target or ii) removing the 

target. The job of removing toxic substances from the cell wall to efflux pumps. There 

are five efflux pump families; the major facilitator superfamily (MFS), the ATP-binding 

cassette superfamily (ABC), the small multidrug resistance family (SMR), the resistance-

Figure 1-2: Mechanism of quinolone action: (A) Showing a ciprofloxacin molecule, 

two oxygens indicated by red circles play an important role in orienting quinolones 

into the right position while according to Mustaev et.al., C-7 carbon ring (indicated by 

the red arrow) interacts with the enzyme. (B) A crystal structure showing gyrase-DNA 

complex inhibited by ciprofloxacin. Quinolones can only interact with an enzyme 

after enzyme-DNA complex has been formed. (C) Is a cartoon representation of 

gyrase action and inhibition of gyrase by ciprofloxacin. Without the drug enzyme uses 

two ATP to introduce staggered double stranded cuts, while forming a covalent bond 

with DNA. This is followed by an introduction of a negative supercoil and relegation. 

In presence of the drug quinolone binds the at the cleavage site, preventing re-ligation. 

A collision with a replication fork dislodges complex, resulting in double-stranded 

break.  
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nodulation-cell division superfamily (RND) and the multi antimicrobial extrusion protein 

family (MATE) (48). Due to their relevance to this thesis, RND and MATE families will 

be further discussed. The best studied RND pump is AcrA/B TolC multicomponent 

proton/drug antiporter (49). What sets RND pumps apart from the other pump families, is 

that lipophilic and amphiphilic antibiotics (tetracycline, β-lactams, fluoroquinolones and 

others) are secreted out of the cell, instead of into the periplasmic space (50). Production 

of these pumps is highly regulated at several levels. AcrA/B are directly repressed by 

AcrR, an upstream local repressor (Fig. 1-3B). Global level expression of both tolC (an 

outer membrane part of the pump) and acr components are regulated via MarA and SoxS 

activators, which themselves are under regulation of MarR and SoxR repressors (51). 

Mutations in RND regulatory pathways result in RND pump overexpression, 

substantially improving bacterial resistance to several antibiotics.  

MATE efflux pumps are symporters. However, in addition to protons, MATE efflux 

pumps can also use sodium ions to remove molecules from the cytosol. MATE efflux 

pumps transport antibiotics into the periplasm in contrast to RND pumps that export 

material outside the cell (Fig. 1-3C). MATE pumps have a high affinity to quinolones and 

fluoroquinolones (52), yet these pumps are not expressed during exponential growth and 

thus do not normally contribute to changes in the corresponding drugs’ MICs/MBCs. One 

of the pumps belonging to the MATE family is MdtK. This particular pump is predicted 

to be under the control of σS and σ24 transcription factors (Fig. 1-3A). Both sigma 

factors are associated with stress conditions and are not expressed during active growth 

(53, 54). Overexpression of MdtK provides a moderate level of resistance (2-3-fold 
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increase) to quinolones (55). This member of MATE efflux pumps will be discussed in 

later chapters.    
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Elimination of drug targets in bacteria occurs through resource reallocation during 

growth state transitions in response to environmental changes. The most common 

example occurs after cells reach stationary state. Due to the lack of cellular targets in 

non-growing cells, bacteria can become thousands of times more resilient to nearly all 

antibiotics compared to their exponentially growing state. Though technically not 

considered resistance since elimination of essential enzymes or drug targets substantially 

retard or even completely eliminates growth, this strategy substantially improves ability 

of bacteria to survive extreme antibiotic stresses. A more accepted term for this 

phenomenon is called persistence (56).      

Bacterial persistence 

Definitions of persistence tend to vary, but in a broader sense persistence can be defined 

as a dormant or dormant-like state where bacteria are highly resilient to lethal levels of 

stress. Persistence has been documented in many living organisms, including both 

eukaryotes and prokaryotes. Persistence is closely tied to adaptation and the ability of an 

organism or cell to handle stress. This mode of survival is highly beneficial in most cases, 

allowing for repopulation of decimated biomes and survival in rapidly changing 

Figure 1-3: Regulation and functionality of RND and MATE efflux pumps: (A) 

Shows proposed transcriptional regulation for MdtK, one of the pumps from the 

MATE family of efflux pumps. (B) Multiple tears of transcriptional regulation of 

AcrA/B, TolC RND efflux pump, requiring removal of three perpressors and presence 

of two activators in order to initiate transcription. (C) A cartoon representation of 

RND, MATE and Omp. RND pumps used H+ to move wide range of antibiotics from 

both the periplasmic space and the cytosol out of the cell. Mdtk (MATE efflux pump) 

is a symporter that can used both Na+ and H+ to move quinolones from the cytosol to 

periplasmic space. Omp(s) facilitate non-specific diffusion and are located on the 

outer membrane.        
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environments. The type of persistence discussed in this thesis will specifically address 

persistence of pathogenic bacteria in response to bactericidal antibiotics.  

Resistance and persistence historically have been viewed as drastically different concepts 

(57) despite achieving the same goal of surviving antibiotic exposure. A key difference 

that exists between resistance and persistence is; resistant bacteria can proliferate in the 

presence of antibiotic, while persistent isolates cannot. Inability to proliferate, however, 

does not imply death. Persisters promote survival by simply waiting out the stress, before 

re-infecting the host. High persistence among pathogens often results in chronic 

infection. During such an infection, bacteria are susceptible to treatment. However, re-

infection by a small sub-population of survivors occurs following antibiotic withdrawal. 

The cycle of re-infection and treatment continues until resistance develops. 

Consequently, chronic infections serve as a major reservoir for developing newly 

emerging MDR strains (58, 59). 

Metabolic dormancy within a sub-population is believed to manifest improved survival 

by indiscriminately eliminating drug targets. Thus, persistence is not drug specific nor 

dependent on drug concentration or duration of exposure to a drug (60). While metabolic 

inactivation has been well documented as the benchmark behavior of persister cells, 

many questions aimed at understanding mechanisms of persistence still remain 

unanswered. Questions listed below are some major queries still being asked in the field 

of persistence. In later chapters of my thesis I will be touching upon the first two 

questions, while more substantially addressing the later questions posed below.    

Question 1: Is persistence a distinct physiological state from stationary state? At a first 

glance, much evidence would suggest that persister cells are stationary cells. The lack of 
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growth or division and expression of σS (a transcription factor associated with stationary 

state) (61) in persister cells suggests that stationary state and the persister state are one in 

the same. Additionally, forced arrest of bacterial growth via starvation or through 

exposure to a bacteriostatic drug, significantly increases persistence (62). Further 

supporting the notion that persister cells are stationary is the observations of exponential 

increase in persister frequency as population transition into stationary state. However, 

here lies the problem. If persister cells are stationary cells, then it would stand to reason 

that in stationary state all cells should be persisters, but that is not the case. For example, 

in E. coli, the persistence rate when treated with ciprofloxacin is only 0.1-1.0% of 

stationary cells (63), suggesting that the persister state is different than stationary state 

(64). Further supporting the notion of distinctive states are the observations that slowed 

growth in exponential steady-state culture increases persistence. The exponential steady 

state implies that all cells in a population are proliferating and thus are not stationary, yet 

the number of persisters in such culture may be increased hundreds fold, depending on 

degree of slowing (65, 62). Though the question remains unanswered with substantial 

evidence to support both notions, persistence is likely a distinct state that shares some 

features with stationary state cells. 

Question 2: Is persistence induced in response to stress or is it a constant byproduct of 

growth? The inducibility of persistence is another point of controversy. Appearance of 

persisters under all types of bactericidal treatments would suggest that persistence is 

intrinsic to any bacterial population (66). Thus, persisters must be formed spontaneously 

prior to bactericidal antibiotic treatment (67). However, some evidence contradicts this 

notion. One example is the induction of persistence via toxin-antitoxin systems such as 
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with the toxin TisB that gets induced by ciprofloxacin via the SOS response (68). This 

particular type II toxin induces persistence by decreasing membrane potential and forcing 

cells into dormancy before it can be killed. Yet knocking out any of the individual toxin-

antitoxin pairs does not eliminate persistence (66), suggesting a more complex signaling 

network. Provided that persistence may be triggered in a number of ways, it is likely that 

multiple stress responses can activate metabolic dormancy using any and all of 36 known 

toxins-antitoxins (in E. coli) (69). Compelling data on both sides of the argument imply 

that both may be true, where some persister cells are formed spontaneously prior to drug 

exposure, while others are induced by a stress response. It is also worth mentioning that 

the rate of antibiotic killing vs the rate of bacterial adaptation may be a determining 

factor in inducibility of persistence. With fast-killing drugs, inducible persistence may 

not have enough time to trigger, while slow-acting antibiotics would be more effective at 

inducing persistence.       

Question 3: Given intrinsic nature of persistence, what pathway(s) may be responsible 

for inactivation of premature metabolic dormancy associated with the persister state? 

One of the most common types of stress experienced by bacteria is starvation. Surviving 

stress imposed by long-term starvation is reliant on the ability of bacteria to effectively 

transition in and out of a metabolically dormant state. One of the main regulators of the 

starvation response is guanosine tetraphosphate (ppGpp). Indeed, deletion of RelA or 

SpoT, enzymes responsible for ppGpp synthesis, results in a significant loss of 

persistence (70). Many toxin-antitoxin pairs work by triggering the ppGpp signaling 

cascade. A classic trigger of this cascade is caused by the HipA toxin (Fig.1-4) (71). The 

toxin works by phosphorylating glutamyl tRNA synthetase that prevents recharging of 
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the tRNA with glutamate. As a result, bacteria experience nutrient starvation in the 

presence of glutamate. An inducible starvation activates SpoT (a stringent response 

sensor) changing SpoT’s activity from degradation to synthesis of ppGpp (72). The 

alarmone signal is further amplified by a RelA, a homolog of SpoT, until cells transition 

into a non-growing state. At its maximum ppGpp concentration reaches 10 times the 

basal level (73). At this point ppGpp acts to change transcriptional activity of RNA 

polymerase, and facilitates exchange of transcription factors from σ70 to RpoS (74). This 

transcriptional shift eventually leads to dormancy and increased persistence. A large 

number of pathways are regulated by ppGpp. For this reason, knockout experiments may 

be complicated by a number of unexpected consequences. Moreover, with so many 

pathways effected by ppGpp, pinpointing the one or more pathways responsible for 

persistence may prove challenging. With that said, the general theme across all of the 

persistence-inducing systems is the ability to trigger central stress responses, leading to 

dormancy and thus increasing chance of survival.   
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Question 4: If and how does persistence in vitro and in vivo differ from one another? 

Most of what we know about toxin-antitoxins and high-persistence mutants was learned 

by selecting and studying laboratory-derived strains. Such strains were selected by drastic 

fluctuations of drug concentrations in optimal environments or by transposon 

mutagenesis (75, 76). This approach resulted in discovery of many individual toxin-

antitoxin systems. Unfortunately, almost none of the high-persistence mutations 

identified by in vitro experiments are found in clinical isolates, the only exception being 

hipA allele (77). This implies one of two possibilities. The first possibility is that the cost 

of persistence mutations to the cell is greater than the advantage provided. In other words, 

high persistence mutants selected in vitro are outcompeted by wild type bacteria in their 

native environment. The second possibility is that the benefit of in vitro high persistence 

mutations is limited to the conditions used to select and test the said mutations. In either 

case, while understanding of microbial physiology gained from laboratory-selected high 

persistence mutants is invaluable, from clinical perspective these mutations contribute 

little to the fight against chronic infections. Clinical persistence often relies on 

completely different mechanisms than high persistence in vitro mutants. Strains isolated 

from patients with chronic infections typically have mutations in one or more stress 

Figure 1-4: Mechanism of toxin-antitoxin based persistence: Release of toxin 

though degradation of the antitoxin results in phosphorylation of tRNA synthase. 

Lack of charged tRNA, causes cell to experience “starvation” triggering ppGpp 

production. Accumulation of ppGpp causes cells to transition into adaptive phase, and 

if starvation is not resolved, eventually cells will transition into stationary state. Upon 

growth arrest, persistence frequency drastically increases. While not all toxins follow 

this path, all of the known toxins work by rapidly depleting a key resource to induce 

starvation in presence of nutrients.    
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response pathways or rely on dysregulation of intrinsic survival mechanisms such as 

biofilm formation (78, 79).  

Additionally, for an in vitro selected mutant to be considered a “pure persister mutant”, it 

must not have any growth defects (56). The justification for this claim is based on two 

ideas. First, that slower growth results in the decreased number of drug targets per cell. 

Loss of drug targets across bacterial population causes a subpopulation of cells that lost 

enough targets not to be killed by the antibiotic to emerge. Resulting in a greater fraction 

of bacteria surviving the killing. Second, is that slow-growing cells would be 

outcompeted in the wild as soon as antibiotic pressure is gone. Indeed, as demonstrated 

by completion experiments, faster growing cells tend to take over within a few 

generations. However, the fact that chronic clinical isolates have shown varying degrees 

of growth defects argues against this notion. This further implies that same mutations that 

increase persistence frequency and retard growth may have other advantageous traits to 

allow them to compete on par with non-growth-retarded cells in the wild. The growth 

retardation of clinically relevant persistence is exemplified by small colony variant 

(SCV) MRSA, which is responsible for some of the worst chronic MRSA infections. This 

particular type of multidrug resistant MRSA is difficult to grow under standard lab 

conditions and has a growth defect of up to 6-9 times slower than the wild type S. aureus 

(80). With such vast differences between in vitro and in vivo persistence, focusing 

research on clinically relevant isolates may be a more beneficial rout to pursue.         

Despite many of the challenges associated with working on persistence, this topic is of 

most importance, since not only is microbial persistence responsible for millions of 

chronic infections per year, but treating persistent bacteria with antibiotics carries an 
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increased risk of developing resistance. In the third chapter of my thesis I will be 

focusing on characterizing antibiotic resistance mutations commonly seen in clinical 

isolates, and their contribution to improved persistence.  

Thymineless death   

Starvation of nutrients typically does not kill bacteria; starvation decreases the relative 

cellular abundance of drug targets and stops bacterial growth. An exception where 

nutrient limitation is lethal to bacteria is thymine starvation. A condition where cells are 

starved for the DNA building block thymine. Thymine starvation can be achieved by 

knocking out or mutating thymidylate synthase (thyA), an enzyme responsible for 

methylation of uracil to synthesize thymine (81). Thymine starvation is distinct from 

other nutrient-limiting conditions since bacteria are unable to sense when thymine is 

absent. In this state, bacteria continue to accumulate biomass, while DNA replication 

grinds to a halt. This phenomenon is referred to as unbalanced growth (81). The inability 

to resolve DNA replication blockage eventually results in rapid bacterial death. First 

identified almost seventy years ago, thymineless death investigations yielded insights into 

mechanism of DNA replication and repair, as well as served as basis for widely 

implemented chemotherapies (82, 83). However, despite all the research into thymineless 

death phenomenon, the mechanism of bacterial killing still remains elusive. Some 

researchers hypothesize that death is due to irreversible DNA damage exacerbated by 

DNA repair and the restarting of replication forks (84). However, others attribute 

thymineless death to the accumulation of reactive oxygen species following DNA 

damage. (85). Identifying the mechanism that is responsible for thymineless death may 
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prove invaluable in the development of new antimicrobial agents, especially against 

pathogens that have developed multidrug resistance.  

Final remarks: 

In the three main chapters of this thesis, I will be addressing antibiotic resistance, 

persistence and thymineless death. The antibiotic resistance chapter will focus on 

determining mutation hierarchy and predicting mutational paths different species of 

bacteria take to reach clinical levels of fluoroquinolone resistance. The persistence-

focused chapter will aim to answer the questions addressed in this introduction by 

characterizing clinically relevant high-persistence mutants. Finally, the thymineless death 

chapter will focus on identifying new mechanisms of killing bacteria through search of a 

new drug target. Altogether, this thesis work attempts to gain insights into strategies 

bacteria have at their disposal to evade antibiotic-mediated death, while at the same time 

attempting to offer real world solutions. It is my hope that this body of work, in 

combination with others’ research, will someday usher changes that ultimately will help 

to reign in the rampant spread of antibiotic resistance.  
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This chapter has already been published as a paper in the journal “International Journal of 

Antimicrobial Agents” (158). As the first author my primary contributions were to 

conception and design of the study, as well as drafting of the article and final approval of 

the manuscript. The second author on the paper R. Khodursky, greatly contributed to data 

acquisition and analysis. Dr. J. R. Johnson as a third author was very helpful in drafting 

of the article. The fourth author, Dr. H. Hiasa, as an expert in the field of topoisomerases 

and quinolones, provided great insights into the best ways to design the study as well as 

offering a number of critical revisions for the article. Finally, overseeing the entire 

endeavor was my advisor Dr. A. Khodursky, contributing with his expertise, guidance 

and knowledge at every step of making this paper a reality.    

Abstract 

Fluoroquinolone-resistant bacteria pose a major global health threat. Unanalyzed 

genomic data from thousands of sequenced microbes likely contain important hints 

regarding the evolution of fluoroquinolone resistance, yet this information lies fallow. 

We analyzed co-occurrence patterns of quinolone-resistance mutations in genes encoding 

the fluoroquinolone drug targets gyrase and topoisomerase IV from 36,402 bacterial 

genomes, representing 10 Gram-positive and 10 Gram-negative species. For 19 species 

we determined the likeliest routes toward resistance mutations in both targets, and for 

five species we also determined which mutations are necessary and sufficient to predict 

fluoroquinolone resistance. Target mutation hierarchy was fixed in all examined Gram-

negative species, with gyrase being the primary and topoisomerase IV the secondary 

quinolone target, and in six of nine Gram-positive species, with topoisomerase IV being 

the primary and gyrase the secondary target. By contrast, in three Gram-positive species 
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(Staphyloccus haemolyticus, Streptococcus pneumoniae, and Streptococcus suis), under 

some conditions, gyrase became the primary and topoisomerase IV the secondary target. 

The path through individual resistance mutations varied by species. Both linear and 

branched paths were identified in Gram-positive and Gram-negative organisms alike. 

Finally, fluoroquinolone resistance could be predicted based solely on target gene 

quinolone-resistance mutations for Acinetobacer baumanii, Escherichia coli, and 

Staphyloccus aureus, but not Klebsiella pneumoniae or Pseudomonas aeruginosa. These 

findings have important implications for both sequence-based diagnostics and 

understanding the emergence of fluoroquinolone resistance. 

Introduction  

Fluoroquinolones are broad-spectrum antibacterial agents used to treat diverse acute 

bacterial infections, from cystitis to meningitis (86-88). In many relevant bacteria they 

have two targets, DNA gyrase (gyrase) and topoisomerase IV (topo-IV) (89-91), which 

are paralogous, type IIA topoisomerases (92-94). Although the structural and biochemical 

properties of such topoisomerases are highly conserved generally, gyrase and topo-IV 

have distinctive cellular functions: gyrase introduces negative supercoils, whereas topo-

IV decatenates daughter chromosomes (95). 

The antibacterial activity of fluoroquinolones is determined by how effectively they 

inhibit these two targets. Fluoroquinolones stabilize a catalytic intermediate, the 

topoisomerase-DNA covalent complex, by forming a topoisomerase-fluoroquinolone-

DNA ternary complex (89-91). Accumulation of such ternary complexes leads to 

inhibition of DNA replication and generation of double-strand breaks.  
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Mutations that render gyrase quinolone-resistant map to a segment of gyrA designated the 

"quinolone resistance-determining region" (QRDR) (96). Likewise, homologous 

mutations in the QRDR of parC render topo-IV quinolone-resistant. Two conserved 

QRDR amino acid residues that correspond to Ser-83 and Asp-87 in Escherichia coli 

GyrA are hotspots for quinolone resistance-conferring mutations (91, 96, 97). These 

residues are critically important in quinolone-topoisomerase interactions, as shown by 

structural analysis of the Acinetobacter baumannii topo-IV-fluoroquinolone-DNA ternary 

complexes (98). Ser-84 and Glu-88 in A. baumannii ParC (corresponding with Ser-83 and 

Asp-87 in E. coli GyrA), interact with the C-3, C-4 di-keto moiety of floroquinolones 

through the Mg2+-water bridge. No other amino acid residue in either gyrase or topo-IV 

interacts directly with fluoroquinolones in ternary complexes (98-100).  

Mutations in these two topoisomerases' QRDRs greatly diminish the inhibitory activity of 

fluoroquinolones, thus representing a main cause of fluoroquinolone resistance (91, 96, 

97). Bacteria may need to accumulate QRDR mutations in each target gene to render the 

antibiotic ineffective (45). Indeed, in numerous studies of clinical isolates and laboratory 

strains categorical fluoroquinolone resistance (per clinical breakpoints) corresponded 

with mutations in both targets (97).  

Individual QRDR mutations can be selected predictably at different antibiotic 

concentrations (96, 101). However, the routes by which different bacteria evolve 

quinolone resistance mutations in nature, with drug concentrations varying substantially 

over time and space, is unknown. Knowledge of possible paths of acquisition of 

quinolone resistance-conferring mutations conceivably can be used to detect and preempt 

the development and emergence of clinical resistance.  
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Genomes of clinical isolates contain a wealth of sequence information that can be used to 

identify mutational patterns and to develop probabilistic insights into the possible 

temporal order of antibiotic resistance-conferring mutations in target genes. Here we 

present the inferred likeliest mutational paths through the QRDRs of gyrase and topo-IV 

for 19 bacterial species from the PATRIC database, a computational resource and 

repository for genome sequences of clinical isolates of pathogenic bacteria (102). 

Furthermore, for 5 species – A. baumannii, E. coli, Klebsiella pneumoniae, Pseudomonas 

aeruginosa, and Staphylococcus aureus – we determined which mutations, or 

combinations thereof, are necessary and sufficient to predict clinical resistance. 

Materials and Methods  

Rationale 

The study focused on those substitutions in gyrase and topo-IV that have been established 

as genetic determinants of fluoroquinolone resistance. Large data sets allow the 

evaluation of different combinations of these substitutions, likely dependencies among 

them, and common recurring patterns. This requires no prior knowledge of the source 

isolates' fluoroquinolone phenotype, thereby leveraging vast quantities of data from 

isolates that were collected without a specific focus on quinolone resistance [91.2% of 

isolates in PATRIC “Bacteria” (103)]. By contrast, the 8.8% of PATRIC "Bacteria" that 

carry resistant/susceptible labels can be used to determine whether and which 

topoisomerase substitutions are necessary and sufficient to predict quinolone resistance. 

Whereas the presence of topoisomerase substitutions implies that bacteria have 

experienced quinolone selection, their absence in resistant isolates implies the existence 

of topoisomerase-independent resistance mechanisms. 
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Species and genome selection 

We initially selected all 28 bacterial species with at least 100 PATRIC database isolates 

(102, 103). The 100-isolate cutoff was chosen arbitrarily to ensure sufficient power for 

downstream analyses. From this initial set we retained only species with genomes that 

included both full-length gyrase and topo-IV-encoding genes, and multiple (>1) available 

mutant variants of either topoisomerase. This yielded 20 species, represented by from 101 

(Streptococcus mutans) to 10,099 (Escherichia coli) genomes each (Table 2-1). 

Table 2-1: conditional probabilities. 

Bacteria Numbe
r of 

genom

es 

Numbe
r 1 

of 

mutant 
genom

es 

Gyr
AR 

QR

DR, 
% 

ParCR 
QRD

R, 

% 

p(Gyr
AR) 

given 

ParCR 

p(Par
CR) 

given 

GyrAR 

p(Par
CR) 

given 

GyrA
wt 

p(Gyr
AR) 

given 

ParCwt 

Inferred 

primary 

target 

Acinetobacter 

baumannii 
2456 2147 87.

4 

82.

4 

1 0.97 0 0.17 gyrase 

Enterobacter 

cloacae 
786 430 54 26 1 0.50 0 0.38 gyrase 

Escherichia 

coli 
1098 2178 20.

9 

14.

3 

1 0.69 0 0.08 gyrase 

Klebsiella 

pneumoniae 
4619 3189 68.

3 

63.

3 

1 0.97 0 0.08 gyrase 

Neisseria 

gonorrhoeae 
733 408 55.

7 

49.

8 

1 0.93 0 0.08 gyrase 

Pasteurella 

multocida 
119 54 14.

3 

6.7 1 0.53 0 0.25 gyrase 

Pseudomonas 

aeruginosa 
1684 500 26.

4 

16.

2 

1 0.62 0 0.16 gyrase 

Salmonella 

enterica 
5763 894 12 1.0 1 0.08 0 0.15 gyrase 

Shigella 

sonnei 
971 98 9.1 4.5 1 0.50 0 0.06 gyrase 

Vibrio 

cholerae 
638 368 57.

7 

51.

3 

1 0.89 0 0.13 gyrase 

Enterococcus 

faecalis 
520 80 14.

4 

15 0.98 1 0.00

5 

0 topo IV 

Enterococcus 

faecium 
927 611 64.

0 

66.

0 

0.99 1 0.00

3 

0 topo IV 



35 
 

Staphylococcu

s aureus 
5444 4136 73.

6 

75.

6 

0.97 1 0.08 0 topo IV 

Staphylococcu

s 

epidermidis 

393 185 45.

6 

46.

8 

0.99 1 0.01 0 topo IV 

Staphylococcu

s  

Haemolyticus 
a 

520 168 56.

5 

59.

0 

0.99 0.99 0.02 0.00

9 

preferred 

topo IV 2   

Streptococcus 

agalactiae 
931 20 0.9

7 

1.5 0.57 1 0.01 0 topo IV 

Streptococcus 

mutans b 
101 2  2 0 NA 0 0 0.02 gyrase 

Streptococcus 

Pneumoniae c 
7663 74 0.2 0.7 0.2 0.85 0.00

8 

0.00

03 

preferred 

topo IV 2   
Streptococcus 

pyogenes 
343 22 1.5 6.4 0.23 1 0.05 0 topo IV 

Streptococcus 

suis d 
693 40 4.2 4.5 0.71 0.76 0.02 0.01 preferred 

topo IV 2 
 

 

Data processing and analysis 

QRDR, quinolone resistance-determining region; R , resistant; wt , wild-type; topo-IV, 

topoisomerase IV. 

1 – Non-redundant count of genomes containing mutations in at least 1 out of 4 

QRDR loci 

2 – rules 1 and 3 are not met; only a mutational preference can be inferred. The 

relative preference can be estimated by the ratio p(ParCR|GyrAwt) ÷ p(GyrAR|ParCwt): 

0.008 ÷ 0.0003=2.2 for S. haemolyticus, 27 for S. pneumoniae, and 2-fold for S. suis. 

a – 2 genomes (1% of all genomes with mutant QRDR) had resistant GyrA with wt 

ParC QRDR, carrying the same substitution GyrA S84L 

b – GyrA S81L was the only substitution type 

c – 2 genomes (13% of all genomes with mutant QRDR) had resistant GyrA with wt 

ParC QRDR: one carried S81Y substitution and another - S81F. 

d – 7 genomes (24% of all genomes with mutant QRDR) genomes had mutant GyrA 

with wt ParC QRDR: 5 contained ParC S81G and 2 - ParC S79R substitutions 
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Analysis was done in R (cran.r-project.org/). After removal of putatively duplicate 

genomes with the same identifier, other potentially duplicated entries were removed by 

consolidating sequences that had identical nucleotide variations in gyrA, gyrB, parC, and 

parE, and had the same sequencing center or completion time. The putatively unique 

nucleotide sequences of gyrA, gyrB, parC, and parE were translated, the resulting amino 

acid sequences were aligned in 2-dimensional arrays by species, and residues in each row 

and column were compared to the corresponding wild-type reference sequence. The 

resulting logical array was used in subsequent analysis. We evaluated the degree of 

(dis)similarity between the original and mutant amino acid in each position using 

BLOSUM100 (104), which is most suitable for comparing amino acid changes in 

identical proteins.  

Substitution frequency was calculated as the number of substitutions per position divided 

by the total number of substitutions in a protein alignment, including only substitutions 

that scored  2 per BLOSUM100, which identifies dissimilar amino acid substitutions 

between otherwise identical proteins. 

Observed amino acid variations could be described by type, i.e., how different was the 

substitute amino acid from the original, and variation frequency at a given position. To 

evaluate observed amino acid substitutions, we examined all previously described 

substitutions in GyrA and ParC that individually could confer quinolone resistance (see 

references in Supplemental File 1), and found that the highest BLOSUM100 score 

associated with such a substitution was 2, for Glu→Gln. Positions in which substitutions 

scored ≤ 2 could be coarsely divided into two categories: relatively infrequent (< 1% of 
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all observed substitutions in a protein alignment) and relatively frequent ( 1% of all 

observed substitutions).  

Estimating independence between QRDR substitutions in GyrA and ParC 

Independence was evaluated using a chi-squared statistic, in which 𝛸2 = 

(𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑−𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑)2

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑
. The number of expected co-occurrences between substitutions in 

gyrase and topo-IV QRDRs was determined as:  

𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝐺𝑦𝑟𝑎𝑠𝑒 ×  𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑇𝑜𝑝𝑜−𝐼𝑉 ×  𝑁, where frequencyGyrase and frequencyTopo-IV 

are frequencies of substitutions in the first or second QRDR positions of GyrA and ParC, 

respectively; and N is the total number of aligned sequences (Fig. 2-1). The number of 

observed co-occurrences included all instances in which ≥ 1 substitution in one QRDR 

co-occurred in the same genome with ≥ 1 substitution in the other QRDR. P-values were 

estimated from the 𝛸2 distribution, with 1 degree of freedom.  
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Figure 2-1: Visualization of statistical analysis used to determine the order of 

QRDR mutations: Using enumerated trees shown above, we were converted into Chi 

square tables. Form the four QRDR positions, we were able to generate 6 possible 

pairs (white fields in the table below). Using chi-square formula most significantly 

associated mutation pairs were determined based on the smallest P values.   
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Probabilistic approach to defining the sequence of mutations and gene targets 

Let event A correspond to mutating one topoisomerase, gyrase or topo-IV, and event B to 

mutating the other topoisomerase, to a resistant form, where the resistant form of an 

enzyme carries substitutions in either or both QRDR positions and the parental, 

susceptible form carries substitutions in neither.  

If event A necessarily precedes event B, then in a sample for which each member has 

undergone event B, each member must also have undergone event A. The reverse, 

however, does not hold: in a sample for which each member has undergone event A, only 

a fraction (or none) of the members may have undergone event B, which occurs at a 

frequency equal or greater than 0 but less than 1, depending on other conditions. 

Furthermore, any members that have not undergone A also should not have undergone B; 

whereas, any members that have not undergone B may have undergone A or not. In other 

words, observing event A is necessary but not sufficient to observe B, and observing B is 

sufficient but not necessary to observe A. Thus, the formal rules for A preceding B are:  

p(A|B) = 1   (1) 

p(B|A) < p(A|B) (2)  

p(B|A´) = 0  (3) 

p(A|B´) > p(B|A´) (4),  

where A´ and B´ are subsets of elements in which the event A, or B, has not been 

observed. The existence of just a single element for which event B can be observed 

without event A, i.e., not meeting rule (3), would disprove the above relationship. 

However, if all 4 rules are met, the relationship can provisionally be considered true 

(although a future disproving exception still could occur).  
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Results and Discussion 

1. The consensus landscape of QRDRs can be reduced to only two positions in both 

GyrA and ParC  

Substitutions conferring quinolone resistance are found frequently in the QRDRs of the 

GyrA and ParC subunits of gyrase and topo-IV (95-97). Since these regions are defined 

for only a handful of species, we examined all variants in the N-termini (1-200 aa) of 

GyrA and ParC in all bacterial species in the PATRIC database that are represented by > 

100 isolates/genomes and that have both gyrase and topo-IV. In most of these species, we 

observed amino acid variations in multiple positions along the N-terminus in both 

subunits. However, for all but four examined species, substitutions in only two positions, 

corresponding to the canonical E. coli GyrA Ser83 / GyrA Asp87 dyad, had a frequency 

 1% (Supplemental File 1).  

Moreover, recurring changes across all examined species occurred only in the positions 

corresponding to E. coli GyrA83 and 87; in no other position (adjusted for protein-

specific coordinates) did changes occur in the genomes of more than 2 species. Thus, we 

focused further comparative analysis on this canonical QRDR dyad. 

2. Delineating the targeting order from QRDR mutational patterns 

First, we assessed whether substitutions in the GyrA and ParC QRDRs co-occur more 

frequently than expected by chance. For this we calculated a Chi-squared statistic for the 

19 species-specific genome sets (of 20 total) that contained QRDR mutations in both 

gyrase and topo-IV, excluding only S. mutans because the available genomes contained 

no ParC QRDR mutations. For all 19 species, the null hypothesis of independence 
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between the substitutions in the two QRDRs could be rejected with very high confidence 

(all P values ≤ 3.6 x 10-26). This dependence provides a basis for examining conditional 

probabilities, which in turn can be used to infer the chronologic sequence of mutational 

events.  

If genomes with a resistance mutation in one topoisomerase also always have one in the 

other, and the converse is not true, then the mutation(s) in the latter presumably is (are) 

necessary for the mutation in the former to occur. To test for such a strict relationship 

between the resistance mutations in the two topoisomerases in the study population, we 

counted instances of co-occurrences of QRDR mutations in each of the 20 genome sets. 

With these counts we determined conditional probabilities of observing gyrA resistance 

mutations in genomes with resistant parC, i.e., p(GyrAR|ParCR), and of observing parC 

resistance mutations in genomes with resistant gyrA, i.e., p(ParCR|GyrAR) (Table 2-1).  

For 16 of 20 genome sets, the necessary condition was satisfied. Specifically, for all 10 

analyzed Gram-negative species, resistance mutations in gyrase were prerequisite for 

resistance mutations in topo-IV, as evidenced by p(GyrAR|ParCR) = 1 while 

p(ParCR|GyrAR) < 1. By contrast, for 6 of 10 analyzed Gram-positive species, resistance 

mutations in topo-IV were prerequisite for resistance mutations in gyrase, as evidenced 

by p(ParCR|GyrAR) = 1 while p(GyrAR|ParCR) < 1. For the remaining 4 Gram-positive 

species, including S. haemolyticus, S. mutans, S. pneumoniae, and S. suis, resistance 

mutations in topo-IV vs. gyrase had no prerequisite relationship in either direction.  

Next, we determined relative preference order for resistance mutations in each of the 

species. For this we calculated conditional probabilities of observing mutant gyrase in 

genomes with wild-type topoisomerase, p(GyrAR|ParCwt), and vice versa, 
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p(ParCR|GyrAwt) (Table 2-1, columns 8 and 9). The ratio of such probabilities, with the 

larger probability in the numerator, yields the estimate of relative preference in mutation 

order. For the above 16 genome sets, the ratio had 0 in the denominator, resulting in an 

infinity (Table 2-1). That means that the preference order in these species is absolute, i.e., 

in natural environments, quinolone resistance in the 16 species evolves through mutations 

in one topoisomerase, the primary target, at a time. In 3 of the 4 remaining species, which 

had genomes with a resistant gyrase but a wild-type topo-IV, the relative preference order 

was not absolute, but varied between 2-fold and 27-fold (Table 2-1 footnotes). Lastly, the 

S. mutans genome set, which contained only 2 mutant genomes, had resistance 

substitutions in GyrA but not in ParC, suggesting a preference for GyrA, unlike the other 

examined Gram-positive species.  

The observed relative preference in mutation order can be interpreted as reflecting 

species-specific targeting preferences for whichever fluoroquinolones the study isolates 

were exposed to that selected the observed mutations. As such, the above results support 

the following conclusions. First, for the 16 species with an absolute targeting preference, 

either the natural drug exposure conditions the isolates experienced did not vary enough 

to switch the targeting order, or the targeting order depends solely on intrinsic properties 

of the two topoisomerases (105. 106), not specific drug or context-related factors (107). 

Since in vitro the targeting preference for at least one of these 16 species (S. aureus) may 

differ by quinolone agent (108), the quinolones to which the bacteria were exposed likely 

did not include those chemical structures that could elicit a change in targeting order 

(109, 110); alternatively, fixation of mutations corresponding to an alternative targeting 

order occur less readily with naturally occurring than experimental drug exposure. 
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Second, since in streptococcal species different fluoroquinolones can preferentially target 

either topo-IV or gyrase (109), presumably S. pneumoniae, S. suis, S. haemolyticus, and 

(by extension) S. mutans were exposed to fluoroquinolones that can preferentially target 

Gram-positive gyrase.  

In principle, in bacteria that carry two paralogous, type II topoisomerases, quinolones 

should inhibit both enzymes. However, the two enzymes are too distinct for most 

fluoroquinolones to target them equivalently at a given drug concentration. This results in 

differential targeting, whereby one enzyme is targeted at lower drug concentrations, and 

the other enzyme only at higher concentrations. Such differential targeting is reflected in 

the sequential emergence of resistance mutations in QRDRs of the two enzymes during 

experimental evolution (45, 101, 111, 112). By contrast, in natural isolates such 

sequential emergence of resistance cannot be demonstrated readily. Indeed, the only way 

to demonstrate sequential or preferential order of antibiotic targeting in nature may be 

through analysis of hierarchical mutational patterns. Furthermore, even without 

experimental data, our counting approach can be used to predict primary and secondary 

fluoroquinolone targets, and their relative preference, in any sample with a sufficiently 

large number of mutations. Accordingly, we can uniquely postulate that gyrase is the 

primary target in P. multocida, V. cholerae, and S. sonnei, whereas topo-IV is the primary 

target in S. agalactiae, S. hemolyticus, and S. epidermidis. 

3. Delineating the order of individual QRDR substitutions  

The simplest order in which individual mutations may emerge en route to resistance may 

correspond to the relative frequencies of individual mutations in surveyed samples. 

However, if individual mutations are dependent on each other, then the likeliest path to a 
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multiple (e.g., double, triple, quadruple) mutant corresponds to a chain of conditional 

mutational events with the highest probability. Delineation of paths through individual 

mutations requires knowledge of the first mutation, because the direct path has the same 

likelihood as its inverse (113). Once the primary, or preferred, target enzyme is 

established, the identity of the first element in such a chain is narrowed to one of the two 

QRDR positions in the primary target. The 4 QRDR positions in each species yield 6 

possible pairs; we determined in which of the 6 possible pairs a mutation in one position 

was significantly associated with a mutation in the other position (at P < 0.001). 

Significant pairs (Supplemental File 1) were used to calculate conditional probabilities, 

which in turn were used to calculate the probabilities of corresponding multiple mutants. 

The likeliest mutational paths were the longest possible paths with the highest expected 

probability of occurrence (Table 2-2, last column).  

Table 2-2: Prevalence of individual substitutions and their combined paths. 

 
Bacteria  GyrA ParC Quadrupole-mutant Most probable mutation 

path(s)   Po

s1 

Pos

2 

Pos

1 

Pos

2 

Expect

ed 

Observ

ed 

O : E 1 

Acinetobacte

r baumannii 
a 

Pos 81 85 84 88    

C88A81→C84 Fr 0.8

7 

0.00

4 

0.8

2 

0.0

3 

8.9x10
-05 

0 0 

Enterobacter 

cloacae 

Pos 83 87 80 84    

A83→C80→A87→C84 Fr 0.5

4 

0.2 0.2

6 

0.0

06 

0.0001

8 

0.001 7 

Escherichia 

coli 

Pos 83 87 80 84    

A83→C80→A87→C84 Fr 0.2

1 

0.15 0.1

4 

0.0

6 

0.0002

6 

0.06 220 

Klebsiella 

pneumoniae 

Pos 83 87 80 84    

C84A83→C80→A87 Fr 0.6

8 

0.34 0.6

3 

0.0

3 

0.001 0.0004 0.09 

Neisseria 

gonorrhoeae 

Pos 91 95 87 91    

A91→C87→A95 Fr 0.5

6 

0.54 0.5

0 

0.0

2 

0.003 0.003 1 

Pasteurella 

multocida 

Pos 88 92 84 88    

A92→C88;   A88→C84 Fr 0.1

4 

0.31 0.0

7 

0.2 0.0006 0 0 
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Pseudomona

s aeruginosa 

Pos 83 87 87 91    

C91A83→C87→A87 Fr 0.2

6 

0.05 0.1

6 

0.0

05 

1.1x10
-05 

0 0 

Salmonella 

enterica 

Pos 83 87 80 84    

C84 A83→C80→A87 Fr 0.1

2 

0.04 0.0

09 

0.0

01 

5.5x10
-08 

0 0 

Shigella  

sonnei 

Pos 83 87 80 84    

A83→C80→C84→A87 Fr 0.0

9 

0.06 0.0

5 

0.0

04 

9.4x10
-07 

0.004 4379 

Vibrio  

cholerae b 

Pos 83 87 85 89    

A83→C85 Fr 0.5

8 

0 0.5

1 

0 0.29  0.51  2 

Enterococcu

s faecalis 

Pos 84 88 82 86    

A88C82→A84→C86 Fr 0.1

4 

0.00

6 

015 0.0

2 

2.2x10
-06 

0 0 

Enterococcu

s faecium c 

Pos 84 88 82 86    

C82→A84→A88→C86 Fr 0.6

4 

0.02 0.6

6 

0.0

02 

2.0x10
-05 

0 0 

Staphylococ

cus  

aureus c 

Pos 84 88 80 84    

C80→A88→C84→A84 Fr 0.7

4 

 

0.08 

0.7

6 

0.3

6 

0.017 0.081 5 

Staphylococ

cus 

epidermidis 

Pos 84 88 80 84    

C80→A84→A88→C84 Fr 0.4

7 

0.12 0.4

7 

0.2

6 

0.007 0.078 12 

Staphylococ

cus 

haemolyticus 

Pos 84 88 80 84    

C80→A84→C84 Fr 0.5

7 

0.02 0.5

9 

0.1 0.0007 0 0 

Streptococcu

s  

Agalactiae d 

Pos 81 85 79 83    

A85C79→A81→C83 
Fr 0.0

09

6 

0.00

1 

0.0

15 

0.0

06 

1.0x10
-09 

0 0 

Streptococcu

s  

Pneumoniae 
d 

Pos 81 85 67 71    

A85C67→ A81→C71 Fr 0.0

02 

0.00

03 

0.0

07 

0.0

02 

6.4x10
-12 

0 0 

Streptococcu

s  

pyogenes b 

Pos 81 85 79 83    

C79→A81 Fr 0.0

1 

0 0.0

6 

0 0.0009  0.015  16 

Streptococcu

s suis 

Pos 81 85 79 83    

C79→A85→A81 Fr 0.0

4 

0.01 0.0

4 

0.0

03 

6.2x10
-08 

0 0 
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We found that every path involves a switch from the primary to secondary target after the 

first mutation, i.e., two consecutive initial mutations within one QRDR are unlikely, in 

agreement with in vitro data (114). We identified two main types of paths toward a multi-

mutational quinolone-resistance genotype. The first type of path, which gives the longest 

possible path, is linear. These mutations occur in a fixed hierarchical sequence; mutation 

in an invariant primary target positions is followed by a mutation in an invariant 

secondary target position, which in turn is followed by either another switch, e.g., in E. 

coli, GyrA83→ParC80→GyrA87→ParC84 (where → indicates direction of the path) or 

a repeat mutation in the secondary target, e.g., in S. epidermidis, 

ParC80→GyrA84→GyrA88→ParC84.  The second type of path is branched: the 

primary mutation is followed by either of two mutations in the alternate target (possibly 

followed by an invariant subsequent mutation in the primary target), e.g., in A. 

baumannii, ParC88GyrA81→ParC84, or in E. faecalis, 

GyrA88ParC82→GyrA84→ParC86. By contrast, in three samples, P. multocida, V. 

cholera, S. pyogenes, the mutational path was limited to only two sequential mutations.  

1 - rounded to the nearest integer 

a – Substitutions in GyrA85 were not significantly associated with substitutions in any 

other position. Hence the path goes through only three positions: GyrA81, ParC84 

and ParC88. 

b - Only the frequencies related to a double mutant could be ascertained.  

c - Although a quadruple mutant has not been observed, each pairwise transition was 

highly significant. 

d - Although a triple mutant has not been observed, each pairwise transition was 

highly significant. 
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We also examined the occurrence of mutants carrying mutations in all 4 QRDR positions, 

which likely result from the highest selective pressure on the topoisomerase targets. Only 

6 (32%) of 19 species-specific datasets, for 5 Gram-negative and 1 Gram-positive 

organisms, contained such quadruple mutants (Table 2-2). Such mutants were strikingly 

over-represented in E. coli and S. sonnei (Supplemental File 1).  

Each of the characteristic QRDR mutations is likely selected for at a different range of 

antibiotic concentrations and becomes fixed in a population due to largely unknown 

interactions between genetic and environmental factors. Unlike the gene target order, the 

order of individual mutations may not be strictly, mechanistically prescribed. For 

example, in GyrA the Asp87 → Asn substitution increases the MIC for multiple 

quinolones almost as much as the Ser80 → Leu substitution (96). Thus, whether 

individual QRDR mutations follow any particular order was of significant interest. We 

searched for the likeliest sequence of individual QRDR mutations in 19 species and 

found that mutational paths, although conserved within a given species, were not 

characteristic of large groups of bacteria; even some closely related species, e.g., E. 

faecium and E. faecalis, had different paths through the QRDRs of the two targets. If on 

average all pathogenic bacteria are under comparable selective pressure in nature, then 

the observed between-species variability in mutational paths and the abundance of 

quadruple mutants can be attributed to species-specific intrinsic and environmental 

differences in how the bacteria adapt to antibiotic challenges and the physiological effects 

of accumulating mutations. 

4. Necessary and sufficient mutational predictors of resistance in clinical isolates 
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In the genome sets for Acinetobacter, Escherichia, Klebsiella, Pseudomonas, and 

Staphylococcus ≥ 5% of genomes per set were labeled as resistant or susceptible, i.e., 

associated with MICs above or below current clinical resistance breakpoints for a given 

fluoroquinolone agent (Table S2-1).  

Having delineated the primary targets and the most probable mutational paths, we 

assessed which mutations are necessary, and which mutations and their combinations are 

sufficient, to predict reliably fluoroquinolone resistance (See Supplemental File 1 for 

details).  

We found that the primary target mutations are necessary for predicting fluoroquinolone 

resistance in A. baumanii, E. coli, and S. aureus (Table 2-3). By contrast, for K. 

pneumoniae and P. aeruginosa, the absence of a primary QRDR mutation does not 

signify drug susceptibility. Specifically, despite lacking the expected QRDR mutations, 

more than 27% and 14% of K. pneumoniae isolates were resistant to ciprofloxacin and 

levofloxacin, respectively, and more than 14% of P. aeruginosa isolates were resistant to 

levofloxacin (Table 2-3), implying the existence of one or more QRDR-independent 

quinolone resistance mechanisms. The mechanism(s) is(are) also likely to be 

topoisomerase-independent, because the genomes of resistant isolates lacked other gyrase 

or topo-IV mutations. 

We found that, in considering only the four canonical QRDR mutations, a single primary 

mutation suffices to predict ciprofloxacin resistance in A. baumanii, K. pneumoniae, P. 

aeruginosa, and S. aureus (Table 2-4). By contrast, two mutations, one each in the 

primary and secondary target are needed to predict levofloxacin resistance in A. 

baumanii, K. pneumoniae, and P. aeruginosa. Finally, at least three mutations are needed 
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to predict ciprofloxacin resistance in E. coli, which agrees with experimental evidence 

that such a combination is required to surpass the CLSI MIC breakpoint for 

fluoroquinolone resistance (115). 

The fact that bacteria adapt along multi-mutation paths even when categorical resistance 

can be fully predicted by mutations at a single position, e.g., for A. baumannii and S. 

aureus with ciprofloxacin, implies that the drug concentrations to which organisms are 

exposed in the relevant natural selection environment may significantly exceed the 

established clinical breakpoint concentration. Multiple, including as-yet-unknown, 

mechanisms other than the canonical QRDR mutations (e.g., surveillance and 

maintenance of DNA integrity) can contribute to high fluoroquinolone MICs (116, 117). 

However, at least in A. baumanii, E. coli, and S. aureus, such mechanisms are acquired 

and disseminated by strains that already have relevant underlying QRDR mutations.  

Thus, our analysis showed that genomic data can be mined for biologically meaningful 

genetic patterns (e.g., quinolone-resistance-conferring mutations in gyrase and topo-IV) 

even in the absence of relevant metadata (e.g., fluoroquinolone MICs or resistance 

status). Furthermore, some binary phenotypes of clinical bacterial isolates, here 

fluoroquinolone resistance, can be predicted by one, two, or three point mutations, which 

could dramatically simplify the development of reliable diagnostic tools.  
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Table 2-3: Is a primary QRDR mutation necessary for quinolone resistance? 

Bacteria Antibiotic Mutatio

n a 

NPV 
b, % 

False 

negative rate 
c, % 

Necessary

, 

Yes or No 

Acinetobacter 

baumannii 

Ciprofloxaci

n 

GyrA81 99.7 0.3 Y 

Acinetobacter 

baumannii 

Levofloxaci

n 

GyrA81 100 0 Y 

Escherichia coli Ciprofloxaci

n 

GyrA83 97.6 2.2 Y 

Klebsiella pneumoniae Ciprofloxaci

n 

GyrA83 78.6 27.3 N 

Klebsiella pneumoniae Levofloxaci

n 

GyrA83 87.4 14.1 N 

Pseudomonas 

aeruginosa 

Ciprofloxaci

n 

GyrA83 95.7 4.5 Y 

Pseudomonas 

aeruginosa 

Levofloxaci

n 

GyrA83 87.2 14.4 N 

Staphylococcus aureus Ciprofloxaci

n 

ParC80 98.8 1.2 Y 

 

 

 

 

 

a – including all possible combinations of the indicated primary mutation with three 

other QRDR mutations with. 

b – negative predictive value: a fraction of sensitive isolates that do not carry the 

corresponding mutation. For example, 97.6% of E. coli isolates that were sensitive to 

ciprofloxacin did not carry mutations in the GyrA83 position. 

c – a fraction of false negatives among resistant isolates, 
𝐹𝑁

𝑇𝑃+𝐹𝑁
. For example, 2.2% of 

E. coli resistant isolates did not carry mutations in the GyrA83 position.  
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Table 2-4: Sufficiency of the primary mutations and their combinations. 

Bacteria Antibiotic Mutations 

and 

combination

s 

PPV 
a,  

% 

FPR 
b,  

% 

Sufficient

: Yes or 

No 

Acinetobacter baumannii 

Ciprofloxacin 
A81 100 0 Y 

A81-C84 100 0 Y 

Levofloxacin 
A81 18.1 12.5 N 

A81-C84 100 0 Y 

Escherichia coli Ciprofloxacin 

A83 12.1 6.9 N 

A83-C80 49.4 0.3 N 

A83-C80-

A87 

99.8 0.08 Y 

Klebsiella pneumoniae 

Ciprofloxacin 
A83 100 0 Y 

A83-C80 100 0 Y 

Levofloxacin 
A83 41.6 2.0 N 

A83-C80 100 0 Y 

Pseudomonas aeruginosa 

Ciprofloxacin 
A83 100 0 Y 

A83-C87 100 0 Y 

Levofloxacin 
A83 88.1 2.1 N 

A83-C87 100 0 Y 

Staphylococcus aureus Ciprofloxacin 
C80 98.6 1.3 Y 

C80-A84 100 0 Y 

 

 

 

 

 

 

a – positive predictive value, calculated for the exclusive sets containing indicated 

mutations and combinations: a fraction of resistant isolates that carry the corresponding 

mutation(s). 

b – a fraction of false negatives among resistant isolates, 
𝐹𝑃

𝐹𝑃+𝑇𝑁
. 
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Supplemental: 

Recurring positions found outside of the canonical QRDR dyad 

In E. coli and S. enterica an additional substitution occurred at ParC Ser57 (Thr57 in 

Salmonella). However, previous work found that this substitution alone does not 

contribute to quinolone resistance (118). Likewise, in S. aureus, although a substitution at 

GyrA Ser85 increases quinolone MICs (119), here in 100% of instances this substitution 

co-occurred with substitutions at GyrA Ser84. Finally, in E. cloacae, substitutions at 

GyrA Leu128, which have not been described previously, always co-occurred with 

substitutions in GyrA Ser83. 

Cataloging QRDR substitutions 

All previously described substitutions in GyrA and ParC that individually could confer 

quinolone resistance could be found in the following references, (101, 111, 120-124,125-

136).  

Assessing necessary and sufficient predictor mutations 

Assuming that ≥ 95% of the resistant and susceptible designations for individual isolates 

in the PATRIC database are accurate, the mechanism of resistance mediated by a target 

mutation can be deemed necessary if that mutation is absent in ≥ 95% of susceptible 

samples, whereas a mutation, or combination of mutations, can be deemed sufficient to 

cause resistance if the mutation(s) is present in ≥ 95% of resistant samples. The former 

can be determined as a fraction of true negatives, a ratio of the number of susceptible 

genomes that do not carry the mutation to the number of all genomes, susceptible and 

resistant, that do not carry the mutation. This ratio, 
𝑇𝑁

𝑇𝑁+𝐹𝑁
, is also known as the negative 
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predictive value, or NPV. The latter can be determined as a fraction of true positives 

among all the genomes that carry the mutation, independent of whether they belong to 

resistant or susceptible isolates. This fraction, 
𝑇𝑃

𝑇𝑃+𝐹𝑃
, is also known as the positive 

predictive value, or PPV. 

 

Test of independence of QRDR substitutions 

Acinetobacter baumannii: three pairs of substitutions were significantly dependent: 

GyrA81-ParC84 (p-value = 1.4 x 10-9), GyrA81-ParC88 (p-value = 2.3 x 10-5). and 

ParC84 and ParC88 substitutions were mutually exclusive (p-value = 8.1 x 10-8). 

Mutation in GyrA85 is not associated with any other mutations.  

Enterobacter cloacae: Substitutions in positions GyrA83, GyrA87 and ParC80 were 

highly significantly dependent (with the highest p-value for GyrA83-GyrA87 pair of 3.1 

x 10-13.) However, substitutions in ParC84 were not significantly associated with any 

other position.  

Escherichia coli: all six pairwise positions of amino acid were highly significantly 

associated (the highest p-value for the Chi-squared statistic is for the association between 

substitutions in GyrA83 and ParC84 is 7.7 x 10-378.) 

Klebsiella pneumoniae: All pairwise combinations of substitutions showed highly 

significant dependency, and ParC80 and ParC84 were mutually exclusive with a p-value 

for a corresponding Chi-squared statistic of 1.3 x 10-20. Thus, the likeliest mutational path 

was branched at GyrA83. 
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Neisseria gonorrhoeae: 3 pairs of substitutions showed highly significant dependence: 

GyrA91-GyrA95 (p-value = 2 x 10-32), GyrA95-ParC87 (p-value = 2.2 x 10-32), and 

GyrA91-ParC87 (p-value = 7 x 10-30.) The occurrence of ParC91 was not significantly 

dependent on any other QRDR substitutions.   

Pasteurella multocida: only two pairs of substitutions were highly significantly 

dependent, GyrA88-ParC84 (p-value = 4.2 x 10-8) and GyrA92-ParC88 (p-value = 1.0 x 

10-7.) However, there couldn’t be drawn a contiguous path through more than 2 

mutations.  

Pseudomonas aeruginosa: three pairs of substitutions were significantly dependent, 

GyrA83-ParC87 (p-value = 5.0 x 10-120), GyrA87-ParC87 (p-value = 4.9 x 10-7), 

GyrA83-ParC91 (p-value = 8.0 x 10-4.)  

Salmonella enterica: Substitutions in positions GyrA83, GyrA87, ParC80 were highly 

significantly pairwise dependent (with the highest p-value for GyrA83-GyrA87 pair of 

2.9 x 10-5.) 

Shigella sonnei: all possible pairwise combinations of amino acid substitutions were 

highly significant, with the highest p-value of 1.5 x 10-9 for a corresponding Chi-squared 

statistic for GyrA83-ParC84 pair.  

Vibrio cholerae: only one, highly associated pair of substitutions could be observed in the 

dataset: GyrA83-ParC85 (p-value = 7.0 x 10-24.) 

Enterococcus faecalis: 4 out of 6 pairs of substitutions showed highly significant 

associations: GyrA84-ParC82 (p = 4.2 x 10-78), GyrA84-ParC86 (p = 4 x 10-9), ParC82-

ParC86 (p = 1.2 x 10-6) and GyrA88-ParC82 (p = 0.0001).  
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Enterococcus faecium: 3 pairs of substitutions were highly dependent: GyrA84-ParC82 

(p-values = 1.1 x 10-24), GyrA88-ParC86 (p-value = 4.1 x 10-6), GyrA84-GyrA88 (p-

value = 0.006), resulting in C82→A84→A88→C86 as the most probable path to a 

possible quadrupole mutant. 

Staphylococcus aureus: Substitutions in all 6 possible pairwise combinations of 

mutations were highly dependent on each other, with the highest p-value of 1.5 x 10-9 for 

GyrA88-ParC80 pair. 

Staphylococcus epidermidis: amino acid substitutions in all six possible pairs were highly 

associated, with the highest p-value of 9.9 x 10-8 recorded for a corresponding Chi-

squared statistic of the GyrA88-ParC80 pair.  

Staphylococcus haemolyticus: substitutions at 3 positions were significantly associated: 

GyrA84-ParC80 (p = 3 x 10-11), GyrA84-ParC84 (p = 0.002), ParC80-ParC84 (p = 

0.005). 

Streptococcus agalactiae: 3 pairs of substitutions showed highly significant association: 

GyrA81-ParC79 (p-value = 1.0 x 10-77), GyrA81-ParC83 (p-value = 7.4 x 10-16), 

GyrA85-ParC79 (p-value = 9.6 x 10-16.) 

Streptococcus pneumoniae: Substitutions in GyrA81-ParC67, GyrA85-ParC67, and 

GyrA81-ParC71 were highly pairwise dependent (with the highest p-value for GyrA81-

ParC71 pair of 3.4 x 10-35.) 

Streptococcus pyogenes: Only one pair, GyrA81-ParC79, of substitutions was observed 

in the set of 343 genomes, and the co-occurrence of the two substitutions was not random 

(p-value = 0.0001.) 
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Streptococcus suis: Substitutions in 3 pairs, GyrA81-ParC79 (p-value = 7.9 x 10-74), 

GyrA81-GyrA85 (p-value = 4.6 x 10-40), GyrA85-ParC79 (p-value = 2.2 x 10-37), were 

highly dependent on each other. 

Table S2-1. Resistant and sensitive subsets. 

 

Bacteria1 

Total 

number 

genomes 

Ciprofloxacin Levofloxacin 

Sensitive Resistant Sensitive Resistant 

Acinetobacter 

baumannii 2456 52 400 21 199 

Escherichia coli 10099 1255 437 NA2 NA 

Klebsiella 

pneumoniae 4619 174 180 218 142 

Pseudomonas 

aeruginosa 1684 110 52 295 221 

Staphylococcus 

aureus 5444 746 243 NA NA 

 

 

 

 

 

 

 

 

 

 

1 – other 14 bacterial sets had fewer than 1% of quinolone-labeled genomes. 

2 - less than 5% of the total number of genomes are in the labeled subset (“sensitive” 

+ “resistant”) for this antibiotic. 
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Identification and characterization of pleiotropic high-

persistence mutations in the beta subunit of the 

bacterial RNA polymerase 
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This chapter is a manuscript that has been submitted to the journal “Molecular 

Microbiology” and is currently pending review. As the first author on this paper I was 

heavily involved in design of the study. I had performed all of the experiments described 

here with exception of principal component analysis (it that was used to identify the most 

upregulated gene/regulon across different high persistence mutants). I had written large 

sections of the article as well as contributed to edits and final approval of the manuscript. 

The second author, Dr. Y. Ji, was very helpful by offering his lab space and expertise in 

the experiments involving MRSA, as well as providing us with MRSA clinical isolate(s) 

used in this study. As a corresponding author, Dr. A. Khodursky supervised the entire 

project, contributing to every step along the way. As for the experiments Dr. Khodursky 

performed the principal component analysis and generated the figure 3-2A.       

Summary: 

Antibiotic persistence is a non-heritable trait exhibited by a small fraction of a bacterial 

population and independent of prior exposure of bacteria to antibiotics. High persistence 

(hip), however, is a genetic trait that can emerge as a result of antibiotic selection. Here 

we report the hip phenotype caused by commonly occurring antibiotic-resistance 

mutations in the rpoB gene, encoding the beta subunit of RNA polymerase. Analysis of 

the mutants revealed that: i) the persistent state depends on the (p)ppGpp transcriptional 

program and not on (p)ppGpp itself; ii) the hip is associated with increased populational 

heterogeneity in transcription; and iii) indole overproduction, caused by transcriptional 

changes in the hip mutants, explains 50-80% of the hip phenotype. We established that 

the analogous rpoB mutations occur frequently in clinical isolates of Acinetobacter 
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baumannii, Mycobacterium tuberculosis and Staphylococcus aureus, and we 

demonstrated that one of those rpoB mutations causes thigh persistence in MRSA. 

Introduction: 

Exponentially growing bacteria are rapidly killed by fluoroquinolones (63). Only few 

cells per 100 million can survive the hours-long treatment without acquiring any drug 

resistance mutations. Such accidental survivors, also known as persisters, serve as the 

source for bacterial re-population after the antibiotic is withdrawn. The number of 

survivors may affect the rate and robustness of re-population. Ensuring a sufficient 

number of survivors in the wake of a bactericidal condition may be viewed as an 

advantageous genetic trait. However, the survivors are likely to be dormant cells (60, 56, 

137), which don’t grow and divide in the presence of the antibiotic. Thus, if the improved 

survival trait cannot provide a growth advantage under the bactericidal condition itself, it 

was reasoned that the only way it could be selected for is by fluctuating selective pressure 

from drug to no drug (75). We hypothesized that an increase in the frequency of survivors 

can be a consequence of persistent selection, where mutations conferring fitness 

advantage at low antibiotic concentrations can also increase the probability of survival at 

much higher drug concentrations.   

The main tenant of the hypothesis is that a small, population-wide reduction in 

susceptibility may also lead to a higher persister frequency. That must occur in order for 

“high persistence” to be a naturally selectable trait in the presence of antibiotics. We 

chose ciprofloxacin to test this hypothesis because its adaptive landscape is complex, 

with many mutations reducing susceptibility to the drug by a relatively small margin 

(138-140). Such low-level resistance mutations provide necessary fitness advantage at 
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correspondingly low antibiotic concentrations and, if our model is correct, may result in 

an increased survival frequency at concentrations that are significantly higher than the 

antibiotic’s minimal inhibitory and bactericidal concentrations (MICs and MBCs) against 

the mutant. In agreement with our prediction, we were able to select mutations that 

boosted ciprofloxacin MIC only 1.5-3 times while increasing survival frequency at 

clinical concentrations of the drug by as much as 1,000 times.  Two independent 

selections resulted in two different mutations in the switch region (141,142) of the RpoB 

subunit. We corroborated the relevance of this observation by finding that similar rpoB 

mutations frequently co-occur with the determinants of quinolone resistance in clinical 

isolates.   

Analysis of transcriptional changes in a switch-region mutant prompted re-evaluation of 

the (p)ppGpp role in persister formation, which has been a subject of debate (70,143-145) 

and led to the discovery that at least in E. coli and S. aureus, resistance to one antibiotic 

(rifampicin) can cause persistence without cross-resistance. Furthermore, we found that 

the same mutations are frequent in clinical isolates of M. tuberculosis, A. baumanii and S. 

aureus.     

The dormant state, in which bacteria are recalcitrant to bactericidal antibiotics, can be 

achieved by a reversible growth inhibition (64,146). Such inhibition depends on growth-

affecting factors, positive or negative, crossing the activity threshold (147). We found 

that rpoB hip phenotype is at least in part caused by the activity of indole, which 

reversibly inhibits growth and cell division in a threshold-dependent manner (148). 

Results 
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High survival frequency is caused by rpoB mutations 

We selected mutants with improved survival frequency by incrementally increasing 

concentration of ciprofloxacin (“Materials and Methods”). Among mutants that were 

resistant to 250 ng/ml, but not 500 ng/ml, of ciprofloxacin we identified two independent 

clones with dramatically elevated survival at 4,000 ng/ml. Whole-genome sequencing 

revealed that each of the mutants contained only two mutations: a gyrB mutation (S464Y) 

and an rpoB mutation, one of the mutants carried a substitution in 1279 residue (E–>A) 

and another in 1304 (M–>R) of RpoB. By comparing with the parent strain, we 

determined that GyrB S464Y cause an increases in MIC but not in survival frequency 

(Table 3-1). The RpoB E1279A and RpoB M1304R substitutions increased MIC and 

MBC90 by additional 1.5-2-fold (Table 3-1) while increasing the survival frequency at 

high drug concentrations by more than 100 times (Fig. 3-1A).  
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Table 3-1: MIC/MBC. 
 

ng/mL ciprofloxacin  
MIC MBC90 

gyrB S464Y 156.6±12.5 186±17 

RpoB 1304 325±10 380±15 

RpoB 1279 350±14.3 410±15 

RpoB 1275 250±10 300±12 

MG1655 15±2 33±2 

MG1655 RpoB 1304 25±2 55±4 

MG1655 RpoB 533 8.5±1 33±3 

Mg1655 Δmdtk 15±2  

MG1655 RpoB 1304 Δmdtk 14±2  

 

 

We verified that the RpoB M1304R substitution was the cause of the high survival rate 

phenotype by complementation and transduction. The wild-type rpoB expressed from a 

plasmid fully reversed the phenotype (Fig. 3-1B). Transduction of the allele encoding 

RpoB M1304R into MG1655 wild-type background increased the survival frequency by 

a factor of 1,000 (Fig. 3-1C). The survival phenotype was not limited to ciprofloxacin. 

The strain carrying RpoB M1304R substitution yielded 20-25 times as many survivors as 

MIC and MBC values of strains with various RpoB substitutions: MIC and MBC 

were tested in two different backgrounds, the first four strains described are 

inMG1655 GyrB S464Y background, and the rest are in MG1655. MIC was 

determined using ~50-300 cell inoculum. MBC90 was determined with 5-8 million 

cell inoculum in 3ml of media. 

 

Figure 3-1: Ciprofloxacin-selected rpoB mutations confer high persistence 

phenotype: (A) Survival curves in presence of 4µg/mL ciprofloxacin of a parent 

strain carrying the GyrB S464Y substitution (●) and two RpoB mutants in the same 

genetic background: RpoB E1279A (●) and RpoB M1304R (●). (B) Genetic 

complementation: RpoB E1279A (●) and RpoB M1304R (●) and GyrB S464Y (●) 

with a pDJJ11-rpoB. (C) Comparison of persistence to ciprofloxacin (18h treatment at 

1µg/ml) between MG1655 (●) and MG1655 RpoB M1304R (●) along the growth 

curve. (D) Comparison of persistence to ampicillin (18h, 100 µg/ml) between 

MG1655 (●) and RpoB M1304R (●) along the growth curve.         
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its parent strain when treated with ampicillin at 100 µg/ml (Fig. 3-1D). The RpoB 

E1279A mutant had a pronounced growth defect and was excluded from a further 

analysis. 

RpoB M1304R substitution mimics the (p)ppGpp response 

Using RNA-seq we identified 379 genes that were differentially expressed (FDR < 0.01) 

between a strain carrying RpoB M1304R substitution and its parent (Sup. Files 1). These 

genes represented 116 regulons, which were compiled from RegulonDB and EcoCyc 

(149, 150). Of the 116, 12 regulons were represented by at least 10 differentially 

expressed genes and were significantly enriched (hypergeometric test, adjusted p-value < 

0.05) (Fig. 3-2 A). Two regulons stood out from the list of significantly enriched sets. 

First, the set least likely to be overrepresented by chance was the ppGpp regulon (96 

genes out of 167 genes in the regulon were differentially expressed between the two 

strains, FDR < 0.01). Second, the set with the largest per gene variation in transcript 

abundances was the DksA-ppGpp regulon. These findings raised the possibility that the 

effect of RpoB M1304R mimics the effect of (p)ppGpp on transcription, including a 

constitutive upregulation of amino acid biosynthetic genes, which we confirmed for 

isoleucine (Fig. S3-1).  
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One of the salient features of the ppGpp-controlled response is an adaptive lag during the 

amino acid downshift (151, 152). If the transcripts of amino acid biosynthetic genes are 

upregulated in an amino acid containing medium, then the lag upon the downshift may be 

shortened. We tested this possibility by comparing the lags of the RpoB M1304R strain 

and its parent. Upon the downshift, the parent strain exhibited a 20-min delay before 

resuming growth whereas the mutant started recovering in 5-10 minutes (Fig. 3-2B).  

The transcriptional state of the mutant and its accelerated adaptation to the amino acid 

downshift could result from a constitutive activation of the ppGpp response if the mutant 

has a higher basal level of ppGpp. We tested this possibility by measuring ppGpp levels. 

The alarmone abundance was indistinguishable between the parent and RpoB M1304R 

strains in presence of amino acids (Fig. 3-3A). After 1h amino acid downshift, (p)ppGpp 

levels increased 10 times over the basal level in both strains (Fig. 3-3B). Thus, the RpoB 

M1304R substitution either makes RNA polymerase more sensitive to ppGpp or mimics 

the response in a ppGpp-independent manner.  

 

 

 

Figure 3-2: The rpoB M1304R substitution mimics (p)ppGpp response: (A) 

Significantly enriched regulons in RpoB M1304R mutant characterized by the fold 

change and fraction of the regulon effected by the mutation. (B) An adaptation lag of 

Mg1655 parent (●) and MG1655 RpoB M1304R (●) measured in OD600 and CFU/ml. 

(C) Ciprofloxacin persistence of RpoBwt(●) and RpoB M1304R (●) in MG1655, 

ΔrelA and ΔrelA ΔspoT (ppGpp0) backgrounds.         
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Figure 3-3: ppGpp mimicry is not a result of ppGpp accumulation: (A) 

Radiolabeled 32P nucleotide TLC plate comparing MG1655 RpoB M1304R +/- 

amino acids, to MG1655 RpoB M1304R ppGpp0 + amino acids, to MG1655 +/- 

amino acids. (B) Fiji analyzed TLC plate and normalized to corresponding CFU/ml 

microbial counts: MG1655 RpoB M1304R (●) - AA, MG1655 RpoB M1304R (●) 

+AA, MG1655 RpoB M1304R ppGpp0 (●), MG1655 +AA (●), MG1655 –AA (●).   
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We tested the ppGpp dependence of RpoB M1304R by transducing the mutation into the 

relA- and relA-spoT- (ppGpp0) backgrounds. While the removal of relA alone slightly 

reduced the frequency of survivors compared to the RpoB M1304R relA+ parent, the 

RpoB M1304R persistence phenotype without ppGpp was similar to that of the wild type 

MG1655 (Fig. 3-2C). Thus, the rpoB persistence mutation, while being dependent on 

ppGpp for its full effect, makes the basal persistence independent of the alarmone. Such 

independence, or ppGpp mimicking, can be manifested by phenotypic rescuing of the 

amino acid auxotrophy of ppGpp0 mutants (153, 154). However, we found that the RpoB 

M1304R ppGpp0 mutant still required amino acids for growth (data not shown). 

RpoB stringent mutations cause high-persistence (hip) phenotype 

To determine if stringent rpoB mutations (153), which are known to rescue the ppGpp0 

auxotrophy, can also rescue the persistence phenotype, we selected rifampicin resistant, 

rpoB stringent mutants in a ppGpp0 strain (“Materials and Methods”) and characterized 

persistence of one of them, RpoB L533P. While ppGpp0 yielded no persisters between 

OD600 0.3 -1.6, RpoB L533P ppGpp0 had as many persisters throughout the growth curve 

as wild type MG1655 in the early stationary phase (Fig. 3-4A and B).  
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Figure 3-4: rpoB stringent mutations confer high persistence phenotype that 

can’t be explained by a slower growth: (A) Persister frequency comparison between 

the MG1655 RpoB L533P (●), MG1655 RpoB L533P ppGpp0 (●), MG1655 (●), 

MG1655 ppGpp0 (●) as well as MG1655 ppGpp0 (●) slowed with 0.63µg/mL 

chloramphenicol. The persistence phenotype of stringent mutant is consistently 

maintained at 1:10,000 -50,000 and is independent of ppGpp.(B) Comparison of 

persistence to ciprofloxacin (18h, 1µg/ml ) between MG1655 (●) and MG1655 RpoB 

L533P (●) along the growth curve. Persistence exhibited by stringent mutant is 

independent of the growth state. 
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Interpretation of the persistence data from strains carrying RpoB M1304R and RpoB 

L533P substitutions is confounded by a relatively slower growth of the two mutant 

strains (Table 3-2). To estimate the effect of growth rate on persistence, we measured the 

frequency of persisters in MG1655 at OD600 of 0.5 slowed by chloramphenicol to a 22, 

27, 30, 35- and 40-min doubling time. Predictably, there was an inverse relationship 

between growth rate and persister frequency. Yet, when MG1655 was slowed down to 

the RpoB L533P level, the stringent mutant still yielded over 600 times as many 

persisters (Fig. S3-2). Additionally, the higher persistence observed in slow-growing 

cultures could also be a consequence of the ppGpp effect, which controls the growth rate 

(155), and not of the slow growth itself. To test this, the growth of the ppGpp0 parent was 

halved by chloramphenicol (Fig. S3-3) and the survival frequency was measured at 

different points along the growth curve. Slowing down the ppGpp0 had no measurable 

effect on persistence (Fig. 3-4A), suggesting that ppGpp is required for the effect of 

growth rate on persistence. 

Table 3-2: doubling times 

 Doubling 

time 

Strains Minutes 

MG1655 20±1.2 

MG1655 RpoB L533P 27.2±2.3 

MG1655 RpoB 

M1304R 

25.2±1.4 

 

 

 

Growth rates of strains with RpoB substitutions in MG1655 background: Doubling time 

was determined by CFU/ml. 
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RpoB high-persistence mutations are found among clinical isolates 

We used PATRIC database (102) to determine if the rpoB high-persistence mutations 

occur in clinical isolates.  Since in our selection, mutations in rpoB followed a gyrB 

mutation, we first analyzed the co-occurrence of gyrB mutations known to contribute to 

quinolone resistance (156, 157) and rpoB mutations occurring at or in the vicinity of 

1279 and 1304 residues. Sequences were processed and the statistical significance of co-

occurrences was analyzed as described in (158).  Although we did not find E1279A and 

M1304R among RpoB sequences of E. coli clinical isolates, W1275G and T1286P 

substitutions did significantly co-occur with D426N and S464Y substitutions in GyrB 

(Chi-squared test, p-value = 0.002). We introduced the mutation resulting in W1275G 

substitution into the E. coli chromosome. An RpoB W1275G mutant yielded nearly as 

many persisters as the M1304R strains (Fig. S3-4). We were unable to construct an 

RpoB1286P strain. 

Although rifampicin is not normally used against E. coli infections, rpoB sequences from 

22 clinical isolates carried known RifR mutations (159). Three out of the 22 (13.6%) had 

substitutions in Ser531 residue, which is a known stringent mutation (153) and exhibited 

high persistence when transferred into MG1655 (data not shown). Coincidently, all three 

mutations were found in the isolates that also carried known gyrA and/or gyrB quinolone 

resistance mutations.  

Next, we investigated if stringent mutants can outcompete other RifR mutants in presence 

of bactericidal antibiotics. We selected 104 RifR mutants in MG1655 ppGpp0 background, 
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so that the stringency could be easily confirmed by plating on amino acid-less M9 plates. 

Out of 104 mutants, 3 were stringent. Following a treatment with ciprofloxacin at 1 

µg/ml (“Materials and Methods”), the fraction of stringent mutants increased to 23%, 

suggesting that stringent mutations can confer competitive survival advantage.        

Among the pathogens that are routinely treated by rifampicin, A. baumannii, M. 

tuberculosis, and S. aureus, the prevalence of the mutations that are homologous to E. 

coli RifR stringent was even higher, 96.2%, 23.3%, and 50.9%, respectively. To 

determine if such mutations can indeed cause high persistence, we investigated the effect 

of the RpoB S586L substitution in MRSA. Stringent mutants were selected as described 

in “Materials and Methods”. The persister frequency of the RpoB S586L mutant was 

more than 10,000 times higher than that of the parent in the early exponential phase, and 

even in the late stationary phase the mutant produced 8 times as many persisters (Fig. 3-

5A, B).  
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Figure 3-5: An rpoB stringent mutation confers high persistence in 

Staphylococcus aureus: (A) Comparison of ampicillin persistence (18h, 100µg/ml) 

between MRSA WCUH29 (●) and WCUH29 RpoB S586L (●). (B) Photographs of 

plates with survivors during exponential phase (left) and early stationary phase (right), 

the left side of each plate is the parent, and the right is the rpoB stringent mutant. 

Dilution ranges are shown above the horizontal bars on each plate. 
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Indole contributes to the RpoB-mediated persistence 

To determine if there are any commonalities between the molecular phenotypes of strains 

carrying RpoB L533P and RpoB M1304R mutations, we compared their transcriptional 

profiles in wild-type and ppGpp0 backgrounds. Among 697 significantly differentially 

expressed genes, one operon, tnaCBA, stood out as the most upregulated (Sup. File 2). 

We confirmed activation of the tnaC promoter in both rpoB mutants by flowcytometry 

(Fig. 3-6A). Of note, the distribution of the fluorescent signal in the mutants was 

quantitatively and qualitatively different from that in the parent: not only it was shifted to 

the up, but it also had two modes, with the second mode representing about 3-5% of all 

fluorescent counts with about 10-times higher fluorescence than the corresponding 

mutant average. A tnaA knockout in RpoB L533P and RpoB M1304R substitution 

carrying strains reduced the frequency of persisters by 50% and 80%, respectively (Fig. 

3-6B). Concentration of indole in the RpoB L533P and RpoB M1304R cultures was 15 

µM and 50 µM, respectively, compared to 0 µM in the parent. However, when we added 

up to 50 µM indole to a wild-type culture we did not observe any increase in persister 

formation. When we added indole to a final concentration of 500 µM (a stationary culture 

equivalent), persistence increased 7-10 times. Given the distribution of the activity of 

tnaC promoter in a population of the rpoB mutant cells, it is plausible that only 3-5% of 

the population produce indole in quantities sufficient to trigger the dormant state, which 

in turn will happen only in a fraction of that sub-population. 
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Materials and Methods 

Bacterial strains and culture conditions 

Antibiotics, strains and plasmids used in the study are listed below (supplementary tables 

S3-1, table S3-2 and table S3-3). Bacteria were grown in LB or MOPS-glucose (E. coli) 

(Kuroda, 1999), Tryptic Soy Broth / Agar (TSB/TSA) (160) (S. aureus) at 37°C with 

aeration at 250 rpm. Selection pressure, whenever necessary, was provided by antibiotics 

at concentrations listed in a table below.  

E. coli strains used in this study were all derived from K-12 MG1655 (161). A strain 

carrying substitution in GyrB S464Y and its derivatives carrying substitutions in RpoB 

M1304R and E1279A were obtained through stepwise ciprofloxacin selection in liquid 

medium. The V1275G strain was constructed by replacing the wild type 3’-end of rpoB 

with a fragment carrying the mutation. The mutant fragment was co-amplified with 

KANR gene and the rpoB-rpoC (4184008-4190789) intergenic fragment using rpoBF1, 

kanR1, rpoBR2, kanR2 primers (Table 3-4) and recombined into the chromosome using 

λ-Red recombinase (162, 163). Transfer of mutant rpoB alleles into the MG1655 wild-

type strain was done by P1 phage transductions. ppGpp null mutants were constructed in 

Figure 3-6: The effects of indole on persistence: (A) Activation of tnaC(p) in 

MG1655 RpoB M1304R (●) and MG1655 RpoB L533P (●) compared to 

MG1655(●). The bottom left panel compares the activity of the tnaC promoter 

between exponential and overnight MG1655 cells (●). (B) Effect of tnaA knockout on 

ciprofloxacin persistence in MG1655 RpoB M1304R (●) and MG1655 RpoB L533P 

(●) was measured by averaging percent survival of tnaA across 7 time point. (C) 

Ciprofloxacin persistence of MG1655 RpoB M1304R (●), MG1655 RpoB L533P (●), 

MG1655 (●) and MG1655 + 500µM (●).   
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two steps: first, a ∆relA mutant was constructed by transducing a ∆relA::KanR allele from 

a Keio JW2755 strain (163) into a parent and then a ∆spoT::CatR insertion cassette was 

used to knock out the spoT gene in the ∆relA strain. The insertion cassette was 

constructed by amplifying chloramphenicol resistance gene using spoT-F and spoT-R 

primers (Table 3-4) with overhangs homologous to flanking regions of the spoT gene.  

“Stringent” rpoB mutants were obtained in ppGpp0 cells, which had been cured of 

antibiotic resistance cassettes using FLP recombinase, as follows. The culture of a ΔrelA, 

ΔspoT, aceB::KanR strain was grown from single colonies to OD600 of 0.3-0.4; 5 ml of 

the culture were spun down, resuspended in 1 ml of LB and plated on LB plates with 

rifampicin at 100 µg/ml. Plates were incubated overnight at 37°C. The following day, 

colonies were patched onto M9 plates lacking amino acids. Colonies that grew were 

confirmed to carry rpoB “stringent” mutations (164) by sequencing and the “stringent” 

alleles were transduced into a desired strain using aceB::KanR as a marker. 

Spontaneous RifR mutants were selected by plating 5 x 108 cells of a culture grown to 

OD600 of 0.4 on LB plates containing rifampicin at 100 µg/ml. Mutations in rpoB gene 

were confirmed by sequencing. Mutant alleles were back-transduced into a desired strain 

by P1 using aceB::KanR as a rpoB-linked, kanamycin-resistant marker. Among RifR 

isolates, “stringent” mutants could be identified as smaller colonies. 3 out of 3 “smaller” 

colonies from each examined plate contained characteristic “stringent” mutations.  

A hospital acquired MRSA (WCUH29) was used for this study.  S. aureus rpoB RifR 

mutants were selected by plating a stationary culture of WCUH29 on TSA plates 

containing 100 µg/ml rifampicin. The following day smaller colonies were patched onto a 
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fresh TSA plates containing 100 µg/ml rifampicin. The presence of desired “stringent” 

mutations was confirmed by sequencing the colony PCR products.  

Selection 

One selection stage consisted of plating a parent strain on LB supplemented with 

ciprofloxacin at 5x MIC. About 100 colonies were transferred into 3ml LB tubes with the 

same concentration of the drug and grown overnight. The equivalent of about 10,000 

cells were transferred from the O/N cultures into 3 ml LB with ciprofloxacin at 25x MIC 

for another 16-18 h at 37°C with aeration. 100 µl from tubes without visible growth were 

transferred into 3ml LB tubes with ciprofloxacin at 5x MIC. The cultures that grew must 

have resulted from the cells that survived the 25x MIC treatment without being resistant 

to the 25x MIC concentration of ciprofloxacin. First stage MIC, 5x and 25x MIC were 

10, 50 and 250 ng/ml, respectively. Second stage MIC, 5x and 25x MIC were 50, 250 and 

1,250 ng/ml of ciprofloxacin, respectively. 

Stringent mutant persistence competition assay  

Naturally occurring RifR mutants were selected for by plating a total of 1X109 MG1655 

ppGpp0 cells from a culture grown to OD600 of 0.4 in LB onto an LB plate containing 

100µg/ml of rifampicin. The following day all of the rifampicin resistant colonies were 

patched onto fresh LB rif100 plate and M9 plates lacking amino acids (AA-). Frequency 

of stringent mutations was determined by a ratio of colonies on M9 (AA-) plates over the 

total rifampicin resistant colonies. All of the rifampicin resistant colonies were then 

combined into 800 µl of LB and thoroughly mixed. The proportion of stringent mutants 

in the mixture was determined by a serial ten-fold dilution, plated on both LB and M9 (-
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AA). Ten microliters of 800 µl mixture was then inoculated into 30 ml of fresh LB and 

grown for 8 generations, without ever going above OD600 of 0.3. Upon reaching OD600 of 

0.3 ± 03, culture was treated with 1 µg/ml of ciprofloxacin followed by 18-hour 

incubation. Prior to plating, treated cells were washed twice with saline. Total persistence 

was determined as a ratio of CFU/ml of survivors over the CFU/ml count just prior to 

treatment. Stringent mutant persistence was determined in the same way as total 

persistence, with an exception of cultures being plated on M9 (AA-) plates. The 

enrichment ratio was determined as the stringent persister ratio over total persister ratio.         

Determining MIC and MBC 

MIC and MBC values were determined according to standard protocols (165). Briefly, 

overnight cultures were diluted 1:1,000 and grown to mid-exponent, OD600 of 0.3 ± 0.05. 

To determine MIC, 500 - 1,000 cells of the mid-exponential culture were inoculated into 

2 ml of media with antibiotics at different concentrations. After 18 h incubation at 37°C 

with aeration, culture ODs were determined and compared to the control culture without 

antibiotic. Concentrations of antibiotics that inhibited growth by 50%, 90% and 99% or 

greater were determined. The lowest antibiotic concentration that inhibited growth by at 

least 99% was chosen as the characteristic MIC of an antibiotic. Coarse ciprofloxacin 

MICs for different strains were initially tested in the following range of concentrations: 0, 

4, 8, 16, 32, 64, 120, 250, 500, 1,000, 2,000 and 4,000. Ampicillin MIC was determined 

by using the range: 0, 1, 4, 8, 16, 32, 64 and 100 µg/ml.  More precise MIC values were 

obtained by using a finer array of concentrations within a narrower range, which was 

determined in the coarse MIC assay.   
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To measure MBC, 5x106 (± 2 106) cells were inoculated into 3 ml of fresh media 

containing different concentrations of antibiotics. After 18 h incubation at 37°C with 

aeration, bacteria were serially diluted and plated on LB (TSA for S. aureus) plates. The 

numbers of surviving CFU/ml were normalized to the number of CFU/ml in the samples 

immediately prior to the addition of antibiotics. The ranges of concentrations were the 

same as in MIC assays. The values of MBC90, the concentration at which CFU decreases 

by 90%, were obtained by interpolation after fitting kill curve data into a polynomial 

function.  

The reported estimates of MIC and MBC, along with corresponding errors, for each 

strain were obtained from testing at least 3 independent biological samples. 

Amino acid downshift assay  

Three colonies were picked from LB plate and inoculated into MOPS 0.2% glucose 

supplemented with 20 L-amino acids, with each amino acid present at a final 

concentration of 40 ng/ml. Bacteria were grown overnight and sub-cultured into the same 

medium to OD600 of 0.05 and grown until OD600 of 0.35 ± 0.05. Cells were washed three 

times in MOPS salts buffer and then re-suspended in 20 ml of the nutrient downshift 

medium (MOPS lacking histidine, leucine, isoleucine, valine, aspartate, and threonine) 

(151) and grown at 37°C, aerated at 250 rpm. OD600 measurements were taken every 5 

minutes and serial dilutions were performed every 10 min for one hour. Colonies were 

counted after 24 h at 37°C on LB plates. 

Persistence measurement 
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Cultures were grown overnight at 37°C in LB to OD600 of 2.5-3.5. The following day the 

O/N cultures were diluted 1:1,000 in fresh media and maintained in early exponential 

phase by repeated dilution and kept below OD600 of 0.3 for at least 10 generation at 37°C 

with aeration at 250 rpm in the total volume of 30 ml in 150-ml Erlenmeyer flask. For 

experiments that included the use of indole, freshly prepared indole was added to the 

cultures for 3-4 generations prior to reaching OD600 of 0.3 .Upon reaching an OD600 of 

0.3 ± 0.03 an aliquot of 3 ml was taken out every 30 min for the next 3 h and inoculated 

with 1 or 4 µg/ml ciprofloxacin or 100 µg/ml ampicillin, always above 10x MIC for any 

given strain. Inoculated sample were incubated for 17 h at 37°C aerated at 250 rpm and 

plated for CFU counts. Persistence was determined as a number of surviving CFU/ml 

normalized to the CFU/ml counts of untreated samples at the corresponding time points. 

The same procedure was followed when persistence was measure in bacteria slowed by 

chloramphenicol or temperature.  

(p)ppGpp quantification using TLC 

Bacterial strains were streaked out and individual colonies were then inoculated and 

grown overnight in a complete MOPS medium, supplemented with 0.2% glucose and 20 

L-amino acids, with each amino acid present at a final concentration of 40 ng/ml, in a 

shaker at 250 rpm and 37°C. Overnight cultures were diluted 1:1,000 in 3.8 ml of MOPS 

and grown to OD600 of 0.3. Cultures were then split into two 1.5 ml tubes and spun 

down. Half of the samples was resuspended into fresh 3 ml of MOPS supplemented with 

amino acids, and another half was used to inoculate amino-acid-free MOPS to a starting 

OD600 of 0.15 for all samples. From each sample a 100 µl aliquot was taken to determine 

CFU/ml by serial dilution. All samples were then supplemented with 20 μCi of P32 
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orthophosphate. Following 1 h incubation, 200 µl of cell culture was taken and lysed 

using 40 µl of 10% phosphoric acid. Samples were spun down in the table top centrifuge 

to remove cell debris and 20 µl of lysate was then spotted on a nitrocellulose TLC plate. 

Prior to sample application, TLC plate was washed with deionized water and methanol. 

To mobilize samples, we used a pH 3.5 water-based phosphate buffer (166). 

Visualization of samples was done using Amersham Typhoon Gel and Blot Imaging 

system (GE Healthcare Biosciences, Chicago, IL) and the image was analyzed using 

ImageQuant TL 8.1 and FiJi (64-bit version software) (167).       

Single gene expression assay and flow cytometry  

Strains were transformed with a pUA66 plasmid carrying a ilvl-p:gfp, hisL-p:gfp, tnaC-

p:gfp and mdtK-p:gfp promoter fusion (168). Fresh colonies of confirmed transformants 

were inoculated into MOPS medium supplemented with 0.2% glucose and 20 L-amino 

acids, with each amino acid present at a final concentration of 40 ng/ml, and grown 

overnight at 250 rpm and 37°C. The following day, cultures were diluted 1: 1000 into the 

fresh, pre-warmed complete glucose-MOPS and incubated for 9-10 generations, without 

ever going above an OD600 of 0.3. A 100 µl aliquots were then taken and diluted 10-100 

times in fresh complete glucose-MOPS, immediately prior to flow cytometry. A BD 

Accuri C6 Flow Cytometer (BD Biosciences, Franklin Lakes, NJ) was used with a FITC 

optical filter (488 nm excitation 530/533 nm emission) at 14-66 µl/min flow rate. Data 

was analyzed using FlowJo (BD Biosciences, Franklin Lakes, NJ). The same cultures 

were also used to measure levels of fluorescence in bulk, using SpectraMax plus-384 

plate reader (Molecular Devices, Sunnyvale, CA) and the same excitation and emission 

parameters as in the flow cytometry experiment. Fluorescence was then normalized to 
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both OD600 and CFU/ml. The same experiment was carried out using glucose-MOPS 

without amino acids. In the case of tnaC-p:gfp, experiment was carried out in LB/saline. 

Reducing growth rate with chloramphenicol 

An overnight culture of MG1655 or MG1655 ppGpp0 was diluted 1:1000 and grown to 

OD600 of 0.3 ± 0.05 in 30 ml of LB at 37°C and 250 rpm. The culture was then split 

between four flasks at 1 : 20 dilution. Each flask contained a different concentration of 

chloramphenicol: 0, 0.5, 0.75 and 1 µg/ml in 30 ml LB. Cultures were then adapted to the 

drug for approximately four generations. Growth rates were measured after cell density 

reached an OD600 of 0.1. Growth curves were reconstructed by measuring a number of 

CFU/ml every 30 minutes for 3.5 h until the stationary plateau was reached. Exponential 

growth rates for different concentrations of chloramphenicol were plotted as a function of 

the drug concentration. The resulting trend line was used to estimate drug concentrations 

needed to slow down cell growth by a desired amount. 

Overnight culture of MG1655 was diluted 1:1,000 fold into flasks containing 0, 0.4, 0.8 

and 1.0 µg/ml of chloramphenicol, and grown for 10+ generations until OD600 0.5 was 

reached. Upon reaching desired concentration, 100µl aliquot was taken to determine the 

CFU/ml count. The remaining culture was then treated with 1µg/ml ciprofloxacin or 

100µg/ml ampicillin for 18 hours. Persistence was determined in the same way as 

described in “persistence measurement” section of materials and methods. To prevent 

spontaneously generated stringent mutants due to starvation experienced in the overnight 

culture of MG1655 ppGpp0 strain, when working with MG1655 ppGpp0, culture was 

inoculated directly from a freshly streaked out colony.      
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Whole Genome Sequencing  

Isolates were grown overnight from a single colony in LB at standard conditions. DNA 

was extracted using a Promega Wizard Genomic DNA Purification Kit. Libraries were 

prepared using a TruSeq Nano library preparation kit. Sequencing was conducted using 

Illumina HiSeq2500. De-multiplexing was performed using FASTX-Toolkit 

(http://hannonlab.cshl.edu/fastx_toolkit/index.html). The reads were mapped to the 

reference genome (GCF_000005845.2_ASM584v2) using Bowtie 2 (169, 170). The 

SAM files of mapped reads were converted to BAM format and sorted using 

SAMTOOLS (171). The sorted BAM files were converted to BED files and 

intersections/mutations with annotated ORF’s were enumerated using BEDTOOLS 

(173). Mutation were identified using Breseq (172) and confirmed using standard Sanger 

sequencing, using primers listed in supplementary materials (table 3-4).    

RNA-seq experiment 

Overnight cultures were diluted 1:1,000 in 50 ml of LB and grown for ten generations 

under an OD600 0.3 at 37°C while shaking at 250 rpm. When an OD600 of 0.3 was 

reached, 10 ml of cultures were transferred into 15 ml conical tubes containing 1.25 ml of 

the “stop” solution (ethanol v/v 95%, and phenol v/v 5%). “Stopped” cells were spun 

down and supernatant was removed. Pellets were flash frozen in liquid nitrogen and kept 

at -80°C until all samples were collected. Pellets were thawed on ice and resuspended in 

200 µl of TE buffer containing 20 mg/ml of lysozyme and incubated at 37°C for 10 min. 

All of the following steps for RNA purification followed RNAeasy (Qiagen, Hilden, 

Germany) mini prep kit manual.  
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Before constructing the sequencing library, rRNA was removed from all samples using 

Ribo-Zero rRNA Removal Kit (manufacturer specs). The library was made using TruSeq 

Stranded mRNA library prep kit from Illumina (manufacturer specs Cat. # 20020595). 

Sequencing was done using Illumina HiSeq2500. De-multiplexing was performed using 

Illumina’s bcl2fastq software 2.20, and results were reported as FASTQ files. The reads 

were mapped to the reference genome (GCF_000005845.2_ASM584v2) using HISAT2 

(174). The final per feature read counts were obtained using Rsubread (175). Analysis of 

differential expression using a generalized linear model, which is described in more detail 

in the text, was carried out with the aid of DESeq2 package (176).  

Indole assay 

Kovack’s reagent was prepared fresh by dissolving 1 g of p-dimethyl aminobenzaldehyde 

in 15 ml of isoamyl alcohol and 5 ml of concentrated hydrochloric acid. Indole 

concentration was measured by adding 400µL of Kovack’s reagent to a 3 ml culture of 

exponentially growing cells at OD600 of 0.3 ± 0.05. Cells were incubated with the reagent 

for 30 min at room temperature in the dark. From the 400µl of Kovack’s reagent added to 

the culture, 200 µL of reacted product from the top layer was moved into a flat bottom 96 

well plate and absorbance was measured at 535nm using SpectraMax plus-384 plate 

reader (Molecular Devices, Sunnyvale, CA). The standard curve was constructed using 

Kovack’s reagent colorimetric assay with following concentrations of indole; 10, 25, 50, 

100, 200, 400, 500 µM in LB. 

 

Discussion 
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Bacteria adapt to antibiotic-containing environments by acquiring resistant mutations. 

Here, we have demonstrated that some of these mutations, including those that are highly 

prevalent in clinical isolates, can confer an additional benefit of increased persistence to 

bactericidal antibiotics. These high-persistence mutations resided in two regions of the 

beta subunit of the RNA polymerase: 1275-1304 and 531-533 and 526 E. coli equivalent 

in MRSA. Mutations in the first region can be readily selected at low concentrations of 

ciprofloxacin and those in the second are commonly occurring rifampicin-resistance 

mutations. Thus hip mutations can be fixed in a bacterial population not only through 

cyclical exposure to bactericidal antibiotics (177-180) but also as a result of pleiotropy of 

certain antibiotic resistance mutations. 

The RpoB M1304R substitution resulted in two key phenotypes: reduced susceptibility to 

ciprofloxacin by 1.5-2-fold and increased persistence by a factor of 1,000. The two 

effects depend on different mechanisms, however. Among top 50 significantly over-

expressed genes as a consequence of RpoB M1304R substitution, the function of only 

one of them, mdtK, which encodes a multi-antimicrobial extrusion transporter, could be 

directly linked to drug resistance (55) (Sup. File 3). When this work was in progress, 

Pietsch et al. found that similar rpoB mutations increased fluoroquinolone MIC by 

upregulating mdtK (139). However, while an mdtK knockout in RpoB M1304R strain 

resulted in the full reversal of the resistance phenotype (Table 3-1), it had no effect on 

persistence (Fig. S3-5), suggesting that the two phenotypes can be segregated. 

MG1655 strain carrying RpoB L533P substitution, which confers rifampicin resistance, 

had no measurable effect on ciprofloxacin MIC. And yet it resulted in a striking persister 

phenotype; the frequency of persisters was independent of the growth phase (Fig. 3-4A).  
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Another relevant phenotype exhibited by the mutants is a slower growth. Decreasing the 

growth rate resulted in an increase of the number of persisters. However, the persister 

frequency of the rpoB rifampicin resistant mutant was 622 times higher when persistence 

was measured using ciprofloxacin and 88 times higher when using ampicillin, compared 

to what would be expected from the reduced growth rate alone in both ppGpp+ and null 

cells (Fig. 3-4A, Fig. S3-2). These findings strongly argue against the notion that a 

decreased target abundance, which should be a consequence of slowed growth, is 

sufficient to explain increase in persistence or that it confounds the phenomenon 

altogether.  

The rpoB mutations completely overrode the ppGpp requirement for persister formation. 

This strongly suggests that the persister state is the result of a transcriptional program and 

ppGpp effects persistence primarily, if not solely, as a modulator of transcription. The 

mutants also illuminated the importance of differences in transcriptional activity among 

individual cells as an attribute of the hip phenotype: a sub-population of mutant cells had 

the promoter of the tnaA gene upregulated at least 10-fold, while most of the population 

showed only marginal shift in the promoter activity. We demonstrated that this tnaA 

activation resulted in accumulation of indole that accounted for 50-80% of the hip 

phenotype in the rpoB mutants. Although these results are qualitatively consistent with 

earlier observations of the effect of indole on persistence (181, 66), we also found that 

indole has no effect on persistence without ppGpp or its transcriptional mimics. The role 

of tnaA and indole in the persiter state formation may tie together the metabolic state of 

individual cells with transition to the dormant state. The low-affinity tryptophan 

transporter TnaA is activated when tryptophan is used as a carbon source (182, 183), 
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which happens only when all other preferred carbon sources in rich media have been 

exhausted (184,185). Transition to tryptophan, or other “lesser” carbon resources, may 

signal imminent starvation which, in combination with other yet unknown factors, 

establishes the persister state. In the rpoB mutants, tnaA transcription is constitutively 

upregulated in a number of cells, resulting in the “out-of-order” tryptophan utilization, 

starvation signaling by means of indole, and dormancy. This explanation also applies to 

indole-free species, where the “quality” of carbon and nitrogen source facilitates state 

transition. For example, Halsey et al. have suggested that histidine catabolism may be 

involved in regulation of CcpA response in MRSA (186-188), a major transcriptional 

regulator involved in metabolic regulation under suboptimal growth conditions, 

virulence, antibiotic resistance and biofilm formation (189,190). 

The primary effect of rifampicin resistance mutations is to provide protection against the 

drug. With nearly a dozen of possible mutations conferring rifampicin resistance, slower 

growing mutants should be at a disadvantage. Yet, these mutations are frequently 

encountered in pathogenic species (191,192), suggesting that stringent mutations can 

provide survival advantage(s), likely in the form of persistence. Since rifampicin is 

almost always used in combinations with other bactericidal antibiotics against some of 

the more antibiotic-recalcitrant bacteria (33), selecting for rpoB-dependent persisters, 

may promote the establishment of chronic infections (193), rather than subverting them, 

in a long run. 
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Supplementary tables:  

Supplementary table 3-1S: Antibiotics. 

Antibiotic Cat # Manufacturer  Concentration 

of stock 

Stock age Final 

dilution  

Ampicillin BP176025 

 

Fisher 

BioReagents 

100mg/ml 

(water) 

≤ 1 

months (-

20C) or 4 

freeze 

cycles 

100µg/ml 

Kanamycin 100218-998 VWR 

Lifescience 

50mg/ml 

(water) 

≤ 3 

months (-

20C) 

50µg/ml 

Chloramphenicol TCC2255 TCI 25 mg/ml 

(70% ethanol) 

≤ 

2months 

(-20C) 

0.63µg/ml 

25µg/ml  

Rifampicin  R3501 Sigma-

Aldrich 

50mg/ml 

(methanol) 

≤ 

2months 

(-20C) 

100µg/ml 

Ciprofloxacin NC9553331 Lkt 

Laboratories 

20, 10, 1, 0.1, 

0.01mg/ml 

(water) 

≤ 1 

months (-

20C) or 4 

freeze 

cycles 

1µg/ml or 

4µg/ml 
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Supplementary table 3-2S: Strains. 

 

  

Name  Relevant amino 

acid substitution  

Genotype Source 

/Derivation  

MG1655 - F-, lambda-, rph-1 Plunkett,G. III 

OKR5 RpoB L533P MG1655, rpoB1598 

T>C  

This Study 

OKR13 RpoB M1304R MG1655, rpoB3911 

T>G, ΔAceB 

This Study 

MG1655, pDJJ11   MG1655, pDJJ11 This Study 

OKR5, pDJJ11 RpoB L533P MG1655, rpoB1598 

T>C, pDJJ11  

This Study 

OKR13, pDJJ11 RpoB M1304R MG1655, rpoB3911 

T>G, ΔAceB, pDJJ11 

This Study 

OKR1 GyrB S464Y MG1655, gyrB1391 

C>A 

This Study  

OKR1, pUA66-M GyrB S464Y MG1655, gyrB1391 

C>A, pUA66 (mdtK-

p:GFP, kanR) 

This Study 

OKR1, pUA66-I GyrB S464Y MG1655, gyrB1391 

C>A, pUA66 (ilvL-

p:GFP, kanR) 

This Study 

OKR1, pUA66-H GyrB S464Y MG1655, gyrB1391 

C>A, pUA66 (hisL-

p:GFP, kanR) 

This Study 

OKR2, pUA66-M RpoB M1304R, 

GyrB S464Y 

MG1655, gyrB1391 

C>A, rpoB3911 T>G, 

pUA66 (mdtK:GFP, 

kanR) 

This Study 

OKR2, pUA66-I RpoB M1304R, 

GyrB S464Y 

MG1655, gyrB1391 

C>A, rpoB3911 T>G, 

pUA66 (ilvL:GFP, 

kanR) 

This Study 

OKR2, pUA66-H RpoB M1304R, 

GyrB S464Y 

MG1655, gyrB1391 

C>A, rpoB3911 T>G, 

pUA66 (hisL:GFP, 

kanR) 

This Study  

OKR2 RpoB M1304R, 

GyrB S464Y 

MG1655, gyrB1391 

C>A, rpoB3911 T>G 

This Study 

OKR3 RpoB E1279A, 

GyrB S464Y 

MG1655, gyrB1391 

C>A, rpoB3836 A>C 

This Study 

OKR4 RpoB V1275G, 

GyrB S464Y 

MG1655, gyrB1391 

C>A rpoB3824 

T>G:kanR  

This Study 

MG1655(p) - ΔdgoR, ΔrelA, ΔspoT This Study 

OKR5(p) RpoB L533P MG1655, ΔdgoR, 

ΔrelA, ΔspoT 

ΔaceB:kanR, 

rpoB1598 T>C  

This Study 

OKR13(p) RpoB M1304R MG1655, ΔdgoR, 

ΔrelA, ΔspoT 

ΔaceB:kanR 

,rpoB3911 T>G 

This Study 
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Supplementary table 3-3S: Plasmids. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

OKR1(p) GyrB S464Y MG1655, gyrB1391 

C>A, ΔrelA, ΔspoT 

This Study 

OKR15(p)  GyrB S464Y, 

RpoB L533P 

MG1655, gyrB1391 

C>A, ΔrelA, ΔspoT, 

ΔAceB:kanR, 

rpoB1598 T>C 

This Study 

OKR113(p) GyrB S464Y, 

RpoB M1304R 

MG1655, gyrB1391 

C>A, rpoB3911 T>G, 

ΔrelA, ΔspoT 

This Study 

OKR1135(p) GyrB S464Y, 

RpoB M1304R, 

RpoB L533P 

MG1655, gyrB1391 

C>A, rpoB3911 T>G, 

ΔrelA, ΔspoT, 

rpoB1598 T>C 

This Study 

OKR6 GyrA S83L MG1655, gyrA248 

C>T 

This Study 

OKR65 RpoB L533P, 

GyrA S83L 

MG1655, rpoB1598 

T>C, gyrA248 C>T 

This Study 

OKR613 RpoB M1304R, 

GyrA S83L 

MG1655, rpoB3911 

T>G, gyrA248 C>T, 

ΔAceB:kanR 

This Study 

WCUH29 - HA-MRSA (194) 

WCUH29-5 RpoBS486L rpoB1457 C>T This Study 

Name Relevant components Source 

pDJJ11 Wt rpoB (159) 

pKD46 λ-red recombination (162) 

pCP20 FLP recombinase  (162) 

pUA66 mdtK-p:GFP/ ilvL-p:GFP/ 

hisL-p:GFP, kanR 

(168) 
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Supplementary table 3-4S: Primers. 

 

 

 

Primer 

name 

Sequence  Description  

ΔSpoT F TGC TGA AGG TCG TCG TTA ATC ACA AAG 

CGG GTC GCC CTT GGT GTA GGC TGG AGC 

TGC TTC 

SpoT knockout-F 

amplified with FRT 

from pKD3 

ΔSpoT R GTG TTG GGT TCA TAA AAC ATT AAT TTC 

GGT TTC GGG TGA CAT GGG AAT TAG CCA 

TGG TCC 

SpoT knockout-R 

amplified with FRT 

from pKD3 

SpoT i F CGC ACC GTT TAG GTA TCC AC SpoT confirmation 

internal F 

SpoT i R GCT CAT TGC GTT ACC AAG TCC SpoT confirmation 

internal R 

SpoT e F CAG GAA CAG CAA GAG CAG GA SpoT confirmation 

external F 

SpoT e R CCA TGC AGA CGG TCA GAT CA SpoT confirmation 

external R 

RelA F TGT AGA TAC GAG CAA ATT TCG GC relA confirmation F 

RelA R GGC AGG TCT GGT CCC TAA AG relA confirmation R 

RpoB end 

F 

GACGGTGCGAAAGAAGCAGA C-terminal 

confirmation 

RpoB end 

R 

GCAGTGACCTGTTTGAGCGA C-terminal 

confirmation / C-

terminal seq   

RifR F GTCTGAGCGCACTGGTAGAA Rif resistance F 

RifR R CTG AAC AAG CTG GAT TCG CC Rif resistance R 

RifR seq GTC TCA GTT TAT GGA CCA GAA C Rif resistance seq 

1275 1F CCT GAG TAC CTT CAG CGA TG RpoB 1275 mut 1F 

1275 1R GCT TCC AGC GCC CAC CCT TCC ATC TCC RpoB 1275 mut 1R 

1275 2F CGG GGA GAT GGA AGG GTG GGC GCT GGA RpoB 1275 mut 2F 

KanR F GGAGTTAGCACTTAGAAGAACTCGTCAAGAAG KanR flip F  

Link 1R TTGATCCCCTTACTCGTCTTCCAGTTCGATG Link 1 

KanR R GACGAGTAAGGGGATCAAGATCTGATCAAG KanR flip R 

Link 2F GTTCTTCTAAGTGCTAACTCCGACGGGAG Link 2 

Uni 2R TGGTTTGAACGTACGGTAGTTGA RpoC homology arm 

1224 1F TGACCTGAGTACCTTCAGC RpoB 1224 mut  1F 

1224 1R ACA TGT AAC CAA CGG TTA CTG GAC GCT RpoB 1224 mut 1R 

1224 2F TCG AGC GTC CAG TAA CCG TTG GTT ACA RpoB 1224 mut  2F 

Uni rpoB 

R 

CAT CTT GGT ACG ACC GTT C RpoB mut 2R 

S RpoB F  AAT TCA TGG ACC AAG CAA ACC S aureus RpoB Rif F 

S RpoB R CCA TAA CTG TAT TGT TAC CAC GG S aureus RpoB Rif R 

GyrA F GCCATACCTACGGCGATACC GyrA F 

GyrA R AGCGACCTTGCGAGAGAAAT GyrA R 
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Supplementary figures: 

 

 

 

Supplementary figure S3-1: Flow cytometry of ilvL(p):GFP reporter: Cells 

grown in MOPS medium supplemented with all 0.2% glucose and all 20 amino acids. 

Samples for flow cytometry were taken after culture had reached OD600 of 0.3 and 

diluted down using the same pre-warmed media to 0.03±0.01. Comparison is between 

MG1655 GyrB S464Y (●) and RpoB M1304R (●) in the same backgrounds.   
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Supplementary figure S3-2: Stringent mutant persistence is not a consequence of 

slowed growth: Comparison of persistence between MG1655 RpoB L533P (●) and 

MG1655 (●) slowed to 30 min doubling time using chloramphenicol. The left bar 

represents persister frequency when strains were treated by ciprofloxacin, and the 

right bar shows persister frequency following ampicillin treatment. All treatments 

were performed on exponentially growing cultures at OD600 of 0.5.        
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Supplementary figure S3-3: Effects of sub-inhibitory concentrations of 

chloramphenicol on growth of E. coli: MG1655 was grown in presence of 0.4, 0.6, 

0.75, 0.8 and 1µg/mL of chloramphenicol and the doubling time at each concentration 

was determined using CFU/ml.   
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Supplementary figure S3-4: The rpoB mutations co-occurring with gyrase 

mutations from clinical isolates confer increased persistence: Ciprofloxacin 

(4µg/mL) 24h kill curves comparing the parent strain with a GyrB S464Y substitution 

(●) to the mutants in the same background carrying E1279A (●), M1304R (●) and 

V1275G (●) RpoB substitutions. 
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Supplementary figure S3-5: Deletion of mdtK has no effect on persistence: 

Comparison of persistence between MG1655 RpoB M1304R / MG1655 RpoB 

M1304R Δmdtk (●) and MG1655 /MG1655 Δmdtk (●) along the growth curve.  

 



98 
 

 

 

 

 

 

 

 

 

 

 

 

Chapter 4 

 

 

 

Characterization of the unculturable state of the 

bacterium Escherichia coli during thymineless death 
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This chapter, while unlikely to be published due to a technological limitation, may still be 

submitted to BioRxvi. The major limitation of the chapter is that it is near impossible to 

determine if the DNA damage sustained during thymine starvation is fully reversible, and 

that no DNA near the origin of replication becomes permanently lost. While on macro 

scale (microarray/ microscopy) it appears that DNA is fully restored, on an individual cell 

level it is still possible that DNA fragments are getting lost. To address this, a single cell-

based sequencing study will need to be conducted, since on average (population 

sequencing) does not provide high enough resolution to make a definitive call. 

Unfortunately, the interest in this subject does not justify the time and money investment 

that would be required for such study.  

The idea for this chapter as well as the experiments described in this chapter were 

performed by me, with an exception of temporal profile of DNA degradation (Fig. 4-3S). 

The microarrays to measure DNA degradations were done by D. Sangurdekar as a part of 

his thesis project. Additionally, Dr.W. Margolin and Dr. R. Schaaper provided us with 

some of the key strains that we required to perform this research. As an advisor, Dr. A. 

Khodursky contributed to the development of the idea and preparation of the manuscript. 

Using my and D. Sangurdekar’s data Dr. Khodursky also generated figure 4-4 and 4-2S. 

Abstract 

Thymine starvation causes inhibition of DNA replication, DNA damage and eventual cell 

demise known as thymineless death. We discovered a cellular hallmark of the thymine 

starvation: sequential deposition of FtsZ rings on both sides of the incompletely 

replicated nucleoid. Such cells, capped at both poles by the anucleate compartment, can 

grow, place internal FtsZ rings and repair their DNA but they cannot divide. Moreover, 
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the phenotype can be rescued by a temperature sensitive ftsZ allele implying that the 

bactericidal effect of thymine starvation is an inevitable consequence of an internal 

process, the division cycle.  

Introduction 

When Escherichia coli bacteria are starved for thymine they rapidly lose viability in a 

process known as thymineless death (TLD) (195). TLD was observed in all organisms 

that could be starved for thymine, including Deinococcus radiodurans (196), which can 

sustain extremely high levels of DNA damage. Cells undergoing TLD have been 

examined in numerous studies from multiple angles, establishing physiological, genetic 

and genomic parameters of the phenomenon (most recently reviewed in (197)). And yet, 

a path leading to cell demise remained obscure.  

Thymine starvation causes DNA damage which in turn triggers SOS response (198,199). 

As part of the response, SulA inhibits FtsZ, leading to a cell division block (200, 201). If 

DNA damage persists, which should be the case in the absence of TTP in thymine starved 

cells, the division block should also continue. An extended division block via FtsZ 

inactivation or repression would result in a loss of viability as evidenced by irreversible 

temperature sensitivity of some ftsZ mutants (202. 203). This straightforward explanation 

of the nature of TLD was bolstered by findings (204, 205) that the loss-of-function 

mutations in Lon protease, which degrades SulA (206), accelerated onset and kinetics of 

TLD. However, a sulA- mutation protects from TLD only 5-10% of a population of the 

starved cells (82), which means that 90-95% of the TLD effect is unrelated to the SulA-

mediated division block.  
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An alternative possibility was raised in previously established work (84): it was proposed 

that the loss of viability was due to the loss of essential genetic information at and/or near 

the origin of replication. It was hypothesized that cells whose chromosomes lack essential 

functionality, such as the origin of replication, would not be able to replicate upon return 

of thymine and thus won’t generate progeny. However, further experiments revealed that 

thymine starved cells lose DNA around the origin only on one chromatid (207, 208). 

Although a formal possibility remains that the second chromatid has also been corrupted 

during TLD, it is more likely that the immediate cause of the cell demise lies elsewhere.  

Return of thymine to a starved culture down-regulates SOS response (198) and allows 

resumption of DNA synthesis but without cell division (209). These observations, along 

with independence of TLD from SulA, prompted us to re-examine the nature of the 

division block caused by thymine starvation. We found that the starvation leads to a 

terminal cellular state which is characterized by entrapment of an under-replicated 

nucleoid between two FtsZ rings. The entrapment is caused by the failure of the rings to 

constrict. This phenotype is directly linked to the characteristic loss of colony counts in 

the course of TLD. Moreover, we found that a temperature sensitive ftsZ allele protects 

thymine starved cells from TLD at restrictive temperature.  

Results and discussion 

1. Observation of the nucleoid confinement in thymine starved cells 

Early microscopy studies have established that bacterial cells starved for thymine 

underwent filamentation (210) and occasionally threw off anucleate cells (199, 211). The 

filamentation was interpreted to be the result of the DNA damage inducible, SulA-
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mediated division block (204) and anucleate cells - the consequence of partial release of 

the block (199). However the frequency of anucleate cells reported even under the 

conditions where SulA was inactivated or un-inducible, and therefore unable to inhibit 

FtsZ and cause the division block (201), was always significantly less than 50% and the 

number of anucleate cells was always significantly smaller than the number of 

concomitantly observed filamentous cells (212, 199). Since anucleate cells most likely 

pinch off of the DNA free ends of filaments (213), the discrepancies in counts may imply 

that despite more than 90% prevalence of long filaments in a population of the thymine 

starved cells, only a subset of those filaments either contain DNA free ends or can pinch 

them off. The former would indicate a substantial degree of nucleoid unraveling in 

starved cells, which would have to be accounted for in assessing the TLD phenotype. The 

latter would point at a division block that either does not depend on SulA or supersedes 

it. 

We used phase contrast and fluorescence light microscopy to follow changes in cell and 

nucleoid morphology accompanying thymine starvation. To bring out morphological 

features at the membrane – cell wall interface, the microscopy was carried out under mild 

plasmolysis conditions where cells were washed in 0.15 M NaCl solution and visualized 

in PBS. The assay revealed that cells started elongating within minutes after thymine 

withdrawal and by 2 h of starvation more than quadrupled in length, consistent with the 

expectation (197). Additionally, at 2 h starvation, 87% of all cells contained one 

plasmolysis bay between the nucleoid and the cell pole and 12% featured two bays, one 

on either side of the nucleoid (Fig. S4-1, Table 4-1). By the 3 h time point, the absolute 

majority of cells contained two bays. The spaces between the bay and the nearest cell 
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pole were devoid of DNA. After 5 h of starvation, the bays became less visible and 

within the next two hours disappeared altogether, leaving behind cells filled with 

amorphous protoplast (data not shown).  

 

Table 4-1: Development of plasmolysis bays in thymine starved cells. 

 

 

 

 

 

Because of the physical and geometric properties of the cytoplasmic membrane, the 

plasmolysis bay formation may be favored at the poles and constriction sites, i.e., future 

poles (214, 215). To determine if the plasmolysis bays were associated with the 

constriction sites in the thymine starved cells, we localized FtsZ rings, Z-rings from here 

on, in a thymine deficient strain carrying the IPTG inducible FtsZ-GFP protein fusion 

(216). The cultures were pre-induced with 0.5 mM IPTG 40 min prior to thymine 

withdrawal and samples were taken for microscopy right before the onset of starvation 

and at 30 min intervals thereafter. Cells growing exponentially with thymine in the 

 

 

Time of 

starvation 

Bay site configuration, % of 

cells a 

0 bays 1 bay 2 bays 

0 h 100 0 0 

2 h 0 87.6 12.4 

3 h 3.7 25.9 70.4 

Cells were pre-cultured in thymine-containing media, and starved for 0, 2 and 3 hour 

for thymine. At given time points, bacteria was removed from the media and stained 

with DAPI. Percentage of plasmolysis bays was determined via microscopy, with a 

minimal sample size of 90 cells. 

 a – only DAPI positive cells, i.e., only those cells that contained DNA were included 

in the counts. 
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medium contained only one Z-ring in the middle along with 1-2 nucleoids per cell (Fig. 

4-1A, left panel). By 2 h of starvation about 90% of the cells had at least 1 ring separating 

the nucleoid from a cell pole, with 45-60% containing 2 rings, and by 3 h, more than 80% 

had two rings segmenting the cell into 3 compartments in the following order: anucleate, 

nucleoid containing compartment and another anucleate compartment (Fig. 4-1A, right 

panel). We measured the distances between the rings as well as the rings and the poles, 

and found that the positions of the rings, expressed as absolute distance normalized to the 

length of the cell, coincided, within an error, with the positions of the mid-points of the 

plasmolysis bays (data not shown). 

We tested the viability of cells that were subjected to microscopy by counting colonies on 

agar plates supplemented with thymine and observed that the decrease in CFU counts 

closely followed the increase in the frequency of cells with anucleate compartments on 

both sides of the nucleoid (Fig. 4-2). 

 

 

Figure 4-1: Z-ring deposition during unbalanced growth: DNA was visualized 

using DAPI, and Z-rings were visualized via ftsZ::GFP fusion. (A) E. coli during mid-

exponential growth phase with a division ring deposited in-between two nucleoids. 

(B) Two hour of thymine starvation, a single ring is deposited, forming the first 

anucleated appendage. (C) By three hour starvation Z-ring are deposited at both 

poles, trapping the nucleus between two appendages. (D) At three hour starvation 

followed by one hour recovery, cells resume DNA synthesis, yet are unable to shed 

anucleate appendages to resume normal cell division.           
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2. Reversibility of DNA damage in thymine starved cells 

The results presented above suggest that by the time thymine starved cells lost their 

ability to form colonies, the un-replicated nucleoid was surrounded by two Z-rings that 

did not constrict. If arrested Z-rings on both side of the nucleoid is the irreversible event, 

then it could sufficiently explain the loss of viability on this stage of thymine starvation 

Figure 4-2: Inverse correlation between Z-ring deposition and survival during 

thymine starvation: Black circle (●) represents percentage of survivors, Grey square 

( ) represents percentage of cells with Z-rings deposited at both poles. Number of 

survivors (CFU/ml) at 0, 60, 120, 150 and 180 minutes was determined by plating. 

Survival percentage was determined as a ratio of survivors/starting population. Error 

bars represent three standard deviations from the four independently performed 

starvations. The number of Z-rings at corresponding time points was determined in 

the manner described in materials and methods.      
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because such cells won’t divide even upon return to favorable conditions, i.e., restoration 

of thymine. Alternatively, the septation block is fully reversible but other injuries 

sustained by the cell during starvation, including DNA damage, are not. The starved cells 

maintained membrane integrity: their membranes retracted in response to osmotic 

pressure and they were refractory to propidium iodide (data not shown), which is 

commonly used to assess the viability of bacterial cells (217). They also remained 

metabolically competent, accumulating biomass for at least 1-1.5 doubling periods after 

CFU counts declined 120 times. However it was possible that thymine starvation caused 

irreparable DNA damage, as was proposed earlier (84, 218).  

To directly test this hypothesis, we followed the replication origin- and terminus-

proximal foci in strains carrying ParS/ParB-GFP constructs (219) during the course of 

thymine starvation and recovery. The ParB-GFP fusion protein was induced in thyA- 

strains carrying the parS locus near the origin of replication or near the terminus. The 

cells were induced with 0.05 mM IPTG for 1.5h before imaging. The parS,thyA- cells 

expressing ParB-GFP fusion were elongated even when thymine was present in the 

medium and increased in size only about 50% during 3 h of thymine starvation. However 

these cells lost their ability to form colonies at about the same rate as cells that did not 

carry the parS locus and did not express the fusion. At the beginning of starvation, the 

average number of origin-proximal foci was 2.91 ± 0.18 per cell and the average of 

terminus-proximal foci was 1.28 ± 0.07, with an oriC:ter ratio of 2.26 (Fig. 4-3 and Fig. 

4-2S). By 3 h of starvation the characteristic loss of the origin-proximal region was 

evident: 1.31 ± 0.08 of origin-proximal and 0.94 ± 0.07 of terminus-proximal foci per 

cell, with an oriC:ter ratio of 1.39. Starvation phase was followed by a 2 h recovery in the 
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presence of thymine.  The recovery resulted in an increase of the number of origin and 

terminus foci, 16.74 ± 1.04 and 7.98 ± 0.48 per cell, respectively, with an oriC:ter ratio of 

2.10. To evaluate DNA dosage along the entire chromosome in a population of thymine 

recovering cells, we carried out microarray analysis of abundances of genomic sequences 

representing more than 98% of all E. coli ORF’s in cells sampled 1 h after restoration of 

thymine. We found that the characteristic for thymine starved cells loss of DNA in about 

600 kbp region of the chromosome surrounding the origin of replication has been nearly 

completely reversed (Fig. S4-3).   

In an independent experiment, we induced FtsA-GFP fusion 1 h before thymine recovery 

(i.e., 2 h into starvation) and followed Z-rings in cells recovering from thymine starvation 

for up to 5 hours. During first 2 hours of recovery, we observed continued elongation of 

the cells, corresponding to about 3 doublings, and placement of Z-rings at near equal 

intervals along the elongated cell (Fig. 4-1B). All cells with visible Z-rings contained 

DAPI negative territories at the both poles demarcated by the most terminal rings. 

Additionally, not a single ParB-GFP focal point, origin- or terminus-specific, was 

observed in recovering cells within 10% of the cell length from the poles. 
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3. TLD kinetics and the deposition of Z-rings in TLD suppressing mutants  

Thus thymine starved cells were arrested at the division stage and this arrest was 

associated with two morphological features: 1) confinement of the nucleoid between two 

unproductive Z-rings and 2) formation of anucleate compartments at the poles. One of the 

distinctive characteristics of TLD is its dependence on the initiation of chromosomal 

replication (220, 221). We reasoned that if the confinement is a true causative event, then 

inhibition of replication should alleviate it and thereby rescue cells from TLD.  

We used a dnaC2 (222) derivative of the thyA-ftsZ::gfp strain to visualize the placement 

of Z-rings during the course of starvation. At permissive temperature of 30 °C, thymine 

withdrawal resulted in a typical, exponential decline in colony counts which was closely 

paralleled by the deposition of Z-rings on both sides of the nucleoid (Table 4-2). 

However, when starvation was carried out at restrictive temperature of 42 °C, the cells 

were significantly protected from TLD: about 90% formed colonies after 2 h starvation, 

60% - after 3 h and 15% - after 5 h. We directly compared cell morphologies between 2 h 

starvation samples when both were expected to have live and “dead” cells in double digit 

percentages, which made the comparisons more robust.  Cells that were starved at 

permissive temperature and whose viable counts declined by about 50% had deposited Z-

rings on both sides of the nucleoid in 42% of the population. At the same time, 10% of 

Figure 4-3: Changes in origin of replication and termini abundance during 

thymine starvation and recovery: Origins and termini were tagged using 

parS/ParB-GFP system. Prior to starvation exponentially gowning cells contain 2-3 

origins per cell, and 1-2 termini. As starvation progresses to uncluturalble state 

number of origins drastically decreases, while number of termini does not change. 

Upon recovery the ratio of origins to termini are restored. 
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the cells starved at restrictive temperature lost ability to form colonies and 9.4% of cells 

starved at the restrictive temperature had their nucleoids surrounded by two rings.  Thus 

inhibition of replication initiation significantly delayed the appearance of the two-ring 

morphology. The delay was even greater when starvation was imposed not concomitantly 

with the transition to restrictive temperature but after the initiation of replication was 

fully inhibited at restrictive temperature (data not shown). However interpretation of the 

latter observations was confounded by the dual ring morphology and viability loss in 

dnaCts, as was also observed in (223), that were independent of thymine starvation.   

Another distinctive feature of TLD is its dependence on the activity of RecQ and RecF: a 

loss-of -function mutation in the corresponding genes significantly slows down the rates 

of killing of thymine starved cells (224, 225). We observed that thymine starved recF- 

and recQ- mutants started depositing Z-rings later than the parent and by 3 h starvation 

they had, respectively, 50% and 30% fewer cells with double Z-rings than the 

corresponding parental strain. Moreover, the extent of the origin-proximal DNA 

degradation directly correlated with the frequency of double-ringed cells (Fig. 4-4).Table 

4-2: Effect of dnaC(ts) on Z-ring deposition and TLD. 

Time of 

starvation 

Starvation effects, % 

30 °C 42 °C 

TLD dual Z-rings TLD dual Z-rings 

0 h 0 0 0 0 

2 h 54.2 ± 10.4 42.4 ± 15.1 9.1 ± 2.1 9.2 ± 4.2 

3 h 87.5 ± 10.1 75.1 ± 14.2 40.3 ± 10.1 35.1 ± 7.3 

The survival rate and formation of double anucleate appendages are shown under 

DNA replication permissive and inhibited conditions. The Z-ring formation was 

measured via microscopy using inducible ftsZ::GFP fusion. Survival rate was 

determined by plating 10 fold serial dilution. Data shown is the mean of three 

independent experiments and ± indicates a standard deviation.     
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4. The effect of a temperature sensitive ftsZ allele on TLD 

If the confinement of the nucleoid by unproductive Z-rings is the basis of the irreversible 

division arrest, then inhibition of the ring formation should prevent the arrest and protect 

cells from TLD. To test that, we constructed a temperature sensitive BW25113 ftsZ84ts 

thyA- strain. The culture was maintained in MOPS medium supplemented with 0.2% 

glucose, 0.2% casamino acids and thymine at 25 µg/ml in early exponential phase (OD600 

of 0.05 - 0.4) for 4-6 generations at 30 °C and then starved for thymine at 42 °C. After 2 

Figure 4-4: Positive correlation of DNA degradation and a double Z-ring 

formation: DNA degradation was measured using microarrays. Vertical error 

bars represent standard deviation from six independent samples. Z-ring 

accumulation was measured using microscopy. Horizontal error bars represent 

standard deviation of four or more samples that were used at each corresponding 

time point. Each sample consisted of at least 90 cells.       
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h starvation cell biomass increased 50% (as measured by OD600 and dry weight, data not 

shown) and CFU counts declined by 93.9% (Fig. 4-5). At this point thymine was returned 

for one hour, while keeping the culture at 42 °C. It resulted in the 10.6-times increase of 

CFU counts from 6.1% to 64.9%. This increase of the viable counts could not be due to 

proliferation of survivors because the mutant does not divide at restrictive temperature. In 

fact, when thymine was available, the CFU counts of the ΔthyAftsZ84ts mutant strain 

decreased 17.3% in 1 hour between 2 h and 3 h time points at restrictive temperature.  

This is in contrast with the thymine recovery of thyA-ftsZ +, where the CFU increase was 

entirely due to multiplication of survivors (data not shown). Therefore, since thyA-ftsZ84ts 

cells did not divide at restrictive temperature, the observed recovery was due to the 

extended capacity of the thymine starved ftsZ temperature sensitive mutant to form 

colonies. Thus, inhibition of Z-ring formation conferred very significant protection from 

TLD; 76.1% (64.9% - 6.1% + 17.3%) of the CFU variation could be explained by the 

FtsZ activity. Of note, if CFU counts in the thymine recovered samples are normalized 

directly to the viable counts at a corresponding time point that depended only on the 

ftsZ84ts, the recovery would result in more than 90% survival (Fig. 4-5).  
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5. A model 

In rapidly dividing E. coli, because of the fixed time required for chromosome synthesis 

and cytokinesis, the division site must be established during a preceding cell cycle, i.e., in 

a mother or even “grandmother” cell, with septation taking place promptly after 

replication is completed and daughter chromosomes are segregated (226, 227). The 

division site formation is initiated and controlled by the activity of FtsZ (36, 37) whose 

Figure 4-5:  Inhibition of Z-ring formation during thymine starvation improves 

cell survival: (▪) At 30 °C cells were not inhibited for Z-ring formation throughout 

starvation and recovery. (▪) At 42 °C cells were inhibited for Z-ring formation 

throughout starvation and recovery. (   ) Cells were not inhibited for Z-ring formation 

prior to and during the thymine starvation. Following a 2-hour starvation cells were 

inhibited for Z-ring formation by shifting temperature to 42 °C. The loss of viability 

associated with prolonged inhibition of Z-ring formation results in a 15% per hour or 

5% per doubling time loss of viability. Error bars show a single standard deviation 

determined from at least three independent replicates. Bars represent mean percentage 

of survivors, as was determined by plating.   
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levels are also likely set during the preceding cell cycle(s). We postulate that in thymine-

starved cells, when FtsZ is active and available in sufficient amount, Z-rings will form at 

division sites but won’t constrict, blocking the normal process of binary fission. The ring 

deposition is controlled only by the activity of FtsZ and availability of the sites. Cells 

entering thymine starvation have at least one septation site pre-formed and the Z-ring will 

deposit at that site as soon as the effect of SulA is alleviated. We hypothesize that another 

site is established as a result of the replication origin activation (230), which may serve as 

a positive cue for the division event (231, 232). However, the site likely stays sequestered 

until one of the sister chromatid DNA branches in the vicinity of the origin is degraded. 

Upon the degradation, the second Z-ring is deposited, effectively trapping the nucleoid 

for a period of time during which cells are fully viably but unculturable. It is possible that 

such site-specific constriction requires either the signal that the replication cycle has been 

completed or an input from fully segregated nucleoids on both sides of the nascent 

septum.  

The model (Fig. 4-6) is based on the following observations that are organized in the 

chronological order of events that thymine starved cells go through: 1) cessation of 

replicative DNA synthesis (233); 2) SOS induction (210, 198); 3) activation of the 

replication at oriC or in its close proximity (230, 234); 4) beginning of visible (across a 

population) degradation of one of the chromatids on both sides of the replication origin 

(84, 207), appearance of cells with Z-rings  
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on both sides of the nucleoid, and commencement of exponential decline in colony 

counts (current study); 5) complete degradation of one of the chromatids between the 

stalled forks and the maximum count of cells with two Z-rings surrounding the nucleoid 

(84, 208). We also observed that inhibition of Z-rings in thymine starved cells is only 

transient. Before starvation Z-rings could be observed in more than 99% of cells and 

within 40 minutes of the thymine withdrawal less 1% of cells contained Z-rings. 

Figure 4-6:  Model of thymine starvation-based killing: The top section depicts a 

normal, synchronized chromosomal replication and cells division. The bottom section 

depicts the loss of DNA at the origin in the early stages of thymine starvation, which 

triggers an SOS response which in turn results in a production of SulA. For a while 

(several doubling times) sulA is sufficient to keep Z-ring from depositing, however 

once it fails a single FtsZ ring is free to polymerize at the pole. The cycle of 

replication re-initiation failure will repeat one more time, eventually resulting in a 

deposition of the 2nd Z-ring. Once two Z-rings are deposited at both poles bacteria 

becomes locked inside its own membrane. While still alive, and capable of DNA 

replication upon return of thymine to the system, these cells are no longer capable of 

cell division. Eventually, inability to divide results in death.      
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However Z-rings re-appeared within 80 min after that. Additionally, TLD occurs only in 

actively replicating cells. TLD depends on transcription insofar as transcription is 

required for initiation of DNA replication (221) and it does not depend on de novo 

protein synthesis (235). Formation of Z-rings outside of the nucleoid also does not 

require protein synthesis and inhibition of transcription by the antibiotic rifampicin, 

which is not bactericidal against E. coli, results in the ring deposition over the nucleoid 

(236). 

TLD is an exponential process with a characteristic half-life which does not depend on 

the culture density. This implies that each cell loses ability to form the colony 

independent of other cells in a population. The half-life is determined by the nature of an 

underlying process leading to the loss of colony counts. The colony count of thymine 

starved cells halves every 18 ± 4 minutes. Notably, the length of the division phase of the 

bacterial cell cycle is of the same scale. Cell cycle of rapidly dividing bacteria consists of 

two main phases: C period, during which chromosomal DNA doubles in amount, and D 

period, during which the cell that has completed replication of the entire chromosome 

undergoes division by binary fission (226). As soon as chromosome replication is 

completed, the cell enters the D period, or the cytokinesis phase, during which the septum 

is formed and its constriction yields two daughter cells. The D period is 20 ± 2 minutes 

long in cells with doubling times between 24 and 60 min (226), similar to the rate of TLD 

in cells doubling faster than every 60 min. The observation that D. radiodurans, which is 

remarkably resistant to any external types of DNA damage, is as susceptible to TLD as E. 

coli (196) also supports, albeit rather circumstantially, the notion that TLD is mediated by 

an intrinsic process. 
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Some observations and interpretations presented herein are in qualitative agreement with 

findings reported in several other studies (82, 223, 237, 238). Gullbrand and Nordstrom 

demonstrated that unreplicated nucleoids in the inviable cells of a dnaCts mutant were 

occluded by Z-rings on both sides (223). Rudner and colleagues suggested that a one-

sided replication roadblock in Bacillus subtilis results in the formation of nonfunctional 

Z-rings (238). Rosenberg (82), Levin (237) and their co-workers postulated the existence 

of a viable but unculturable state in bacterial cells with blocked DNA replication. 

Seemingly contradictory to the presented results, inhibition of DNA replication that 

followed synchronization of the initiation in a population of E. coli cells interfered with 

the Z-ring formation (239). However, the fact that the reported condition did not result in 

a loss of viability during the span of the experiment when the ring deposition was 

blocked bolsters our assertion that placement of unproductive Z-rings is an essential step 

toward cell demise. 

Material and Methods 

Bacterial strains, media and growth conditions 

Escherichia coli strains (Table S4-1) were grown at 30 °C or 37 °C in Luria-Bertani (LB) 

medium; M9 rich, supplemented with 0.01% thiamine, glucose at 0.4% and either 0.2% 

or 1% CAA and 0.05% tryptophan and proline; MOPS (240) rich, supplemented with 

0.4% glucose, 1% CAA, 0.05% tryptophan and proline.  The cultures of ftsZts mutants 

were starved in low salt LB (0.05-0.5% NaCl) and MOPS rich medium (0.1% NaCl). 

Frozen stocks (in 10% DMSO) were set up from over-night cultures grown in LB 

supplemented with the required antibiotic. Strains were propagated on LB or M9 agar 

(1.5%) plates. For each experiment, fresh colonies were streaked from the frozen stock 
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and 2-3 average size colonies were used for the sub-culture. Antibiotics were used in the 

following concentrations: kanamycin (Kan) – 50 µg/ml; ampicillin (Amp) – 100 µg/ml 

and Tetracycline (Tet) – 10 µg/ml and Chloramphenicol (Cm) - 12.5 µg/ml. For P1 

transductions, cell lysates were obtained in liquid cultures grown in P1 broth (LB 

supplemented with 0.2% glucose and 5 mM CaCl). Isogenic MG1655 and BW25113 

strains were constructed by generalized transduction using P1vir phage (241).  

All mutations linked to critical phenotypes under the investigation have been verified by 

PCR and/or sequencings.  

Thymine starvation assay 

Strain cultures were streaked out on LB plates supplemented with thymine at a final 

concentration of 25 µg/ml.  2-3 average size colonies were cultured for 12-16 hours in 

M9 or MOPS rich media, supplemented with 1% CAA, 0.05%Trp, 0.4% glucose, 25 

µg/ml thymine and appropriate antibiotics, at which point the cultures were diluted to a 

final OD600 of 0.05 and were maintained in the exponential phase of growth (OD600 

between 0.1-0.3) for at least 6 generations by repeated dilution. The exponential, steady-

state culture was washed 3 times (using centrifugation or filtration) in the same medium 

but without thymine and glucose, or in 0.85% NaCl. Following the wash, thymine 

starvation was established by resuspending cells to a final OD600 of 0.05-0.1 in the same 

medium as prior to starvation but without thymine. Starved cultures were aerated at the 

same rate as during the exponential growth before starvation, 250-275 rpm. The 

temperature of starvation was determined by a specific strain background and 

experimental design (see “Results” section for details). The colony formation of starved 

cultures was measured, following serial dilution, by plating on M9 or MOPS rich media 
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agar plates supplemented with 25 µg/ml thymine. Colonies were counted after 48 h 

incubation at 30 °C or 37 °C, depending on the strain.  

Microarray analysis of DNA damage profiles 

RNA-free, whole-genome DNA samples were obtained from thymine starved and 

thymine recovered cells using silica-gel based QiaAMP DNA mini kit (Qiagen). 

Extracted DNA was sonicated using Branson Digital Sonifier (30% power, 3 pulses of 10 

s each, final size range 200–1000 bp). Purified and concentrated DNA was labelled using 

BioPrime Array Labeling Kit (Invitrogen, Carlsbad, CA) for hybridization on E. coli 

cDNA microarray as described earlier (242). The DNA damage score was calculated as 

described elsewhere (84). 

Microscopy 

Cultures of thyA- cells carrying the ftsZ-gfp construct were prepared for live microscopy 

as described in the thymine starvation section. The FtsZ-GFP protein fusion was induced 

with 0.5 mM of IPTG 40 minutes prior to visualization. Nucleoid staining was done by 

adding 5 µl of DAPI (10 mg/ml) to 990 µl of cell culture and incubating the mixture at 

room temperature in the dark for 5 min. Cells were then washed twice with M9 medium 

(lacking glucose and thymine). Following DAPI staining, cells were concentrated in 50-

80 µl suspension; 8.5 µl of the suspension was placed onto 2% agarose pad, air dried for 

20 sec and covered with a degreased coverslip. 

For the simultaneous visualization of plasmolysis bays and nucleoids, cells were prepared 

and stained as described above. Following the 5 min staining, cells were washed twice 

and re-suspended in 80 µl of PBS (pH 7.4). 10 µl of the cell suspension was placed on the 
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poly-L-lysine (Sigma, > 98% purity) treated coverslip and air-dried for 10-15 min, sealed 

with nail polish and analyzed. To prepare poly-L-lysine coated coverslips, coverslips were 

washed twice in ddH2O and 1M NaOH, followed by a 15 min long wash in 95% ethanol. 

Once dry, coverslips were layered over with 10 µl of 0.1% (v/v, in PBS) poly-L-lysine 

for 10 min, poly-L-lysine was then removed, and coverslips dried overnight.   

Cells containing ParS/B localization system were starved as described above, except that 

the plasmid encoded ParB-GFP protein fusion was induced 1.5 hours prior to microscopy 

with 0.05 mM IPTG.  Following induction, 1 ml of culture was concentrated to 50 µl, and 

8.5 µl of cells suspension was directly deposited onto 2% agarose pad, air dried for 20 s 

and covered with a degreased coverslip. 

Images were taken using Nikon e800 and i90 equipped with Nikon 100 x PlanFluor 1.3 

N.A. Ph3 DLL 0.2 WD Oil Immersion objective, GFP and DAPI cube filters, 

Photometrics CoolSNAP Myo (CCD) monochromatic camera and Lumencor Sola Light 

Engine. Image quantification was done using Nikon Elements and Fiji software. The 

contrast and brightness of images were further adjusted using Adobe Photoshop 

Elements. 
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Supplementary Figures/ Tables 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Supplementary figure S4-2: Boxplots of distributions of oriC:ter ratios in the 

samples of cells starved for thymine for indicated amounts of time: The ratios 

were obtained from the counts of ParB-GFP foci in cells carrying parS site near either 

oriC or ter locus.  
 

Supplementary figure S4-1: Plasmolysis bays in cells undergoing thymine 

starvation: Time of sampling is shown above each panel. DAPI stained nucleoids are 

in blue. Scale bar is 2 µm 
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Supplementary figure S4-3: Reversibility of the origin-centric fragile site in the 

chromosome of thymine starved E. coli: Positions of the origin, terminus and 

ribosomal RNA clusters are shown. The exponential and starvation profiles were 

smoothed using 6 samples (3 biological x 2 technical replicates), the recovery profile 

was smoothed over 3 biological replicates. 
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Supplementary Table 4-1S: Strains used in the study.  

Name Background and genotype Source; reference  or derivation 

BW25113 rrnB3, ΔlacZ4787, hsdR514, 

Δ(araBAD)567, Δ(rhaBAD)568 , 

rph-1 

CGSC, Yale; (163) 

CC4711 W3110 pstA::P1parS (kanR) S. Lovett; (219) 

CC4713 W3110 gadB::P1parS (kanR) S. Lovett; (219) 

DH5α 

(pALA2705) 

GFP-Δ30ParB, ampR S. Lovett; (219) 

JW0941 BW25113 ΔsulA::kan CGSC, Yale; (163) 

JW5855-2 BW25113 ΔrecQ::kan CGSC, Yale; (163) 

JW3677 BW25113 ΔrecF::kan CGSC, Yale; (163) 

MCZ84 leu-260::Tn10, ftsZ844(ts) CGSC, Yale; (203) 

NR17642   BW25113ΔthyA::kan R. Schaaper ; (243) 

WM2026 MG1655 lacY-, ftsZ-gfp(ampR) W. Margolin; (216) 

PC1 leuB6(Am), λ-, thyA47, 

rpsL153(strR), dnaC1(ts), deoC3 

Laboratory stock; (222) 

   

OK1 BW25113 ΔthyA::kan KanR P1(NR17642) x BW25113 

OK2 BW25113 ΔthyA KanS OK1a 

OK3 WM2026 ΔthyA::kan KanR P1(OK1) x WM2026  

OK4 WM2026 ΔthyA KanS OK3a 

OK5 PC1 leuB6(Am), λ-, thyA47, 

rpsL153(strR), dnaC1(ts), deoC3, 

ftsZ-GFP(ampR) 

AmpR P1(WM2026) x PC1 

OK6 WM2026 ΔthyA, ΔrecF::kan, ftsZ-

gfp(ampR) 

KanR P1(JW3677) x OK3 

OK7 WM2026 ΔthyA, ΔrecQ::kan, 

ftsZ-gfp(ampR) 

KanR P1(JW5855-2) x OK3 

OK8 BW25113 ΔthyA,P1parS(kanR), 

pALA2705(ampR) 

KanRAmpR P1(CC4711) x OK2  

+ pALA2705 

OK9 BW25113 ΔthyA, P1parS(kanR), 

pALA2705(ampR) 

KanRAmpR P1(CC4713) x OK2 

+ pALA2705 

OK10 BW25113 ΔthyA, leu-260::Tn10,  

thiE1, deo-73 

TetR P1(MCZ84) x OK2 

a- strains were obtained by curing kanamycin resistance cassette between two FRT 

sites using pCP20 plasmid as described in (162).  
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Work presented in this thesis addressed an overall question of bacterial survival under 

stringent conditions. However, the investigations presented here were performed in a 

different order then described above. The first project I worked on was thymineless 

death, followed by the drug resistance and persistence projects in parallel. The 

discoveries made along the way helped to guide and inform following projects. I would 

like to finish this dissertation, not simply by summarizing the findings, but by offering 

some of my general thoughts on the topics discussed above and possible future directions.   

In chapter four we were able to identify the likeliest cause of thymine starvation induced 

death. We determined that bacteria experience a permanent cell division block when 

starved for thymine. Just over mid-way through the thymine starvation (2h) SOS (DNA 

damage stress response) induced cell division inhibitor SulA likely begins to fail, and a 

single ring gets deposited at one pole. Within the following hour the second ring is 

deposited at the opposite pole, resulting in a formation of anucleate appendages at both 

ends of the cell. Once both sides of the cell become blocked, internal safeguards proteins 

MinC/MinD prevent cells from shedding said appendages, resulting in a permanent cell 

division block.  A second major finding was that following the loss of DNA at the origin 

during thymine starvation, at least one chromosome remains fully intact and capable of 

replication. Moreover, proportional recovery of chromosomal origins and termini 

indicates that DNA damage induced during starvation is likely reversible. More 

questions, however, still need to be answered regarding these observations, such as what 

happens to the giant (division-blocked) cells, and what causes them to die? Also, and 

more importantly, is the recovered DNA following thymine starvation still viable in most 

cells? Since damage sites vary from cell to cell, bulk sequencing cannot be used, while a 
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single-cell approach would be way too costly. Hopefully in the near future, technology 

will be available to allow us to answer these questions.    

While working on the thymineless death project, we wanted to know if it is possible to 

select for thymine starvation resistant mutants (data not included in the thesis). After 

nearly a dozen rounds of mutagenesis, starvation, and recovery, we selected a mutant that 

was 100-times more resistant to thymine starvation than its parent. After sequencing said 

mutant, amongst nearly one hundred mutations, one in particular stood out: a mutation in 

a toxin-antitoxin pair RelE/RelB. This particular toxin-antitoxin pair likely induces a 

persister state preemptively, before cells were subjected to DNA-damaging conditions. 

Since DNA replication does not take place in non-dividing cells, these cells become 

resistant to thymine starvation. This theory still needs to be tested; however, it will likely 

fall to the next generations of graduate students.          

In chapter three, we explored a secondary effect that ciprofloxacin and rifampicin 

resistance mutations have on overall microbial survival. We showed that such mutations 

cause a population-wide transcriptional re-programming by mimicking ppGpp stress 

response in a ppGpp-independent manner. We have also demonstrated that transcriptional 

change disrupts the normal order of amino acid consumption by the cells. Premature 

consumption of certain amino acids creates byproducs that in turn help to induce a 

persister state. In the case of E. coli, indole (a byproduct of tryptophan consumption) 

explains 50-80% of the high persistence phenotype in hip RpoB mutants. With nearly 700 

genes getting differentially expressed as a result of RpoB mutations, it is likely that a 

number of other pathways are also contributing to the overall persistence phenotype, such 

as genes belonging to the LeuO, ppGpp and rpoS regulons (Fig. 5-1). 
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Despite the mechanistic complexity of the persistence phenomenon, the plain fact is that 

RpoB, ciprofloxacin and rifampicin resistance mutations unequivocally improved the rate 

of persister formation by 1000-10,000. Thus, the next logical question is: how can this 

Figure 5-1: Proposed model of RpoB-based persistence: RpoB mutations that 

confer resistance to rifampicin and ciprofloxacin cause a significant increase in the 

number of persisters. Part of the mechanism can be explained by overproduction of 

TnaA, which catalyzes L-tryptophan into indole. Accumulation of indole then drives 

cells towards the persister state. At the same time other major regulons associated 

with starvation become active in RpoB mutants such as rpoS, leuO, ppGpp and others. 

Activation of each one of these regulons is likely contributing to the overall 

persistence observed. This is evidenced by the fact that knocking out tnaC does not 

completely eliminate persistence in RpoB mutants.    
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newly identified problem be addressed? Since these antibiotics cannot be taken off the 

market, alternative solutions are needed. One possible approach is to force persister cells 

back into the growth phase by interfering with the persister state. Indeed, according to our 

preliminary data, sub-inhibitory concentrations of ribosome inhibitors seem to reactivate 

persister cells, making them susceptible to antibiotics. It is my suspicion that minor 

inhibition of ribosomes compensates for the transcriptional changes imposed by RpoB 

mutations.  

Assuming that the expression of genes contributing to induction of a persister state has to 

reach a certain threshold to induce the phase switch, compromising the ability of a cell to 

reach this threshold, even by a small fraction, will have a drastic effect on the persistence 

phenotype (Fig. 5-2). In other words, addition of ribosome inhibitor will result in two 

outcomes; i. fast growing cells will grow a bit slower, and ii. cells destined to become 

persisters will not go through phase change and will stay as slow growing cells. Hence, 

the culture will become normalized, consisting of slower exponentially growing cell that 

are uniformly susceptible to the drug treatment (Fig. 5-2).       



129 
 

 

 

Chapter two highlights two important points. First is the large gap between clinical reality 

and laboratory observations. Under laboratory conditions, it is possible to select for 

mutations outside the drug target that are going to confer antibiotic resistance (47). 

However, as we had determined (at least with quinolones) in the clinical setting, 

antibiotic resistance tends to take a predetermined path, the path that offers the highest 

Figure 5-2: Proposed mechanism of RpoB mutation-based persistence correction 

via ribosomal inhibitors: The top section represents overall transcription taking 

place in RpoB high persistence mutants. The blue section are the genes being 

transcribed that are cell requires for growth and proliferation, while orange are the 

genes that are not contributing to growth and may be contributing to persister 

formation. The red line indicates the minimum threshold that transcripts not 

contributing to growth need to reach to induce persister state. The bottom section 

shows how proportional elimination of transcripts from growth and persister groups 

results in the inability of a cell to reach the needed threshold to induce persistence. 

The transcriptional threshold to induce persister state is high, as indicated by the 

infrequency of persistence phenomenon. Hence, proportional inhibition of translation 

will have a greater effect on persister formation than growth, placing cells back into 

growth state and improving killing. 
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resistance in the least amount of mutations. To identify the mutational path taken by 

different microbial pathogens in order to gain quinolone resistance, we examined 

thousands of genomes from clinical isolates. We analyzed the data using chi-square and 

conditional probability measurements to determine dependence and the order of the 

mutations. According to our findings, in most cases a handful (1-3) of mutations is 

sufficient to determine whether clinical levels of resistance have been or are going to be 

reached.          

The second point highlighted is the underutilization of large genome databases. Not only 

were we able to establish mutational patterns that can be used to predict the development 

of quinolone resistances in nearly 20 species, but we were also able to make some 

unexpected discoveries along the way. For instance, using our data set we were able to 

identify rampant improper use of quinolones to treat Vibrio cholera in India and South-

East Asia. Thus, not only can this information be implemented by healthcare providers 

but also by public health officials to curb the improper use of antimicrobials in specific 

communities and to limit the spread of antibiotic resistance. 

In conclusion, we have made several key findings dealing with antibiotic resistance, 

chronic infections, as well as discovering a potentially new mode of killing bacteria. By 

addressing clinically relevant topics, we did our best to ground our research in reality. As 

with most research, at the end of the day we have more questions than when we started. 

Yet, it is my hope that these studies can inform future researchers on how to better 

predict and prevent the emergence of new antibiotic-resistant strains and ways to treat 

highly persistent infection.    
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