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Abstract

Complex oxides, such as the copper-based high-temperature superconductors and the

perovskite cobaltites, exhibit a vast range of properties and phases and are promi-

nent research topics in condensed matter physics and materials science. Synchrotron

X-ray techniques are powerful tools to study the electronic and magnetic properties

of materials. In this Thesis, I present synchrotron X-ray scattering studies of four

complex oxides: the cuprates HgBa2CuO4+δ (Hg1201), La2−xSrxCuO4 (LSCO), and

Nd2−xCexCuO4 (NCCO), and the cobaltite La0.5Sr0.5CoO3−δ (LSCoO).

I first describe a study of the dynamic charge correlations in the moderately-doped

model cuprate Hg1201 (Tc = 70 K) using resonant inelastic X-ray scattering (RIXS)

at the Cu L-edge. The cuprates exhibit a charge-density-wave (CDW) instability in

the underdoped, pseudogap part of the phase diagram that competes with supercon-

ductivity. This study aims to discern the connection between CDW and pseudogap

phenomena, and to understand the extent to which CDW correlations shape the phase

diagram. With a new analysis method, I demonstrate that the charge correlations at

the two-dimensional wave vector qCDW ≈ (0.28, 0) feature three characteristic energy

scales: (1) quasi-elastic; (2) ∼ 40 meV, in the optic-phonon range; (3) 150-200 meV,

well beyond the phonon range. Intriguingly, the two dynamic energy scales identified

here are comparable to previously measured pseudogap scales and to energy scales as-

sociated with the glue function deduced from optical and Raman spectroscopy. The

paramagnon dispersion along [1,0] is also measured and found to be insensitive to the

CDW correlations.

The dynamic charge correlations may manifest themselves as anomalous softening

or broadening of phonon modes. In order to investigate this possibility, I carried out

non-resonant inelastic X-ray scattering (IXS) measurements of Cu-O bond-stretching

phonons in hole-doped LSCO and electron-doped NCCO. In LSCO (x = 0.125), anoma-

lous phonon broadening is observed at low temperature (T = 20 K) around the wave

vector qph ∼ (0.25, 0), close to the CDW wave vector qCDW . The anomalous broad-

ening is significantly weakened at higher temperatures (T = 150 K, 300 K) and higher
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doping (x = 0.20). Measurements across the structural transition temperature Ts sug-

gest that the effect is not due to unit cell doubling below Ts. Rather, the dynamic

charge correlations appear to be the cause of the observed phonon broadening. The

anomalous softening and broadening behavior is also observed in NCCO, but found to

be independent of temperature (up to T = 500 K) and doping (x = 0.078, 0.145), and

therefore is likely the result of an anti-crossing between two phonon modes rather than

due to dynamic charge correlations.

Motivated in part by a recent phenomenological charge (de)localization model, which

successfully captures the temperature and doping dependence of the pseudogap and

strange-metal phenomena, I also studied the doping and temperature dependence of

charge-transfer excitations in LSCO and NCCO via Cu K-edge RIXS. The measure-

ments, which range from low temperature (15 K) to very high temperature (1200 K),

reveal a distinct spectral weight decrease upon heating in both compounds that remains

to be understood.

Finally, I present a synchrotron X-ray study of ion-gel-gated LSCoO thin films.

Electrolyte-based transistors utilizing ionic liquids/gels have been highly successful in

the study of charge-density-controlled phenomena in diverse materials, particularly

oxides. Experimental probes beyond electronic transport have played a significant

role, despite challenges to their application in the electric double-layer transistor ge-

ometry. I demonstrate the application of synchrotron soft X-ray absorption spec-

troscopy (XAS) and X-ray magnetic circular dichroism (XMCD) as operando probes

of the charge state and magnetism in ion-gel-gated ferromagnetic perovskite thin film

LSCoO/LaAlO3(001). Application of gate voltages up to + 4 V is shown to dramatically

suppress the O K-edge XAS pre-peak intensity and XMCD signal at the Co L-edges,

and thus enables the Co valence and ferromagnetism to be tracked upon gate-induced

reduction. This work lays the foundation for operando soft XAS/XMCD studies of

other electrolyte-gated oxides, which could be especially illuminating in the case of

battery, ionic conductor and supercapacitor materials.
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Chapter 1

Introduction

Perovskite and peroskite-related oxides are of high interest in the fields of condensed

matter physics and materials science as they exhibit a vast range of electronic and

magnetic properties and phases. This Chapter briefly describes the two families of

oxides studied in this Thesis: the lamellar copper-based high-temperature superconduc-

tors and the pseudocubic cobaltite La1−xSrxCoO3 (LSCoO). I first introduce the basic

structural and electronic properties of cuprate materials, followed by an introduction

to the electrolyte-gating technique applied to LSCoO thin films. Finally, I present the

outline of this Thesis.

1.1 The Cuprates

1.1.1 High-Temperature Superconductivity

Superconductivity was first discovered in 1911 by Kammerlingh Onnes, who observed

that the electrical resistivity of mercury falls to zero below a characteristic temperature

of Tc ≈ 4.2 K [1]. In the 1930s, Meissner and Ochsenfeld subsequently found that

superconductors actively expel an externally-applied magnetic field [2], known as the

Meissner-Ochsenfeld or perfect diamagnetism effect. The zero resistivity and Meissner-

Ochsenfeld effect are the two defining properties of a superconductor.

It took until the 1950s for Bardeen, Cooper and Schrieffer to put forward a success-

ful theoretical description of superconductivity, known as the BCS theory [3]. In their

1
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theory, electrons overcome their mutual electronic repulsion and are coupled by quan-

tized vibrations of crystal lattice (phonons) to form Cooper pairs. Naively, as bosonic

pairs, these Cooper pairs condense into a macroscopic coherent state below a critical

transition temperature Tc, and can then move through the lattice without electrical

resistance. According to the theory, the magnitude of Tc is related to the strength of

electron-phonon coupling V , as described by the formula kBTc = 1.13EDe
−1/(N(0)V ),

where ED is the Debye cutoff energy and N(0) is the electronic density of states at the

Fermi level [4]. It was predicted that superconductivity could not occur at temperatures

higher than about 30 K. BCS theory, and the specific model of phonon-mediated pairing,

constitute a major success of 20th century science. More recently, it has been uncovered

that exceptions may occur due to presence of very light atoms, e.g., Tc ≈ 203 K was

subsequently reported in H2S under extremely high pressure of 155 GPa [5]. Note that

it is important to distinguish between the BCS theory and the BCS model: the former

is the general theory of superconductivity described by a retarded bosonic pairing glue,

whereas the latter specifies that the pairing is mediated by electron-phonon coupling.

Despite intensive experimental efforts, the maximum Tc did not exceed 25 K for

more than 70 years. In 1986, Bednorz and Müller announced evidence for superconduc-

tivity in the copper-oxide (also referred to as “cuprate”) La2−xBaxCuO4 at about 30

K [6]. This breakthrough opened a major new field of research. In the following years,

superconductivity was reported in numerous cuprate compounds, in many cases with a

Tc value higher than the boiling point of the liquid nitrogen (77 K), a benchmark for in-

dustrial applications. Interestingly, the superconductivity in these materials cannot be

explained by the standard BCS model of phonon-mediated pairing, and thus is referred

to as unconventional superconductivity [7].

In addition to the cuprates, other families of superconductors also exhibit uncon-

ventional superconducting behavior, including the iron-pnictide, heavy-fermion, and or-

ganic superconductors. Remarkably, more than thirty years after Bednorz and Müller’s

seminal discovery, the underlying mechanism of superconductivity in these unconven-

tional superconductors is still actively debated, and high-temperature superconductivity

remains a major research topic in the field of condensed matter physics.
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1.1.2 Crystal Structures

There exist well over 100 cuprate superconductors, all of which share a common struc-

tural building block: the two-dimensional copper-oxygen (CuO2) sheet. The CuO2

sheets are stacked with intermediate compound-dependent charge reservoir layers, form-

ing a three-dimensional structure. A schematic diagram of the CuO2 sheet and lattice

structure is shown in Figure 1.1. The charge-carrier density of the CuO2 sheets can

be tuned by altering the chemical composition of the charge reservoir layers. The un-

doped parent compounds, e.g., La2CuO4 and Nd2CuO4, are Mott insulators as a result

of strong electronic correlations. Depending on the type of carriers, the cuprates are

classified as either hole- or electron-doped. The majority of cuprates are hole-doped,

including HgBa2CuO4+δ (Hg1201) studied in Chapter 3, and La2−xSrxCuO4 (LSCO)

investigated in Chapters 4 and 5. On the other hand, Nd2−xCexCuO4 (NCCO), studied

in Chapters 4 and 5, is a prototypical electron-doped cuprate.

Figure 1.1: Schematic of CuO2 sheet, reproduced from [7]. Each of copper atom (red)
in the CuO2 sheet is surrounded by four planar oxygen atoms (green). The bottom left
figure illustrates the hybridization of Cu 3dx2−y2 and O 2px,y orbitals that is crucial to
the unusual properties of the cuprate superconductors.

The cuprates can also be classified based on the number of CuO2 sheets per unit

cell. Nearly all of the materials studied in this Thesis (Hg1201, LSCO, and NCCO) are

single-layer compounds, with one CuO2 sheet per primitive cell. Cuprates with more
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than one CuO2 layer per primitive cell are common. For instance, HgBa2Ca2CuO8+δ,

which exhibits the highest Tc ∼ 135 K at ambient pressure of all known materials, is a

three-layer (n = 3) compound. In the introduction of Chapter 3, I briefly summarize our

collaborative CDW results for double-layer HgBa2CaCu2O6+δ (Hg1212). For a family of

cuprates with the same charge-reservoir layers, Tc increases with the number of CuO2

sheets up to n = 3, and then decreases with larger n. Although the initial increase

of Tc is still under investigation, the subsequent decrease is ascribed to the increasing

difficulty in simultaneously optimizing the charge concentrations of all CuO2 sheets [8].

Figure 1.2: Crystal structures of single-layer electron- and hole-doped cuprates, repro-
duced from [9]. Left: T′ structure of electron-doped R2−xCexCuO4 (R is one of a
number of rare-earth ions: Nd, Pr, Sm, or Eu). Right: T structure of La2−xSrxCuO4.

Notable differences are revealed between electron- and hole-doped cuprates after

close inspection [10, 11]. Figure 1.2 compares the T′ crystal structure of the electron-

doped cuprates and the T structure of their closest hole-doped counterpart, LSCO. In

the T structure, the planar copper atom is surrounded by six oxygen atoms, four in the

plane, and two at the apical position, whereas in the T′ structure, the apical oxygens are

nominally absent. Typical room-temperature lattice parameter are a = b = 3.95 Å and

c = 12.15 Å for NCCO, and a = b = 3.81 Å and c = 13.2 Å for LSCO. Whereas

NCCO is tetragonal at all temperatures, LSCO undergoes a structural transition to an

orthorhombic phase (e.g., at Ts ∼ 530 K for undoped LaCuO4).
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1.1.3 Electronic Structures

The electronic structures of the cuprates are dominated by the CuO2 layers, especially

the hybridized Cu 3dx2−y2 and O 2px,y orbitals (see Figure 1.1). Some studies point to

small admixtures of out-of-plane orbitals, e.g., Cu dz2−r2 , although the contributions

from these out-of-plane orbitals are believed to be less than 10% [12,13]. As a result of

the Coulomb potential due to the surrounding O2− ions, the five nominally degenerate

3d Cu2+ orbitals are split in energy, with 3dx2−y2 being the highest-energy orbital. In

the undoped parent compounds, the Cu2+ ions feature nine out of a maximum of ten 3d

electrons. Band theory therefore predicts a half-filled conduction band, i.e., the parent

compounds to be good metals. However, it turns out that the undoped compounds

are insulating. This seeming contradiction can be understood by considering the on-site

electron-electron interaction, i.e., there is a significant energy cost U for two electrons to

occupy the same 3dx2−y2 orbital due to their mutual Coulomb repulsion. The undoped

parent compounds therefore are Mott insulators. Theoretically, one often considers the

single-band Hubbard model:

H =
∑
ij

tijc
†
icj + U

∑
i

niσniσ′ , (1.1)

where i and j label sites on a square lattice, σ and σ′ are the spin states, tij is hopping

energy between site i and j, c†i and cj are the creation and annihilation operators,

U is the on-site interaction energy, and niσ is the number operator c†iσciσ. Charge

fluctuations are strongly suppressed in the case of a large local Coulomb interaction U .

If U � tij , the band structure of the undoped system (“half-filling”) can be described

by an empty upper Hubbard band (UHB) and a filled lower Hubbard band (LHB), and

the Fermi level lies in the middle of the Mott gap, as shown in Figure 1.3a.

The situation is more complicated, in fact, as the cuprates are better characterized

as charge-transfer Mott insulators. This is due to the presence of nearby O2− ions,

specifically the 2px,y orbitals along the Cu-O bond direction. The energy level of the

O 2px,y orbital lies between the UHB and LHB of the Cu 3dx2−y2 orbital. Therefore,

it is easier to excite an electron from an occupied O 2px,y orbital than from the LHB.

Figure 1.3b shows this schematically. Upon doping, holes tend to reside in the so-called

charge-transfer band (CTB), which is primarily composed of O 2px,y orbitals, whereas
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Figure 1.3: Schematic of Hubbard and charge-transfer insulator band structures,
adapted from [9]. (a) Single-band Hubbard model with empty upper Hubbard band
(UHB) and filled lower Hubbard band (LHB). µ denotes the chemical potential and lies
in the middle of the Mott gap in the undoped, half-filling case. (b) Charge-transfer
insulator. The charge-transfer band (CTB) lies between the UHB and the LHB. ∆ is
the charge-transfer gap between CTB and UHB. (c) Band structure of electron-doped
cuprates. The chemical potential µ moves upward into the UHB upon doping with elec-
trons. (d) Band structure of the hole-doped cuprates. The chemical potential µ moves
downward into the CTB.
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doped electrons tend to occupy Cu sites and to fill the UHB. The charge-transfer gap,

∆, between the CTB and the UHB is found to be 1-2 eV in the parent compounds [14].

The doping and temperature dependence of ∆ (and the emerging charge excitations

below ∆) is the focus of Chapter 5.

The three-band Hubbard model involves all three orbitals (Cu 3dx2−y2 and O 2px,y)

and hence enables, in principle, a more accurate description of the doped CuO2 sheets

[15]. However, this model is currently unsolvable. By treating the charge-transfer gap

∆ as an effective Hubbard U , and considering the Zhang-Rice singlet [16] band as an

effective LHB, the three-band Hubbard model can be simplified to an effective single-

band model (Equation 1.1).

It is possible to reduce the sinlge-band Hubbard model further by taking the limit

U � t, such that no two electrons occupy a single site. At half-filling, the localized

electrons have oppositely-aligned spins on adjacent sites and can reduce their kinetic

energy via virtual hops between neighboring sites. This hopping process is prohibited

for electrons with parallel spins, due to Pauli exclusion. This gives rise to an antiferro-

magnetic interaction, J ≈ 4t2/U . Neglecting correlated-hopping terms, the single-band

Hamiltonian then reads:

H =
∑
ij

tij c̃
†
i,σ c̃j,σ + J

∑
i,j

(Si · Sj −
ninj

4
), (1.2)

where c̃iσ = ciσ(1−ni,−σ) to exclude doubly-occupied states, and Si,j is the spin opera-

tor. Equation 1.2 is the t-J model, which is widely used to understand the electronic and

magnetic properties of the cuprates. A next-nearest hopping term, t′, and next-next-

nearest term, t′′, are often introduced to refine the model and obtain better agreement

with experimental results.

1.1.4 Phase Diagram

Since the 1986 discovery of high-temperature superconductivity in the cuprates, a vast

range of experimental and theoretical studies have been carried out to investigate the

physical properties of these complex oxides. Figure 1.4 shows the phase diagram of the

hole-doped cuprates [7]. The undoped compounds are antiferromagnetic Mott (charge-

transfer) insulators. The antiferromagnetic order is rapidly suppressed when holes are
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doped into the CuO2 sheets. Superconductivity occurs upon further doping, and Tc

has a dome-like shape. At optimal doping (pop ≈ 0.16), Tc is maximal. Materials with

p < pop are referred to as underdoped, and those with p > pop as overdoped. In the

heavily overdoped regime, the cuprates exhibit the properties of a conventional Fermi-

liquid metal [17–19]. Above the Tc dome, there are two robust regimes in the phase

diagram: the strange metal and the pseudogap. The strange metal is characterized

by T -linear planar resistivity above T ∗. Below T ∗, the system enters the pseudogap

phase, where the Fermi surface is partially gapped. The pseudogap phase exhibits a

number of ordering tendencies, including charge-spin stripe, spin-density-wave (SDW),

and charge-density-wave (CDW) order. The dynamic CDW response and the possible

coupling to optical phonons are the focus of Chapters 3 and 4, respectively. Chapter 5

is motivated by the desire to better understand the charge-transfer excitations of the

doped CuO2 sheets.

This Thesis work also includes studies of phonon anomalies (Chapter 4) and of

charge-transfer excitations (Chapter 5) of the archetypal electron-doped cuprate NCCO.

Although the electron- and hole-doped cuprates exhibit many of the same phases, there

exists a considerable electron-hole asymmetry. For example, antiferromagnetic correla-

tions are much more robust in the electron-doped cuprates [9]. CDW correlations also

exist in NCCO and persist to higher temperatures [20,21]. The studies of NCCO aim to

provide a comparison with the hole-doped counterparts as well as meaningful insights

into universal aspects of high temperature superconductivity.

1.2 The Cobaltites

1.2.1 Bulk and Thin-Film Properties

The cobaltites are of particular interest, as they lie in the crossover region between Mott

and charge-transfer insulator. The x = 0 parent compound LaCoO3 is a non-magnetic

semiconductor. Substitution of Sr for La introduces holes to the system and increases

the valence state of Co from 3+ to 4+. Meanwhile, with one less electron in the 3d

orbital, Co4+ has a nonzero spin state, which causes dramatic changes in magnetic

properties. The evolution of magnetic and electronic properties in the La1−xSrxCoO3−δ

(LSCoO) system upon Sr doping is usually described by a simple percolation picture
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Figure 1.4: Phase diagram of the hole-doped cuprates, reproduced from [7]. The blue
and green areas indicate the antiferromagnetic and superconducting phases with char-
acteristic temperatures TN and Tc, respectively. TS,onset and TC,onset denote the onset
temperatures of short-range spin-density-wave (SDW) and charge-density-wave (CDW)
correlations. T ∗ is the pseudogap temperature below which the Fermi surface is par-
tially gapped. TCDW and TSDW indicate the long-range CDW and SDW order observed
in some cuprates. pmin, pmax, pc1 and pc2 are characteristic doping levels for supercon-
ductivity and charge order.
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(Figure 1.5). Nanoscopic ferromagnetic clusters start to form in a non-magnetic matrix

at x ≈ 0.05. The clusters grow as doping is increased, percolate at x ≈ 0.18, and form

a homogeneous ferromagnetic metal at x ≈ 0.22 [22–26].

Figure 1.5: Schematic of percolative magnetic and electronic states in La1−xSrxCoO3−δ.
Grey area: ferromagnetic metal phase; white area: insulating non-magnetic phase.

In the LSCoO lattice, all Co-O distances and Co-O-Co angles are the same, whereas

there are three different La-O distances because of the tilting of adjacent CoO6 octahedra

along the cubic axis (Figure 1.6) [27]. These different La-O distances gradually become

close to each other as x increases, and the system eventually forms a cubic structure at

x > 0.55 [27].

Figure 1.6: Distorted cubic structure of La1−xSrxCoO3−δ, reproduced from [27]. The
numbers (1, 2 and 3) indicate oxygen sites with different La-O distances.

The other feature of LSCoO that is important to this Thesis work is the formation

of oxygen vacancies due to the unstable Co4+ state [28]. The oxygen vacancies occur

especially at high Sr concentrations, where two electrons from O2− are donated back to
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the lattice in order to compensate the hole doping in the simplest model. The resulting

effective doping level then becomes xeff = x−2δ, with δ being the oxygen deficiency. In

thin films, in order to accommodate the lattice mismatch between the film and substrate,

oxygen vacancy ordering occurs [29, 30]. Recent work also demonstrates that magnetic

anisotropy in LSCoO can be controlled by strain-engineered vacancy ordering [31].

The wealth of electronic and magnetic properties as well as the ease of forming

oxygen vacancies make LSCoO an ideal material for detailed electrolyte gating studies.

1.2.2 Electrolyte Gating

In perovskites and perovskite-derived oxides, one typically varies the charge-carrier con-

centration via cation/anion substitution or by changing the interstitial oxygen density.

Both methods introduce disorder and inhomogeneity, often cause considerable sample-

to-sample variation of macroscopic physical properties, and do not allow continuous

charge concentration control. A rather novel method of potentially reversible charge

control is doping via an applied electric field [32–35]. Continuous doping control has

been demonstrated in a wide variety of systems, such as the cuprate high-temperature

superconductors [36–39], colossal magnetoresistance manganites [40, 41], and organic

semiconductors [42]. Due to the strong charging capability of electrostatic doping, it

was possible to induce superconductivity in the wide-gap insulators KTaO3 [43] and

SrTiO3 [44]. It is notable that it has not been possible to dope KTaO3 to become

superconducting with conventional methods.

The most efficient electrolyte doping involves gating the material of interest in a

so-called electric double-layer transistor (EDLT) structure using an ionic liquid or ionic

gel, as shown in Figure 1.7. Such structures are nanoscale capacitors with highly mo-

bile ions in the electrolytes, providing giant specific capacitances and very high areal

charge densities (> 1014 cm−2) [41, 43, 45–48]. The carriers can be induced into the

sample electrostatically via applying a voltage drop across the electrolyte/sample in-

terface. However, it is now widely accepted that, in addition to electrostatic doping,

the operating mechanisms of EDLTs also involve various other responses [34,35,49–51].

For example, in the electrolyte-gated oxides, an electric field often induces redox, par-

ticularly via oxygen vacancy formation. Initial evidence for oxygen vacancy formation

came from transport measurements in a controlled atmosphere, and with tracking of
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irreversibility [52–58]. Although charge transport measurements continue to be the

main technique in the field of electrolyte gating, novel operando probes such as hard

X-ray diffraction [59–62], X-ray absorption spectroscopy [60, 63], and neutron reflec-

tometry [59, 64] have the potential to provide fruitful insights. In fact, in order to

understand the doping mechanisms and advance this promising field, the development

of new operando probes complementary to transport is essential. This is the motivation

for the study in Chapter 6, where soft X-ray absorption spectroscopy (XAS) and X-ray

magnetic circular dichroism (XMCD) measurements of electrolyte-gated thin films are

performed for the first time.

Figure 1.7: Illustration of electrolyte gating, reproduced from [65]. (a) Schematic of
an electric double-layer transistor (EDLT). The middle blue area indicates the ionic
liquid or gel with representative cations and anions. S and D are the source and drain
electrodes. (b) Molecular structures of the ionic liquid EMI:TFSI. (c) Picture of a
practical “cut-and-stick” ion gel [66].
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1.3 Outline of this Thesis

Chapter 2 describes the experimental methods that I used for my Thesis work. Single

crystals were grown using traveling-solvent floating-zone (TSFZ) or flux growth meth-

ods, and then were characterized by X-ray Laue diffraction and superconducting quan-

tum interference devices (SQUID) magnetometry. The basic theoretical background of

non-resonant inelastic X-ray scattering (IXS) and resonant inelastic X-ray scattering

(RIXS) is also discussed.

Chapter 3 describes a Cu L-edge RIXS study of the model cuprate Hg1201 with

nearly unprecedented energy resolution. The experiment was performed at beam line

ID32 of the European Synchrotron Radiation Facility (ESRF), Grenoble, France. In

addition to the expected observation of quasi-elastic charge-density-wave (CDW) or-

der at low temperature, using a new analysis method, I demonstrate the existence of

dynamic charge correlations with characteristic scales of about 40 meV and 150-200

meV. The existence of three distinct features in the charge response is highly unusual

for a CDW system, and suggests that charge order in the cuprates is closely related to

the pseudogap phenomenon and more complex than previously thought. In addition, I

determine the paramagnon dispersion across qCDW and find it to be insensitive to the

CDW correlations. Finally, I discuss the possible connection among these two dynamic

charge scales, the magnetic excitations, and the superconducting glue function.

Chapter 4 describes IXS measurements of the Cu-O bond-stretching phonon in

LSCO and NCCO. In LSCO (x = 0.125), at low temperature, the phonon linewidth

exhibits an anomalous broadening around qph, consistent with the CDW vector qCDW .

The broadening effect is significantly weakened at higher temperature and higher doping

(x = 0.20). Measurements across the structural transition temperature, Ts, suggest that

the effect is not due to unit cell doubling below Ts. Rather, the presence of dynamic

charge correlations might be the cause of the phonon broadening. Anomalous phonon

softening and broadening is also observed in NCCO, but found to be independent of

temperature and doping (x = 0.078 and x = 0.145). The scenario of anti-crossing

between two phonon modes is thus proposed in the case of NCCO.
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Chapter 5 describes a study of the temperature dependence of charge-transfer exci-

tations in LSCO and NCCO using Cu K-edge RIXS. I first describe prior RIXS mea-

surements of the doping dependence of charge-transfer excitations in LSCO as well as a

phenomenological charge (de)localization model, which are the motivation of this study.

The Cu K-edge RIXS measurements, which range from low temperature (15 K) to very

high temperature (1200 K), reveal a distinct spectral weight decrease upon heating in

both compounds. The results indicate dissimilar doping and temperature effects that

remain to be understood.

Chapter 6 demonstrates synchrotron soft XAS/XMCD as operando probes of the

charge state and magnetism in ion-gel-gated ferromagnetic LaAlO3(001)/LSCoO thin

films. As a first step, in order to establish baseline behavior, XAS/XMCD measure-

ments of 4-25 unit-cell-thick films are shown to probe the evolution of hole density and

ferromagnetism. Operando soft XAS/XMCD of electrolyte-gated films is then demon-

strated, using specifically optimized spin-coated gels with thickness down to ∼1 µm and

specific composition. Application of gate voltages up to + 4 V is shown to dramatically

suppress the O K-edge XAS pre-peak intensity and XMCD signal at the Co L-edges,

and thus enables the response of Co valence and ferromagnetism to be tracked upon

gate-induced reduction. This work lays the foundation for operando soft XAS/XMCD

studies of other electrolyte-gated oxides, which could be especially illuminating in the

case of battery, ionic conductor and supercapacitor materials.

At the time of completing this Thesis, the dynamic CDW correlation study of Hg1201

described in Chapter 3 [67] and the operando soft XAS/XMCD study of ion-gel-gated

LSCoO thin films discussed in Chapter 6 [68] have been submitted for publication. A

manuscript describing the NCCO phonon work (Chapter 4) is in preparation, whereas

the LSCO phonon work will require additional measurements in the future. Similarly,

the work on the charge-transfer excitations described in Chapter 5 may benefit from

additional measurements with higher energy resolution. However, a related manuscript

on the effect of the reduction step on charge-transfer excitations in NCCO is currently

in preparation (work not discussed in Chapter 5). In addition to the work described

in this Thesis, I contributed to numerous other experiments. These include the RXS

measurement of CDW correlations in Hg1201 [69], NCCO [21, 70], and Hg1212 [71],
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the growth of Hg1212 single crystals [72], and hard X-ray diffraction studies of ion-gel-

gated LSCoO [59] and BaSnO3 thin films [73]. Moreover, some of the crystals that

I prepared were studied with a new nonlinear magnetic response technique [74], and

are presently investigated via angle-resolved photoemission spectroscopy (ARPES) and

second-harmonic generation (SHG) optical measurements.



Chapter 2

Experimental Methods

In this Chapter, I describe the experimental methods that I used throughout this Thesis

work. The in-house laboratory work involved crystal growth and characterization. The

key experiments were performed at various national and international synchrotron X-

ray facilities. The synchrotron-based X-ray techniques used are non-resonant inelastic

X-ray scattering (IXS; Chapter 4), resonant inelastic X-ray scattering (RIXS; Chap-

ters 3 and 5), and X-ray absorption spectroscopy/X-ray magnetic circular dichroism

(XAS/XMCD; Chapter 6). In essence, XAS/XMCD constitutes the first step in the

RIXS process, and therefore is not discussed separately in the present Chapter.

2.1 Crystal Growth

Successful experimental efforts in condensed matter physics crucially depend on the

quality of the samples to be investigated. Typically, the earliest available samples of

a new material are polycrystalline powders. Studies of polycrystalline samples have a

fundamental limitation, because the individual crystallites are randomly oriented, such

that spatial information is averaged over. In order to achieve satisfactory experimental

understanding of quantum materials and their typically anisotropic behavior, the study

of single crystalline samples is essential.

A prime example are the high-Tc superconductors, which consist of copper-oxygen

(CuO2) sheets that are separated by intervening layers of other atoms, and exhibit

highly anisotropic electronic properties. In fact, it is thought by many that the unusual

16



17

properties exhibited by these quantum materials originate from the highly correlated

CuO2 sheets. Single crystals thus are necessary to study the quasi-two-dimensional

properties of these materials. Two crystal growth methods, traveling-solvent floating

zone (TSFZ) and flux growth, are used and developed in our research group to obtain

high-quality single crystals.

2.1.1 Traveling-Solvent Floating-Zone Growth of LSCO

Single-grain crystals of many materials can be obtained by slowly solidifying melt or

vapor that consists of the elements of the desired crystal. Industrial single-crystal silicon

is produced in this manner. One might guess that single crystals can be easily grown,

given a high enough starting temperature and a slow enough cooling rate, and that the

slower the cooling rate, the larger crystals that are obtained. However, unlike elemental

silicon, most cuprates cannot be grown in this manner due to their incongruous-melting

nature. That is, as the material is heated, it decomposes into a mixture of transition-

metal oxide solid and Cu-rich liquid. Figure 2.1 shows the temperature-composition

phase diagram of the La2O3-CuO system as an example. According to this phase

diagram, stoichiometric La2CuO4 decomposes into La2O3 solid and CuO liquid above

1320 ◦C, and additional CuO liquid flux is needed to fully dissolve the La2O3-CuO

system into liquid melt. The melting point of the system decreases with increasing CuO

composition and reaches a minimum at 90% mol CuO. A good window for the growth

of La2CuO4 single crystals is the CuO composition range between 70% and 90% and

the temperature range between 1050 ◦C and 1320 ◦C.

The easiest way to grow La2CuO4 single crystals is the so-called flux- or solvent-

growth. Once appropriate amounts of La2CuO4 and CuO flux have been mixed well and

put into a crucible, the crucible is heated up to high temperature until the the mixture

melts completely, and then slowly cooled down. As the melt is cooled across the solidus

line in Figure 2.1, it starts to precipitate La2CuO4 single crystals. Note that, as more

and more La2CuO4 precipitates from the melt, the melt composition changes, following

the solidus line. If the melt reaches the eutectic point, the entire melt will solidify with

a large portion of CuO remaining in the mixture. Once the crucible has been cooled to

room temperature, the La2CuO4 single crystals can be removed mechanically from the

solidified mixture. Crystals grown by the flux method often have CuO secondary phase
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inclusions and impurities from the crucible material. For example, in the early days of

cuprate research, it was common to use Pt crucibles, which led to Pt impurities on the

Cu site [75].

Figure 2.1: Temperature-composition phase diagram of the La2O3-CuO system, adapted
from [76, 77]. The solid single-phase compositions are shown as black solid lines. The
target material La2CuO4 lies at 50% CuO composition. Above 1320 ◦C, La2CuO4 de-
composes into solid La2O3 and Cu-rich liquid phase, thus single-phase La2CuO4 cannot
be obtained by simply cooling the polycrystalline material with this chemical composi-
tion from the melting point. Rather, the growth of La2CuO4 needs to start in a CuO
rich melt, with a CuO composition between 70% and 90%. The solidus line, below
which single phase La2CuO4 completely solidifies, is highlighted in blue.

A more advantageous method is traveling-solvent floating-zone (TSFZ) growth,

which eliminates the usage of crucibles. This technique suspends the molten mate-

rial between the polycrystalline feed rod and growing crystal by surface tension. The

high-temperature molten zone is achieved by focusing light from halogen lamps using

elliptical mirrors. The molten zone is usually a small volume, around 5 mm in height

and diameter, depending on the size of needed crystal. During the growth, the mirror
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stage including the lamps moves slowly upward, the polycrystalline material melts into

the top part of molten zone, and “freezes” out at the bottom of the zone, forming the

growing single crystal. Compared to the traditional flux method, much larger single-

grain crystals can be obtained using the TSFZ technique. Figure 2.2 is a photo of the

TSFZ furnaces in our laboratory, and Figure 2.3 illustrates the interior of such a furnace.

Figure 2.2: Photo of TSFZ furnaces.

The first step involved in the TSFZ growth is to prepare polycrystalline powders.

For Sr-doped La2CuO4, chemical powders of La2O3 (99.99%), SrCO3 (99.99%) and CuO

(99.99%) are first dehydrated above 200 ◦C for 2 hours to ensure accurate chemical com-

positions. Stoichiometric quantities of powders are weighed using an analytic balance,

and mixed using a mortar and pestle. In order to significantly reduce the particle size

and to increase the homogeneity of the mixed powders, ethanol is usually added to the

mixture in the first round of the mixing process. The mixed powers are then collected

into an alumina crucible and heated to high temperature (950 ◦C) for 12 hours. The
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Figure 2.3: Illustration of the TSFZ furnace, reproduced from [78].

resultant solid-state chemical reaction can be expressed as:

(1− x

2
) · La2O3 + x · SrCO3 + CuO +

x

4
·O2 → La2−xSrxCuO4 + x · CO2. (2.1)

The grinding and baking process is repeated five times to ensure that powders are

fully reacted. The final powders are black and have fine particle size. X-ray powder

diffraction indicates that the powders are single-phase La2−xSrxCuO4 (LSCO). The

next step is to transform these powders into a polycrystalline feed rod for use in the

TSFZ furnace. A thin latex tube and a glass funnel are used to pack the powders

into a uniform cylindrical shape (typically 5-6 mm in diameter and 7-10 cm in length).

Once all the powders are packed into the latex tube, the tube is connected to a vacuum

pump to evacuate air, and then sealed and compressed in a hydrostatic press. The

latex tube is then carefully cut away from the powder rod after the compression. The

resultant fragile powder rod is immediately baked at 980 ◦C for 12 hours . The hardened

rod is then suspended by a high-temperature-resistant Ni-Cr wire inside the TSFZ

furnace and sintered at high temperature (close to the doping-dependent decomposition

temperature) for 20 hours. The rod is much denser after this sintering step, and light

reflection from tiny polycrystals on its surface is visible. Figure 2.4a shows a picture of
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a high-temperature sintered LSCO feed rod.

Figure 2.4: Pictures of LSCO (a) feed rod and (b) crystal grown by the TSFZ method.
The ∼ 7 mm long feed rod was sintered at high temperature. The LSCO crystal is
roughly 10.5 cm long and 5 mm in diameter. Most of this crystal is single-grain.

The seed rod is usually a small piece of single crystal (10 mm long) cut from an

earlier growth. It is not necessary for the seed to have the same composition as the feed

rod. If single crystals are not available, a short polycrystalline rod (such as a section

of a feed rod) can also serve as seed. The seed is glued to an alumina post, which is in

turn connected to a holder. The holder can be screwed to the lower shaft of the TSFZ

furnace and has six screws on the side to adjust the position of the seed to ensure that

it lies along the central axis of the furnace.

The flux rod is prepared in the same manner as the feed rod. It contains a La2O3-

CuO mixture with 85% CuO. The flux rod is cut into small pellets, each with mass

around 350 mg, which are heated at 980 ◦C for 12 hours. In an earlier growth protocol,

there was a “melting flux” step before the actual growth, in which a small piece of the

flux pellet was melted and attached to the polycrystalline feed rod which was mounted

upside down in the furnace. The feed rod with flux attached was then taken out and

aligned well with the seed rod to start the growth. I found this step unnecessary for the

growth of LSCO, and instead mounted the feed and seed rods with a flux pellet sitting

on top of the seed. At the beginning of the growth, the top part of the flux melts first,

the feed rod can easily “pick up” the flux, and the latter forms a drop at the tip of the
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feed rod as the temperature is increased. The feed and seed rods can then be attached

to start the growth once the flux has completely melted. This improvement decreases

the time and effort needed to heat and cool the furnace while melting the flux.

Figure 2.5: Illustration of the TSFZ growth, reproduced from [78].

The TSFZ growth progression is illustrated in Figure 2.5. During the growth, the

upper and lower shafts counter-rotate to eliminate the azimuthal temperature gradient

of the furnace. As the mirror stage moves upward, the bottom part of the feed rod

slowly dissolves into a molten zone, and crystallites freeze out at the bottom. At the

beginning of a growth, there are usually multiple crystal grains. Once one grain becomes

larger than others, it will eventually dominate the growth to form a singe-grain crystal.

There are multiple factors that can affect the quality of the growth: lamp power level,

growth rate, growth atmosphere, gas pressure, etc.

The power level directly controls the temperature of the molten zone, which cannot

be measured directly though, as it depends on the crystal size and melt composition.

The growth must be periodically monitored to ensure that the right lamp power is used.

If the power level is too high, the molten zone will drop. Once the feed rod dissolving

rate is smaller than the seed rod depositing rate, the solvent will narrow, eventually

causing the feed and seed rods to detach if no action is taken. On the other hand, if the

power level is too low, part of the solvent will remain solid and cause the feed and seed

rods to “knock” at each other and, eventually, to detach.
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The growth rate also affects the crystal quality. High growth rates cause the crystals

to remain multi-grain. Single-grain crystals are more likely to form with a low growth

rate. However, growth with a low growth rate is more time consuming, and for materials

with small surface tension, it is impossible to keep the growth at a small rate. For LSCO

crystals with a diameter of ∼ 5 mm, the growth rate is optimized at 0.5 mm/h.

High O2 partial pressure is needed to suppress CuO evaporation during the growth

of LSCO. This is achieved by containing the growth within a thick-wall quartz tube

to maintain pressure, using an Ar/O2 mixture for continuous gas flow. The melting

point of the solvent increases with pressure. If the pressure is too high, the melting

point becomes larger than the deposition point, and thus the growth is not feasible. For

LSCO, the optimized pressure is around 2 atm with a 1:3 flow ratio of Ar:O2 (50 cc/min

of Ar and 150 cc/min of O2).

The TSFZ-grown LSCO crystals are black and have shiny surfaces. Their typical

size is 4-5 mm in diameter and more than 8 cm in length. Figure 2.4b shows an as-grown

LSCO (x = 0.02) crystal grown with the TSFZ technique. After the crystals are grown,

they are usually annealed at high temperature in an atmosphere that depends on the

Sr doping level. For x ≤ 0.05, crystals are annealed in Ar flow at 800 ◦C for 20 hours to

remove excess oxygen and thermal stress. For 0.05 < x ≤ 0.16, crystals are heated in

air at 800 ◦C for 40 hours to remove thermal stress. For x > 0.16, 900 ◦C in oxygen flow

for 100 hours is used in order to recover oxygen deficiency and remove thermal stress.

2.1.2 Flux Growth of Hg1201 and Hg1212

This Thesis also involves the study of Hg-based cuprates. The Hg-family of compounds,

whose formula reads as HgBa2Can−1CunO2n+2+δ, where n is the number of CuO2 layers

per primitive cell, features a simple tetragonal symmetry. Moreover, it exhibits the

record value of Tc for each n, and the record of Tc = 134 K (n = 3) at ambient pressure

for all known materials to date [79]. The growth of single crystals requires relatively

high Hg and O partial pressures [80] and is not feasible with the TSFZ method described

above. Previous members of our research group have developed a two-step method to

grow single-layer (n = 1) HgBa2CuO4+δ (Hg1201) single crystals [81]. Recently, double-

layer (n = 2) HgBa2CaCu2O6+δ (Hg1212) and triple-layer (n = 3) HgBa2Ca2Cu3O8+δ

(Hg1223) crystals have also been obtained using a similar method [72].
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Figure 2.6: Temperature profiles for the Hg1201 and Hg1212 crystal growth.

The two-step growth includes an initial precursor preparation step and a subsequent

high-temperature synthesis step. The purpose of the precursor step is to increase sample

homogeneity, and also to reduce contamination from air and water. To prepare the

precursor, stoichiometric powders of 99.99% Ba(NO3)2 and CuO2 are weighted and

mixed using a mortar and pestle. The mixture is then placed into a zirconia crucible

and heated at 920 ◦C for 12 hours with oxygen flow at a rate of 4 L/min. Ba(NO3)2

decomposes into BaO and NO2 at high temperature, with the latter being flushed away

by oxygen flow. The Ba2CunO2+n precursor is formed following:

2 · Ba(NO3)2 + n · CuO→ Ba2CunO2+n + 4 ·NO2 + O2. (2.2)

The Ba2CunO2+n precursor is then ground and placed inside a zirconia crucible

with an excess amount of HgO powder at the bottom. For the growth of Hg1212, an

excess amount (30% more than the stoichiometric amount) of CaO powder is mixed

with the precursor powders using a mortar and pestle. This process is performed in
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a N2 atmosphere glove box to avoid H2O and CO2 contamination, and also to reduce

exposure to toxic HgO powders. The crucible is sealed inside an evacuated quartz tube

with a small amount (20-30 mg) of MgSO4 hydrate crystals, which introduce water to

the reaction to facilitate the crystal nucleation. The sealed quartz tube is then placed

in a furnace, heated to 1020 ◦C, and then slowly cooled. The cooling rate used for the

crystallization was 2 ◦C per hour for Hg1201 and 6 ◦C per hour for Hg1212, as shown in

Figure 2.6. The faster rate was chosen for Hg1212 in order to suppress the formation

of the single-layer phase. The best Hg1212 crystals grown in this manner have a size

of 1-2 mm along the CuO2 planae, and a thickness around 0.1 mm. One such as-grown

Hg1212 crystal is shown in Figure 2.7. The chemical reaction for the synthesis can be

expressed as:

Ba2CunO2+n + (n− 1) · CaO + HgO +
δ

2
O2 → HgBa2Can−1CunO2n+2+δ. (2.3)

Figure 2.7: Picture of an as-grown Hg1212 crystal.

A problem with this growth method is that the high pressure generated by the

excess HgO at high temperatures may cause explosions of the quartz tube. For the

growth of Hg1201, where 30% of excess HgO is sufficient, the explosion rate can be kept

below 10%. However, much higher Hg partial pressure is required to grow Hg1212 (and

Hg1223) single crystals. The pressure generated during the Hg1212 growth, where 60%

of excess HgO is added, is close to the stability limit of the quartz tubes, causing an

explosion rate as high as 50%. This precludes the synthesis of Hg1223 single crystals
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using this method, as this would require even larger pressures. A more advanced two-

layer encapsulation method that utilizes custom-built high-pressure furnaces to grow

larger Hg1212 and Hg1223 single crystals was reported in [72].

Anneal Condition Final Tc (K)

300 ◦C, 6 bar O2 92 (OV)

300 ◦C, O2 flow 95 (OP)

450 ◦C, air 80 (UD)

480 ◦C, N2 flow 71 (UD)

500 ◦C, air 65 (UD)

500 ◦C, 3 mTorr vacuum 55 or lower (UD)

Table 2.1: Anneal conditions for Hg1201 crystals, reproduced from [82]. OV: over-
doped; OP: (nearly) optimally-doped; UD: underdoped.

As-grown Hg1201 and Hg1212 crystals are usually underdoped, with Tc values of

about 80 K and 90 K, respectively. In order to obtain the desired hole content and

to increase the doping homogeneity, as-grown crystals are subjected to a subsequent

anneal processes at various temperatures and in different atmospheres (e.g., air, O2,

Ar, vacuum; see Table 2.1). The anneal time ranges from a week to several months,

depending on the crystal size and target Tc.

2.2 Sample Characterization

In this Section, I discuss various in-house sample characterization techniques used to de-

termine basic structural and magnetic properties of the crystals. X-ray Laue diffraction

is routinely used to determine the crystal orientation. SQUID magnetometry measure-

ments are performed to check the magnetic properties, especially to determine the Néel

temperature (TN ) and superconducting critical temperature (Tc).

2.2.1 Laue Diffraction

Laue diffraction is named after Max von Laue, who was the first to study crystal struc-

ture using X-ray diffraction [83]. Unlike the monochromatic beam that is widely used in

modern scattering techniques, Laue diffraction uses a white X-ray beam that consists of
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a continuous range of photon energies. The photon energy (~ω) is related to its wave-

length (λ) via ~ω = hc
λ = 1.24×104eV·Å

λ , where c is the speed of light. Instead of carefully

tuning the scattering angle θ to satisfy Bragg’s law (2d sin θ = nλ, where n is an integer,

d is the lattice spacing, and θ is the scattering angle), Laue diffraction utilizes the full

scattering angle and satisfies Bragg’s law via a broad spectrum of λ. Because X-rays

with a wide range of energies are generated simultaneously, Laue diffraction thus has the

advantage of providing an immediate measurement of the crystal structure, and thus is

routinely used for sample alignment prior to experiments at synchrotron facilities.

Due to the relatively low X-ray penetration depth (on the order of a few µm for

typical ∼ 10 keV in-house X-rays), the backscattering geometry is usually used in Laue

diffraction. That is, the photons are emitted from the X-ray source (typical in-house

sources are X-ray tubes and rotating anodes), scattered by the crystal, and then detected

by an area detector on the same side as the incident beam. The sample is mounted on a

goniometer that has two rotational degrees of freedom, and the goniometer is then placed

on a sample stage that can be moved translationally (x, y and z axes). Once the crystal

structure is known from powder diffraction measurements, the crystal orientation can

be theoretically calculated based on an arbitrary pattern. In practice, some synchrotron

beamlines have limited scattering angle accesses, and it is desirable to polish the crystal

surface along high symmetry axes (i.e., ab or ac planes) based on experimental needs.

For the Hg-familiy of cuprates, this is easy to achieve, as as-grown crystals have shiny

ab-plane surfaces. Figure 2.8 shows the Laue pattern for a Hg1201 UD70 crystal (the

sample studied in Chapter 3). For TSFZ-grown LSCO, the c-axis is usually nearly

perpendicular to the growth direction (i.e., perpendicular to the cylinder axis), and

therefore sample alignment is straightforward as well.

2.2.2 SQUID Magnetometry

The temperature-doping phase diagram of the cuprates spans from the antiferromag-

netic Mott-insulating state at zero doping, to the superconducting state at intermediate

doping, to the non-superconducting over-doped regime (Figure 1.4). The Néel tempera-

ture (TN ) of antiferromagnetic samples and the superconducting transition temperature

(Tc) of superconducting samples are two important defining characteristics. The sim-

plest method to determine TN and Tc is to measure the magnetic response of a sample
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Figure 2.8: X-ray Laue diffraction pattern for a Hg1201 crystal (UD70) studied in
Chapter 3. The incident X-rays were along the crystalline c-axis (i.e., [001]) and the
horizontal/vertical directions correspond to the (100) axes. The bright and clear Bragg
peaks in the pattern indicate good sample quality. The four-fold nature of the pattern
implies tetragonal symmetry (a = b) of the lattice.

to an applied magnetic field.

Our laboratory uses a commercial MPMS XL magnetometer developed by Quantum

Design, Inc. The MPMS system involves superconducting quantum interference devices

(SQUIDs). A SQUID is a superconducting loop, connected by two parallel Josephson

junctions, that is used to measure magnetic flux. In practice, in order to eliminate

the flux of the applied external magnetic field, two or more SQUIDs are oppositely

positioned above and below the sample. The magnetic flux produced by the sample can

then be determined from the flux difference through the loops.

Once the temperature and magnetic field are set, SQUID measurements are per-

formed through a sample position scan. If the sample size is small enough compared

to the distance between oppositely positioned loops, the position scan can be modeled

using an ideal dipole moment. By fitting the signal to a predefined line shape, the

magnetic moment is determined from the fitted amplitude.

In general, probes such as nuclear magnetic resonance (NMR) and neutron scattering

are widely used to determine the magnetic properties of materials. In the case of

the antiferromagnetic insulator La2CuO4, neighboring magnetic moments align anti-

parallel to each other. Due to the staggered nature of the arrangement, one might not

expect a SQUID magnetization measurements to be sensitive to the magnetic order.
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Figure 2.9: Copper-oxygen octahedra of LSCO in the (a) high-temperature tetragonal
(HTT) and (b) long-range distorted low-temperature orthorhombic (LTO) phases, re-
produced from [78]. The octahedra rotate in a staggered fashion about the [110] axis.
The directions of the Cu2+ spin-1/2 magnetic moments of undoped La2CuO4 (x = 0)
are indicated by black and white arrows.

However, when a strong magnetic field is applied perpendicular to the CuO2 planes, the

magnetic susceptibility peaks at TN = 325 K (for x = 0), indicative of a transition. This

anomalous behavior can be explained by the spin-canting in the buckled CuO2 plane

[84]. The LSCO system undergoes a structural phase transition from high-temperature

tetragonal (HTT) to low-temperature orthorhombic (LTO) upon cooling (Ts is 530 K

for x = 0 and decreases approximately linearly with doping to Ts ≈ 0 at x ≈ 0.22).

As shown in Figure 2.9, the LTO phase introduces a staggered rotation of the oxygen

octahedra. This causes the copper magnetic moments to cant, giving rise a non-zero

net magnetic moment of each CuO2 sheet. These weak ferromagnetic moments in turn

are staggered along [001]. Application of a c-axis magnetic field causes the non-zero

net moments to align along the field direction, giving rise to a cusp in the uniform

susceptibility at TN .

In the case of superconductors, the samples become perfect diamagnets below Tc,

so that any small positive external magnetic field will give a large negative signal (the

so-called Meissner-Ochsenfeld effect). Above Tc, in the normal state, the samples are

paramagnetic with a relative weak net positive response. In practice, a sample is first

cooled in zero magnetic field and the magnetic moment is measured as a function of
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temperature upon heating in a small field (zero-field cooling, or ZFC). The measurement

is then repeated on cooling in a field of the same magnitude (field cooling, or FC). The

ZFC signal results from the full Meissner-Ochsenfeld effect, which is usually larger than

the FC signal, since in the latter case some magnetic flux is pinned by impurities or

defects. The ratio between FC and ZFC signals below Tc is an indication of the amount

of disorder in the sample. A large FC/ZFC indicates that the sample is of high quality.

In the case of HgBa2CuO4+δ, a ratio of nearly 100% was observed [85]. For LSCO,

values in the 10-20% range are typical.

Figure 2.10: Representative SQUID magnetization measurements of LSCO. (a) Néel
transition in the antiferromagnetic parent compound La2CuO4. (b) Spin-glass state in
lightly-doped LSCO (x = 0.02). (c) Overdoped superconducting LSCO (x = 0.20).
Blue and red curves represent zero-field-cool (ZFC) and field-cool (FC) measurements.
The magnitude of the applied c-axis DC magnetic field is indicated in each panel.

Figure 2.10 shows representative measurements of the magnetic susceptibility of

LSCO, for x = 0 (parent compound), x = 0.02 (underdoped), and x = 0.20 (overdoped).

The cusp for undoped La2CuO4 in Figure 2.10a indicates the antiferromagnetic (Néel)

transition around TN = 320 K [86]. The susceptibility of the x = 0.02 sample exhibits

a difference between ZFC and FC measurements indicative of a spin-glass state at low

temperature [87]. The x = 0.20 sample is superconducting, as seen from the sharp

transition around Tc = 30 K.
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2.3 Synchrotron X-ray Scattering

Photon-based probes provide deep insight into the electronic properties of materials

because photons directly interact with electrons. Synchrotron X-ray facilities are im-

portant photon sources for scattering and spectroscopy studies. A synchrotron facility

accelerates electrons close to the speed of light using accelerators, stores the relativistic

electrons in a storage ring, and produces X-ray photon radiation by changing the mo-

tion of (accelerating) the electrons. Compared to photons generated with traditional

methods, synchrotron X-rays have much higher brilliance (by a factor of ∼ 1012) and

penetrating power. In addition, the tunability of the photon energy and polarization

enables adaptation to different experimental needs.

In this Thesis, inelastic X-ray scattering is the main technique used in the study of

the cuprates (Chapters 3, 4, and 5). Depending on the energy of incident photons, one

distinguishes between non-resonant inelastic X-ray scattering (IXS) and resonant inelas-

tic X-ray scattering (RIXS). IXS is widely used to measure low-energy excitations, such

as phonons, whereas in RIXS experiments, the cross section is enhanced by a resonant

process, enabling the detection of otherwise unobservable excitations. In Chapter 6, X-

ray absorption spectroscopy (XAS) and X-ray magnetic circular dichroism (XMCD) are

employed to directly measure the electronic and magnetic structure around the Fermi

level in La1−xSrxCoO3−δ. Below, I first discuss basic scattering principles, and then

give brief introductions to IXS and RIXS. XAS/XMCD is essentially the first step of

the RIXS process, and thus not further discussed here.

2.3.1 Scattering Basics

A basic scattering schematic is shown in Figure 2.11. An incident photon with energy

~ωi, momentum ~ki, and polarization εi is scattered by a sample. The emitted photon

has final energy ~ωf , momentum ~kf , and polarization εf . The momentum and energy

conservation laws require:

~ω = ~ωi − ~ωf (2.4a)

Q = ~ki − ~kf (2.4b)

Here ~ω and Q are the energy and momentum transferred to the sample. The
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momentum transfer Q is a three-dimensional vector in reciprocal space, usually defined

asQ ≡ Ha∗+Kb∗+Lc∗ ≡ (H,K,L), where a∗ = 2π
a , b∗ = 2π

b and c∗ = 2π
c are reciprocal

lattice constants. Because a crystal features a periodic lattice, the reduced wavevector q

is usually used to describe excitations in a single Brillouin zone: q ≡ Q−G, where G is

a reciprocal lattice vector closest to Q. Bragg reflections correspond to coherent elastic

scattering (zero energy transfer and zero reduced momentum: ~ω = 0 and q = 0). In

the case of the cuprates, which are lamellar, quasi-two-dimensional materials with CuO2

sheets, the electronic properties are only weakly L-dependent. Thus, one often simply

considers the two-dimensional vectors (H,K) and (h, k).

Figure 2.11: Basic scattering principles. (a) Scattering process. Photons are charac-
terized by their energy ~ω, momentum ~k, and polarization ε. The subscripts i and f
indicate incident and final-state (scattered) photons, respectively. The photon energy
and momentum differences, ~ω = ~ωi − ~ωf and Q = ~ki − ~kf , are transferred to the
sample. (b) Momentum transfer in reciprocal space. The solid and dashed lines indicate
the two-dimensional lattice and antiferromagnetic Brillouin zones of the cuprates, re-
spectively. The reduced wavevector q is defined via Q = G+ q, where G is the nearest
reciprocal lattice vector.
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The scattering process can be understood with the theory of quantum electrodynam-

ics [88]. X-rays are usually described by an electromagnetic field with vector potential

A(r), which can be expanded as plane waves:

A
(
r
)

=
∑
k,ε

√
~

2V ε0ωk

(
εak,εe

ik·r + ε∗a†k,εe
−ik·r), (2.5)

where V is the volume of the system, ε0 is the vacuum permittivity, and a†k,ε and ak,ε

are creation and annihilation operators, respectively. The total Hamiltonian H of the

system is split into a noninteracting term, H0, and an interacting term, Hint:

H = H0 +Hint. (2.6)

H0 involves the electron kinetic and potential energies, whereas Hint is the electron-

photon interaction term. Hint is much smaller than H0, and treated as a perturbation

to H0:

H0 =
∑
j

1

2m
p2
j +

∑
jj′

V
(
rjj′
)

(2.7a)

Hint =
∑
j

− e

mc
A
(
rj
)
· pj +

∑
j

e2

2mc2
A2
(
rj
)
, (2.7b)

where the sum runs over all the electrons j in the system, pj is the electron momentum

operator, m and e are the electron mass and charge, and c is the speed of light. The

spin-dependent terms are neglected here, as they are smaller by a factor of ~
mc2

. The A·p
term in Equation 2.7b is the photoelectric process, which entails different phenomena,

such as photoemission and X-ray absorption spectroscopy to first-order of perturbation,

and resonant inelastic X-ray scattering (RIXS) to second order of perturbation. The

Coulomb gauge (∇ ·A = 0) is used in Equation 2.7b so that p ·A = A · p.

The electron-photon interaction may excite the system from the ground state |i〉 to

a final state |f〉 with energies Ei and Ef , respectively. This transition probability W is

given by

W =
2π

~

∣∣∣∣∣ 〈f |Hint|i〉+
∑
n

〈f |Hint|n〉 〈n|Hint|i〉
En − Ei − ~ωi

∣∣∣∣∣
2

δ
(
Ef + ~ωf − Ei − ~ωi

)
, (2.8)
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where ~ωi and ~ωf are the energies of the incident and scattered photons, and |n〉
denotes the intermediate state with energy En. The first term corresponds to Fermi’s

golden rule. The first-order term is usually much larger than the second-order term,

which yields regular non-resonant scattering. When the energy of incident X-rays is

tuned to a specific transition (~ωi = En − Ei), the second term dominates, giving rise

to resonant X-ray scattering.

A general concept in scattering is the scattering cross section σ, which corresponds

the total number of scattered particles Φσ per time unit, where Φ is the incident particle

flux. The double-differential scattering cross section dσ
dΩdωf

specifies particles scattered

into the solid angle dΩ with final energy dωf . dσ
dΩdωf

is proportional to the transition

probability W :

d2σ

dΩdωf
=
Wρ(~ωf )

Φ
=
WV 2ω2

f

8π3~c4
, (2.9)

where ρ(~ωf ) =
V ω2

f

8π3~c3 is the density of final photon states and Φ = c
V is the incident

particle flux [89].

In order to calculate the double-differential scattering cross section, it is useful to

classify Hint by powers of A. To first order, only the terms to order A2 are taken

into account, because they contain contributions proportional to a†k′ε′akε and akεa
†
k′ε′ .

This includes the second term in Hint that accounts for non-resonant X-ray scattering.

Although the interaction term linear in A (the first term in Hint) does not contribute to

first order, its square contributes to the second order, yielding resonant X-ray scatter-

ing. The double-differential scattering cross section d2σ
dΩdωf

derived from the interaction

Hamiltonian to the second order is known as Kramers-Heisenberg formula [90], and it

is discussed in more detail in the following Sections.

2.3.2 Non-Resonant Inelastic X-ray Scattering

Cross Section

To the first-order of perturbation, when the incident photon energy ~ωi is far from the
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resonant energy (En −Ei), d2σ
dΩdωf

in IXS arises from the A2 term in Hint and reads as:

d2σ

dΩdωf
=
ωf
ωi

( e2

mc2

)2(
εi · ε∗f

)2∑
f

∣∣∣∣∣∣ 〈f |
∑
j

exp
(
iq · rj

)
|i〉

∣∣∣∣∣∣
2

× δ
(
Ef − Ei − ~ω

)
, (2.10)

We introduce free-electron Thomson scattering,

( dσ

dΩ

)
Th

=
e2

mc2

(ωf
ωi

)∣∣εi · ε∗f ∣∣2, (2.11)

and the dynamical structure factor,

S
(
q, ω

)
=
∑
f

∣∣∣∣∣∣ 〈f |
∑
j

exp
(
iq · rj

)
|i〉

∣∣∣∣∣∣
2

δ
(
Ef − Ei − ~ω

)
, (2.12)

to simplify the IXS cross section:

d2σ

dΩdωf
=
( dσ

dΩ

)
Th
S
(
q, ω

)
. (2.13)

Thomson scattering describes the scattering cross section of a free electron. In the scat-

tering from a crystal with zero energy transfer (~ω = 0), Thomson scattering contributes

along with the static structure factor S
(
q, ω = 0

)
, giving rise to Bragg scattering. In

the adiabatic approximation, d2σ
dΩdωf

can be factorized as:

d2σ

dΩdωf
=
( dσ

dΩ

)
Th

∣∣f(q)∣∣2S∗(q, ω), (2.14)

where f(q) is the electronic form factor and S∗
(
q, ω

)
is the atomic contribution to

the total dynamical structural factor. Equation 2.14 is widely used to model phonon

excitations measured via IXS [91].

Dynamical Structure Factor

The dynamical structure factor S(q, ω) (Equation 2.12) describes all possible excitations

from an initial state (Ei) to final states (Ef ). According to van Hove [92], S(q, ω) can
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also be expressed as the Fourier transform of the electron-pair correlation function:

S
(
q, ω

)
=

1

2π

∫ ∞
−∞

dte−iωt 〈i|
∑
jj′

e−iq·rj′ (t)eiq·rj(0)|i〉 , (2.15)

where |i〉 is the initial state of the system, and rj(0) and rj′(t) are the positions of elec-

tron pairs at times zero and t. The equivalence between Equations 2.12 and 2.15 is a

manifestation of the fluctuation-dissipation theorem: the excitations of the system (dis-

sipation) are connected to the scattering due to density fluctuations in the initial state.

Using the fluctuation-dissipation theorem, the dynamical structure factor is related to

the imaginary part of electronic polarization function χ(q, ω):

S
(
q, ω

)
= − 1

π
(1 + nB)Im

[
χ
(
q, ω

)]
, (2.16)

where nB = 1/[exp(~ω/kBT )− 1] is the Bose factor.

IXS provides information about charge-density fluctuations of the electronic system.

In the case of a homogeneous electron system, S(q, ω) can be further expressed as a

function of the macroscopic dielectric function ε(q, ω), which is the ratio of the electric

displacement field D to the applied electric field E:

S(q, ω) = (1 + nB)
q2

4π2e2
Im
[ −1

ε(q, ω)

]
(2.17)

This is similar to the cross section in the case of electron energy loss spectroscopy

(EELS) [93].

2.3.3 Resonant Inelastic X-ray Scattering

The second term in Equation 2.8 becomes large when the incident photon energy

matches the resonant condition, ~ωi = En − Ei. The denominator En − Ei − ~ωi is

then small, which greatly enhances the cross-section. Removing unimportant factors

and neglecting the contributions of the first- and third-order terms, we can obtain the
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resonantly-enhanced large RIXS cross section [94]:

I(ωi, ωf ,ki,kf ) =
∑
f

∣∣∣∣∣∑
n

〈f |Tf |n〉 〈n|Ti|i〉
En − Ei − ~ωi + iΓn

∣∣∣∣∣
2

δ
(
Ef + ~ωf − Ei − ~ωi

)
, (2.18)

where Ti = εi ·
∑

j pje
iki·rj and Tf = ε∗f ·

∑
j pje

ikf ·rj represent the transition operators

between the electrons and incident/emitted X-rays. Γn is introduced to account for the

finite lifetime ~/Γn of the intermediate state |n〉.
In the case of the cuprates, the incoming photon energy can be tuned to different

resonant energies, i.e., copper K-, L-, M - or oxygen K-edges, where different incident

phonon energies promote different types of core electrons into empty valence shells. The

copper atoms in the CuO2 sheet have a partially filled 3d valence shell and the electronic

configuration of Cu2+ is 1s22s22p63s23p63d9. At the Cu K-edge, 1s core electrons are

excited to the 4p valence state, with an energy of about 9,000 eV that lies in the hard

X-ray regime. In contrast, the L2,3-edge 2p→ 3d (∼ 900 meV) and M2,3-edge 3p→ 3d

(∼ 80 eV) excitations are in the soft X-ray regime. One can also choose to excite the

O atom by promoting a O 1s electron to an empty 2p valence state (O K-edge) with

photon energy ∼ 500 eV.

In the RIXS process, the incident photon is first absorbed by a core electron that is

promoted to an empty valence shell. This intermediate state is usually highly energetic

and unstable because of the presence of the deep electronic core hole. The system then

quickly decays from this intermediate state, typically within 1-2 fs. One of the possible

decay processes is the Auger process, by which an electron fills the core hole while

another electron is simultaneously emitted. The other common decay process is the

so-called fluorescent decay: the core hole is filled by a valence electron and at the same

time a photon is emitted.

There are two different RIXS mechanisms, namely direct and indirect. Figure 2.12

and Figure 2.13 represent these two different types of processes. The classification of

RIXS as either direct or indirect is useful, as the two mechanisms have rather different

cross sections. The details of direct and indirect RIXS are discussed briefly below,

using Cu L-and K-edge scattering as examples. In general, when it is allowed, direct

scattering is the dominant inelastic scattering channel. The indirect process usually
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Figure 2.12: Direct RIXS process, adapted from [88]. A core-level electron absorbs
energy from an incident photon and is promoted into an empty valence band state. The
empty core hole is then filled by an electron from the occupied valence states, while
a photon is emitted. This RIXS process creates a valence excitation with momentum
~ki − ~kf and energy ~ωi − ~ωf .

Figure 2.13: Indirect RIXS process, adapted from [88]. In indirect RIXS, an electron is
excited from a deep-lying core level into the valence band. Additional charge excitations
occur in the intermediate state through the Coulomb interaction Uc between the core
hole and valence electrons. The final state then features an excitation in the valence
band with momentum ~ki − ~kf and energy ~ωi − ~ωf .
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contributes only at higher order. However, for the large class of experiments for which

direct scattering is forbidden, RIXS relies exclusively on indirect scattering channels [88].

The discussion of RIXS presented here follows the reviews [88] and [94], and the

interested reader is encouraged to read the original articles for more details.

Cu L-edge RIXS

For direct RIXS, both the initial photoelectric transition from core to valence state and

the succeeding decay from the conduction state to fill the core hole should be possible.

Cu L-edge RIXS is a typical direct scattering process through 2p to 3d excitation and

subsequent 3d to 2d decay. Since empty 3d states in the cuprates lie at the Fermi level,

RIXS therefore directly probes the valence and conduction states.

Since the electrons in the 2p orbitals experience considerable spin-orbit coupling, the

wave function at site i is usually represented by the total angular momentum J and its z

component Jz: |2p; JJz〉 = Ψ2p,J,Jz(r−Ri). In the case of the Cu L-edge, it is possible

to tune the energy either to the L2-edge (J = 1/2) or the L3-edge (J = 3/2). The

atomic wave function for the 3d orbital can be expressed as |3d;µσ〉 = Ψ3d,µσ(r−Ri).

Note that the wavelength of the incident photon is ∼ 11.2 Å at the L-edge, so that

we can take the dipole approximation limit eiki · (r −Ri) = 1. The transition matrix

element then becomes:

Mi = 〈3d;µσ|(εi · p)eiki·r|2p; JJz〉

=
i

~
(ε3d,µσ − ε2p,J,Jz)eiki·Ri 〈3d;µσ|εi · r|2p; JJz〉 ,

(2.19)

where ε3d,µ and ε2p,JJz are 3d and 2p atomic energy levels. By introducing the 2p core

hole creation operator P †k,J,Jz and the 3d electron creation operator d†k,µ,σ, summing

over all sites, and removing unimportant factors, we can write the dipole operator as:

DL†
i(f) =

∑
µ,σ,Jz

cJJzµσ (εi)
∑
k

d†k,µ,σP
†
k−ki(f),J,Jz

, (2.20)

where the coefficient cJJzµσ can be calculated using atomic wave functions:

cJJzµσ

(
εi
)

= 〈3d;µσ|εi · r|2p; JJz〉 . (2.21)



40

Up to now, the Hamiltonian of the system with initial state |i〉, final state |f〉,
and intermediate state |n〉 has not been introduced. There are several representative

models that describe 3d electrons, including the one-band Hubbard model, the three-

band Hubbard model (d − p model), and the t − J model. The Hamiltonians of these

models give the energy states, i.e., H3d |g〉 = Eg |g〉 for the ground state |g〉. In the Cu

L-edge RIXS process, in addition to H3d, the energy level of the 2p core hole, Hp, as

well as the Coulomb interaction between the 2p core hole and 3d electrons, Hc, should

also be considered in the intermediate state.

With the total Hamiltonian H = H3d + Hp + Hc, the transition matrix element of

Cu L-edge RIXS from the ground state |g〉 to the final state |f〉 reads

FLgf = 〈f |DL
f

1

H − Eg − ~ωi + iΓ
DL†
i |g〉 . (2.22)

Note that it is possible to excite a 2p electron to various spin components of 3d orbitals,

and for the electron to return to the 2p orbital with opposite spin. The combination

of the two dipole operators DL
f and DL†

i in Equation 2.22 makes it possible to induce

spin-flip excitations in the 3d electron system. Therefore, Cu L-edge RIXS can detect

not only spin-conserved charge and magnetic excitations, but also spin-flip excitations.

This renders Cu L-edge RIXS complementary to traditional neutron scattering for mag-

netic excitation measurements.

Cu K-edge RIXS

In the Cu K-edge RIXS process, a core level electron in the 1s orbital absorbs the

energy of the incident photon and is excited to the 4p orbital. The intermediate state

is energetic and highly unstable, causing the 3d electrons to interact with the 1s core

hole and the photo-excited 4p electron through Coulomb interactions. The 4p electron

then returns to the 1s orbital and a photon is simultaneously emitted. The energy and

momentum differences between incident and emitted photons are thus transferred to

the 3d band. Therefore, Cu K-edge RIXS is an indirect probe of 3d electrons.

The 4p electrons in the conduction band can be expressed as the Bloch state |4p〉 =

exp(ik0·r)uµk0(r), where uµk0 is the periodic lattice function. The core level 1s electrons

at site i can be expressed as the atomic wave function: |ψ1s〉 = ψ1s(r − Ri). The
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transition-matrix element from the 1s orbital to the conduction band then reads as:

Mi = 〈4p|(εi · p)eikir|ψ1s〉

= e−ik0·Rieiki·Ri ×
∫

dr′e−ik0·r′uµk0(r′)(εi · p)eiki·r′ψ1s(r
′),

(2.23)

where r′ = r − Ri. Given that the wavelength of the incident photon is ∼ 1.4 Å at

the Cu K-edge (~ωi ≈ 9 keV), much larger than the extent of the 1s wave function

calculated as aB/Z, with the Bohr radius aB (= 0.529 Å) and the atomic number Z,

we can take the dipole approximation, eiki·r′ ≈ 1. On the other hand, the length scale

of k0 is the lattice constant, so it is also safe to consider eik0·r′ ≈ 1. Taking the dipole

approximation, Equation 2.23 then becomes:

Mi = e−i
(
k0−ki

)
·Riεi ·Pµ,1s (2.24)

where

Pµ,1s = 〈uµk0 |p|ψ1s〉 . (2.25)

Let’s introduce a creation operator of a 4p Bloch electron with spin σ: p†k0,σ
, and a

creation operator of the 1s hole at site i: S†i,σ. After summing Mi in Equation 2.24

over all sites, the K-edge dipole transition operator from the ground state |g〉 to the

intermediate state |n〉, or from the intermediate state |n〉 to the final state |f〉 is:

DK†

i(f),σ = p†k0,σ
S†k0−ki(f),σ

(2.26)

where

S†k,σ = N−1/2
∑
i

S†i,σexp(−ik ·Ri), (2.27)

and N is the total number of sites.

Back to Equation 2.18, we obtain the Cu K-edge RIXS cross section for 1s → 4p

transitions:

I(ωi, ωf ,ki,kf ) =
∣∣(ε∗f ·P4p,1s)(εi ·P4p,1s)

∣∣2
∑
f

∣∣∣∣∣∑
n,σ

〈f |DK
f,σ|n〉 〈n|DK†

i,σ |g〉
En − Ei − ~ωi + iΓn

∣∣∣∣∣
2

δ
(
Ef + ~ωf − Ei − ~ωi

)
.

(2.28)
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Here, the momentum difference ~ki−~kf and energy difference ~ωi−~ωf are transferred

to the final state |f〉, making RIXS a powerful probe for momentum- and energy-resolved

measurements.

Similar to the considerations for the Cu L-edge, the total Hamiltonian of the system

includes the energy of the 3d electrons, H3d, 1s-core hole, Hs, 4p electron, H4p, and

the Coulomb interaction between the 1s-core hole, 4p electron, and 3d electrons, Hc.

Note that the 4p electron is delocalized in the conduction band, so that the interactions

related to the 4p electrons are usually neglected for simplicity. Thus, the dominant

term in Hc is the attractive interaction between the 1s-core hole and 3d electrons.

With H = H3d + Hs + Hc, it is then possible to calculate the K-edge RIXS intensity

either numerically for finite-size lattice systems [94], or analytically via perturbative

treatment [88].



Chapter 3

Dynamic Charge-Density-Wave

Correlations in Hg1201

The temperature-doping phase diagram of the cuprates was briefly discussed in Chapter

1. Among the different ordering tendencies in the pseudogap part of the phase diagram,

the charge-density-wave (CDW) instability in the underdoped cuprates, which tends

to compete with the superconducting order, has been a major recent research focus.

However, measurements of dynamic, energy-resolved CDW correlations are still in their

infancy. In this Chapter, I present a systemic study of the dynamic charge correla-

tions in the model cuprate HgBa2CuO4+δ (Hg1201, Tc = 70 K). Using RIXS with very

high energy resolution (60 meV) and a new analysis method, dynamic charge correla-

tions with characteristic scales of about 40 meV and 150-200 meV are revealed. The

possible connection among these two charge scales, the magnetic excitations, and the

superconducting glue function is discussed.

3.1 CDW Correlations in Cuprates

In the cuprates, superconductivity emerges upon modifying of the chemical composi-

tion via chemical substitution or the introduction of excess oxygen. The dome-shaped

superconducting phase (Figure 1.4) can be approximately described by a parabola:
Tc

Tmax
c

= 1 − 82.6(x − 0.16)2, where the maximum transition temperature Tc is reached

at the optimal hole doping level x ≈ 16% [95]. It is not clear why superconductivity is

43
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weakened as the doping concentration deviates from this optimal value. One possibil-

ity is the presence of a coexisting order which competes with superconductivity in the

underdoped regime [7, 96].

The CDW in the cuprates exhibits a periodic, incommensurate modulation of charge

along the Cu-O bond direction. Initial evidence for charge order came in 1995, from neu-

tron scattering work on La1.48Nd0.4Sr0.12CuO4, where a superstructure peak indicative

of a four-unit-cell periodic spatial charge modulation was observed through the associ-

ated lattice distortion [97]. Approximately a decade later, quantum-oscillation [98] and

Hall-effect [98,99] measurements of Y-based cuprates hinted at Fermi-surface reconstruc-

tion under high magnetic fields. A natural origin of the reconstruction is band-folding

induced by an ordered state. Therefore, these experiments are indirect evidence for

the presence of CDW oder in the underdoped cuprates. Further evidence for CDW

correlations came from STM work (in the absence of an applied magnetic field) of

(Bi,Pb)2(Sr,Ca)2CuO6+δ [100] and NMR measurements of YBa2Cu3O6+δ (YBCO) in

high magnetic fields [101].

More recently, X-ray scattering experiments, which are directly sensitive to charge

order, revealed incommensurate CDW correlations in various cuprate materials [20,

21, 69, 70, 102–114], including our group’s contributions for HgBa2CuO4+δ (Hg1201)

[69, 106], HgBa2CaCu2O6+δ (Hg1212) [71], and Nd2−xCexCuO4 (NCCO) [21, 70]. The

CDW is generally seen to have a reduced wave vector in the qCDW ∼ 0.25 − 0.33 rlu

range, which corresponds to a spatial modulation of 3-4 lattice constants. The CDW

intensity and correlation length are often found to decrease in the superconducting state,

and therefore it is thought that the CDW competes with superconductivity [102]. This

conclusion is supported by the observed enhancement of the CDW intensity when the

superconductivity is suppressed by a magnetic field in YBCO [103, 104, 111]. Whereas

initial measurements focused on underdoped compounds, similar behavior has recently

been observed in optimally-doped samples [109,112] and in one overdoped cuprate [114].

However, key questions remain unresolved. The mechanism of CDW formation

could be related to Fermi-surface nesting (i.e., a reciprocal-space mechanism) [115,116],

or to strong electronic correlations that lead to charge separation (i.e., a real-space

mechanism) [97, 117]. Furthermore, the relation between CDW correlations and the

pseudogap is far from understood, with suggestions that either one is the underlying
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phenomenon [113,118–121]. Finally, the short correlation lengths indicate that disorder

might play an important role, but it is still unknown how the CDW in the cuprates

becomes static on cooling and what the pinning mechanism is.

3.2 Previous CDW Measurements in Hg-based cuprates

Hg1201 is a single-layer compound, with a simple tetragonal crystal structure and an

optimal Tc of nearly 100 K [85,120,122–132]. The model nature of Hg1201 is exemplified,

e.g., by the observations that the normal-state magnetoresistance in the pseudogap

state exhibits Kohler scaling [127] and low-temperature transport measurements reveal

Shubnikov-de-Haas oscillations due to Fermi-surface reconstruction associated with the

CDW order [125, 130]. Therefore, Hg1201 is perhaps the most ideal cuprate to study

CDW correlations and related phenomena. In 2014 [106] and 2017 [69], we published

our initial findings for Hg1201, using RXS. Recently, we extended our RXS work to the

CDW correlations in Hg1212, the double-layer sister compound of Hg1201 [71].

3.2.1 CDW Temperature Dependence

As described in Chapter 2, resonant X-ray scattering, whereby the incident photon

energy is tuned to the Cu L3 edge to enhance the scattering cross-section, is a direct

probe of CDW correlations. The scattered photons can be directly measured in energy-

integrated mode (conventional RXS), or additionally analyzed by a spectrometer in

energy-resolved inelastic mode (RIXS). Conventional RXS has the benefit of relatively

short counting times and enabled the efficient exploration of the doping and temperature

dependence of CDW correlations in many cuprates, including Hg1201 [69, 106]. Figure

3.1 shows a RXS measurement of CDW correlations in Hg1201 with different doping

levels [69]. In the doping range from about p = 0.064 to p = 0.115 (Tc = 55 K to

88 K ), a net CDW signal is observed after subtracting the high-temperature data.

The intensity of the CDW peak decreases upon heating above Tc and saturates at the

doping-dependent characteristic temperature TCDW . Unlike for YBCO, where the CDW

response exhibits its maximum intensity at T = Tc, in Hg1201 the intensity remains

unchanged in the superconducting state. The CDW correlation length in Hg1201 (∼
4-6 planar lattice units, calculated from the FWHM of the peak) is much smaller than
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that in YBCO. Similar temperature-dependent CDW correlations were also observed in

Hg1212 via RXS (Figure 3.2) [71].

Figure 3.1: Temperature dependence of CDW correlations in Hg1201 measured by
conventional RXS, reproduced from [69]. (a)-(d) Temperature dependence of the
background-subtracted CDW peak for four Hg1201 samples. The peak intensity de-
crease upon heating above Tc and saturates at the doping-dependent characteristic
temperature TCDW . The solid lines are fits to Gaussian functions on top of an as-
sumed linear background. (e)-(h) Temperature dependence of the peak amplitude and
width (FWHM). Blue areas indicate the superconducting state for each sample. The
thick gray lines are guides to the eye.

3.2.2 Revised Phase Diagram

As shown in Figure 3.3, the temperature TCDW determined from RXS is in very good

agreement with the characteristic temperature TOPT obtained from pump-probe optical

measurements [133]. The doping dependence of these characteristic temperatures forms

a dome shape, with a maximum that corresponds to the center of the Tc(p) plateau,

where the deviation from the interpolated parabolic Tc(p) dependence is the largest.

This is indirect evidence for the competition between CDW order and superconductivity.
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Figure 3.2: Temperature dependence of CDW correlations in Hg1212 measured by RXS,
reproduced from [71]. (a) RXS spectra of the Hg1212 UD112 sample measured at
different temperatures. (b)-(e)Temperature dependence of CDW intensity of different
Hg1212 samples after the subtraction of the data obtained at the highest measured
temperature. The intensities here are amplitudes of fits to a Gaussian function. The
narrow vertical lines indicate the superconducting transition temperature Tc of each
sample, and the wide vertical lines indicate TCDW , the onset of the observed temperature
dependence.
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Figure 3.3: Hg1201 phase diagram (p > 0.04), extrapolated to p = 0 based on results
for other cuprates [7]. Solid blue line: Doping dependence of the superconducting (SC)
transition temperature Tc(p) [134]. Dark gray region: Deviation (not to scale) of Tc(p)
from the estimated “ideal” parabolic dependence (dashed blue line). T ∗: Pseudogap
(PG) temperature, estimated from the deviation from strange-metal (SM) T -linear re-
sistivity behavior [124,128]. T ∗∗: Temperature below which Fermi-liquid (FL) behavior
is observed in the PG state [124, 126–128]. TRXD: Onset of short-range CDW correla-
tions estimated from RXS measurements [69, 106]. TOPT : Characteristic temperature
observed in time-resolved optical reflectivity measurements [133]. TRIXS : Temperatures
at which the Hg1201 sample (Tc = 70 K, p ∼ 0.086) was measured in this Thesis work.
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3.3 Cu L-edge RIXS Measurement of Hg1201

The CDW order determined by RXS exhibits short in-plane correlation lengths, and

there is no evidence for a phase transition in the absence of an applied c-axis magnetic

field [69, 106]. Gaining further understanding of these emergent correlations and their

connection with the pseudogap phenomenon is the primary focus of this Chapter. The

comparatively high onset temperatures, reduced dimensionality, and short length scales

suggest that significant dynamic CDW correlations might be present, in analogy with

well-known systems such as NbSe2 in the presence of point disorder [135]. On the other

hand, the CDW phenomenology in the cuprates is quite different from conventional

systems, as it occurs in the part of the phase diagram that is dominated by the highly

unusual pseudogap phenomenon.

3.3.1 Experimental Setup

Figure 3.4: Cu L-edge RIXS scattering geometry. (a) Scattering geometry with two dif-
ferent incident photon polarizations: parallel (π) and perpendicular (σ) to the (H0L)
scattering plane. (b) Reciporcal-space schematic with first nuclear and antiferromag-
netic Brillouin zones (solid and dashed lines, respectively). Circles: H values accessed
in the experiment.

RIXS is a unique probe to study dynamic charge correlations. The measurements

were performed with the ERIXS spectrometer at beam line ID32 of the European Syn-

chrotron Radiation Facility (ESRF), Grenoble, France. The incident X-ray energy was
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tuned to the maximum of the Cu L3 absorption peak around 932 eV, and the X-ray

polarization was set either parallel (π) or perpendicular (σ) to the scattering plane. The

scattered photons were analyzed without considering the final-state polarization. The

energy resolution was approximately 60 meV, as determined from the full width at half

maximum (FWHM) of the non-resonant spectrum of a standard polycrystalline silver

sample. In order to prepare a clean and high-quality surface, the Hg1201 single crystal

(Tc = 70 K, p ∼ 0.086) was cleaved ex situ to reveal a face parallel to the CuO2 planes.

Momentum scans were performed by rotating the sample about the axis perpendicular

to the scattering plane, and the detector angle was set to 2θ = 150◦. The scattering

geometry is shown in Figure 3.4.

The intensity of the RIXS spectra was normalized to the integrated intensity of

dd-excitations, following prior work [136]. Energy calibration (determination of zero

energy transfer) was performed at each momentum transfer by measuring the non-

resonant spectrum of standard polycrystalline silver located near the sample. As a

consistency check, the energy of dd-excitations was examined and not found to drift

with temperature. Figure 3.5 shows the raw RIXS spectra measured at 70 K and 250

K with σ- and π-polarized incident photons.

3.3.2 Dynamic Charge Correlations

Figure 3.6 show RIXS intensity contour plots at T = 70 K and 250 K, respectively,

as a function of H and energy transfer ω (negative ω corresponds to energy loss),

obtained with σ-polarized incident X-rays directly from individual energy scans such as

those shown in Figure 3.5. The maps clearly display signal around qCDW ≈ (0.28, 0),

consistent with prior RXS work [69,106]. Whereas the dominant signal at 70 K is elastic,

at 250 K (> TCDW) the response is dynamic and centered in the optic phonon range.

Due to the larger phonon contribution, the 250 K spectra exhibit higher intensity away

from qCDW than the 70 K data. Although weaker, as expected, charge correlations are

also observed in π polarization (Figure 3.5).

A more detailed data analysis reveals additional information. Figure 3.7(a-d) shows

the momentum dependence of RIXS signal (obtained from energy scans such as those

in Figure 3.6(c), with σ polarization) integrated over the FWHM energy resolution (60

meV) with different energy ranges: quasi-elastic (-30, +30) meV; inelastic (-90, -30)
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Figure 3.5: Cu L-edge RIXS spectra measured at 70 K and 250 K with (a) σ- and (b)
π-polarized incident photons.
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Figure 3.6: (a) and (b): Momentum-energy contours of RIXS spectra at 70 K and 250
K, obtained with σ polarization. Dashed lines: full-width-at-half-maximum (FWHM)
energy resolution of 60 meV. (c) Spectra at selectH values, obtained with σ polarization;
data vertically shifted for clarity.
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meV, (-150, -90) meV and (-210, -150) meV. In order to arrive at a systematic estimate

of the q-integrated signal strength, we perform a heuristic fit of the data to a Gaussian

peak, with fixed center (qCDW ) and width (∼ 0.075 rlu), plus a concave, polynomial

contribution. For Hg1201, the optic phonon range extends to about 75 meV [137–139],

and for energy transfers in this range the ‘background’ contribution invariably includes

phonon scattering; for all energy-integration ranges, this smoothly-varying contribution

is indistinguishable at 70 K and 250 K.

Figure 3.8(a,b) shows the energy dependence of the Gaussian amplitude obtained in

this manner for σ- and π-polarization, respectively. As expected for charge scattering,

the signal is weaker for π-polarization. The 250 K results show broad peaks centered

at ∼ 40 meV and no evidence for elastic scattering, as the energy dependence of the

amplitude is fully captured by the sum of Stokes and anti-Stokes scattering. The peaks

are considerably broader than the 60 meV energy resolution. Assuming a heuristic

intrinsic Gaussian profile, we estimate an intrinsic width of at least 50 meV (FWHM)

after resolution deconvolution. The RIXS signal may be interpreted either as a single

charge mode, with a width that is comparable to its characteristic energy, or as the result

of a large distribution of charge modes. We note that our analysis removes featureless

phonon contributions. Whereas the broad peak in Figure 3.6(b) contains low-energy

excitations, especially phonons, those at ∼ 40 meV in Figure 3.8 (a,b) are either directly

or indirectly associated with enhanced charge correlations at qCDW . As discussed in

detail below, the latter may in principle include anomalous phonon scattering.

At 70 K, the dominant charge response is quasi-elastic. The width of this peak is

larger than the energy resolution, consistent with a dynamic contribution at ∼ 40 meV

that is unchanged from the response at 250 K. This distinct possibility is highlighted

for both polarizations in the (Bose-factor-corrected) intensity difference plots in Figure

3.8(c,d), which reveal resolution-limited elastic peaks centered, within error, at ω = 0.

Interestingly, at 70 K we also observe dynamic CDW signal above the optic phonon

range. This is directly seen from Figure 3.7, especially Figure 3.7(e), where the large bin-

ning range (-280,-120) meV was chosen in order to optimize signal-to-background. These

data, obtained with σ-polarization, are contrasted in Figure 3.7(f) with the equivalent

result with π-polarization, which is more sensitive to magnetic scattering. The convex

momentum dependence can be attributed to paramagnons, which become prominent
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Figure 3.7: RIXS intensity integrated over different energy ranges. (a-d) σ-polarized
RIXS intensity spectra at 70 K and 250 K, integrated over the 60 meV FWHM in-
strument resolution, centered at zero, 60, 120 and 180 meV energy loss. (e) σ and (f)
π-polarized RIXS spectra at 70 K and 250 K, integrated over larger energy windows,
as indicated. In all cases, the 70 K curves are vertically shifted for clarity. The black
lines in (a-e) are polynomial momentum dependences, and the same in each case at
low and high temperature. Blue and red lines in (a-e): fits to Gaussian profiles plus a
smoothly varying contribution at 70 K and 250 K, respectively. Blue and red lines in
(f): guides to the eye. Vertical dashed grey lines indicate qCDW . The errors are one
standard deviation (square root of total photon count).
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Figure 3.8: Energy- and temperature-dependence of charge response at qCDW for (a)
σ- and (b) π-polarization from fitted Gaussian amplitude in Figure 3.7(a-d). The error
bars indicate fit errors. Insets: zoom of the range (-250, -100) meV; the dashed red
line in the inset to (a) indicates the possibility of non-zero charge scattering in this
energy range at 250 K. Blue and red shaded areas indicate the instrument resolution
60 meV (FWHM). Gaussian fits to Stokes and anti-Stokes scattering at 250 K (dashed
red lines; sum: solid red lines) yield 41(4) meV and 64(12) meV (FWHM) for the peak
position and intrinsic (de-convoluted) peak width. Gaussian fits to three peaks at 70 K
(blue lines) capture (1) quasi-elastic, (2) low-energy (∼ 40 meV), and (3) high-energy
(peak at 163(12) meV, intrinsic width of 77(16) meV (FWHM)) contributions to the
CDW response; the latter is not discerned in π-polarization, for which the overall charge
response is expected and seen to be weaker. (c) and (d): difference in amplitude between
70 K and 250 K from (a) and (b), respectively, after correcting the 250 K data for the
Bose factor. Green and purple shaded areas indicate the instrument resolution; vertical
dashed lines indicate peak centers obtained from fits to Gaussian profiles, which are
consistent with zero energy transfer. The orange shaded area in (c) indicates the net
signal centered at 160(6) meV.
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above |ω| ∼ 200 meV at qCDW (see below). This is seen from the comparison in Figure

3.7(f) with the result obtained with narrower (-200,-120) meV integration, which yields

an approximately linear background, consistent with the σ-polarization result in Fig.

2(e). From Figure 3.8(a), the high-energy charge signal is seen to be peaked at about

165 meV; it is not discerned in π-polarization (Figure 3.8(b,d)) due to the higher back-

ground level (proximity to paramagnon excitations; Figure 3.7(f)) and lower expected

charge scattering cross section (by a factor of two). We note that the 250 K data in

Figure 3.7 and 3.8(a) are consistent with non-zero high-energy charge signal, although

with a smaller amplitude and potentially larger momentum width than at 70 K.

Note that the dynamic charge response can be equally well modeled as a distribu-

tion of modes of different energies. Such an analysis is shown in Figure 3.9, where a

log-normal distribution is assumed at zero temperature. Unlike the fit to the heuristic

Gaussian form in Figure 3.8, which yielded a large intrinsic width, the log-normal dis-

tribution is zero in the ω = 0 limit. The high-temperature (250 K) data can be modeled

using Bose-Einstein statistics and detailed balance. The line shape is further convoluted

with the Gaussian resolution function.

3.3.3 Paramagnon Excitations

Figure 3.6(c) reveals an additional broad, dispersive peak in the 0.15 to 0.4 eV range.

This feature, which has been observed in a number of cuprates, signifies paramagnon

scattering that evolves from well-defined antiferromagnetic excitations in the undoped

parent compounds [140, 141]. These excitations are more prominent in π- than in σ-

polarization in the present scattering geometry, as expected for magnetic scattering

[142,143].

In order to extract the paramagnon response, we decompose the mid-infrared region

of the RIXS spectra into three components using the heuristic form [142,144]:

I

Idd
(ω) = G(ω) + nBL(ω) + nBχ

′′(ω), (3.1)

where nB = [1− exp(−~ω/kBT )]−1 is the Bose factor, G(ω) a resolution-limited Gaus-

sian function that captures the elastic peak, L(ω) a resolution-limited Lorentzian profile

used to effectively capture the phonon contribution, and the paramagnon is fit to a
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Figure 3.9: Dynamic charge correlations at 250 K modeled with a log-normal distribu-
tion in (a) σ- and (b) π-polarization. The data (filled square and diamond symbols) are
the same as in Figure 3.8 (a,b). The solid red lines are the results of fits to a resolution-
convoluted log-normal distribution with a mean energy of 49(2) meV. The dashed red
lines indicate the deconvoluted charge response at 250 K. The blue dashed line is the
Bose-corrected charge susceptibility at zero temperature.
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damped harmonic oscillator form:

χ′′(ω) = χ′′0
γω[

ω2 − ω2
0

]2
+ ω2γ2

=
χ′′0
2ω1

[ γ/2

(ω − ω1)2 + (γ/2)2
− γ/2

(ω + ω1)2 + (γ/2)2

]
,

(3.2)

with damping coefficient γ
2 =

√
ω2

0 − ω2
1. In addition, a linear background is assumed.

In order to model the RIXS spectra, G(ω), L(ω) and χ′′(ω) are further convoluted with

the instrument resolution function. Figure 3.10 shows the fits to the 70 K RIXS spectra

measured in π-polarization.

Figure 3.10: Heuristic fits to RIXS data taken at 70 K in π geometry, in which the param-
agnon response is strongest, with in-plane momentum transfer H indicated. The spectra
are decomposed into three components plus a linear background (blue): a resolution-
limited elastic peak (yellow), a resolution-limited effective phonon peak (purple), and a
damped paramagnon excitation (green).

Figure 3.11 summarizes our result for the paramagnon dispersion along [1,0] at

70 K. We compare the RIXS data with magnetic neutron scattering data near the

antiferromagnetic wave vector for two Hg1201 samples (one with essentially the same

doping level and Tc = 71 K [129], and the other with p ≈ 0.064 and Tc = 55 K [82]) and
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find that these results are highly consistent and complementary. From a heuristic fit

of the combined neutron and X-ray data above H = 0.1 rlu to simple linear spin-wave

theory, we obtain an effective nearest-neighbor exchange of 123(3) meV. The relatively

large uncertainty and limited data near the zone boundary prevent a more detailed

analysis [145,146].

Figure 3.11: Paramagnon dispersion. (a) RIXS spectra for Hg1201 at numerous wave
vectors along [1,0], obtained in π-polarization. Data are vertically shifted for clarity.
Blue and red bars indicate the paramagnon energy obtained from fits to a damped
harmonic oscillator form. (b) Dispersion of magnetic excitations in Hg1201 measured
by RIXS (this work; p = 0.086, Tc = 70 K) and neutron scattering for two Hg1201
samples: one with nearly the same doping level and Tc = 71 K [129], and the other with
a slightly lower doping level p ≈ 0.064 and Tc = 55 K [82]. Blue dashed line: heuristic
fit to nearest-neighbor spin-wave theory. Error bars for RIXS data are set to 30 meV,
i.e., half of the FWHM energy resolution. The contour indicates the CDW intensity at
70 K (Figure 3.8(a)).

Figure 3.12 compares the magnetic dispersion along [1, 0] with results for doped and

undoped La2−xSrxCuO4 [145–148]. The paramagnon dispersions for LSCO (p = x =

0.11) [147] and Hg1201 (p ≈ 0.086) agree within error up to at least H = 0.35 rlu.
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Figure 3.12: Dispersion of magnetic excitations in Hg1201 (p ≈ 0.086) at T = 70 K,
compared with undoped antiferromagnetic La2CuO4 (LCO) [145,146,148] and 11% Sr-
doped La2−xSrxCuO4 (LSCO) [147]. Blue and purple dashed lines are simple fits to
nearest-neighbor spin wave theory for Hg1201 and LCO, respectively. Inset: damping
coefficient for Hg1201 at 70 K and 250 K, with error bars set to the energy resolution
(30 meV - HWHM). Neither the paramagnon dispersion nor the damping coefficient
shows anomalous behavior at qCDW .
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3.4 Discussion

We observe charge signal in three different energy ranges: (1) a quasi-elastic response

at 70 K; (2) low-energy (∼ 40 meV) signal at 250 K and at 70 K; (3) high-energy

fluctuations with a characteristic energy of about 165 meV at 70 K. In this Section,

we first discuss how our observations differ from conventional CDW systems. We then

consider the possibility that the 40 meV feature signifies a phonon-related effect. Finally,

we discuss our findings within the broader context of the cuprate phase diagram and,

in particular, the pseudogap phenomenon and the superconducting pairing glue.

3.4.1 Cuprates vs. Conventional CDW Systems

Analogous to conventional superconductors, conventional CDW systems are described

by BCS theory [149]. The CDW state is a condensate of electrons and holes, char-

acterized by a complex order parameter, whose net momentum corresponds to the

wavelength of the charge order. In clean, weak-coupling systems, macroscopic phase

coherence and amplitude formation occur simultaneously at the mean-field transition

temperature. In the presence of disorder or at strong coupling, on the other hand, the

transition temperature can be significantly depressed, and such systems may exhibit

extended pseudogap-like behavior with a gap that persists to high temperature in the

absence of long-range order. Such an extended precursor regime has been demonstrated

for the canonical CDW compound 2H−NbSe2 intercalated with Mn and Co, i.e., in the

presence of point disorder [135].

The pseudogap and charge-order behavior of the cuprates is more complex. These

compounds transform from Fermi-liquid metal at high doping, with a large Fermi sur-

face that encompasses 1 + p carriers, to a Mott insulator at zero doping (p = 0) via

an intermediate state with carrier density p [124, 150, 151]. This evolution involves the

localization of exactly one hole per planar CuO2 unit and the concomitant opening

of a pseudogap on the antinodal parts of the underlying Fermi surface, which leaves

ungapped nodal Fermi arcs with carrier density p below T ∗∗ (Figure 3.3), the lowest

of three characteristic pseudogap temperatures (the other two are T ∗ and Thump, with

T ∗∗ < T ∗ < Thump) [120, 152]. This Mott-pseudogap phenomenon is distinct from the
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pseudogap of a canonical CDW system in the presence of strong coupling and/or dis-

order [135]. In the cuprates, the onset of short-range CDW correlations is generally

observed at or below T ∗∗ (Figure 3.3). Associated with the three characteristic pseu-

dogap temperatures are characteristic energy scales, which at the doping level of the

present study are about 40-50, 60-80 and 180-220 meV [152, 153]. The lowest of these

energy scales is the value of the pseudogap near the tip of the arcs [153], whereas the

largest scale has been associated with the charge-transfer gap of the insulator, renor-

malized by the itinerant carriers [120]. Since the pseudogap formation is gradual and

precedes the CDW order [154,155], and because the wavevector qCDW appears to con-

nect the tips of the arcs [69, 106, 130], the 40-50 meV pseudogap scale likely sets an

upper bound for the CDW gap scale. From the BCS expression 2∆ = 3.5kBTCDW ,

with TCDW ∼ 200 K (Figure 3.3), one would expect a gap of ∆ ∼ 30 meV. Given the

considerable point disorder exhibited by the cuprates [122], it is perhaps not surprising

to observe CDW correlations over an extended temperature range below TCDW , along

with a dynamic signature above this nominal ordering temperature, which in this case

most likely represents a pinning temperature rather than a true phase transition.

However, Figure 3.8(c,d) indicates that the elastic and inelastic contributions might

have somewhat different physical origins. Taken at face value, these difference plots indi-

cate that the weight of the ∼ 40 meV inelastic contribution is temperature-independent,

since it cancels out within error for the two temperatures. Equivalently, there seems to

be little spectral weight transfer from the ∼ 40 meV inelastic to the quasi-elastic con-

tribution on cooling, which is rather unexpected if the CDW were simply pinned below

TCDW . In principle, one possibility is that the elastic contribution signifies the interfer-

ence of Friedel oscillations around impurities, as suggested theoretically [156] and tested

in a quasi-one-dimensional CDW system [157]. The ‘true’ underlying CDW signal would

then be inelastic even at Tc, and the CDW correlations would remain dynamic at this

temperature. However, as shown most clearly for NdBa2Cu3O6+δ (NBCO) [113], the

amplitude and correlation length of the ω ≈ 0 signal exhibit temperature dependences

below TCDW that point to a gradual build-up of quasi-elastic correlations and to a phase

transition below Tc, consistent with direct evidence for three-dimensional CDW order in

the presence of a large c-axis magnetic field or in strained epitaxial films [101,111,158].

As further discussed in the following subsections, it is therefore a distinct possibility that



63

the temperature-independent (at least up to 250 K) ∼ 40 meV feature is associated with

a precursor phenomenon and hence only indirectly related to the CDW: it could be a

direct signature of some other bosonic charge modes, or the result of anomalous phonon

scattering, and hence an indirect signature of such modes. Moreover, the 100-250 meV

range of the broad feature seen at 70 K is consistent with the upper cutoff scale of the

bosonic spectrum obtained from infrared spectroscopy [159,160].

In a conventional system, CDW order involves Fermi-surface nesting. The present

data do not allow us to discern if the CDW in the cuprates forms predominantly due

to Fermi surface nesting or a real-space mechanism. We can, however, make some

inferences at this point. The doping dependence of the CDW wave vector is consistent

with a nesting scenario, and quantum oscillation measurements show that the Fermi

surface is reconstructed at low temperatures and high magnetic fields, with a resultant

electron pocked whose size is consistent with a simple reconstruction scenario [125,130].

However, the quasistatic zero-field CDW correlations observed here at Tc clearly do

not induce a reconstruction, since transport properties are virtually insensitive to the

CDW formation at this temperature [161]. Furthermore, the presence of a significant

dynamic component with high onset temperature and the emergent high-energy scale,

potentially both direct signatures of the pseudogap, suggest a strong-coupling scenario,

making an underlying real-space mechanism more likely. This is to be expected if the

CDW is indeed an emergent phenomenon, since the correlations that cause the cuprate

pseudogap appear to be local in real space, as further discussed below. It seems possible

that, effectively, both k- and r-space effects contribute, which could be related to the

deeper question of the existence of a well-defined reciprocal space in a material that is

inherently inhomogeneous at the nanoscale [120,162]

3.4.2 Nature of the 40 meV Excitation

The 40 meV scale is consistent with superconducting gap and pseudogap scales for

cuprates with a comparable optimal Tc [152, 153], and with the lower bound of ∼ 20

meV for the gap between the CDW-reconstructed pockets deduced from quantum os-

cillation experiments for Hg1201 [130]. This scale lies in the optic phonon range and,

in principle, the observed excitation might signify phonon scattering due to enhanced

electron-phonon coupling, and thus be an indirect signature of significant dynamic
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charge correlations. In hole-doped Bi2Sr2CaCu2O8+δ (Bi2212) [163], dispersive CDW

correlations were identified up to about 60 meV and associated with strong Fano inter-

ference at the intersection with the Cu-O bond-stretching phonon. At low temperature,

a gradual phonon softening near qCDW was observed, with a minimum energy of 40-45

meV and an intrinsic width of 30-40 meV (FWHM). In Hg1201, at qCDW , the Cu-O

bond-stretching phonon lies in the 55-60 meV range, whereas the Cu-O bond-bending

phonon lies in the 40-45 meV range [137–139]. It is therefore possible that a similar

anomaly involving predominantly the bond-bending phonon is present in Hg1201.

Alternatively, the 40 meV feature could be a direct signature of charge fluctuations,

for a number of reasons. Unlike the result for Bi2212 [163], our data indicate no change

in the ∼ 40 meV charge response (amplitude, characteristic energy and width) between

high and low temperatures (Figure 3.8). We estimate the intrinsic width of the excita-

tion to be at least 50 meV (FWHM) (Figure 3.8). This value is considerably larger than

what might be associated with phonon linewidth broadening, and about 50-100% larger

than the width of the peak ascribed to anomalous phonon scattering in Bi2212 [163]. In

addition, we note that conventional RXS measurements generally reveal a local intensity

maximum at qCDW already at high temperatures [21,102,105,106,110]. This feature is

commonly regarded as a temperature-independent background and subtracted from the

low-temperature data to extract the CDW signal, although it also has been associated

with charge correlations [21, 163], as clearly supported by our RIXS results in Figures

3.7 and 3.8. By integrating over the whole energy range (-10, 2) eV of our experiment,

we demonstrate in Figure 3.13(a,b) that our RIXS data are highly consistent with the

previous RXS study of Hg1201 at the same doping level [106]. As seen from Figures 3.7

and 3.8, most of the signal originates from within the (-0.1,0.1) eV energy range.

In Figure 3.13 (c,d), we reproduce the corresponding RXS results for Bi2Sr2−x

LaxCuO6+δ (Bi2201, x = 0.115) [105] and electron-doped Nd2−xCexCuO4 (NCCO,

x = 0.145) [21], respectively. Like Hg1201, both of these cuprates are single-CuO2-layer

compounds. The chosen doping levels are approximately those at which the CDW phe-

nomenon is most robust. Remarkably, the ratios of the intensity amplitudes at/near

Tc and TCDW lie in the narrow 35-50% range for all three single-layer cuprates. This

universal behavior, along with the insights gained here for Hg1201 (Figures 3.7 and 3.8),
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Figure 3.13: (a) Energy-integrated RIXS (EI-RIXS) data for Hg1201, integrated over
the entire experimental energy range (-10, 2) eV, both at Tc and 250 K. (b) Prior
RXS data for Hg1201 at the same doping level and temperatures as in (a), along with
70 K data taken off resonance with an incident photon energy of 929 eV, reproduced
from [106]. (c) RXS measurement of Bi2Sr2−xLaxCuO6+δ (Bi2201, x = 0.115) at ∼ Tc
and 300 K, reproduced from [105]. (d) RXS results for superconducting electron-doped
Nd2−xCexCuO4 (NCCO, x = 0.145) at ∼ Tc and 300 K, reproduced from [21]. In all
cases, the high-temperature data are vertically shifted for comparison with the low-
temperature result. Black dashed lines: assumed linear background. Solid lines: fits to
Gaussian peak plus assumed linear background. Estimates of relative peak amplitudes
are indicated in all panels.
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points to the existence of universal dynamic charge correlations, in addition to quasi-

elastic correlations that emerge below TCDW . Since phonon dispersions vary among

the cuprates, and because any anomalous electron-phonon coupling can be expected to

vary as well, this appears to rule out the possibility that the 40 meV feature we ob-

serve for Hg1201 is primarily related to anomalous phonon scattering. Finally, we note

that there exists indirect evidence for collective charge modes from neutron and X-ray

scattering experiments of phonon anomalies throughout the superconducting doping

range [164,165].

The above observations point to universal dynamic charge correlations that extend

to high energy and temperature, and that have little temperature dependence between

room temperature and Tc. Moreover, given that prior RXS measurements have re-

vealed a local intensity maximum at/near qCDW even at high and low doping levels

where there is no evidence for quasi-critical, low-temperature CDW correlations [108],

we conclude that there exist universal dynamic charge correlations in a very large por-

tion of the temperature-doping phase diagram. As discussed in the next subsection,

this conclusion is further supported by indications from Raman spectroscopy of un-

derlying dynamic charge modes that may, in fact, extend through the entire Brillouin

zone. Therefore, these robust dynamic charge correlations appear to be a precursor to

the quasi-critical CDW correlations that gradually develop below the doping-dependent

temperature TCDW in a relatively narrow portion of the phase diagram, and that ulti-

mately cause Fermi-surface reconstruction at very low temperatures, once superconduc-

tivity is suppressed with a c-axis magnetic field. Time- and frequency-resolved optical

spectroscopy measurements support our conclusion that the ∼ 40 meV response is of

predominantly electronic nature, although it is possible that strongly-coupled phonons

and other lattice vibrations contribute as well [166].

3.4.3 Comparison with NBCO

Figure 3.14 compares our result (Figure 3.8) with data for Nd1+xBa2−xCu3O7−δ [113].

In contrast to our data analysis for Hg1201 (Figures 3.7 and 3.8), which removes feature-

less phonon contributions from the H-dependent intensity at/near qCDW , the NBCO

data were analyzed under the assumption that phonon contributions at q = (H, 0) can

be removed by subtracting data at the same |q| along q = (H,H). Although the UD60
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(Tc = 60 K) sample studied in [113] has a doping level that is closer to our Hg1201

(Tc = 70 K) sample, we consider the phonon-subtracted NBCO data here, which are

only available for the optimally-doped sample NBCO OP90 (Tc = 90 K). The data in

Figure 3.14 are scaled to match the low-temperature amplitudes. We observe that the

relative strengths of the signal at Tc and 250 K is very similar in both cases. Both com-

pounds show quasi-elastic CDW correlations at Tc. The data analysis of [113] involved

theoretical considerations of nearly critical CDW correlations. At 250 K and 150 K,

the characteristic energy of dynamic charge correlations for NBCO was estimated to be

15 meV, whereas at Tc a value of 7 meV was obtained [113]. In Figure 3.14, we show

that the NBCO OP90 data at 250 K can also be modeled as single-mode Stokes and

anti-Stokes excitations with energy 18 ± 3 meV, consistent with [113].

Figure 3.14: Comparison with scattering amplitude for optimally-doped NBCO OP90
(Tc = 90 K) at q = (0.31, 0), with data obtained at q = (0.22, 0.22) subtracted [113]
(yellow and green circles), with the present result (Figure 3.8) for Hg1201 (Tc = 70 K;
blue and red squares). The solid green line is a heuristic fit to the NBCO OP90 250
K data assuming single-mode Stokes and anti-Stokes contributions (dashed lines). The
peak is centered at 18 ± 3 meV, consistent with the analysis result of 15 meV in [113].
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However, as noted, the analysis of NBCO [113] involved the subtraction of RIXS

spectra along [H,H] from the data of interest along [H, 0]. We note that phonon scatter-

ing along [H,H] and [H, 0] is not necessary equivalent, that the required sample rotation

might introduce systematic errors, and that elastic diffuse scattering from the sample

surface may have an effective momentum and temperature dependence. In Figure 3.15,

we fit the phonon-subtracted RIXS spectra for NBCO OP90 to the sum of a Gaussian

quasi-elastic peak (to effectively capture the quasi-elastic CDW response, a possible net

low-energy phonon contribution, and spurious elastic diffuse scattering) and a Gaussian

excitation profile with Stokes and anti-Stokes components (to capture a dynamic mode,

convoluted with the Gaussian energy resolution). The data at 90 K, 150 K and 250 K

are simultaneously fit, with same excitation energy (ω0), width (γ0), and amplitude

(A0, further corrected by the thermal Bose factor). To account for quasi-elastic CDW

correlations, we allow the width of quasi-elastic peak (γel) to be slightly larger than the

energy resolution (40 meV). We allow the amplitude of the elastic peaks (Ael) to vary

with temperature to capture the onset of quasi-elastic CDW correlations. Given the

multiple sources of systematic errors noted above, the fits give a rather good descrip-

tion of the NBCO OP90 data, as seen from Figure 3.15. The analysis yields a dynamic

charge excitation scale of ω0 = 38 ± 4 meV, consistent with our result for the lower

of the two dynamic energy scales in Hg1201, and it points to an onset of quasi-elastic

CDW correlations between 150 K and 250 K in NBCO OP90.

3.4.4 Comparison with other Results for the Cuprates

High-energy charge correlations above the optic phonon range have been reported so

far only for electron-doped NCCO, where they persist up to approximately 0.4 eV [70].

Figures 3.7 and 3.8 demonstrate for hole-doped Hg1201 at the investigated doping level

that the full dynamic response is captured by integrating up to about 0.3 eV. We

estimate that at least 20% of the dynamic charge response at 70 K originates from

above the optic phonon range.

The large ∼ 165 meV energy scale identified here for hole-doped Hg1201 is consistent

with the high-energy pseudogap (“hump”) scale seen in other observables [120,152]. A

recent phenomenological model, rooted in the dual empirical observations of a universal

transport scattering rate [128,167] and inherent inhomogeneity [74,131,168], associates
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Figure 3.15: Analysis of phonon-subtracted NBCO OP90 RIXS data, as described in the
text. The solid lines are fits to an effective Gaussian quasi-elastic peak plus an effective
Gaussian excitation profile with Stokes and anti-Stokes components. As seen from the
figure, the latter is only relevant at 250 K. No resolution-deconvolution is attempted.
Except for the amplitude of the effective quasi-elastic peak (Ael), all parameters are
globally fit, i.e., the same at all three temperatures. A0, ω0 and γ0 are the amplitude
(corrected by the thermal Bose factor), characteristic energy, and FWHM of the dynamic
charge mode, respectively; γel is the FWHM of the effective quasi-elastic peak. The data
are reasonably well described with a temperature-independent (up to the thermal Bose
factor) dynamic charge response at all temperatures. This analysis yields ω0 = 38(4)
meV and an intrinsic width of 41(10) meV, consistent with the present work for Hg1201.
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this scale with the charge-transfer gap at zero doping and with the delocalization of one

hole per planar CuO2 unit above T ∗∗ (Figure 3.3) [120, 132]. For Hg1201, at p ≈ 0.09,

the mean (de)localization gap and (Gaussian) gap distribution width that best capture

the transport data are ∼ 180 meV and ∼ 60 meV (FWHM) [120, 132], respectively,

consistent with the characteristic CDW scale of 163(12) meV and width of 77(16) meV

established in the present work (Figure 3.8(a,c)).

The gradual delocalization of one hole per CuO2 unit is a large effect that clearly

manifests itself in, e.g., the evolution of the Fermi-surface with doping and the strong

temperature and doping dependence of the Hall number [120, 132, 151]. In contrast,

the CDW order involves a relatively small fraction of one hole per unit cell. While

X-ray scattering experiments cannot provide the absolute CDW amplitude, a value of

about 0.03 hole per CuO2 unit was estimated for La2−xBaxCuO4 [117]. A separate,

consistent estimate can be obtained from NMR: from the universal relation between

oxygen hole content and NQR frequency [169] and the 17O NQR line broadening in the

CDW phase [170], we estimate 0.028 hole in the Cu 3d orbital for Hg1201 [171]. It

therefore seems likely that the CDW phenomenon in the cuprates is a secondary, emer-

gent phenomenon related to the strong correlations that underlie the hole localization.

This is supported by STM evidence for a qualitative change in the CDW form factor of

Bi2212 at a characteristic scale comparable to the pseudogap scale [121]. Furthermore,

it is known that the cuprates are intrinsically inhomogeneous, with local gaps that vary

at the nanoscale and persist well above the PG temperature [154]. Puddles of local-

ized charge that sustain significant dynamic correlations thus may already exist outside

of the nominal pseudogap region (above T ∗∗(p)). This could account for the present

observation for Hg1201 at 250 K and for the similar result for NBCO [113].

We have argued that the high-temperature peak at/near qCDW seen universally in

the cuprates is dominated by dynamic charge fluctuations, which for Hg1201 at the

studied doping level have a characteristic energy of ∼ 40 meV. Although not apparent

from the data summarized in Figure 3.13, there exists evidence from RXS that dynamic

charge correlations centered at/near qCDW extend throughout a much larger portion

of the Brillouin zone, with real-space correlations no larger than 1-2 lattice constants

and little doping and temperature dependence (unlike the quasi-elastic CDW signal).

This is perhaps most clearly seen from RXS measurements of YBa2Cu3O6+δ [108],
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for which we estimate the approximately doping-independent 2D-integrated strength

of the high-temperature signal to be at least an order of magnitude larger than the

strongly temperature-dependent quasi-critical CDW signal (at the doping level where

CDW correlations are strongest), consistent with a separate estimate based on recent

RIXS data for NBCO [113]. In other words, whereas it appears from data such as those

in Figure 3.13 that the energy-integrated high-temperature signal is about 35-50% of the

low-temperature response, it may in fact be dramatically larger. This signal might be a

direct signature of the fluctuations associated with the localized hole [120,132], and the

characteristic wavevector may correspond to the distance between the antinodal regions

of the Fermi surface on which the pseudogap develops, and hence be somewhat smaller

than qCDW . The 2D-integrated strength of the signal is still considerably smaller than

what would be expected if it were fully associated with the localization of one hole per

CuO2 unit: naively, given that the CDW amplitude amplitude corresponds to about

0.03 hole per CuO2 unit, one might expect this signal to be (1/0.03)2 ∼ 103 times larger

than the quasi-critical CDW response. It is possible that there exists a considerable

incoherent contribution to the charge response up to 0.3 eV and even higher energies that

is not captured by RXS and RIXS experiments. Similarly, the ∼ 165 meV scale might

not be seen at 250 K in our experiment because the high-energy charge fluctuations

are incoherent at high temperatures. We note that recent momentum-resolved electron-

scattering measurements of the charge fluctuations in Bi2.1Sr1.9CaCu2O8+δ revealed a

featureless continuum up to ∼ 1 eV [172] for a wide range of hole concentrations from

underdoped to overdoped, consistent with the existence of significant local excitations.

The above considerations are supported by neutron scattering, Raman scattering, in-

frared spectroscopy, and tunneling results. First, we note that evidence for an underlying

collective charge mode has been deduced from anomalies in the Cu-O bond-stretching

vibration in the 65-85 meV range single-layer La2−xSrxCuO4 (LSCO) in the supercon-

ducting doping range [165]. An anomalous line-width broadening was observed in the

entire momentum range from the 2D zone center to the 2D zone boundary at (0.5,0)

rlu. Given the large intrinsic width of the ∼ 40 meV feature in Hg1201, these findings

for LSCO are consistent with anomalous electron-phonon coupling and a potentially

universal spectrum of bosonic charge modes. Second, the ∼ 165 meV feature seen in

our experiment appears to be related to features seen in Raman spectra with B1g [173]
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and B2g symmetry [174]. Raman scattering probes large portions of the Brillouin zone,

with distinctly different form factors in B2g and B1g symmetry. In B1g symmetry, a

broad feature with characteristic energy of ∼ 200 meV (∼ 1700 cm−1) was identified

for a Hg1201 sample with a slightly larger doping level (p ≈ 0.11, Tc = 77 K) and

associated with the two-magnon excitations of the undoped antiferromagnetic parent

compounds. We note that both paramagnon and charge correlations might contribute

to this feature. While a clear temperature dependence was observed below ∼ T ∗, this

feature was seen to persist to higher temperatures [173]. In B2g symmetry, a feature of

width ∼ 60 meV centered at ∼ 150 meV (∼ 1250 cm−1) was observed for Hg1201 with

Tc = 72 K, i.e., at nearly the same doping level as the present study, and interpreted

as a CDW energy scale [174]. These values are remarkably close to the intrinsic width

of 77(16) meV (FWHM) and peak of 163(12) meV that we extract and associate with

charge fluctuations (Figure 3.8).

We note that infrared spectroscopy efforts to extract the bosonic pairing glue re-

vealed a robust peak around 50-60 meV and a second feature in the 100-300 meV range

for a number of cuprates, including optimally-doped Hg1201 [160, 166, 175, 176]. Given

that optical spectroscopy yields an average over the Brillouin zone, whereas our RIXS

experiment focuses on the vicinity of qCDW, this result is consistent with an inter-

pretation of our data in terms of charge modes that contribute to the pairing glue.

This is demonstrated in Figure 3.16, which compares the glue function extracted at

100 K for Hg1201 (Tc = 97 K) with our RIXS result for the dynamic response at

T = Tc = 70 K. As noted in the previous Section, the results in Figure 3.8(a,b) are

equally well captured by intrinsic heuristic Gaussian and log-normal functional forms,

and the latter is used for the comparison. Also shown in Figure 3.16 is our result for

the energy dependence of the strength of the paramagnon response at 70 K, as well

as the momentum-integrated, dynamic magnetic susceptibility obtained from neutron

measurements near the antiferromagnetic wavevector for an underdoped sample with

nearly the same doping level [129]. Assuming azimuthal symmetry, the former is pro-

portional to the 2D momentum-integrated paramagnon strength. The neutron data

are available in absolute units, and the RIXS paramagnon result is scaled to match

the neutron data just below 100 meV. The RIXS data for the charge response in turn

are scaled up by a factor of 10 for ease of comparison and, as noted above, because
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the fully-2D-integrated dynamic charge response may indeed be an order of magnitude

larger than what we observe in the immediate vicinity of qCDW [113]. We also note

that up to about 20% of the nominal paramagnon signal could be dynamic charge cor-

relations. As seen from Figure 3.16, there exists an intriguing connection between the

charge and magnetic scales obtained from our RIXS experiment and those of the pair-

ing glue function extracted via inversion of optical spectroscopy data for Hg1201 [160].

Qualitatively similar results have been obtained from Raman scattering and Figure 3.16

includes a result for Bi2212 [177]. An analysis of Raman spectra for LSCO revealed a

relatively narrow peak in the glue function below ∼ 100 meV, and a broad hump up to

∼ 500 meV, seen in both B2g and B1g symmetry channels [178]. It was concluded that,

in B1g symmetry, spin modes contribute more strongly and at all frequencies, whereas

charge modes are particularly prevalent at low/intermediate frequency in the B2g chan-

nel. Tunneling data for optimally-doped Bi2212 (Tc = 95 K), the lowest doping level

investigated, indicate a strong local maximum at ∼ 40 meV and a weaker, broad feature

peaked just above 100 meV [179]. RIXS has a key advantage over these and other tech-

niques, as it is a rather direct, momentum- and energy-resolved probe of the charge and

magnetic response. The above observations point to the distinct possibility that our

RIXS experiment has revealed bosonic modes that contribute to the superconducting

pairing glue in the cuprates. RIXS experiments as a function of doping, and with even

better energy resolution, are highly desirable to further test this intriguing possibility.

Finally, we note that a recent RIXS study of electron-doped Nd2−xCexCuO4+δ sug-

gests a coupling between dynamic magnetic and charge-order correlations [70]. For the

hole-doped cuprates, on the other hand, there is no clear evidence for such a coupling,

except for the special case of the La-based “214” materials that exhibit charge-spin

stripe order [116]. Although we can not rule out a small (20% or less) charge con-

tribution to the nominal paramagnon response, the absence of a significant coupling

is supported by the insensitivity of the paramagnon energy and width around qCDW

observed here for underdoped Hg1201 (Figures 3.11 and 3.12).
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Figure 3.16: Comparison of RIXS results for dynamic charge and paramagnon response
in Hg1201 with estimates for the superconducting pairing glue. The black solid and
dashed lines are the charge and magnetic excitations in Hg1201 at T = Tc = 70 K
determined in the present work. As discussed in the text, the charge signal is multiplied
by a factor of 10. The red solid line indicates the local magnetic susceptibility of Hg1201
measured by neutron scattering at nearly the same doping level [129]. The blue shaded
area is the bosonic glue function extracted from optical measurements of optimally-
doped Hg1201 (Tc = 97 K) at 100 K [160]; in this work, the glue function was not
extracted for underdoped Hg1201, but it was established from analysis of other cuprates
that the two characteristic energy scales are rather robust in the relevant doping range.
The solid blue line is a glue function estimate for Bi2212 from Raman spectroscopy [177],
again at optimal doping; results in B1g and B2g symmetry are weighted 2:1 to best
highlight the close correspondence of energy scales with the RIXS result.



Chapter 4

Phonon Anomalies

The universal charge-density-wave (CDW) order in the cuprates and the observation

of dynamic charge correlations in HgBa2CuO4+δ are discussed in Chapter 3. The dy-

namic charge correlations potentially manifest themselves as a broadening and anoma-

lous softening of phonon modes. In this Chapter, I discuss IXS measurements of the

Cu-O bond-stretching phonon modes in both electron- and hole-doped cuprates.

4.1 Introduction

The possible roles of dynamic charge correlations and of electron-phonon coupling in

driving high-temperature superconductivity in the lamellar cuprates continue to be de-

bated [7, 164, 180]. The observation of CDW correlations in numerous cuprates via

hard X-ray and soft resonant X-ray scattering constitutes a significant development in

this regard, as it demonstrates a universal tendency toward some form of charge or-

der [20, 21, 69, 102–114] (see also Chapter 3). Driven by these direct observations of

charge correlations, recent phonon studies have mainly focused on low-energy phonon

modes (< 10 meV) near qCDW [181–184]. Due to the formation of static CDW order

below TCDW , a large low-energy phonon softening and broadening have been observed

to occur in YBa2Cu3O6+δ (YBCO) [181,182] and La2−xBaxCuO4 (LBCO) [183] at low

temperatures.

On the other hand, early works examining phonon anomalies in the cuprates fo-

cused on the Cu-O bond-stretching phonon modes at higher energies, in the 60-90 meV

75
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range. This was first reported for optimally-doped La2−xSrxCuO4 (LSCO) via inelastic

neutron scattering (INS), where a strong softening and broadening was observed near

q = (0.25, 0, 0) [185], the wave vector associated with charge-spin stripe correlations [97].

Subsequent work indicated that the phonon softening is strongest at optimal doping

(x = 0.15), where Tc is optimized, somewhat weaker for underdoped LSCO (x = 0.07),

and absent in an overdoped, nonsuperconducting sample with x = 0.30; these results

suggest a connection between phonon anomaly and superconductivity [164,186]. Similar

anomalous phonon softening and broadening was subsequently observed in other hole-

doped cuprates [187–189] as well as in electron-doped Nd2−xCexCuO4 (NCCO) [137].

These phonon anomalies have been argued to signify a coupling to dynamic charge cor-

relations [164, 165]. A recent resonant inelastic X-ray scattering study of underdoped

Bi2Sr2CaCu2O8+δ (Bi2212) provided direct evidence for a coupling between CDW cor-

relations and Cu-O bond-stretching phonons [163]. Therefore, the phonon anomaly can

be regarded as an indirect probe of such charge correlations. More importantly, un-

like the anomalous low-energy phonon modes, which are confined to the CDW phase,

the anomalous Cu-O bond-stretching phonons appear to be particularly sensitive to

dynamic charge correlations, as they have been observed at higher temperature and

doping levels than the charge order itself [107,164,190,191].

4.2 Experimental Setup

We measured Cu-O bond-stretching phonons in two different compounds: hole-doped

LSCO and electron-doped NCCO. For LSCO, we measured the temperature dependence

of the phonon energy and lineshape at two doping levels: underdoped (x = 0.125),

where the CDW measured with hard X-rays is particularly robust [107], and overdoped

(x = 0.20), where pseudogap related effects are expected to be relatively weak. For

NCCO, both underdoped (x = 0.078) and nearly-optimal doped (x = 0.145) samples

were measured. In order to minimize systematic errors in the comparison with prior

results, we measured pieces of the very same NCCO crystals used in our recent doping-

dependent study of CDW correlations [21]. The CDW is very robust in nearly-optimal

doped NCCO and persists even at the highest measured temperature (380 K), whereas

CDW correlations were observed to be much weaker for x = 0.078 and to completely
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disappear at high temperature.

We employed non-resonant inelastic X-ray scattering (IXS) to characterize the phonon

spectra. The IXS measurements were carried out at the ID28 beamline of the European

Synchrotron Radiation Facility (ESRF) with 17.794 keV incident photons. The Si(999)

reflection of the backscattering monochromator was used to achieve an energy resolution

of approximately 3.0 meV (FWHM). Figure 4.1 shows a schematic of the experimental

setup. In order to access a large portion of the Brillouin zone, the IXS experiments were

performed in transmission geometry. In addition, the single crystals were polished to a

thickness of ∼ 30 µm to maximize the transmitted intensity. Energy-transfer spectra

in the range −5 to 90 meV were simultaneously recorded with nine analyzers. The

momentum transfer Q = (H,K,L) is specified in tetragonal unit cell notation, without

further differentiating the low-temperature orthorhombic (LTO) phase of LSCO.

Figure 4.1: Schematic of IXS experimental setup. In order to access a large Brillouin
zone volume, the IXS measurements were performed in transmission geometry. The
energy of the incident photons was fixed at 17.794 keV, which resulted in an energy
resolution of approximately 3.0 meV (FWHM). The IXS spectra were simultaneously
recorded with nine analyzers (A1-A9).

In the IXS measurements, the phonon intensity depends on the structure factor,

and thus is correlated with the total momentum transfer Q rather than the reduced

momentum q = Q −G, where G is a reciprocal lattice vector. We measured phonons

around Q = (3− q, 0,−5.5± 0.2) for LSCO and around Q = (3− q, 1, 0) for NCCO, as

both phonon and CDW intensities are large in these Brillouin zones. Note that in both
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cases, the data have mixed longitudinal and transversal phonon components.

4.3 Results

In this Section, I present the IXS measurements of the Cu-O bond stretching phonons

in LSCO and NCCO. In LSCO, a clear temperature-dependent linewidth broadening

is observed in the CDW-ordered x = 0.125 sample, whereas the effect is significantly

smaller in the overdoped x = 0.20 sample. The observed phonon anomaly therefore

appears to be related to dynamic CDW correlations or lattice distortions. In NCCO,

on the other hand, the observed phonon softening and linewidth broadening are rather

independent of temperature and doping, and we consider the possibility of an anti-

crossing between the bond-stretching and O(2) modes.

4.3.1 Phonon Anomaly in LSCO

Figure 4.2: IXS phonon spectrum of LSCO (x = 0.125) at Q = (2.906, 0,−5.60) mea-
sured at T = 20 K. The thick solid line is the result of a fit to a sum of resolution-
convoluted Lorentzian functions. The thin solid lines indicate elastic and individual
phonon peaks. Inset: magnified view of the high-energy region, including the Cu-O
bond-stretching phonon around 85 meV.
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Figure 4.2 shows an example phonon spectrum at Q = (2.906, 0,−5.60). Six features

can be distinguished: the peak at 0 meV, which is elastic diffuse scattering as a result

of chemical disorder; low-energy phonons around 8, 12, 20, and 25 meV; and the Cu-

O bond stretching phonon around 85 meV, which is the focus of the present work

(highlighted in the inset of Figure 4.2). No distinct phonon peaks were resolved in

the intermediate energy range from 30 to 80 meV. To extract quantitative information

about the phonon energies and widths, the IXS spectra were fit to a series of resolution-

convoluted Lorentzian functions with Bose factor correction. The energy resolution

of each analyzer was known from prior experiments and well-described by a pseudo-

Voigt function. The phonon linewidths discussed in the present work are all resolution-

decconvoluted intrinsic energy widths.

In Figure 4.3, we show the spectra for x = 0.125 taken along Q = (3−q, 0,−5.5±0.2)

at three temperatures: 20, 150 and 300 K (20 K < Tc < TCDW < 150 K < Ts < 300

K < T ∗, where Tc ∼ 30 K is the superconducting transition temperature, TCDW ∼ 80

K is the onset temperature of CDW correlations at this doping level determined by

hard X-ray diffraction [107], Ts ∼ 240 K is the structural transition temperature [192],

and T ∗ ∼ 450 K is the pseudogap temperature [124]). Close to the zone center, at

q = 0.03 rlu, the highest phonon energy is observed at about ∼ 86 meV. The phonon

energy decreases toward the zone boundary and reaches ∼ 72 meV at q = 0.38 rlu. At

300 K, due to increased anharmonicity, a slight softening is observed at all momenta.

Interestingly, at all three temperatures, a robust broadening of the phonon linewidth

was observed at qph = 0.23 rlu, the wave vector associated with static CDW order [107].

The temperature dependence of the anomalous phonon behavior at qph is shown

in Figure 4.4. The IXS spectra were fit to a single phonon mode with anomalous

linewidth broadening (solid lines in Figure 4.4a), with the largest linewidth at 20 K.

In addition, as noted in [186, 193], we find that the 20 K spectrum at qph can also be

described by two separate phonon modes (Figure 4.4a, b); at higher temperatures, fits

to two separate modes did not converge. Figure 4.4b shows that the bond stretching

phonon disperses downward from the zone center to the zone boundary, following an

approximately sinusoidal behavior, consistent with theoretical prediction [164]. The

anomalous softening at qph observed in previous measurements [164,165,185,186] is not

seen, probably due to the admixture of longitudinal and transversal components as a
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Figure 4.3: LSCO (x = 0.125) Cu-O bond-stretching phonon in the Q = (3−q, 0,−5.5±
0.2) Brillouin zone measured at (a) 20 K, (b) 150 K and (c) 300 K. The reduced wave
vector q is indicated for each spectrum. The curves are vertically shifted for clarity.
The spectra at qCDW = 0.23 rlu are highlighted by the filled symbols.
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result of the fact that L = −5.5± 0.2, i.e., nonzero in the present work. In addition, it

was noted that the phonon softening only occurs in the range K ≈ 0±0.08 rlu [194]. The

open vertical slits used in current setup result in a rather poor resolution of about 0.09

rlu (FWHM) along K, and therefore an average over phonon modes with different K

values and a somewhat reduced expected softening effect compared to K = 0. However,

this effect can not fully explain the observed lack of a softening. Nonetheless, the large

linewidth broadening at qph is well reproduced in our work, as shown in Figure 4.4c.

It was discussed in earlier works that the overall linewidth increase toward the zone

boundary can be ascribed to inhomogeneous doping [165, 195], whereas the maximum

at qph is indicative of novel charge collective modes. The amplitude of the anomalous

width was found to follow the dome-like doping dependence of Tc [165].

Assuming an underlying linear linewidth increase from the zone center to the zone

boundary, we obtained information on the temperature dependence of the anomalous

linewidth broadening by integrating the excess linewidth above the estimated baseline

(Figure 4.4c and Figure 4.5). The broadening effect is most robust at the lowest temper-

ature (20 K), reduced (but still visible) at 150 K, and finally significantly weakened at

300 K. We note that below the structural transition (for x = 0.125, Ts ∼ 240 K), the ob-

served effect may in part be the result of the unit-cell doubling. Alternatively, dynamic

translational symmetry breaking caused by incommensurate dynamic charge correla-

tions may be the origin of this phonon anomaly. The fact that the phonon anomaly is

seen above the characteristic temperature for static charge order (TCDW ∼ 80 K [107])

would then indicate that the charge fluctuations, which are difficult to probe directly

(due to the relatively small cross section in IXS and the relatively poor energy resolution

in RIXS), exist above TCDW and potentially persist to room temperature.

With one notable exception [114], CDW order occurs in the pseudogap region of the

doping-temperature phase diagram, and the characteristic temperature TCDW is com-

parable to (not smaller than) the pseudogap temperature T ∗ (Figure 1.4) [69,102–110].

In order to establish the connection between CDW and pseudogap phenomena, and also

to test the extent of dynamic charge correlations, we performed similar phonon mea-

surements on an overdoped LSCO x = 0.20 sample. At this doping level, we estimate

T ∗ < 100 K [120] and Ts ∼ 80 K [192]. Figure 4.6 shows the Cu-O bond-stretching



82

Figure 4.4: Temperature and momentum dependence of anomalous phonon in LSCO
(x = 0.125). (a) IXS spectra at Q = (2.765, 0,−5.5) with fits to a degenerate
phonon mode (solid line) and, at 20 K, also to two modes (black dashed line). The
150 K and 300 K data are vertically shifted for clarity. (b) Phonon dispersion along
Q = (3 − q, 0,−5.5 ± 0.2) at the measured temperatures. At 20 K, the filled squares
correspond to fits with one mode, whereas open squares represent fits with two modes.
(c) Momentum dependence of intrinsic phonon linewidth obtained from single-mode fits.
Straight solid lines indicate estimated baseline width that smoothly increases toward
the zone boundary. The baselines are set to be the same at all three temperatures. The
shaded areas indicate the estimated anomalous linewidth above the baseline. Note that
the 300 K data are shifted upward by 15 meV for clarity.
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Figure 4.5: Temperature dependence of anomalous phonon linewidth for LSCO (x =
0.125) integrated between q = 0.1 and 0.37 rlu after baseline subtraction. The baseline
is assumed to be linear from zone center to zone boundary [165,195], as shown in Figure
4.4c.

phonon spectra along Q = (3 − q, 0,−5.5 ± 0.2). Linewidth broadening is clearly dis-

cernible at qph ∼ 0.25 rlu and 20 K. Similar to the x = 0.125 sample, the linewidth

is largest at 20 K and narrowers at higher temperatures (Figure 4.6b). In contrast to

this, the ‘normal’ phonon response (e.g., Figure 4.6c at Q = (2.82, 0,−5.61)) features a

slight broadening at 300 K, as expected due to thermal lifetime effects.

The temperature dependence of the phonon dispersion and linewidth are shown in

Figure 4.7. The phonon dispersion follows the expected cosine functional form at all

three temperatures, with an overall softening at 300 K. The linewidth broadening is

most evident at 20 K, reduced slightly at 100 K, and mostly absent at 300 K. Although

the effect is weaker in overdoped LSCO, the data at/below 100 K may still be interpreted

as anomalous broadening at qph due to dynamic charge correlations. However, as for

LSCO (x = 0.125), we can not rule out the possibility of an effective broadening due

to the structural phase transition. Further quantitative measurements across Ts and at

even higher doping levels are required to fully resolve this question.
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Figure 4.6: (a) Cu-O bond-stretching phonon for LSCO (x = 0.20) measured along
Q = (3 − q, 0,−5.5 ± 0.2) at 20 K, with propagation vector q indicated. The
curves are vertically shifted for clarity. Temperature dependence of spectra at (b)
Q = (2.75, 0,−5.56) and (c) Q = (2.82, 0,−5.61).
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Figure 4.7: Temperature dependence of the (a) dispersion and (b) linewidth of the Cu-O
bond-strentching phonon in overdoped LSCO (x = 0.20). Dashed line in (a) indicates
the expected cosine-shaped dispersion [164].
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4.3.2 Phonon Anomaly in NCCO

In order to establish a universal connection between CDW and phonon anomaly, we

also performed IXS measurements of the archetypal electron-doped cuprate NCCO.

The CDW in NCCO appears to be more robust than in the hole-doped cuprates, as it

spans a wider doping and temperature region of the phase diagram [21]. We studied a

nearly optimally-doped sample with x = 0.145, where CDW correlations persist up to

380 K [20, 21] and a phonon anomaly was observed at 15 K [196], and an underdoped

sample with x = 0.078, where the CDW amplitude was found to be much weaker and

to completely disappear at high temperature [21].

Figure 4.8: High-energy phonons in nearly optimally-doped NCCO (x = 0.145). (a) IXS
spectra between 35-70 meV taken along Q = (3−q, 1, 0) at T = 300 K with Q indicated
for each spectrum. The curves are vertically shifted for clarity. The data (circles) are
shown together with fits to resolution-convoluted Lorzentian functions (thin blue lines:
individual phonon modes; thick blue line: the sum of all modes). (b) Dispersion of the
two highest-energy modes at 300 K (blue circles) compared with the prior 15 K IXS
data (filled black circles) [196], and 10 K INS data (open black circles) [197] at the same
doping level. The black lines are the results of a shell-model calculation [197] and the
vertical dashed line indicates qCDW at this doping level [20,21].
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Figure 4.8a shows IXS spectra measured along Q = (3− q, 1, 0) in nearly optimally-

doped NCCO at 300 K. Consistent with a shell model calculation [196,197], three phonon

modes can be distinguished between 35-70 meV at all momenta. Given the absence of

other high-energy modes, the highest-energy mode here is identified to be the Cu-O

bond-stretching phonon, and the second highest-energy mode to be the O(2) vibration

mode [196, 198]. Close to the zone center, at q = 0.1 rlu, the highest mode is observed

around 64 meV. This mode is found to decrease as q increases, and to reach a minimum

energy around 55 meV at q = 0.2 rlu. At larger q, the energy of this mode recovers, and

is found around 62 meV at q = 0.3 rlu. The IXS spectra were modeled as the sum of

resolution-convoluted Lorentzian functions with Bose-factor corrections. The extracted

peak positions at 300 K of the two highest-energy modes are shown in Figure 4.8b.

Comparing to prior 10 K INS data [197] and 15 K IXS data [196], we show that the

previously reported phonon softening at qph = 0.2 rlu persists at 300 K. Note that qph

is slightly smaller than the CDW wave vector qCDW determined via RXS [20,21].

The temperature dependence of the phonons around qCDW ∼ 0.25 rlu and qph ∼ 0.2

rlu was examined between 100 K and 500 K (Figure 4.9). If the phonon anomaly is

directly associated with the CDW as in the case of low-energy phonons in YBCO [181],

one would expect the soft phonon to gradually harden upon heating. However, as shown

in Figure 4.9, the phonon energy remains unchanged between 100 K to 500 K.

Figures 4.10 and 4.11 show our results for the lightly-doped, non-superconducting

sample (x = 0.078), for which only weak CDW was previously detected at low tempera-

tures, and no CDW correlations were observed at room temperature [21]. Interestingly,

the phonon softening occurs at this doping level as well, and even persists at 300 K.

Figure 4.11 shows that the phonon dispersions at 20 K and 300 K are nearly indistin-

guishable.

Given the pronounced CDW peaks observed via RXS near optimal doping even at

the highest measured temperature (380 K) [20, 21], it is in principle possible that the

anomalous phonon softening at qph in NCCO is due to the coupling between dynamic

charge correlations and optic phonons. In this scenario, the softening at and above 300 K

indicates the existence of significant dynamic charge correlations at high temperatures.

This possibility is highlighted as yellow bands in Figures 4.11 and 4.12.

However, the observation of a temperature-insensitive phonon dispersion tends to
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Figure 4.9: Temperature dependence of the highest-energy phonon peaks in NCCO
(x = 0.145) around (a) the CDW wavevector QCDW = (2.75, 1, 0) and (b) phonon
anomaly wavevector Qph = (2.82, 1.02, 0.05). The dashed lines indicate the phonon
energy at 100 K. The solid lines are fits to resolution-convoluted Lorentzian functions.
The phonon energy is nearly temperature-independent.
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Figure 4.10: High-energy phonons in underdoped NCCO (x = 0.078) measured at (a)
20 K and (b) 300 K along Q = (3 − q, 1, 0), with q indicated for each spectrum. The
solid lines are the results of corresponding fits.
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Figure 4.11: Dispersion of the two highest-energy modes in NCCO (x = 0.078) at 20 K
and 300 K. Yellow bands: anomalous bond-stretching mode at higher energy and O(2)
vibration mode at lower energy. Grey dashed lines: anti-crossing between two phonon
modes.

disfavor the above scenario. Actually, as discussed in [196, 197], the phonon softening

in NCCO may also be attributed to an anti-crossing between the two highest-energy

modes (grey dashed lines in Figures 4.11 and 4.12), i.e., an exchange of character of the

two branches occurs near qph. This is further supported by the fact that qph (∼ 0.2 rlu)

and qCDW (∼ 0.25 rlu) are inequivalent. In addition, it is known from previous RXS

measurements that qCDW increases with increasing doping [21]. However, as shown

in Figure 4.12, the dispersions of two highest-energy modes are indistinguishable for

x = 0.078 and x = 0.145, and the anomalous softening occurs at qph ∼ 0.2 rlu in both

cases. This suggests that the phonon softening at qph is not directly related to the

charge instability at qCDW in NCCO. Moreover, in Figure 4.13, we show the intensities

of the two modes for the underdoped sample: a clear intensity exchange is observed at

qph, indicative of an exchange of character between the two branches. Though, at this

point, we are not able to go beyond qualitative statements, we hope to have collaborative

theoretical calculation in the near future to address the underlying mechanism of phonon

softening in NCCO.
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Figure 4.12: Doping dependence of the phonon dispersion in NCCO. Despite the large
doping difference, the dispersions of the two highest-energy modes are almost the same
for x = 0.078 and x = 0.145. Yellow bands: anomalous bond-stretching mode and
a normal O(2) vibration mode. Grey dashed lines: anti-crossing between two phonon
modes.

Figure 4.13: Intensity of the two highest-energy phonon modes in NCCO (x = 0.078).
The intensity is taken to be the product of the fitted phonon amplitude and width.
Evidence for an “intensity exchange” between the two modes is observed at qph.



Chapter 5

Charge-Transfer Excitations

In this Chapter, I focus on a recent Cu K-edge RIXS study of two cuprates: hole-

doped La2−xSrxCuO4 (LSCO) and electron-doped Nd2−xCexCuO4 (NCCO). The mea-

surements, which range from low temperature (15 K) to very high temperature (1200

K), indicate distinct spectral weight changes upon heating. A detailed comparison of

the temperature-dependent charge-transfer excitations in the electron- and hole-doped

cuprates is presented.

5.1 Motivation

Understanding the effects of strong electronic correlations of doped Mott insulators,

as highlighted by the complex phase diagram of the cuprates, is a pivotal challenge

in condensed matter physics [7]. A common theoretical starting point is the Hubbard

model (described in Section 1.1.3 and Figure 1.3), which features the upper Hubbard

band above the Fermi level, the lower Hubbard band below the Fermi level, and the

hybridized Zhang-Rice singlet state [16] near the Fermi level. Experimentally, the elec-

tronic band structure of the cuprates below the Fermi level has been well characterized

by angle-resolved photoemission spectroscopy (ARPES) [199–201]. At low tempera-

tures, the highly overdoped materials behave as conventional Fermi-liquid (FL) metals,

with a large Fermi surface that corresponds to 1+p holes per CuO2 unit [199,201]. The

underdoped region features an unusual Fermi-arc topology as a result of the opening of

the pseudogap (PG) on parts of the underlying Fermi surface [7].

92
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Recent transport and optical conductivity measurements have revealed FL behavior

in the PG part of the phase diagram as well, including the transport scattering rate

1/τ ∝ T 2, Kohler-scaling of the magnetoresistance, and frequency-dependent scaling of

the optical conductivity [124, 126–128, 167, 202]. These measurements also indicate an

itinerant carrier density equal to the nomial concentration p [128,202]. A key question is

if this PG/FL regime is somehow related to the FL regime at high hole concentrations.

If a (hidden) FL is present in the intermediate strange-metal (SM) regime, using the

Drude formula for the planar resistivity (ρ = m∗/(ne2τ); effective mass m∗, carrier

density n, electron charge e), the mysterious extended ρ ∝ T behavior in the SM region

would then simply be the result of a temperature-independent effective mass, a T -linear

carrier density, and a universal FL scattering rate 1/τ ∝ T 2. There exists distinct

evidence for this possibility [128,167].

A recent phenomenological model, developed by our group, wherein exactly one hole

per CuO2 unit is delocalized with increasing doping and temperature, highlights the

above possibility [120, 132]. The model assumes that the total itinerant carrier density

(peff ) is the sum of the doped carriers and of a temperature and doping dependent

fraction of the holes that are fully Mott-localized at zero doping and temperature (one

localized hole per CuO2 unit): peff (p, T ) = p +
∫∞
−∞ g(∆)e−∆/2kTd∆, where p is the

density of doped carriers and g(∆) is the doping-dependent normalized activation-gap

distribution function. The two key ingredients of the model are the experimentally-

determined universal transport scattering rate [128,167] and the inherent inhomogeneity

exhibited by the cuprates [74, 162, 203, 204]. Using a simple Gaussian function for the

distribution of local activation energies, a doping-independent distribution width δ,

and a mean ∆p that decrease linearly with doping, ∆p = ∆0(1 − p/pc), the model

successfully captures the temperature and doping dependence of the PG phenomenon,

the linear temperature dependence of the planar resistivity, and the temperature-doping

dependence of the Hall constant (Figure 5.1) [120,132].

An additional test of this picture would be to observe similar doping and tempera-

ture dependences of charge excitations. The doping dependence of the dynamic charge

degrees of freedom has been characterized via various techniques, e.g., optical conduc-

tivity [205–208], electron-energy-loss spectroscopy [209], and RIXS [210–218]. A famous

early contribution is an optical conductivity study of LSCO that covers the full doping
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Figure 5.1: Heterogeneous charge localization model, reproduced from [120]. (A) Gaus-
sian gap distribution function g at several doping levels. The energy scale is represented
in temperature units (K). (B) Effective density peff of carriers per CuO2 unit at T = 0,
obtained as the sum of the doped hole concentration p and the delocalized holes from
the distribution shown in (A). The dashed line corresponds to a slightly different dis-
tribution than in (A) that best describes charge-transport data for LSCO. (C) Second
derivative of the normal-state resistivity, multiplied by peff at T = 0. The characteristic
features of the phase diagram include quadratic resistive regimes at both low and high
doping, the pseudogap temperatures T ∗∗ and T ∗, and the linear-T -like regime around
optimal doping.
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range from the insulator to the FL metal (0 6 x 6 0.34) [205], as shown in Figure

5.2. The parent compound La2CuO4 is a charge-transfer (CT) insulator, with a CT

gap in the 1-2 eV range. Upon doping, spectral weight is transferred from above the

CT gap to a Drude peak, and to a broad peak in the mid-infrared range (at ∼ 0.5

eV for x = 0.02), and a near-infrared peak at ∼ 1.5 eV. The broad mid-infrared peak

decreases in energy with increasing doping (Figure 5.2) and corresponds to the gap ∆ of

the phenomenological model (Figure 5.1). Remarkably, the spectral weight integrated

to ∼ 2.5 eV, just above the CT gap, approaches 1 + p for all doping levels [126].

Figure 5.2: Room-temperature planar optical conductivity for LSCO (0 6 x 6 0.34),
reproduced from [205].

The doping dependence of CT excitations has also been systematically studied in

LSCO via Cu K-edge RIXS, as shown in Figure 5.3 [217]. Similar to the observations

from optical conductivity, the CT gap was observed around 2 eV in the undoped com-

pound, and the spectral intensity below the CT gap was found to increase upon hole

doping. It was also demonstrated that the spectral weight transfer from high energy (>

2 eV) to lower energy (1-2 eV) is most pronounced at the zone boundary q = (0.5, 0)

and nearly linear in x.

On the other hand, the temperature dependence of the CT excitations is usually
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Figure 5.3: Doping-dependent Cu K-edge RIXS spectra for LSCO at different momen-
tum transfers: (a) q ∼ 0, (b) q = (0.5, 0), and (c) q = (0.5, 0.5), adapted from [217].
The curves are vertically shifted for clarity, and the doping levels x are indicated for
each spectrum. Inset: combined, unshifted curves overlayed with each other. All data
were normalized at 10 eV.
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studied only up to room temperature [205–218], which is a very low temperature scale

given the large CT energy scale. Therefore, high-temperature measurements close to

the decomposition point of the material are highly desirable.

5.2 Experimental Procedure

We performed a Cu K-edge RIXS study of the archetypal hole-doped cuprate LSCO

and of the electron-doped cuprate NCCO. RIXS is capable of measuring element-specific

electronic excitations. At the Cu K-edge, core-level electrons undergo the transition

1s → 4p, leaving a hole in the core level. In the intermediate state, the 3d electrons

interact with the 1s core hole, causing charge-transfer excitations in the 3d band. Un-

like optical conductivity measurements, which correspond to a correlated average over

the Brillouin zone at effectively zero momentum transfer (q = 0), RIXS allows access

to particle-hole excitations throughout the entire Brillouin zone and thus can provide

valuable energy- and momentum-dependent information. In this Chapter, we follow

standard RIXS notation and denote the incident photon energy as Ei; this notation

differs from that in Chapter 2.

Since our goal was to measure to high temperatures, the studied materials were

required to be chemically stable at these temperatures. As-grown LSCO and NCCO

samples are usually subjected to an anneal process at ∼ 1100 K to remove thermal stress

(in both cases) and to induce superconductivity (in the case of NCCO), so meaningful

experiments should be doable up to this temperature. In addition, it has proven possible

to reproducibly obtain charge transport data up to at least 1000 K [219]. Nevertheless,

prior to our high-temperature RIXS measurements, we performed a heat-treatment

study to ensure sample stability.

5.2.1 Heat-Treatment Study

In order to ensure sample stability, a sequence of heat-treatment tests were carried

out, i.e., crystals were heated at high temperatures in air at atmospheric pressure for a

prolonged period of time, and the bulk superconducting properties were measured both

before and after the heat treatment to ensure the robustness of the sample. Figure 5.4

shows SQUID magnetization measurements of a superconducting LSCO x = 0.07 sample



98

Figure 5.4: Heat treatment of a LSCO x = 0.07 sample at (a) 800 ◦C, (b) 900 ◦C and
(c) 1000 ◦C for 20 hours in air at atmospheric pressure leaves the bulk superconduct-
ing properties unaffected. No significant changes in the field-cooled/zero-field-cooled
diamagnetic response are discernible.

upon cycling to high temperatures. The same sample was kept at 800 ◦C, 900 ◦C and

1000 ◦C in air at atmospheric pressure for nearly one day (the typical RIXS measurement

time at each temperature). No significant changes in the field-cooled/zero-field-cooled

diamagnetic response were discernible.

In addition, during the RIXS measurement, we confirmed that the RIXS spectra

remained the same before and after high-temperature measurements. Figure 5.5 shows

RIXS spectra (obtained with incident photon energy Ei = 8991.3 eV) for a LSCO

x = 0.07 sample at 450 K before and after having been measured at 1000 K for more

than one day. No significant changes are discernible, indicative of a high level of sample

stability.

A similar heat-treatment study was performed for NCCO. It was found that NCCO

is stable in air up to 800 ◦C. Higher temperatures resulted in a lower Tc and a broader

superconducting transition.

5.2.2 Cu K-edge RIXS

The RIXS measurements of LSCO and NCCO were carried out at the BL11XU beamline

of SPring-8 and the ID-27-C beamline of the Advanced Photon Source (APS). The

scattering geometry for all RIXS measurements is schematically shown in Figure 5.6(a).

The scattering plane is the ac-plane of the crystal lattice in tetragonal notation. Due to
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Figure 5.5: Cu K-edge RIXS spectra for a LSCO x = 0.07 sample at (a) (0, 0), (b) (0.5,
0) and (c) (0.5 0.5) measured at 450 K before and after a measurement at 1000 K that
lasted more than one day. No significant changes are observed.

the quasi-2D nature of the cuprates, the L dependence of the cross section is expected

to be small, if not negligible, so we quote the 2D reduced wave vector q = (H,K).

The RIXS measurements were performed along both nodal [H,H] and anti-nodal [H, 0]

directions. In order to better access low-energy excitations, we kept the scattering angle

2θ at ∼ 90◦ (by adjusting L) to reduce the elastic scattering component. The overall

energy resolution was 250 meV at SPring-8 and 100 meV at the APS, respectively. High

temperatures were achieved with either a custom-designed high-temperature furnace or

a commercially available Linkam stage.

We studied a number of LSCO and NCCO samples between zero (x = 0) and

optimal (x = 0.15) doping. All crystals were cut into square shapes with the c-axis

normal to the surface. All NCCO samples and the LSCO x = 0.02 sample were initially

annealed in reduced atmosphere to remove excess oxygen. The superconducting LSCO

samples (x = 0.07, 0.125, 0.15) were annealed in air at 800 ◦C for 40 hours to reduce

thermal stress. Table 5.1 summarizes all the samples and corresponding experimental

conditions used in this study.

X-ray absorption spectroscopy (XAS) measurements were subsequently carried out

to check the resonant energy for each sample. Figure 5.6(b) and (c) shows the XAS

results for LSCO and NCCO, respectively. Since the XAS features are only slightly

doping-dependent, we used the same incident photon energy (Ei) for all samples. For
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Figure 5.6: Cu K-edge RIXS setup and XAS measurements. (a) Scattering geometry
used in the present study, where a and c denote the lattice axes in tetragonal notation.
The scattering angle 2θ was kept at 90◦ by adjusting the L value to ensure that the
scattered photon direction was parallel to the incident photon polarization ε. (b) X-
ray absorption spectroscopy (XAS) spectra for (a) LSCO and (b) NCCO. XAS was
measured under two different conditions: ε//a and ε//c. The vertical lines indicate the
incident energies Ei = 8991.3 eV and Ei = 9003 eV for LSCO and Ei = 8991 eV for
NCCO.
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measurements of LSCO, Ei was either 8991.3 eV or 9003 eV, whereas for NCCO, a

slightly lower value of Ei ∼ 8991 eV was used.

Composition x Ei (eV) Temperature (K)

LSCO 0.02 8991.3 15-1000

LSCO 0.07 8991.3 15-1000

LSCO 0.125 9003 300 - 1200

LSCO 0.15 9003 300 - 1200

NCCO 0 8991 10 - 400

NCCO 0.05 8991 10 - 400

NCCO 0.13 8991 300 - 800

NCCO 0.16 8991 10 - 400

Table 5.1: Table of samples measured in this RIXS study. Listed from left to right:
sample composition (LSCO or NCCO), dopant concentration x, incident X-ray energy
Ei (eV), and the studied temperature range (K).

The synchrotron radiation experiments of LSCO and NCCO (x = 0, 0.05, 0.16) were

performed at the BL11XU of SPring-8 with the approval of the Japan Synchrotron

Radiation Research Institute (JASRI) (Proposal No. 2016B3552, 2017A3552, and

2017B3552). The measurements of NCCO (x = 0.13) were carried out at ID-27-C

beamline of Advanced Photon Source (APS), Argonne National Laboratory.

5.3 Results

5.3.1 LSCO measurements with Ei = 8991.3 eV

Figure 5.7 shows RIXS spectra for a LSCO x = 0.02 sample, measured along [H, 0]

and [H,H] with Ei = 8991.3 eV, over a wide temperature range (15 K - 1000 K). The

spectra were normalized at 6 eV.

In the q = (0, 0) spectra shown in Figure 5.7(a), a sharp peak at 2.2 eV was observed

at T = 15 K, and the intensity of the peak was found to decrease significantly upon

heating. Similar behavior was observed in a prior doping-dependence study (Figure

5.3) [217] performed at T = 25 K, where this peak was seen to dramatically decrease

with increasing doping. Interestingly, this peak is found to be associated with disorder,

as it decreases in Ni-doped samples as well (the Ni dopants act as magnetic impurities
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and are thought not to introduce charge carriers) [217].

Along [H, 0], a prominent peak at ∼ 3.3 eV is present at T = 15 K at all momenta

(Figure 5.7 (a)-(c)). The intensity of this peak decreases as well from 15 K to 1000

K. Unlike the doping dependence, where a clear spectral weight transfer from high to

low (< 2 eV) energy is observed (Figure 5.3) [217], the temperature dependence below

2 eV is overall subtle. Nevertheless, a clear effect is seen at the zone center. Another

broad peak at ∼ 4.5 eV is observed at q = (0.5, 0) at T = 15 K. This peak merges

with the ∼ 3.3 eV peak above 350 K, and only one broad peak is observed at high

temperatures. The temperature dependence of these features is highlighted in Figure

5.8, which highlights the net intensity change compared to 1000 K.

As shown in Figure 5.7 (a), (d)-(e), away from q = (0, 0), the spectra only feature

one peak along [H,H]. At (0.25,0.25) and 15 K, the peak is located at ∼ 4 eV, and it

slightly shifts to lower energies at higher temperatures. This effect is more pronounced

at (0.5,0.5). As a result of the shift, the spectral weight below 4 eV monotonically

increases with increasing temperature.

Figures 5.9 and 5.10 show the same measurements for a LSCO sample with a higher

doping level of x = 0.07. The sharp peak at 2.2 eV observed at q = (0, 0) for the x = 0.02

sample is absent in the x = 0.07 sample. Instead, a small intensity enhancement around

∼ 2.7 eV is observed at low temperature. Overall, the temperature dependence of the

RIXS spectra is quite similar to that for x = 0.02 at all the measured momenta.

In order to quantify the temperature dependence, the spectral weight in the energy

ranges 0.75-1.75 eV, 2-4 eV, and 3.5-5.5 eV is shown in Figure 5.11 (a) and (b) for

q = (0, 0) and (0.5,0.5), respectively. At the zone center, for x = 0.07, the intensity

in the intermediate-energy range 0.75-1.75 eV remains the same even at the highest

measured temperature, whereas for x = 0.02 a slight intensity enhancement is observed

at 700 K and 1000 K. For both doping levels, the spectral weight significantly decreases

upon heating in the 2-4 eV range. For 3.5-5.5 eV, it remains almost the same up to

750 K, and a slight decrease is observed at 1000 K. Different behavior is observed at

(0.5,0.5): the integrated intensity in the ranges 0.75-1.75 eV and 3.5-5.5 eV is almost

temperature independent, whereas it monotonically increases for 2-4 eV. In addition, the

leading edge of the peak observed at (0.25,0.25) and (0.5,0.5) are shown in Figure 5.11

(c) and (d). The leading edge is determined as the energy at which the intensity is the



103

Figure 5.7: RIXS spectra for LSCO (x = 0.02) at (a) (0,0), (b) (0.25,0), (c) (0.5,0), (d)
(0.25,0.25), and (e) (0.5,0.5), measured with Ei = 8991.3 eV. Data were obtained from
base temperature (15 K) to high temperature (1000 K). The spectra were normalized
at 6 eV.
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Figure 5.8: Net RIXS intensity for LSCO (x = 0.02) after subtracting the 1000 K spectra
at (a) (0,0), (b) (0.25,0), (c) (0.5,0), (d) (0.25,0.25), and (e) (0.5,0.5). Horizontal dashed
lines indicate zero difference. The data are those shown in Figure 5.7, obtained with
Ei = 8991.3 eV. The intensity difference could only be reliably established above ∼ 0.5
eV.
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Figure 5.9: RIXS spectra for LSCO x = 0.07 at (a) (0,0), (b) (0.25,0), (c) (0.5,0), (d)
(0.25,0.25) and (e) (0.5,0.5), measured with Ei = 8991.3 eV. Data were obtained from
base temperature (15 K) to high temperature (1000 K). The spectra were normalized
at 6 eV.
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Figure 5.10: Net RIXS intensity for LSCO (x = 0.07) after subtracting the 1000 K
spectra at (a) (0,0), (b) (0.25,0), (c) (0.5,0), (d) (0.25,0.25), and (e) (0.5,0.5). Horizontal
dashed lines indicate zero difference. The data are those shown in Figure 5.9, obtained
with Ei = 8991.3 eV. The intensity difference could only be reliably established above
∼ 0.5 eV.
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half of the peak intensity. A significant redshift is observed at (0.5,0.5) for both doping

levels. An interesting question, to be addressed in future research, is how the changes

seen at the antiferromagnetic wavevector (0.5,0.5) are associated with the build-up of

spin correlations with decreasing temperature [192]. Furthermore, in order to better

connect with optical spectroscopy work (in particular, the mid-infrared feature and the

Drude peak, see Figure 5.2), RIXS data with improved energy resolution are required.

Figure 5.11: Temperature dependence of the spectral weight at (a) (0,0) and (b) (0.5,0.5)
in the energy ranges 0.75-1.75 eV (green, multiplied by a factor of 4), 2-4 eV (blue) and
3.5-5.5 eV (red). Shifts of the leading edge for (c) (0.25,0.25) and (d) (0.5,0.5). The
leading edge is defined as the energy transfer at which the intensity is half of the peak
intensity.

5.3.2 LSCO measurements with Ei = 9003 eV

The first RIXS observation of intraband excitations below the CT gap in the cuprates

was for electron-doped NCCO [220]. It was suggested that, when the incident X-ray

energy is tuned to transitions into orbitals in which doped electrons/holes are located,

intraband excitations become dominant in RIXS spectra [221]. In the electron-doped

system, this incident energy is located slightly below the well-screened condition (the
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1s core-hole potential is well-screened by the doped 3d electrons), whereas in the hole-

doped case, it is located slightly above the poorly-screened condition (the 1s core-hole

is poorly screened due to the the doped holes in the 3d orbitals). It was found that this

resonance energy is ∼ 9003 eV in hole-doped systems, and intraband excitations below

∼ 3 eV were successfully probed in overdoped LSCO and Bi1.76Pb0.35Sr1.89CuO6+δ [218].

Figure 5.12: RIXS spectra for LSCO (a) x = 0.125 and (b) x = 0.15 with Ei = 9003
eV. The data are vertically shifted for clariety. The measured momentum is noted for
each spectrum. Note that no normalization is applied.

Since the intraband excitations are expected to be more pronounced at higher carrier

densities (the 1s core-hole potential is less screened), two LSCO samples with interme-

diate (x = 0.125) and optimal (x = 0.15) doping levels were studied. Figure 5.12 shows

the RIXS spectra with Ei = 9003 eV. Since the intensity completely recovers at 300 K

after cycling to 1200 K, the data are not normalized. The CT peak in the 8991.3 eV

data (not measured in present study, but available in [218] and [217] for similar doping

levels), which disperses from 4 to 5 eV at all momenta, is replaced by a peak around
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7 eV in the 9003 eV data. This excitation is attributed to the molecular-orbital (MO)

excitation [222]: due to the hybridization between the Cu 3dx2−y2 level and the O 2p

level, the bonding and anti-bonding hybridized d molecular orbitals are non-degenerate.

This MO peak softens at 1200 K because of the lattice expansion at high temperature.

However, the low-energy part (< 5 eV) of the RIXS spectra remains the same at 300

K and 1200 K. Therefore, no thermally excited intraband excitations are observed in

LSCO x = 0.125 and 0.15.

5.3.3 NCCO measurements with Ei = 8991 eV

Although similar CT excitation energies of ∼ 2 eV were observed for LSCO and NCCO,

quite different momentum dependences were reported [216, 218, 220]. In LSCO, the

RIXS spectral shape is almost the same at different momentum transfers except for

small shifts in energy, whereas in NCCO, a sharp CT peak at 2 eV is observed at the

zone center and found to broaden in energy with increasing momentum transfer [220].

It was suggested theoretically that the strength of the antiferromagnetic correlations

plays a crucial role in the latter case [223]. For NCCO, the doping and temperature

dependence of the antiferromagnetic correlations has been determined in detail via neu-

tron scattering [224, 225]. Even at optimal doping, antiferromagnetic correlations are

still significant, with a correlation length of ξ/a ∼ 15-20 [224, 225]. We performed

a RIXS study of reduced NCCO to monitor changes in the charge-transfer response

as antiferromagnetic correlations decrease with increasing temperature and increasing

doping.

Figure 5.13 shows the RIXS spectra for NCCO with Ei = 8991 eV. Three NCCO

samples were measured at 10 K and 400 K: undoped x = 0, underdoped x = 0.05

and optimally-doped x = 0.16. At 10 K, only the x = 0 and x = 0.05 samples are in

Néel state, whereas the x = 0.16 sample is in the superconducting state and features a

correlation length of ξ/a ∼ 15-20. At 400 K, short-range antiferromagnetic correlations

persists in the x = 0 and x = 0.05 samples, with ξ/a ∼ 15-20, whereas in the case of

the x = 0.16 sample, the correlation length is well below 10 lattice constants. Similar

to prior RIXS measurements [220,226], the CT peak around 2 eV is observed and found

to slightly shift toward higher energy at higher doping levels. The peak is sharpest at

the zone center and broadens on approaching the zone boundary. Interestingly, at 400
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K, an intensity enhancement below the CT gap is observed at q = (0, 0), especially for

the doped samples.

Figure 5.13: RIXS spectra for NCCO with (a) x = 0, (b) x = 0.05, and (c) x = 0.15,
measured at 10 K and 400 K with Ei = 8991 eV. The spectra were normalized at 6 eV.
The arrows indicate an intensity enhancement below the charge-transfer gap at 400 K
for the zone-center data. All samples were annealed in Ar flow (at 800 ◦C for x = 0 and
900 ◦C for x = 0.05 and x = 0.16) for 10 hours prior to the experiment.

In order to further study the evolution of this spectral weight change, we performed

a detailed temperature-dependent measurement of a NCCO x = 0.13 sample (Figure

5.14). The spectra were normalized at 6 eV. The spectral weight below the CT gap

was estimated by integrating intensity in the 0.5-2 eV range. A significant effect is seen

at the zone center, where the intensity increases monotonically from 300 K to 800 K.

On the other hand, no significant temperature dependence is discerned at the other
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momenta.

Figure 5.14: (a) RIXS spectra for NCCO (x = 0.13) with Ei = 8991 eV measured from
300 K to 800 K. The spectra were normalized at 6 eV. Temperature dependence of the
integrated intensity between 0.5-2 eV at (b) (0,0) and (c) (0.5,0). The solid lines are
guides to the eye.

5.4 Discussion

In the case of LSCO, both optical conductivity and RIXS measurements reveal a spec-

tral weight transfer from the CT gap ∼ 2 eV to lower energy (∼ 0-1.5 eV) with increas-

ing doping [205, 217, 218] (see Figures 5.2 and 5.3). The study of the CT excitations

presented in this Chapter reveals an overall spectral weight loss above ∼ 2 eV with

increasing temperature for both x = 0.02 and x = 0.07. For x = 0.07, the intensity

in the intermediate-energy range 0.75-1.75 eV remains the same even at the highest

measured temperature. For x = 0.02, on the other hand, a clear intensity enhancement

is seen in this range that is most prominent at the zone center. For electron-doped
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NCCO, an intensity enhancement around ∼ 1 eV is clearly discernible at the zone cen-

ter with increasing temperature, although no spectral weight transfer is observed. Our

results for LSCO somewhat suggest dissimilar doping and temperature dependences of

the CT excitations in the cuprates. Below, I consider several possible reasons for this

discrepancy.

First, the optical conductivity study of LSCO shows that the spectral weight above

the CT gap is mostly transferred to a ‘hump’ that moves toward low energy and to

the Drude peak that increases in strength with increasing doping (Figure 5.2) [205].

The broad hump is seen to merge with the coherent quasiparticle (Drude) peak near

optimal doping. This feature is observed around ∼ 0.6 eV for x = 0.02, and its energy

decreases approximately linearly with increasing doping [120, 205]. Considering Figure

5.2 and the model of [120], the main changes in RIXS intensity with temperature (at

least at the zone center) are in fact expected below ∼ 1.5 eV for x = 0.02 and below

∼ 0.5 eV for x = 0.07 and larger doping levels. This is not inconsistent with our data.

Given our energy resolution of 0.25 eV, and the contribution of phonon excitations to

the low-energy response, our experiment is not sensitive to changes below ∼ 0.6 eV.

Therefore, temperature-induced changes are probably hidden in the quasi-elastic range

and not resolvable in the present study.

Second, although a measurement of the low-energy excitations (< 0.6 eV) is not

possible with the present energy resolution, a near-infrared intensity enhancement may

be expected at high temperatures, since a peak at ∼ 1.5 eV is present at higher doping

levels in the optical data (Figure 5.2) [205]. For LSCO, upon both heating and doping,

the high energy RIXS spectral weight (> 2 eV) decreases significantly, whereas the

lower-energy signal is expected to increase. The two effects might cancel out in the

near-infrared regime, resulting in a temperature-independent intensity.

Third, it is known that the RIXS response is highly dependent on the incident photon

energy (Ei): even a small ∼ 0.5 eV change in incident energy may cause considerable

changes in the RIXS intensity [215, 227]. Although in our experiment the incident

photon energy was always calibrated at room temperature using XAS (Figure 5.6) prior

to the RIXS measurement, a small energy shift after several days of measurement is

possible. Moreover, we kept the same Ei at all temperatures, and it is possible that the

resonant energy effectively changes at these high temperatures due to lattice expansion,
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which needs to be taken into account in future studies.

Fourth, the electronic structure of the doped cuprates is not fully understood. Im-

portantly, there exist considerable differences in the doping-dependent CT excitations

probed by optical conductivity and Cu K-edge RIXS [205, 217, 218]. Finally, we note

that the heterogeneous charge (de)localization model, which partially motivated the

present RIXS study, is phenomenological in nature. We hope that the present investi-

gation the temperature dependence of CT excitations will not only serve to motivate

future RIXS measurements with improved energy resolution, but also to inspire refined

theoretical work on the electronic structure of the cuprates.



Chapter 6

XAS/XMCD Study of

Ion-gel-gated La0.5Sr0.5CoO3−δ

Electrolyte-based transistors utilizing ionic liquids/gels have been highly successful in

the study of charge-density-controlled phenomena in diverse materials, particularly ox-

ides. Experimental probes beyond electronic transport have played a significant role,

despite challenges to their application in the electric double-layer transistor geometry. In

this Chapter, I demonstrate the application of synchrotron soft X-ray absorption spec-

troscopy (XAS) and X-ray magnetic circular dichroism (XMCD) as operando probes

of the charge state and magnetism in ion-gel-gated ferromagnetic perovskite thin film

LaAlO3(001)/La0.5Sr0.5CoO3−δ (LSCoO).

6.1 Introduction

Electric double-layer transistors (EDLTs) employing ionic liquids/gels have proven suc-

cessful in the study of charge-density-dependent effects in many materials [32–35]. This

approach allows the density of doped carriers to be varied in a single device, to extremely

high charge densities (> 1014 cm−2) [32–36,41,43,44,46–48,228–230], at least an order

of magnitude above conventional (e.g., SiO2-based) field-effect devices. EDLTs are thus

widely used to study electronic and magnetic phase transitions [32–39,41,43–48,228–230]

and map phase diagrams [37, 228]. For instance, electrically-induced superconductiv-

ity was observed in electrolyte-gated KTaO3 [43], SrTiO3 [44], and high-temperature

114
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superconductors [33, 36–39]. Control of the insulator-metal transition was achieved in

VO2 [54,229,231,232] and nickelates [47,230], and modulation of magnetism was found

possible in Ti1−xCoxO2 [48], La1−xSrxMnO3 [41,233], and La1−xSrxCoO3−δ [52,59,64].

It is increasingly recognized that EDLT operating mechanisms are typically not

purely electrostatic, and that there exist a range of alternative responses [34,49–52,54,

59, 64, 231]. In oxides, for example, the gate response can be electrochemical, where

the EDLT electric field induces redox chemistry, often via oxygen vacancy (VO) for-

mation/annihilation. Evidence for this originally came from transport measurements

in controlled atmosphere, with tracking of irreversibility [52, 53, 55–58]. Recently, how-

ever, synchrotron-based hard X-ray diffraction [59–62] and hard XAS [60, 63], as well

as neutron reflectometry [59, 64] have been developed as operando probes of EDLTs,

complementing transport. Our recent operando X-ray diffraction measurements of ion-

gel-gated La0.5Sr0.5CoO3−δ (LSCoO) highlighted the importance of gate-bias polarity:

a large lattice expansion was found at positive gate bias (Vg) due to VO formation,

whereas only minor structural changes occurred at negative Vg [59]. Importantly, the

Vg-induced VO penetrated the entire film thickness, confirmed by depth-sensitive neu-

tron reflectometry; this is enabled by the high diffusivity of VO in LSCoO, which has

led to much attention on redox control of these compounds [52,59,62,64,234,235].

Although application of EDLTs is growing, an element-sensitive operando probe

such as XAS, which enables element-specific determination of valence, has not been

fully developed. Some absorption spectroscopy studies in the hard X-ray regime [60,

63] provided insights into EDLT gating mechanisms, but soft XAS at the O K and

transition-metal L edges, which directly probes transition-metal electronic/magnetic

structure, has not yet been performed in an operando fashion. The main challenges in

such measurements (as opposed to ex-situ studies of non-volatile gate effects) include

penetrating thick electrolyte layers with soft X-rays and getting absorption signals out.

In this Chapter, I establish soft XAS and XMCD, its magnetic variant, as operando

probes of the charge state and magnetism in electrolyte-gated (specifically ion-gel-gated)

epitaxial LSCoO films. Baseline information is first gathered from 4-25 unit-cell-thick

bare films by determining the evolution in hole doping from O K edge XAS and in

ferromagnetism from Co L edge XMCD. The ion gel (i.e., ionic liquid in a polymer

network) used for operando measurements was optimized in terms of thickness (to ∼ 1
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µm) and composition. We show that, upon applying Vg = + 4 V, the OK edge XAS pre-

peak intensity is strongly suppressed, indicating a substantial decrease in effective hole

density. Concomitantly, the Co magnetic moment is substantially reduced, as revealed

in energy- and magnetic-field-dependent XMCD. These results, which complement prior

X-ray diffraction and neutron reflectometry work [59,64], not only yield new insight into

gating mechanisms in oxide EDLTs, but also demonstrate a powerful element-sensitive

approach to operando studies of gated oxides.

6.2 Experimental Procedure

6.2.1 Device

As described previously [52], epitaxial LSCoO films were grown using high-pressure-

oxygen reactive sputtering in 1.4 Torr of O2 from ceramic LSCoO targets onto 10 ×
10 mm2 LaAlO3(001) substrates at 600 ◦C. Extensive structural, chemical, magnetic

and transport characterization has been published [29, 236–238]. To prepare EDLTs,

28-unit-cell-thick films were patterned into 3×3 mm2 channels between two Pt side-gate

electrodes [52, 59]. Ion gels based on the ionic liquids 1-ethyl-3-methylimidazolium bis

(trifluoro-methylsulfonyl) imide (EMI:TFSI) or 1-ethyl-3-methylimidazolium

dicyanamide (EMI:DCA) in poly(vinylidene fluoride-co-hexafluoropropylene) (P(VDF-

HFP)) were spin-coated across the channel and gate electrodes to complete devices.

EMI:TFSI was chosen for consistency with prior work, whereas EMI:DCA was chosen

as it is oxygen-free and thus may avoid contamination of the O K edge. Devices were

then wired up and immediately loaded into the beamline vacuum chamber (kept at

< 10−8 Torr).

6.2.2 Ion-gel Optimization

A pivotal challenge in operando soft XAS and XMCD measurements is to optimize

the thickness of the ion gel overlying the gated films: while a thin gel is desirable be-

cause of the low X-ray penetration depth (∼ 1 µm at the Co L edge), the gel must

be thick enough to function electrically and achieve uniform gating. The ion-gel opti-

mization was performed by J. Gotchnik and J. Walter in C. Leighton’s group at UMN.
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Optimization of ion gels for operando soft XAS/XMCD was achieved via a series of

spin-coating experiments on Si/SiOx substrates. Solutions with varied polymer : ionic

liquid : acetone(solvent) ratio (by mass) were prepared, heated to ∼ 35 ◦C, and spun at

1500 rpm for 30 s. Tilt-view (45◦ with respect to the substrate plane) secondary electron

scanning electron microscopy (SEM) images were then collected in a JEOL JSM-6010

PLUS/LA microscope, using 5 kV accelerating voltage. Images collected near an inten-

tional scratch, so that the ion gel thickness (d) could be extracted, are shown in Figure

6.1. Panels (a) - (d) and (e) - (h), for EMI:TFSI and EMI:DCA gels, respectively, show

that ion gels become thinner with increasing ratios of ionic liquid and/or solvent. Exces-

sively high ionic liquid/solvent ratios result in an “island and hole” morphology (Figure

6.1d and 6.1h), unsuitable for gating. We thus established the optimized solutions to be

about 1:150:50 for EMI:TFSI (Figure 6.1c) and 1:350:50 for EMI:DCA (Figure 6.1g),

resulting in d ≈ 1.5 − 2.5 µm. Upon testing optimized EMI:DCA gels, however (in

fact, any EMI:DCA gels), we observed that the LSCoO resistance increased by orders

of magnitude in a matter of minutes following spin coating, whereas minimal change

(< 0.1 %/min, consistent with prior work [52]) was observed for EMI:TFSI. The rest of

the work presented here will thus utilize the 1:150:50 EMI:TFSI gel.

6.2.3 Synchrotron X-ray Measurements

Synchrotron X-ray measurements were performed at beamline 4-ID-C of the Advanced

Photon Source. Three different detectors/measurement modes are available: total-

electron-yield mode (TEY), total-fluorescence-yield mode (TFY), and reflectivity mode

(REF). TEY is dominated by the photoelectric effect, and its probing depth is thus

limited to the top unit cells. TFY measures emitted fluorescence photons, and thus has

a larger probing depth due to the longer photon mean-free-path. REF deals with the

reflection of the X-ray beam by the sample/device at a specific angle, with intensity

dependent on the real and imaginary parts of the refractive index. Based on this,

bare films were measured in TEY and TFY modes, in grazing-incidence geometry. For

operando gating, on the other hand, in order to utilize both TFY and REF modes, the

films were rotated by 30◦ facing the X-ray beam, with the fluorescence and reflectivity

detectors at 90◦ and 60◦, respectively (Figure 6.2). The TEY mode was not used in

gating experiments, as the overlying ion gel inhibits release of photoelectrons. The
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Figure 6.1: Ion-gel optimization. Tilt-view (45◦) secondary electron scanning electron
microscopy images of ion gels spin-coated on Si/SiOx substrates at different ratios (by
mass) of PVDF-HFP : ionic liquid : acetone, as shown. The ionic liquid was (a-d)
EMI:TFSI and (e-h) EMI:DCA. Each coated film was scratched with a blade to enable
thickness determination, with the resulting value (d) shown in each panel. The data
were taken by J. Gotchnik and J. Walter in C. Leighton’s group at UMN.
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incident polarization was switched between left-circular and right-circular during the

measurements. The sum (I+ + I−) of these signals probes the electronic environment

of the electrons (XAS), whereas the difference (I+− I−) contains magnetic information

(XMCD). The EDLTs were operated at < 10−8 Torr, with Vg applied at 310 K for 30

min, with in-situ monitoring of electronic transport. Operando XAS and XMCD were

measured at 75 K (below the Curie temperature, TC ≈ 220 K at this thickness), with

a magnetic field H = 4,000 Oe along the X-ray beam; 75 K was chosen so that a large

magnetic moment could be reached while keeping the saturation field safely below the

maximum available field (4,600 Oe).

Figure 6.2: Schematic of the device and experimental setup for operando XAS/XMCD
measurements of ion-gel-gated LSCoO films. The orange area is the LSCoO film (28
unit-cells thick), and the grey pads are Pt electrodes for bias voltage application and
operando transport measurements. The sample is rotated by θ = 30◦ such that both
reflectivity and fluorescence channels can be probed. For XMCD (Figure 6.6), a field
of H = 4,000 Oe was applied along the X-ray beam, resulting in a field of about 3,500
Oe in the film plane. The X-ray beam was defocused to cover the entire sample and
minimize beam damage.
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6.3 Results

6.3.1 Baseline information

We first gathered baseline information for LaAlO3(001)/LSCoO films by probing the

evolution of hole doping and magnetism in bare films. Figure 6.3 shows the O K-

and Co L-edge XAS and XMCD spectra (TFY) for films of 4, 8, and 25 unit cells

(u.c.). The data are normalized to 1 at the main peaks (540 eV for the O K edge,

780 eV for the Co L edge). The O K-edge pre-peak near 527 eV is seen in all films

(Figure 6.3a), its intensity noticeably decreasing with decreasing thickness. This pre-

peak has been well characterized in bulk LSCoO and linked to the O 2p hole density

[239]. The clear pre-peak decrease with decreasing thickness thus indicates an obvious

decrease in effective hole doping in thinner films. Earlier work tied this to an increase

in O deficiency δ near the substrate, leading to a decrease in effective hole doping, i.e.,

xeff = x − 2δ, in the simplest model [30]. This O deficiency was in turn linked to VO

ordering, which was shown to be the lattice mismatch accommodation mechanism in

this system [240]. This effect is also seen in the Co L-edge XAS (Figure 6.3b), from

the ∼ 0.6 eV shift to lower energy; this is also known to indicate a decrease in Co

valence [241]. Consequently, the Co magnetic moment is reduced on going from 25 to 8

u.c. thickness. In particular, as seen from the Co L-edge TFY XMCD in Figure 6.3d,

we find no evidence for ferromagnetism in the 4 u.c. film, whereas 8 and 25 u.c. films

are clearly ferromagnetic. For bulk LSCoO, it is known that O holes also form magnetic

states at the Fermi level, and that the O moment grows with doping [239]. We indeed

observe an evolution of magnetism at O hole sites in TEY mode (Figure 6.3c inset),

although the low signal-to-noise ratio in TFY mode (Figure 6.3c) results in an inability

to resolve this signal. XMCD spectra at the O K edge were not measured further since,

as noted, the TEY mode was not possible in gating experiments.

6.3.2 Operando XAS Study

With ion gels optimized, we performed operando XAS/XMCD measurements of an

electrolyte-gated LSCoO film (28 u.c. thickness). Throughout this study, only positive

biases were applied, as a model test case. As noted, this Vg polarity causes VO for-

mation through the entire volume of LSCoO films in this thickness regime, resulting in
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Figure 6.3: Baseline information for bare LaAlO3(001)/LSCoO thin films. (a) O K-edge
and (b) Co L-edge XAS spectra of LaAlO3(001)/La0.5Sr0.5CoO3−δ films with thickness
(t) 4, 8, and 25 unit cells (u.c.). (c) O K-edge and (d) Co L-edge XMCD spectra of the
same films. All data taken with grazing incidence X-rays in TFY mode, at temperature
T = 30 K, with a field H = 4,600 Oe along the incident beam (i.e., the full field was in
the film plane). In (b), a shift from 25 to 8 u.c. is observed (about 0.6 eV at the L3

edge, as indicated). Inset to (c): TEY XMCD spectra near the pre-peak.
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large resistivity [52] and lattice parameter increases [59], and a concomitant decrease in

magnetization and Curie temperature. Figure 6.4(a, b) shows the O K-edge electronic

structure changes at 75 K, after applying Vg = + 4 V at 310 K. Most noticeably, the

527 eV O 2p pre-peak is seen to be essentially extinguished at Vg = + 4 V, in both TFY

(Figure 6.4a) and REF (Figure 6.4b) modes. This suppression is consistent with forma-

tion of a high VO density at positive biases, decreasing the effective hole concentration

(xeff = x − 2δ) by compensation of doped holes. Consistently, the Co L3-edge XAS

peak shifts ∼ 1.2 eV to lower energy at Vg = + 4 V (Figure 6.5), indicating decreasing

Co formal valence. The responses of the O K-edge and Co L-edge spectra to operando

gating are thus qualitatively consistent. We note that, in addition to the LSCoO films,

both the LaAlO3 substrate and the ion gel include oxygen. The slight spectral changes

at the O K edge above 530 eV might thus involve not only LSCoO, but also the ion gel,

e.g., through beam damage.

6.3.3 Operando XMCD Study at the Co L3 Edge

Subsequent gate-induced magnetism changes were probed via Co L3-edge XMCD. Fig-

ure 6.6a and 6.6b show the energy dependence of the TFY and REF XMCD, respec-

tively; these data were obtained at 75 K with an effective magnetic field in the film plane

of ∼ 3,500 Oe. At Vg = 0, a peak occurs around 780.5 eV in TFY mode, whereas two

peaks are seen in REF mode due to interference effects, indicative of a substantial Co

moment, as expected. Upon application of Vg = + 4 V these peaks essentially vanish,

meaning that the Co moment is strongly suppressed by the hole doping decrease due to

VO formation, as evidenced by XAS. Figure 6.6c shows corresponding hysteresis loops

measured at the peak energy (∼ 780.5 eV). The loops show pronounced magnetization

and hysteresis (1,740 Oe coercivity) at Vg = 0. At Vg = + 4 V, however, the saturation

magnetization decreases substantially (by a factor of ∼ 7), in agreement with prior neu-

tron reflectometry measurements [59]. In the latter, a decrease of peak magnetization

by a factor of ∼ 8 was observed at 30 K for Vg = + 3 V; our operando XMCD results

are thus in quantitative agreement with prior neutron reflectometry [59].
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Figure 6.4: Gate-bias (Vg) dependence of O K-edge XAS taken in (a) TFY mode and
(b) REF mode. ‘*’ denotes the pre-peak around 527 eV, as highlighted in the inset to
(a). All data were taken at T = 75 K.
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Figure 6.5: Gate-bias (Vg) dependence of Co L3-edge XAS taken in (a) TFY and (b)
REF mode. All data were taken at T = 75 K. In (a), the Co L3 main edge shifts by
∼ 1.2 eV at Vg = + 4 V.
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Figure 6.6: Gate-bias (Vg) dependence of magnetic properties probed by XMCD at the
Co L3 edge in (a) TFY and (b) REF mode. Data were taken at T = 75 K with H
= 4,000 Oe along the X-ray beam. (c) Change of magnetic hysteresis loop with Vg
measured by REF XMCD at 75 K with phonon energy 780.5 eV. Lines are guides to
the eye in all cases.
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6.4 Challenges

The main limitation in measuring side-gated electrostatically-doped systems is the low

penetration depth of soft X-rays. In our earlier tests, we found that the thicker ion gels

block X-rays from penetrating the thin film, whereas the thinner ion gels usually result

in disconnected islands and holes and cause a non-uniform gating effect. In addition, the

ionic liquid (EMI:TFSI) contains a small amount of fluorine, whose K-edge fluorescence

tail extends to the Co L edge. Figure 6.7 shows XAS measurements of a sample with

a thick ion gel and another identical sample without gel. Although the energy of the

F K edge is about ∼ 100 eV below the Co L edge, it tails off at much higher energies,

with a high intensity that completely covers the thin-film signal at the Co L edge. Our

in-house tests of different solutions of ion gels proved to be successful. By optimizing the

polymer, ionic-liquid and acetone ratio, we were able to achieve thin and smooth ion-

gels. The final thickness of ion-gel is around 1 µm, comparable to the X-ray penetration

depth at the Co L edge, therefore enabling the measurements at the Co L edge.

Figure 6.7: F K-edge effect. XAS measurements of a sample with thick ion gel and
another identical sample without gel. The thin-film signal at the Co L edge is completely
dominated by the long intensity tail from the F K edge.
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The other challenge is to minimize beam damage to the ion-gel. During our ex-

periment, we defocused the X-ray beam, and thus worked with a larger beam size to

minimize the exposure. However, beam damage still occured, as the spectral shape

changed slightly over time (Figure 6.4). We performed a beam-damage test, as shown

in Figure 6.8, to ensure that the thin-film properties were unaltered. In this test, the

beam flux was intentionally doubled to accelerate the beam damage. The XAS spectra

changed slightly due to the beam damage to the gel, but the pre-peak at 527 eV did

not change over time, neither in intensity nor in energy.

In summary, we have demonstrated operando soft XAS/XMCD measurements on

electrolyte-gated oxides, using ion-gel-gated LSCoO films as a test case. Baseline infor-

mation regarding hole doping and ferromagnetism was first established by measuring O

K- and Co L-edge XAS/XMCD on bare LaAlO3/LSCoO films with thickness 4, 8, and

25 u.c. To overcome the penetration depth problem, the ion-gel was optimized with

regard to composition and thickness, the latter reaching ∼ 1 µm. Data for gated films

were then obtained in TFY and REF modes. Application of Vg = + 4 V resulted in

dramatic suppression of the O K-edge XAS pre-peak, indicating a significant decrease

in hole doping due to VO formation at positive Vg. Concomitantly, a significantly re-

duced Co moment was observed in energy- and field-dependent XMCD spectra. Our

investigation of LSCO-based ion-gel EDLTs via operando soft XAS/XMCD therefore

provides direct evidence for electrochemical changes in hole doping and magnetism. This

lays the foundation for operando soft XAS/XMCD studies of other electrolyte-gated

oxides, also relevant to operando studies of battery, ionic conductor, and supercapacitor

materials.
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Figure 6.8: Beam damage to the gel. (a) A picture of the gel that is damaged by the
beam after 2 days of measurement. XAS at the oxygen K edge before and after 2 hours
of X-ray beam exposure, measured in (b) TFY and (c) REF modes. The beam flux
was intentionally doubled to accelerate the beam damage. Whereas the XAS spectra
changed slightly due to beam damage to the gel, the pre-peak at 527 eV did not change.
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[125] N. Barǐsić, S. Badoux, M. K. Chan, C. Dorow, W. Tabis, B. Vignolle, G. Yu,
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N. Barĭsić, and M. Greven. Single reconstructed Fermi surface pocket in an un-

derdoped single-layer cuprate superconductor. Nature Communications, 7:12244,

2016.
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