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Abstract 

Recently, connected and autonomous vehicle (CAV) technology is gaining attentions 

around the world. A connected vehicle (CV) is equipped with sensors to collect real-time 

vehicle data and communication devices to ‘talk’ with other surrounding vehicles and/or 

infrastructures (such as traffic signals). With the communication capability, a CV can 

obtain real-time traffic information that was not available today, such as preceding 

vehicles’ speeds, locations, and signal phase and timing (SPaT). This newly available 

information enables a CV to anticipate future driving conditions. With partial or full 

vehicle automation, the vehicle’s motion (acceleration, speed, etc.) can be controlled in 

real-time. With both connectivity and automation, the vehicle can respond to traffic 

conditions proactively and operate in the most energy efficient manner. This is achieved 

by an effective prediction of future driving conditions enabled by connectivity and being 

able to plan and adapt vehicle speed and powertrain operation in a more flexible and 

optimal fashion enabled by the vehicle automation. The target CAV can accelerate and 

decelerate smoothly, avoid unnecessary braking and idling, and operate the powertrain 

system more efficiently.  

This dissertation aims to explore the potential of energy savings through vehicle 

automation and connectivity. Real-time implementable optimal control strategies are 

developed for energy savings of CAVs with three most common powertrain types today: 

internal combustion engine based vehicles (ICVs), hybrid electric vehicles (HEVs), and 

electric vehicles (EVs). Both the vehicle speed trajectory and powertrain operation (e.g. 

transmission gear position or engine-battery power-split) are optimized to maximize the 

energy benefits. The optimization is designed for each specific powertrain type 

considering impacts of powertrain operation, constraints and dynamics on the energy 

consumption. This ensures the optimal control law is realistic and can be potentially 

implemented on an actual vehicle. A systematic control framework, which combines both 

traffic prediction and energy optimization, is developed to implement the optimal control 

in the model predictive control (MPC) fashion. The traffic prediction method can be 

applied to scenarios where both connected and non-connected vehicles are on the road. A 

traffic flow model is used to describe dynamics of the traffic states (traffic density and 
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traffic speed). Current traffic states are estimated using an observer based on real-time 

information communicated from connected vehicles and signal lights. Future traffic states 

can be predicted by propagating the traffic flow model forward in time. Uncertainties in 

the traffic prediction are systematically quantified and considered during the optimization 

to ensure the performance of the optimal control. 

To experimentally validate the optimal control strategies, a hardware-in-the-loop 

(HIL) testbed developed previously in our group has been enhanced. The HIL testbed has 

an actual engine loaded by a hydrostatic dynamometer and emulates a virtual target 

vehicle with simulated vehicle dynamics. To increase the fidelity of the testbed, the same 

type of engine as the actual vehicle is installed and both vehicle and powertrain models 

are calibrated using actual vehicle testing data. The resulting HIL testbed matches well 

with the performance of the actual testing vehicle with only about 1% error. In addition, a 

living lab is developed with instrumented on-road testing vehicles and intersection at 

TH55 in Minnesota. This brings in real-world traffic data and enables the HIL testbed to 

interact with real traffic. The results significantly improve the credibility of the HIL 

testbed. The inclusion of real-world traffic information extends the capabilities of the 

HIL testbed to evaluate the real-time capability and robustness of various CAV 

applications in realistic roadway conditions. 

For ICVs, the optimal control problem is a hybrid one with both continuous (vehicle 

speed, braking force) and discrete (gear position) control inputs. The problem is 

formulated and simplified to a mixed integer programming problem with a convex 

quadratic objective function and linear constraints. The optimal control solutions are 

obtained in real-time using an efficient numerical solver. Two traffic scenarios are 

studied in both simulation and experiment: 1) a rolling terrain scenario without a nearby 

preceding vehicle. The target vehicle anticipates the future roadway slopes and cruises 

with the optimal speed and gear position. The results have shown that the fuel benefit is 

16.1% compared to a baseline vehicle using constant speed cruising control. 2) a vehicle 

platooning scenario on a signalized urban road. The target vehicle is at the end of a 

vehicle platoon and follows the preceding vehicle. The target vehicle can achieve 10.6% 

fuel benefits compared to the immediate preceding vehicle. 
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For HEVs, the vehicle speed and powertrain operation optimization algorithms are 

developed and solved in a consecutive order. The vehicle level optimization solves an 

optimal vehicle speed trajectory. The optimal speed profile is then sent to the powertrain 

controller to optimize both engine operating points and the power-split (engine power vs 

battery power). Again, the control is evaluated in both a rolling terrain scenario and an 

urban driving scenario. In the rolling terrain scenario, the energy benefits from the 

proposed optimal controller are 5.0% to 8.9% on major arterials and 15.7% to 16.9% on 

collector roads, compared to a regular HEV cruising at constant speed. In the urban 

driving scenario, the target vehicle can achieve 17.3% fuel benefit with vehicle level 

optimization alone. With both vehicle and powertrain optimization, the fuel benefit is 

22.8% comparing to the preceding vehicle.  

For EVs, the efficiencies of the electrical powertrain (including the electric motor, 

battery, etc.) are considered during the vehicle speed trajectory optimization. The battery 

aging effects are considered to ensure a satisfactory battery life and several regenerative 

braking constraints are included to make the optimal control strategy realistic for 

practical implementation. The optimal control strategy is evaluated in a vehicle 

platooning scenario on a signalized roadway with two intersections. For a vehicle platoon 

of 16 vehicles, with 50% penetration rate of connectivity, the target vehicle can achieve 

9.1% energy improvement. The performance is satisfactory compared to the 14.3% 

energy saving with perfect traffic prediction. This demonstrates the effectiveness of the 

proposed optimization method.  
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Chapter 1  

Introduction 

1.1. Motivations 

Transportation sector accounts for about 30 percent of greenhouse gas emissions in 

the United States [1] and for 26 percent of the total energy consumption worldwide [2]. 

There have been increasing concerns about its impact on the environment and human 

health. Reducing emissions and improving the energy efficiency of the transportation 

sector have become a challenging and urgent issue. From 1980 to 2014, the averaged 

mile per gallon (MPG) of a light-duty passenger vehicle has increased by about 50% [3]. 

Vehicles have become more efficient with many technologies that have improved 

aerodynamic design, reduced vehicle weight, and increased powertrain efficiency (e.g. 

direct injection, variable valve timing, turbochargers and superchargers). Recently, 

connected and autonomous vehicle (CAV) technology is gaining attentions around the 

world. This dissertation aims to explore the potential of energy savings through vehicle 

automation and connectivity.  

A connected vehicle (CV) is equipped with sensors to collect real-time vehicle data 

and communication devices to ‘talk’ with other surrounding vehicles, through 

vehicle-to-vehicle (V2V) communication, and infrastructures (such as traffic signals), 

through vehicle-to-infrastructure (V2I) communication. With the communication 

capability, a CV can obtain real-time traffic information that was not available today, 

such as preceding vehicles’ speeds, locations, and signal phase and timing (SPaT). This 

newly available information enables a CV to anticipate future driving conditions. With 

partial or full vehicle automation, the vehicle’s motion (acceleration, speed, etc.) can be 

controlled in real-time. With both connectivity and automation, the vehicle can respond 

to traffic conditions proactively and operate in the most energy efficient manner. This is 
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achieved by an effective prediction of future driving conditions enabled by connectivity 

and being able to plan and adapt vehicle speed and powertrain operation in a more 

flexible and optimal fashion enabled by the vehicle automation. The target CAV can 

accelerate and decelerate smoothly, avoid unnecessary braking and idling, and operate 

the powertrain system more efficiently. There are many emerging CAV applications for 

energy savings [4] such as eco-approach and departure (Eco-AD), eco-cooperative 

adaptive cruise control (Eco-CACC), and eco-routing. It is complicated to develop such 

CAV applications as it involves many aspects including communication/perception, 

optimization, prediction, implementation, and evaluation. There needs studies on 

developing systematic approaches for solving this complex problem.  

1.2. Vehicle Dynamics and Powertrain Operation Optimization for CAVs 

In CAV applications, energy efficiency can be improved at two levels [5]: vehicle 

level and powertrain level. Co-optimization of both levels offers the maximum potential 

for energy savings. At the vehicle level, based on predicted future driving conditions, the 

target CAV can adjust its vehicle speed and car-following distance to operate with the 

most energy efficient vehicle power demand. At the powertrain level, for the same power 

demand, the powertrain system can be operated in the most efficient regions. The optimal 

control strategy is different for vehicles of different powertrain architectures as energy 

consumption depends on both the vehicle states (e.g. vehicle speed, acceleration) and the 

powertrain states (e.g. engine speed and torque or electric motor speed and torque). The 

most energy efficient control strategy can be obtained by solving a model-based optimal 

control problem with the objective to minimize the energy consumption while 

maintaining satisfactory mobility and driving comfort. For vehicles of different 

powertrain types, the specific powertrain model, powertrain operation control means, and 

energy consumption model are different. But the vehicle longitudinal dynamics, vehicle 

state equations and traffic constraints (e.g. safe car-following distance constraint or pass 
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the intersection only on green light) remain the same. Currently, most literature on CAV 

applications focuses on the vehicle level optimization only [6–9]. During the optimization, 

the effects of powertrain operation and powertrain constraints on the energy consumption 

are either greatly simplified or neglected. Without considering the characteristics and 

dynamics of different powertrain types, the resulting optimal control strategies might not 

be realistic for implementation and energy savings may not be maximized. There lacks a 

systematic study on vehicle dynamics and powertrain operation co-optimization for 

vehicles of different powertrain types.  

1.2.1. Internal Combustion Engine Based Vehicles (ICVs) 

 

 

Figure 1.1 Brake specific fuel consumption (BSFC) map of an engine. 

 

For an ICV, which is still today’s most common type of passenger or commercial 

vehicle, both the vehicle speed and the transmission gear position can be optimized to 

maximize energy benefits. Figure 1.1 shows the brake specific fuel consumption (BSFC) 

Operating points

(determined by gear ratio)

Gear #1

Gear #6
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contours of a typical internal combustion (IC) engine. BSFC measures how many grams 

of fuel the engine will consume per hour to generate one unit of power. A smaller BSFC 

means a more efficient operating condition. The blue curves are iso-power lines. The 

vehicle power request is the same on each blue curve. For a given vehicle power request, 

the engine operating points are determined by the gear ratio and usually it is more 

efficient to operate the engine at a higher gear position. The engine will thus be operated 

around high efficiency regions (usually low speed and high torque regions near the 

maximum engine torque line). It is preferable to keep the engine operating points in these 

regions if considering fuel economy alone. However, these high efficiency regions are 

not always favorable if considering drivability criteria such as satisfying acceleration 

requirement and avoiding shift busyness [10]. When operating the engine near the 

maximum torque line, a downshift may be needed before responding to an increased 

vehicle power demand. This is a slower process and can cause an engine lugging feeling. 

Also, frequent gear shifts may occur (known as shift busyness) if keeping operating the 

powertrain system around the most energy-efficient regions. Today, the transmission gear 

position is usually determined by a fixed gear shift schedule [10,11] which is developed 

through calibrations to balance the energy efficiency and drivability. Hysteresis rules are 

calibrated to separate upshift points and downshift points to avoid shift busyness. The 

fixed gear shift schedule is conservative and is calibrated to satisfy the most demanding 

performance requirement. In normal driving conditions, the engine will operate on partial 

load conditions and the operating points may be away from the most efficient regions 

(known as torque/power reserve [10]) and this can sacrifice energy efficiency. With 

connectivity, a CAV can anticipate future driving conditions and intelligently adapt the 

gear shift to reduce unnecessary torque reserves. For example, a CAV can shift to higher 

gears and operate the engine in more efficient regions if it is anticipated that the target 

vehicle will be cruising in the future (power demand will be low).  
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1.2.2. Hybrid Electric Vehicles (HEVs) 

 

 

Figure 1.2 Power-split hybrid electric vehicle powertrain architecture. 

 

For HEVs, an alternative power source (battery) is equipped and works together with 

the engine to provide the power needed for driving. With this additional degree of 

freedom, the engine and the battery can operate at different power output to achieve the 

same vehicle power request. Both the vehicle speed and the power split between the 

engine and the battery can be optimized to maximize the energy efficiency. There are 

different architectures of HEVs including [11]: series HEVs, parallel HEVs and 

power-split HEVs. In this dissertation, the power-split HEV is studied (a typical 

architecture is shown in Figure 1.2). Power-split HEVs are also known as series-parallel 

HEVs and combines the advantages of both the series and parallel HEVs. A planetary 

gear set is used to split the engine power into two parts. Part of the power is used to 

propel the driveline directly, and the other part goes through the electrical path to the 

driveline. With the specific mechanical architecture of the planetary gear set and the 

alternative electric power source, the engine operating condition can be independently 

controlled from the vehicle power demand. To fully realize the energy saving potentials 

Power-split Hybrid System Model
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of HEVs, the power management control of the hybrid powertrain must be carefully 

designed.  

The current HEVs in the market usually employ heuristic or ad-hoc power 

management strategies which may not be optimal under a real driving scenario. These 

strategies use the electrical power source conservatively to prevent depleting the battery. 

The ‘best’ power-split ratio can be determined if the future vehicle speed trajectory and 

vehicle power demand can be anticipated a priori. This becomes feasible with the 

real-time traffic information from the connectivity and the vehicle speed control enabled 

by automation. The optimal controller can thus anticipate the upcoming vehicle speed 

trajectories and then select the appropriate power split intelligently. For example, when 

approaching an intersection, if the vehicle knows the traffic signal will turn red shortly 

and a stop is necessary, the controller can choose to use more electrical power to drive 

the vehicle approaching the intersection. This way, the engine will work less hence use 

less fuel, while the battery will be replenished through regenerative braking when the 

vehicle decelerates to a stop. 

1.2.3. Electric Vehicles (EVs) 

 

 

Figure 1.3 Architecture of a typical battery electric vehicle. 
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Recently, EVs have become more popular in both the market and academia research 

due to the advancement of battery and power electronics technologies, and the stricter 

regulations on energy efficiency and emissions. A typical mass production EV is 

propelled by an AC electric motor (EM) with a battery pack and a DC\AC inverter, as 

shown in Figure 1.3. The output shaft of the motor is mechanically connected to the 

vehicle wheels through a gearbox (transmission) and a final drive with a fixed gear ratio. 

The vehicle speed and traction force are directly linked to the motor speed and torque of 

the EM. The energy savings for an EV can be obtained by optimizing the vehicle speed to 

reduce power demand and operate the EM at more efficient operating points. Comparing 

to IC engines, EMs generally have higher efficiencies. But the efficiency losses still 

depend on the operating conditions of the EMs (such as current, rotational speed and 

loads). The battery efficiency depends on the operating conditions as well (such as 

current, state-of-charge, temperature). In addition, EVs are usually equipped with both 

frictional braking and regenerative braking for deceleration. With regenerative braking, 

part of the kinetic energy can be converted to electrical energy rather than wasted to heat. 

With connectivity and automation, a target EV can schedule the vehicle speed 

intelligently considering the electric powertrain efficiency (including the EM, battery, 

etc.) and regenerative braking, hence reduces losses of the powertrain and avoids wastes 

of kinetic energy from frictional braking.  

1.3. Traffic Prediction using Information from Connectivity 

During a CAV application, there are usually several traffic constraints that need to be 

satisfied. These constraints usually require the knowledge of future traffic conditions. For 

example, when following a preceding vehicle, the target CAV has to adjust its 

car-following distance between a minimum and maximum bound to avoid collision and 

negative impacts to vehicles behind. This car-following distance constraint depends on 

the knowledge of the preceding vehicle’s future trajectories. Also, on a signalized 
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roadway, the vehicle is constrained by the traffic signal and can only pass the intersection 

during green lights. This requires knowledge of future signal phase and timing. The 

above examples show that prediction of future driving conditions essentially determines 

the constraints of the energy optimization problem. Due to the inter-connection between 

traffic prediction and energy optimization, it is crucial to develop a reliable prediction 

approach. An inaccurate traffic prediction can deteriorate energy savings or cause safety 

concerns [12–14]. The prediction of future traffic conditions becomes feasible using the 

real-time information enabled by connectivity. 

 It is challenging to develop a precise short-term traffic prediction for the next 10-15 

seconds and for 300-500 meters (typical range of communication). The prediction of 

driver’s behaviors [15] may be reasonable for the next second or two, but it is difficult to 

predict next 10-15 seconds. Fundamentally, even an individual vehicle is controlled by 

the driver, the driver’s action is significantly constrained by the traffic dynamics in front. 

For example, at a red signal light, every driver has to follow the rule and decelerate to a 

stop. Therefore, prediction of traffic is crucial to determine individual vehicle’s motion. 

In literature, most traffic prediction approaches focus on the modeling of traffic states 

(traffic flow and traffic density) for next several minutes and for a roadway of several 

kilometers. This is because typically, traffic prediction is of interest for traffic operations 

and planning. Examples include ramp metering at highway or advanced signal control at 

urban roads. Several researchers have developed CAV applications based on prediction 

of queue length [12,16] at intersections. However, researchers usually assume all vehicles 

are CVs. It is challenging to apply these methods for mixed traffic scenarios where both 

connected vehicles CVs and non-CVs share the road. Without knowing the numbers and 

locations of all vehicles on the road, it is difficult to estimate the formulation and 

dissipation of the queue. 

Generally, traffic modeling methods can be divided into three types: car-following 

models, data-driven models, and traffic flow models. Car-following models have been 
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widely used in traffic simulation software [17]. Several researchers have used these 

models to predict future traffic for 100% CV penetration rate scenarios [18,19]. It is 

challenging to apply car-following models in a mixed traffic scenario since the number of 

non-CVs in front of the target vehicle is unknown. Data-driven models are derived based 

on traffic data rather than physical behaviors of the traffic. These models have gained lots 

of attention due to their flexibility and ease-of-use [20–22]. Data-driven models usually 

perform well for scenarios within their calibration dataset (or training set). But they may 

fail for scenarios that are outside of the training set or with uncertainties. It is also 

difficult to interpret these models and gain physical insights from the model structures or 

parameters. A potential solution is to consider the entire traffic dynamics as continuum 

fluid using traffic flow models. These models are derived based on physical traffic 

behaviors and have the potential to perform traffic prediction for scenarios with even low 

penetration rates of connectivity. Flow models include first-order models (Lighthill–

Whitham–Richards (LWR) model) [23,24] and second-order models [25,26]. First-order 

models assume a one-to-one relationship between traffic speed and traffic density 

(veh/meter) determined by a fundamental diagram. Second-order models use an 

additional equation to describe the traffic speed dynamics that are not at the equilibrium 

in the fundamental diagram. Flow models have been widely used by researchers to 

estimate traffic performance (in quantity of traffic density or traffic flow). Usually, traffic 

flow measured from loop detectors can be used as feedback to correct the traffic 

estimation. With CVs, individual vehicle’s trajectory becomes available and can be used 

as additional feedback. Researchers have investigated using probing vehicles’ data to 

estimate traffic flow and density [27,28]. In these works, the traffic prediction horizon is 

typically in the unit of minutes and the roadway of interest is usually a corridor of several 

kilometers. This is different than the requirement of CAV applications where a short-term 

traffic prediction, typically 10-15 seconds, is of interest, and the roadway of interest is 
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300-500 meters. It is unclear how well these flow models will perform for predicting 

individual vehicle’s trajectory.  

1.4. Real-time Optimal Control for CAVs 

Since the traffic conditions are highly dynamic, the optimal control strategy needs to 

be real-time solvable and implemented together with the traffic prediction. The control 

strategy needs to be recalculated as the target vehicle getting new information from the 

preceding CVs and signal lights, and updating the prediction of future driving conditions. 

It is challenging since the energy consumption model, vehicle model, and powertrain 

model are usually nonlinear and complex, and depend on both vehicle states and 

powertrain states. Traffic constraints (e.g. car-following distance bounds) are essentially 

state constraints which bring in additional complexities to the optimal control problem. 

The controller should be robust to maintain a satisfactory performance even with traffic 

prediction uncertainties. For control strategies developed from pre-calculated (offline) or 

historical data, it is difficult to ensure a safe car-following distance as the actual traffic 

conditions can be significantly different from the data. The optimal control problem can 

be simplified using rule-based control strategies [16,29] but energy benefits are not 

maximized. Some researchers attempted to either simplify or neglect the effects of 

powertrain states on the energy consumption to simplify the problem [6,18,30]. These 

assumptions may not hold since powertrain states will significantly affect the energy 

efficiency. The optimal vehicle speed is different for vehicles of different powertrain 

architectures due to their different energy consumption models (depends on powertrain 

states) and different powertrain constraints. The computational burden of the optimal 

control problem usually depends on the size of the system states and inputs, how 

nonlinear the system is, the number of constraints and their complexities, and whether 

there are discrete variables or state switching. The computational cost can often be 
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reduced significantly through an alternative problem formulation or a better selection of 

optimization variables.  

There are generally two approaches [31] to solve the optimal control problem in 

real-time: indirect methods and direct methods. Dynamic programming (DP) is another 

solving method but generally it is not suitable for real-time application due to the 

computational burden. Indirect methods are based on the calculus of variations and the 

Pontryagin’s minimum principle (PMP). PMP gives optimality conditions for the original 

optimal control problem to formulate a boundary-value problem (BVP). The BVP 

consists of differential equations that satisfy initial point, end point and interior point 

constraints (if any). The optimal control can be obtained by solving the BVP. For direct 

methods, the original optimal control problem is first discretized and transformed to a 

nonlinear programming (NLP) problem. All the state equations and boundary conditions 

are converted as constraints and are satisfied at each discretization point. Then the 

optimality conditions are developed and the NLP is solved using efficient NLP solvers 

(such as [32–35]). The indirect and direct methods are essentially ‘commutative’ by the 

virtue of ‘Covector Mapping Theorem’ [31,36]. Essentially, the solution to the optimality 

conditions for the discretized problem (from direct method) approximately satisfies the 

optimality conditions for the continuous problem (from indirect method). The indirect 

method is usually more effective for problems without complex constraints. An 

advantage is that sometimes analytical solutions can be found using the PMP necessary 

conditions (a classical example is the linear quadratic regulator (LQR) problem). For 

nonlinear systems, the differential equations may not be able to be solved analytically. 

For problems with state path constraints, the optimal control may switch on several arcs 

as the constraints become active/inactive. This makes the PMP analysis more complex 

[37]. It is not trivial to numerically solve the BVPs due to the unknown initial values of 

co-states and limited numerical tools. For direct method, the NLP solvers are more 

mature and computationally efficient by taking advantage of the sparsity of the 
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discretized problem. State trajectories and optimal controls are solved straightforwardly 

and there is no need to derive the optimality conditions. It is flexible and relatively easy 

to modify and adapt the optimal control problem. 

1.5. Evaluation of CAV Applications for Energy Savings  

Once the optimal control strategies are developed, it is not trivial to evaluate the 

effectiveness and energy benefits of these controllers. There are many technical 

challenges. Interacting with other vehicles in real-world traffic scenarios may cause 

safety concerns. It can be time-consuming and expensive to instrument a testing vehicle 

as it may require major modifications of the vehicle [38,39]. In addition, it is challenging 

to equip precise energy consumption and emissions instruments on a passenger vehicle 

considering their sizes. Therefore, most studies on energy focused CAV applications 

were conducted in simulations [40–43]. A simulation-based approach evaluates the 

performance of a virtual CAV that interacts with other virtual vehicles and infrastructures 

in a simulated traffic network. There is no real traffic information involved and the actual 

powertrain dynamics of the vehicle is replaced with steady-state energy consumption and 

emission maps. These steady-state maps may be inaccurate during powertrain transients 

[44,45] and it is difficult to model emissions such as nitrogen oxides and soot accurately 

[46,47]. Several researchers have investigated hardware-in-the-loop (HIL) simulations to 

allow an actual testing vehicle to interact with simulated traffic [48,49]. However, to 

avoid safety concerns, these HIL experiments don’t allow interactions between the actual 

testing vehicle and the real traffic, and are limited to proving grounds. There lacks a 

systematic evaluation approach for CAV applications that is economic, effective and 

without safety concerns.  
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1.6. Contributions of the Dissertation 

Enlighted by the current state-of-the-art research on CAV applications for energy 

savings, this dissertation aims to develop real-time implementable optimal control that 

integrates traffic prediction with vehicle speed trajectory and powertrain operation 

optimization for energy savings of CAVs with different powertrain types. Then a safe, 

economic, and effective experimental evaluation platform is developed and enhanced to 

validate the optimal controller. The contributions are: 

1. Development of a systematic control framework that combines traffic prediction and 

energy optimization for CAVs [13]. The control is implemented in the MPC fashion 

and updated when new traffic information is available. Prediction uncertainties are 

considered during the optimization to ensure robust performance and to satisfy 

constraints. The traffic prediction method can be applied to mixed traffic scenarios 

where both CVs and non-CVs are on the road.  

2. Development and evaluation of real-time vehicle dynamics and powertrain operation 

optimization for different types of vehicles (ICVs [13,50–52], HEVs [5,7] and EVs [53]) 

and CAV applications. Different optimal control strategies are designed considering 

the characteristics of specific powertrain types and the effects of powertrain operation 

on energy consumption. The control strategies are evaluated for different traffic 

scenarios: with or without nearby preceding vehicles, urban drive on signalized 

intersections or free speed cruising, flat roadways or hilly roadways. Significant 

energy savings (10-20%) have been shown in experiment and/or simulation with the 

co-optimization. 

3. Development of a living lab and enhancement of a HIL testbed to provide a safe, 

effective, and economical platform for evaluating CAVs [54,55]. The HIL testbed has 

an actual engine loaded by a hydrostatic dynamometer and emulates a virtual target 

vehicle with simulated vehicle dynamics. The same engine as the actual testing vehicle 



14 

is installed and the vehicle models are calibrated using testing data from the actual 

vehicle. The performance of the target vehicle (HIL testbed) can thus match the actual 

testing vehicle at FHWA with about 1% error [54]. The living lab brings in real traffic 

information through communication with instrumented on-road testing vehicles and 

intersection at TH55 in Minnesota (with support from MnDOT). The HIL testbed can 

thus evaluate the performance of a target CAV that follows an on-road testing vehicle 

driven on real-world roadway conditions to evaluate different CAV applications. 

1.7. Overview of the Dissertation 

The dissertation is organized as follows: 

Chapter 2 Optimal Control Framework: In this chapter, the overall control 

framework is presented. The optimal vehicle dynamics and powertrain operation control 

strategies are solved and implemented with a traffic prediction (based on traffic flow 

theory) to provide a complete solution to CAV applications for energy savings. 

Essentially, prediction of future traffic conditions determines traffic constraints (e.g. 

car-following distance constraint) of the optimization problem. This control framework is 

in the model predictive control (MPC) fashion and is applied to vehicles of different 

powertrain types in the following chapters.  

Chapter 3 Optimization for Internal Combustion Engine Based Vehicles: In this 

chapter, a real-time implementable optimal control method is developed to solve optimal 

vehicle speed trajectory and gear position simultaneously while maximizing both energy 

efficiency and drivability. The optimization problem is formulated and carefully 

simplified to a mixed integer programming with a convex quadratic objective function 

and linear constraints without sacrificing the accuracy. The problem is then discretized 

using the pseudo-spectral method and solved by an efficient state-of-the-art 

mixed-integer solver. The optimal control is evaluated for two traffic scenarios: a rolling 

terrain scenario where the target vehicle is not following a nearby preceding vehicle, and 
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a vehicle platooning scenario on a signalized urban roadway. Significant fuel reductions, 

10.6%-16.1% have been demonstrated in both simulation and experiment (using the 

hardware-in-the-loop testbed presented in Chapter 6).  

Chapter 4 Optimization for Hybrid Electric Vehicles: This chapter presents a 

real-time vehicle dynamics and powertrain operation co-optimization controller for 

hybrid electric vehicles. The controller determines optimal vehicle speed trajectory, 

engine-battery power-split and engine operating point all together to maximize the energy 

savings. The problem was solved using Pontryagin’s minimum principle and nonlinear 

programming. Efforts were made to reduce the computational burden of the optimization 

process so that it can be solved in real-time. The optimal control is evaluated in two 

scenarios in simulation and 5%-23% energy benefits are obtained: 1) a rolling terrain 

scenario with no nearby preceding vehicle; 2) an eco-approach scenario where the target 

vehicle follows a preceding vehicle to pass an intersection. The eco-approach scenario is 

based on real-world traffic data collected from instrumented testing vehicle and 

real-world intersection using the living lab presented in Chapter 6.  

Chapter 5 Optimization for Battery Electric Vehicles: This chapter develops a 

real-time vehicle speed trajectory optimization for connected and autonomous EVs 

considering battery aging effects and realistic regenerative braking constraints. The target 

vehicle intelligently controls the vehicle speed and car-following distance based on 

predicted traffic conditions using real-time information enabled by connectivity. The 

optimal control problem is formulated with carefully selected optimization variables. 

Then the problem is simplified and discretized without sacrificing the accuracy and is 

solved by a state-of-the-art numerical solver. The control is evaluated in simulation for a 

traffic scenario where the target vehicle follows a vehicle platoon to pass a signalized 

roadway, and 9.1%-14.3% energy benefits are achieved.  

Chapter 6 Evaluating Connected and Autonomous Vehicles Using a 

Hardware-in-the-loop Testbed and a Living Lab: The hardware-in-the-loop (HIL) 
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testbed has an actual engine loaded by a hydrostatic dynamometer whose loading torque 

is controlled in real-time based on the simulated vehicle dynamics. The HIL testbed 

emulates the performance of a target vehicle and the dynamometer generates the same 

load as the target vehicle. The same engine as the actual testing vehicle was installed and 

the vehicle models were calibrated using testing data from the actual vehicle. The results 

have shown that the performance of the HIL testbed matches very well with the actual 

testing vehicles with about 1% error. In addition, a living lab is developed with 

instrumented vehicles and signalized roadway to enable the HIL testbed to interact with 

real-world traffic and extend the testing capabilities of the HIL testbed. The HIL testbed 

could provide an effective and economical way for the testing of fuel consumption and 

emissions on various roadway conditions for CAVs and other types of vehicles. 

Chapter 7 Conclusion and Future Work: This chapter concludes the dissertation 

and discusses potential future work. 
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Chapter 2  

Optimal Control Framework 

In this chapter, the overall control framework is presented. As discussed in Chapter 1, 

the optimal control can be determined based on predicted future traffic conditions using 

real-time information from other CVs and signal lights. It is complicated to integrate the 

traffic prediction with the energy optimization. Many existing researches on CAV energy 

optimization assume known future traffic conditions, such as in [6,56–60]. There are 

several studies that consider queue length or signal information during the energy 

optimization [12,16], but they did not explicitly consider traffic prediction or realistic 

car-following distance constraints. Very few researchers developed energy optimization 

with traffic prediction [18,19]. They typically use car-following models and assume all 

vehicles on the road are connected vehicles (100% penetration rate). Meanwhile, the 

existing literatures on traffic prediction mostly focus on estimating the traffic states for 

optimizing traffic operations and planning [20,27,61,62], rather than energy optimization 

of individual vehicles. There is a need for a systematic and comprehensive study on 

integrating real-time traffic prediction and energy optimization for connected and 

autonomous vehicles, which is the focus of this chapter. 

In the proposed control framework, the optimal vehicle dynamics and powertrain 

operation control strategies are solved and implemented with a traffic prediction to 

provide a complete solution to CAV applications for energy savings. Essentially, 

prediction of future traffic conditions determines traffic constraints of the optimization 

problem. Predicted future location of the preceding vehicle formulates the car-following 

constraint for the target vehicle. The future signal phase and timing determines when the 

target vehicle can pass the intersection. These constraints are included during the 

optimization. The proposed control framework can be applied to vehicles of different 

powertrain types as will be shown in Chapters 3-Chapters 5. 
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2.1. Overall Control Framework  

 

 

Figure 2.1 Flowchart of the proposed overall control framework. 

 

The optimal control will be solved and implemented in a model predictive control 

(MPC) fashion. The control will be updated every 𝑁𝑈𝐷 time step (for example 1 second) 

as new traffic information becomes available. Optimal control strategy will be solved for 

the next 𝑁𝑃𝐻 time steps (optimization horizon, typically 15-20 seconds). Figure 2.1 

shows the flowchart of the process: (a) At the beginning of each update instance 𝑘, new 

information is obtained through connectivity, including preceding connected vehicles’ 

location and speed, signal phase and timing (SPaT). (b) Based on knowledge of partial 

traffic states from those CVs, a state observer is used to estimate the current traffic states 

(including traffic speed and traffic density) of the entire roadway. (c) Once the traffic 

states of the entire roadway are known, future traffic states are predicted by propagating a 

traffic flow model forward in time for the prediction horizon (next 𝑁𝑃𝐻 time steps, same 

as the optimization horizon). (d) Using these future traffic states, future trajectory of the 

preceding vehicle is obtained. (e) The energy efficient optimal control strategy is 

developed for the target CAV. Future trajectory of the preceding vehicle is used to define 

the car-following distance constraint and future SPaT is used to define the signal 
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constraint (see the problem formulation of following chapters). Then the optimization 

problem (depend on the powertrain types of the CAV) is solved to obtain the optimal 

control (both vehicle and powertrain control command) of the target CAV for the 

optimization horizon (next 𝑁𝑃𝐻  time steps). (f) The first 𝑁𝑈𝐷  steps of the optimal 

control are implemented on the target vehicle to achieve energy savings then the entire 

process will be repeated again.  

The details of the traffic prediction will be presented in the next section. The 

solutions to the optimization problem depend on the specific powertrain types of the 

CAV. For three most common vehicle powertrain types today, ICVs, HEVs and EVs, the 

control strategies are developed in Chapter 3, Chapter 4, and Chapter 5 respectively.  

2.2. Traffic Prediction 

 

 

Figure 2.2 Diagram of the traffic states observer (Kalman filter). 
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vehicle to the location of the intersection. As discussed in Section 1.3, the prediction 

method is developed based on traffic flow theory so that it can be applied to traffic 

scenarios with different CV penetration rates. The traffic prediction method is illustrated 

as in Figure 2.2. The roadway segment of interest is modeled from the current location of 

the target vehicle to the location of the intersection. At first, the roadway segment is 

divided into 𝑀 cells. Traffic states of each cell 𝑗 are described by traffic speed 𝑣𝑗 and 

traffic density 𝜌𝑗  (𝑣𝑒ℎ𝑖𝑐𝑙𝑒/𝑚𝑒𝑡𝑒𝑟). To model individual vehicle behavior that may 

deviate from the equilibrium states, second-order traffic flow model is used to describe 

the state dynamics. Typical second-order flow model includes Payne-Whitham (PW) 

model [25,62] and Aw-Rascle-Zhang (ARZ) model [26,63]. In this dissertation, the ARZ 

model is used: 

𝜌𝑡 + (𝜌𝑣)𝑥 = 0 

𝑣𝑡 + (𝑣 − 𝜌𝑝
′(𝜌))𝑣𝑥 =

𝑉𝑒(𝜌) − 𝑣

𝜏
 

(2.1) 

where (⋅)𝑥  is the partial derivative with respect to the location; (⋅)𝑡  is the partial 

derivative with respect to the time; 𝑉𝑒(𝜌) is the equilibrium speed defined by the 

fundamental diagram; 𝜏 is the speed adaptation rate; 𝑝(𝜌) is the traffic pressure term; 

𝑝′(𝜌) is the derivative of the traffic pressure term with respect to density  𝜌; 𝑐0 and 𝛾 

characterizes the traffic pressure; 𝑣0 is the free driving speed; 𝜌𝑚𝑎𝑥 is the density of 

stationary traffic; 𝑐 defines the slope of density drop of congested traffic flow. The two 

function 𝑉𝑒(𝜌)  and 𝑝(𝜌)  can be chosen to be either dependent [26,64,65] or 

independent [66–68]. In this dissertation, two independent functions are chosen: 

 

𝑝(𝜌) = 𝑐0
2 ⋅ 𝜌𝛾 

𝑉𝑒(𝜌) = {

𝑣0 𝜌 < 𝜌𝑐

𝑐 (
𝜌𝑚𝑎𝑥
𝜌

− 1 ) 𝜌 ≥ 𝜌𝑐
;         𝜌𝑐 = 𝜌𝑚𝑎𝑥/(𝑣0/𝑐 + 1) 

(2.2) 

To numerically solve the traffic flow model, the partial differential equations 

(2.1)(2.2) are discretized using the finite volume method (FVM). Traffic states of each 

cell are solved using the analytical solution from each sub-Riemann problem. The details 
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can be referred to literature [26,65,69] and are omitted here. With the analytical solution, 

the traffic states can be propagated with low computational burden and high accuracy. 

During the discretization, the discretized time step 𝑑𝑡 is select to be the same as the time 

step of the optimization. The selection of cell length 𝑑𝑥 is based on: 1) the Courant–

Friedrichs–Lewy (CFL) criteria for numerical stability [70]; 2) computational efficiency 

to ensure real-time implementation capability. When the signal light is red, there will be 

no flow going out of the cell where the signal is located. When solving the flow model, 

both traffic density and traffic speed are bounded to avoid negative state values.  

The model parameters in the traffic flow model are usually unknown and can vary 

with traffic conditions. These parameters are considered as additional states. Gaussian 

random variables are used to consider modeling uncertainties as part of the observer 

design (will be presented shortly). The lumped state model can be summarized as: 

{
𝒛(𝑘 + 1) = 𝑓[𝒛(𝑘), 𝒑(𝑘)] + 𝒘𝒛(𝑘)

𝒑(𝑘 + 1) = 𝒑(𝑘) + 𝒘𝒑(𝑘)
 (2.3) 

𝒛(𝑘) = [𝜌1(𝑘) 𝜌2(𝑘) ⋯ 𝜌𝑀(𝑘) 𝑣1(𝑘) 𝑣2(𝑘) ⋯ 𝑣𝑀(𝑘)]
𝑇 (2.4) 

𝒑(𝑘) = [𝑐0(𝑘) 𝜏(𝑘) 𝑣0(𝑘) 𝜌𝑚𝑎𝑥(𝑘) 𝑐(𝑘)]
𝑇 (2.5) 

where 𝑓 is the discretized traffic flow model (2.1)(2.2); 𝑤𝑧(𝑘) and 𝑤𝑝(𝑘) describe 

model uncertainties; 𝑧(𝑘), 𝑝(𝑘) are stacked traffic states and model parameters. 

At every time instance, vehicle speed and location of CVs are obtained through 

vehicle-to-vehicle communication. The CVs may be distributed in several cells and their 

vehicle speed is directly linked to the traffic speed at their locations. Therefore, traffic 

speed of the cells that contain CVs is known and is considered as measurement of partial 

traffic states. For example, in Figure 2.2, traffic speed of cell 𝑗 − 1 and 𝑀 − 1 can be 

known using the vehicle speed of CVs in the cells. It is assumed that 𝑣𝑗 is the traffic 

speed at the center of each cell. The location of the CVs will not always coincide with the 

center of a cell. The following approximation is used to describe each preceding CV’s 



22 

speed as the linear interpolated speed of two cells that are adjacent to the preceding 

vehicle’s location: 

𝑦𝑖(𝑘) = 𝛼𝑖(𝑘)𝑣𝑗𝑎𝑑𝑗+1(𝑘) + [1 − 𝛼𝑖(𝑘)]𝑣𝑗𝑎𝑑𝑗(𝑘) + 𝑤𝑣𝑖  (2.6) 

where 𝑦𝑖 is the speed of the 𝑖-th preceding CV; 𝑗𝑎𝑑𝑗 is the index of the last cell the 

preceding vehicle passed; 𝛼𝑖(𝑘) = 𝑑𝑖/𝑑𝑥 − 𝑗𝑎𝑑𝑗 is the interpolation coefficients; 𝑑𝑖 is 

the location of the 𝑖-th preceding CV; 𝑤𝑣𝑖 is the Gaussian random variable to model 

measurement uncertainties.  

On the roadway of interest, there could have a loop detector installed near the 

intersection that broadcasts traffic flow to the target vehicle. The measurement model is:  

𝑦𝑑𝑒𝑡(𝑘) = 𝜌𝑗𝑑𝑒𝑡(𝑘) ⋅ 𝑣𝑗𝑑𝑒𝑡(𝑘) + 𝑤𝑑𝑒𝑡 (2.7) 

where 𝑗𝑑𝑒𝑡 is the index of the cell that the detector is installed; 𝑤𝑑𝑒𝑡 is the Gaussian 

random variable to model the measurement uncertainty. 

Once partial traffic states are ‘measured’ by preceding CVs, the rest unknown traffic 

states can be estimated using an observer. The unscented Kalman filter (UKF) [71,72] is 

used since it can handle the non-smooth nonlinearities and consider modeling and 

measurement uncertainties. Essentially, UKF provides a systematic approach to use the 

partial traffic states obtained from CVs (measurement) to correct the state estimation and 

the model parameters (including 𝑐0, 𝜏, 𝑣0, 𝜌𝑚𝑎𝑥, 𝑐) from the traffic flow model (2.1)(2.2). 

Standard UKF method is implemented to update the state estimation and the details 

follows [71]. All the covariance matrices of the UKF are designed based on confidence 

level of each measurement, traffic states and model parameters, and referred to [62]. 

Initial values and model parameters are determined based on the specific traffic scenario. 

The estimated states are bounded to avoid negative traffic density and speed.  

Once all traffic states are estimated, the traffic flow model is propagated forward in 

time (for the next 𝑁𝑃𝐻 time steps) to predict the future traffic conditions. As part of the 

UKF, the variance of the speed is estimated. In Section 3.2.5, a systematic approach will 
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be developed to estimate the prediction uncertainties using the speed variances. Then the 

prediction uncertainties will be considered explicitly during the optimization to improve 

the robustness of the optimal control design. This robust optimization approach is critical 

for the proposed control framework as it ensures that the controller can maintain 

satisfactory performance even with prediction uncertainties.  
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Chapter 3  

Optimization for Internal Combustion Engine Based Vehicles 

3.1. Introduction 

As discussed in Section 1.2.1, for internal combustion engine based vehicles (ICVs), 

both the vehicle speed and the transmission gear position can be optimized to maximize 

energy benefits. In addition, when determining the optimal gear position, it is necessary 

to consider both energy efficiency and drivability (such as satisfying acceleration 

requirement and avoiding shift busyness). To satisfy drivability, not only current but also 

future vehicle speed and power demand need to be considered when determining the 

optimal gear position. At the same time, selecting different gear positions will operate the 

engine with different efficiencies and affect the selection of optimal vehicle speed. The 

optimal vehicle speed and optimal gear position are coupled and should be determined 

simultaneously. This leads to a hybrid optimal control problem as the vehicle speed is 

continuous and the gear position is discrete. The objective of the optimal control problem 

is to minimize the energy consumption while satisfying drivability requirement. This is 

achieved by proactively controlling the vehicle speed and gear position based on 

predicted future driving conditions using real-time information communicated from other 

vehicles and signal lights. In literature, several researchers have investigated optimizing 

vehicle speed and gear position. In [73,74], the most fuel-efficient gear shift schedule was 

determined based on an engine map. The optimal vehicle speed was then solved for a 

simplified traffic scenario and roadway slope profile. Future power demand is not 

considered when generating the shift scheduling and thus it cannot ensure drivability. 

Researchers in [50,75–77] developed co-optimization methods for vehicle speed and gear 

position. The traffic scenarios were either simplified without considering following a 

preceding vehicle, or were predicted using heuristic approaches. Drivability was not 
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ensured and shift busyness can occur under certain scenarios. Ad-hoc rules may be 

applied to avoid shift busyness, but gear position will no longer be optimal. In [78,79], 

the authors assume a known sequence of future gear position to avoid solving a hybrid 

control problem. The vehicle speed and optimal gear shift timing are optimized for a 

cruising scenario and an eco-departure scenario. However, in a real traffic scenario, it can 

be difficult to know the gear position sequence ahead of time.   

To obtain optimal vehicle speed and gear position simultaneously with the 

consideration of both energy efficiency and drivability, a hybrid optimal control problem 

has to be solved. The hybrid optimal control problems can still be solved by the two 

approaches mentioned in Section 1.4: indirect methods and direct methods. For indirect 

methods, hybrid PMP conditions [80,81] can be applied which usually assume a known 

sequence of the discrete control and the optimal switching time from one discrete control 

to another is solved. Additional combinatorial optimization is necessary to search for the 

optimal discrete control sequence [82]. The problem becomes bi-level and there lacks 

computationally efficient tools to solve the problem. For direct methods, the hybrid 

optimal control problem is discretized as a mixed integer nonlinear programming 

(MINLP) problem (there are many solvers such as [83,84]). The optimal discrete control 

is usually solved using efficient branching techniques [85] (e.g. branch-and-bound and 

branch-and-cut) and it involves solving multiple sub-NLP problems. A MINLP can be 

intractable considering potential difficulties in solving sub-NLP problems. However, a 

mixed integer linear programming (MILP) problem can be potentially solved in real-time 

(solvers such as [86–88]) as sub-problems will be linear programming (LP) and may be 

solved efficiently. 

In this chapter, a real-time implementable optimal control method is developed to 

solve optimal vehicle speed trajectory and gear position simultaneously while considering 

both energy efficiency and drivability. To the best of the authors’ knowledge, no current 

study investigated such kind of control strategy. The optimal control is evaluated for: 1) a 
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rolling terrain scenario where the target vehicle is not following a nearby preceding 

vehicle; 2) a vehicle platooning scenario on a signalized urban roadway where the target 

vehicle is at the end of the vehicle platoon and follows a preceding vehicle. The proposed 

control method can be potentially applied to other CAV applications and traffic scenarios 

as well. The future driving conditions are anticipated using the traffic prediction method 

presented in Chapter 2.2. To reduce the computational burden, optimization variables are 

carefully selected so that simplification techniques can be applied to transform the 

original nonlinear hybrid optimal control problem to a mixed integer problem with a 

convex quadratic objective function and linear constraints. The simplification techniques 

are carefully selected to avoid sacrificing the accuracy of the vehicle and powertrain 

models. The problem is then discretized using the pseudo-spectral method [31,89,90] and 

solved by an efficient state-of-the-art mixed-integer solver.  

The rest of this chapter is organized as follows: Section 3.2 formulates the hybrid 

optimal control problem; Section 3.3 presents the approaches to solve the optimal control 

including the traffic prediction method, problem simplification, and discretization; 

Section 3.4 demonstrates the effectiveness of the control in both simulation and 

experiment for a vehicle platooning scenario; Section 3.5 concludes the chapter.   

3.2. Problem Formulation 

In this section, the fuel efficient vehicle speed and transmission gear position optimal 

control problem is formulated. The objective is to minimize the fuel consumption while 

maintaining satisfactory drivability, mobility and driving comfort. The control inputs are 

vehicle acceleration (engine torque), vehicle braking force, and gear position (discrete). 

The state equations depend on the vehicle and powertrain models. The constraints include 

traffic constraints (maintain a safe car-following distance and pass the intersection only 

when the signal is green), physical limitations (e.g. maximum engine torque constraint), 

and drivability constraints (avoid engine lugging and shift busyness). 
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3.2.1. State Equation 

Point mass vehicle model is used. Denote state vector as 𝒙, target vehicle’s location, 

speed, and acceleration as 𝑑, 𝑣, 𝑎, then 

�̇�(𝑡) = [
�̇�(𝑡)

�̇�(𝑡)
] = [

𝑣(𝑡)
𝑎(𝑡)

] (3.1) 

3.2.2. Vehicle and Powertrain Models 

The vehicle and powertrain models are [11,13]: 

𝜔𝑒(𝑡) = 𝑛(𝑡) ⋅ 𝑣(𝑡), 𝑛(𝑡) = 𝑟𝑡(𝑡)𝑟𝑓 𝑟𝑟⁄  (3.2) 

𝑇𝑒(𝑡) ⋅ 𝑛(𝑡) = 𝑓𝜑(𝑡) + 𝐶𝑤𝑖𝑛𝑑 𝑣(𝑡)
2 +𝑚 ⋅ 𝑎(𝑡) + 𝐹𝑏(𝑡)⏟                        
𝐹𝑟(𝑡)

 
(3.3) 

and 𝑓𝜑(𝑡) = 𝜇𝑚𝑔 ⋅ 𝑐𝑜𝑠 [𝜑(𝑑(𝑡))] + 𝑚𝑔 ⋅ 𝑠𝑖𝑛 [𝜑(𝑑(𝑡))] (3.4) 

where 𝑛 is the lumped gear ratio (discrete); 𝑟𝑡 is the transmission gear ratio (discrete); 

𝑟𝑓 is the final drive ratio; 𝑟𝑟 is the wheel radius; 𝑓𝜑 is the sum of rolling and grade 

resistance; 𝜑 is the roadway slope angle, which is a function of the target vehicle’s 

location; 𝜇 is the rolling friction constant; 𝑚 is the vehicle mass; 𝑔 is the gravity 

constant; 𝐶𝑤𝑖𝑛𝑑 = 0.5𝐶𝑑𝜌𝑎𝐴 is the wind resistance constant; 𝐶𝑑 is the drag coefficient; 

𝜌𝑎 is the density of air; 𝐴 is the vehicle frontal area; 𝐹𝑏 is the vehicle braking force. 

All units are in SI. 

3.2.3. Objective Function 

The following objective function is used: 

𝐽 = 𝜙 (𝒙(𝑡𝑓))⏟      
𝐽𝑓𝑖𝑛𝑎𝑙

+∫ [�̇�𝑓(𝑡)⏟  
𝐽𝑓𝑢𝑒𝑙

+ 𝑤1 ∙ (𝑣(𝑡) − 𝑣𝑙𝑖𝑚)
2⏟            

𝐽𝑚𝑜𝑏𝑖𝑙𝑖𝑡𝑦

+ 𝑤2 ∙ 𝑎(𝑡)
2⏟      

𝐽𝑐𝑜𝑚𝑓𝑜𝑟𝑡

] 𝑑𝑡
𝑡𝑓

𝑡0

 (3.5) 

𝜙 (𝒙(𝑡𝑓)) = 𝜓1 ⋅ (𝑑(𝑡𝑓) − 𝑑𝑓)
2
+ 𝜓2 ⋅ (𝑣(𝑡𝑓) − 𝑣𝑓)

2
 (3.6) 

where �̇�𝑓  is the fuel consumption rate; 𝑣𝑙𝑖𝑚  is the speed limit; 𝑡0 and 𝑡𝑓  are the 

initial and final time of the optimization horizon; 𝐽𝑐𝑜𝑚𝑓𝑜𝑟𝑡  ensures ride comfort; 

𝐽𝑚𝑜𝑏𝑖𝑙𝑖𝑡𝑦 ensures mobility; 𝑤1 and 𝑤2 are two positive weighting factors; 𝜓1, 𝜓2 are 
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two large positive numbers; 𝑑𝑓 , 𝑣𝑓 are desired final location and speed of the target 

vehicle which equal to the final location and speed of the baseline vehicle (see Section 

3.4). Penalties on the final states not only ensure a fair comparison between the target 

vehicle and the baseline vehicle but also ensure that the target vehicle maintains the same 

mobility as the baseline vehicle. Therefore, the target vehicle can achieve the most fuel 

efficient control among all vehicle trajectories with the same mobility. The fuel 

consumption model is fitted using the engine map of a GM 3.6L V-6 engine (the one 

used in the experiments in Section 3.4) 

�̇�𝑓(𝑡) = 𝑝00 + 𝑝10 ∙ 𝜔𝑒(𝑡) + 𝑝11 ∙ 𝜔𝑒(𝑡) ∙ 𝑇𝑒(𝑡) (3.7) 

where 𝑝00 ,  𝑝10 ,  𝑝11  are coefficients of the fitted polynomial. The order of the 

polynomial is selected to ensure both low computational burden and high accuracy 

(coefficient of determination 𝑅2 is 0.98 for the fitting). 

3.2.4. Physical Constraints 

Engine Torque Dynamics Constraint The powertrain and vehicle models (3.2)-(3.4) 

are algebraic. To account for the engine torque dynamics, the torque change rate is 

constrained: 

−Δ𝑇𝑒𝑚𝑎𝑥 ≤ 𝑇�̇�(𝑡) ≤ Δ𝑇𝑒𝑚𝑎𝑥 (3.8) 

Physical Bounds The engine speed and engine torque cannot be less than the idling 

speed 𝜔𝑒𝑖𝑑𝑙𝑒 and idling torque 𝑇𝑒𝑖𝑑𝑙𝑒 (assume the engine will not shut off), and the 

engine speed cannot be more than the maximum engine speed 𝜔𝑒𝑢𝑏. The vehicle speed is 

positive and acceleration is bounded: 

𝜔𝑒𝑖𝑑𝑙𝑒 ≤ 𝜔𝑒(𝑡) ≤ 𝜔𝑒𝑢𝑏 , 𝑇𝑒𝑖𝑑𝑙𝑒 ≤ 𝑇𝑒(𝑡) (3.9) 

0 ≤ 𝑣(𝑡), 𝑎𝑚𝑖𝑛 ≤ 𝑎(𝑡) ≤ 𝑎𝑚𝑎𝑥  (3.10) 
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3.2.5. Traffic Constraints 

The traffic constraints depend on the specific CAV application such as whether there 

is a nearby preceding vehicle or a signalized intersection.  

Car-following Distance Constraint If the target vehicle is following a preceding 

vehicle, the car-following distance constraint should be satisfied (if there is no preceding 

vehicle, this constraint can be relaxed): 

𝑑𝑚𝑖𝑛 + ℎ𝑚𝑖𝑛 ⋅ 𝑣(𝑡) ≤ 𝑑𝑝(𝑡) − 𝑑(𝑡) ≤ 𝑑𝑚𝑎𝑥 (3.11) 

where 𝑑𝑝 is the estimated location of the immediate preceding vehicle (predicted from 

the traffic prediction in Section 2.2); 𝑑𝑝 − 𝑑 is the following distance; 𝑑𝑚𝑎𝑥 is the 

upper bound to ensure a satisfactory and realistic traffic throughput; ℎ𝑚𝑖𝑛 is the time 

headway in seconds; 𝑑𝑚𝑖𝑛 is the minimum following distance when the target vehicle is 

standstill.  

To improve the robustness of the control, a systematic approach is developed to 

consider prediction uncertainties during the optimization. Essentially, uncertainties come 

from the prediction of future immediate preceding vehicle’s location 𝑑𝑝(𝑘). First, 

uncertainty levels of the prediction are estimated using variance from the traffic 

prediction observer. Then the optimization is solved with conservative car-following 

distance constraints (3.14)(3.15) that depend on the uncertainties (variance of prediction). 

The variance of 𝑑𝑝(𝑘) can be found as: 

Var (𝑑𝑝(𝑘)) = Var (𝑑𝑝(1)) + 𝑑𝑡 ⋅ Var (∑ 𝑣𝑝(𝑖)
𝑘−1

𝑖=1
) , 𝑘 = 2,3,⋯ , 𝑁 (3.12) 

Var(∑𝑣𝑝(𝑖)

𝑘−1

𝑖=1

) = ∑Var(𝑣𝑝(𝑖))

𝑘−1

𝑖=1

+∑ Cov(𝑣𝑝(𝑖), 𝑣𝑝(𝑗))
𝑖≠𝑗

 (3.13) 

where (3.12) is based on state dynamics of the immediate preceding vehicle; (3.13) is 

from statistics [91]. Using (3.12) (3.13), variance of 𝑑𝑝 at any time instance 𝑘 can be 

found given the variance of each 𝑣𝑝(𝑖) and the covariance between each 𝑣𝑝(𝑖). At each 

update instance, variance and covariance of the first 𝑣𝑝(1) are known from the observer. 
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The variance and covariance of future 𝑣𝑝(𝑖) can be estimated by propagating the traffic 

model forward in time. However, this is computational expensive. It is observed that 

changes of 𝑣𝑝(𝑖) is small during the optimization horizon. Therefore, it is assumed that 

the variance and covariance of all 𝑣𝑝(𝑖) approximately equal to the variance and 

covariance of 𝑣𝑝(1) . Once the variance of 𝑑𝑝(𝑘)  is calculated, the following 

conservative car-following distance constraints are implemented: 

𝑑(𝑘) ≥ 𝑑𝑝(𝑘) + 𝛽 ⋅ 𝜎[𝑑𝑝(𝑘)] − 𝑑𝑚𝑎𝑥 (3.14) 

𝑑(𝑘) ≤ 𝑑𝑝(𝑘) − 𝛽 ⋅ 𝜎[𝑑𝑝(𝑘)] − (𝑑𝑚𝑖𝑛 + ℎ𝑚𝑖𝑛 ⋅ 𝑣(𝑘)) (3.15) 

where 𝜎[𝑑𝑝(𝑘)]  is the standard deviation of the estimated immediate preceding 

vehicle’s location and equals to the square root of the variance 𝑉𝑎𝑟(𝑑𝑝(𝑘)) ; 𝛽 

determines the confidence level and is selected to be 1 in this work.  

 

 

Figure 3.1 Illustration of car-following constraints considering uncertainties. 

 

(3.14)(3.15) are illustrated in Figure 3.1. These constraints essentially enforce a 

conservative following distance range. A higher variance indicates lower confidence on 

the prediction and will result in narrower bounds. In Figure 3.1, gap between bounds is 

decreasing. This is because uncertainties in the prediction will increase when predicting 

traffic further away from the target vehicle. These boundaries keep the optimization 

Preceding Vehicle Trajectory dp(k)

Target Vehicle 
Trajectory d(k)

dmin+hminv(k)+βσ[dp(k)]

dmax-βσ[dp(k)]

Minimum 
Following Distance

Maximum 
Following Distance

Distance (meter)

Time (second)
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realistic. The lower bound ensures a safe following distance and the upper bound ensures 

a satisfactory traffic throughput, i.e. number of vehicles can pass the intersection per unit 

time. Therefore, the target CAV can maintain a realistic car-following distance that is 

safe and other vehicles will not likely to cut-in.  

Signal Constraint If the target vehicle is on an urban roadway with signalized 

intersections, the target vehicle should pass the intersection only when the signal is green: 

𝑑(𝑡𝑟) ≥ 𝑑𝑠𝑖𝑔, 𝑑(𝑡𝑔) ≤ 𝑑𝑠𝑖𝑔 (3.16) 

where 𝑡𝑟 and 𝑡𝑔 are the time instances of the beginning of ‘next’ red light and green 

light; 𝑑𝑠𝑖𝑔 is the location of the intersection. The definition of ‘next’ red light or green 

light is with respect to the signal window which the preceding vehicle is predicted to pass 

or stop. If based on traffic prediction, the preceding vehicle will pass the intersection 

within green light cycle (window) number 𝑖, the target vehicle should generally follow 

the preceding vehicle to pass the intersection within the same green cycle. That is the 

target vehicle should pass before the beginning of the (𝑖 + 1)-th red signal cycle and not 

pass the intersection unless the 𝑖-th green signal cycle begins. Here yellow light duration 

is lumped together with the red light, i.e. the target vehicle should not pass the 

intersection during yellow light for safety. There could be extreme circumstances that the 

preceding vehicle is predicted to pass the intersection at the very end of a green light 

cycle. Then the target vehicle has to stop and not to pass the intersection until the (𝑖 +

1)-th green signal cycle begins. If there is no preceding vehicle, the signal cycle number 

𝑖 is obtained by finding when a vehicle cruising at constant speed limit will pass the 

intersection from the current location of the target vehicle. 

3.2.6. Drivability Constraints 

The following constraints are enforced to ensure a satisfactory drivability 

performance: 

𝑇𝑒(𝑡) + 𝑇𝑟𝑠𝑟𝑣(𝑡) ≤ 𝑇𝑒𝑚𝑎𝑥(𝜔𝑒(𝑡)) (3.17) 
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𝑛(𝑡 + 𝑡𝑖) = 𝑛(𝑡), ∀𝑡 ∈ [𝑡0, 𝑡𝑓 − 𝑡𝑔], ∀𝑡𝑖 ∈ [0, 𝑡𝑔) (3.18) 

where 𝑇𝑒𝑚𝑎𝑥 describes the maximum torque line and is a nonlinear function of engine 

speed; 𝑇𝑟𝑠𝑟𝑣 is the torque reserve. Essentially, (3.17) ensures a satisfactory acceleration 

performance by keeping the engine torque away from the maximum torque line by a 

certain amount of torque reserve. The torque reserve can be determined based on 

uncertainty levels in the prediction of future traffic and driving conditions. A higher 

uncertainty level requires a larger torque reserve so that the performance requirement can 

be achieved. (3.18) ensures that the minimum time duration between two gear shifts is 𝑡𝑔 

seconds to avoid shift busyness.  

3.2.7. Initial and Final Conditions 

Initial Conditions At each update instance, the initial vehicle location, speed and gear 

position are known: 

𝑑(𝑡0) = 𝑑0;  𝑣(𝑡0) = 𝑣0;  𝑔(𝑡0) = 𝑔0 (3.19) 

Final Conditions Final location and speed of the target vehicle are bounded to the 

neighborhood of the predicted final location and speed of the preceding vehicle. This 

ensures that the optimization will have appropriate initial conditions in the next update 

horizon of the model predictive control (MPC) (the optimal control is implemented in the 

MPC fashion as presented in Section 2.2): 

𝑑𝑝(𝑡𝑓) − 𝛿𝑑 ≤ 𝑑(𝑡𝑓) ≤ 𝑑𝑝(𝑡𝑓) + 𝛿𝑑 

𝑣𝑝(𝑡𝑓) − 𝛿𝑣 ≤ 𝑣(𝑡𝑓) ≤ 𝑣𝑝(𝑡𝑓) + 𝛿𝑣 
(3.20) 

3.3. Control Design 

In this section, the hybrid optimal control problem formulated in the previous section 

is solved. Future traffic conditions are predicted by the method presented in Section 2.2 

using real-time information communicated from preceding CVs and traffic signal. This 

traffic prediction method can be applied to mixed traffic scenarios where both CVs and 

non-CVs are on the road. The output of the traffic prediction is used to formulate the 
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car-following constraints (3.14)(3.15). To solve the optimal control problem in real-time, 

the problem is simplified with appropriate approximations. Then it is discretized using 

the pseudo-spectral method. An efficient numerical solver (Gurobi [86]) is applied to 

solve the discretized mixed integer programming problem.   

3.3.1. Problem Simplification 

The nonlinear hybrid optimal control problem formulated in Section 3.2 has both 

continuous and discrete control inputs and can be challenging to solve in real-time. To 

reduce the computational burden and not to sacrificing the accuracy of the control, 

simplifications are made with carefully selected optimization variables. The optimization 

variables include: a) states 𝑥(𝑡): target vehicle’s location 𝑑(𝑡) and speed 𝑣(𝑡); b) 

control variables 𝑢(𝑡) : target vehicle’s acceleration 𝑎(𝑡)  and braking force 𝐹𝑏(𝑡) 

(continuous), and gear ratio 𝑛(𝑡) (discrete); and c) three additional variables: engine 

speed 𝜔𝑒(𝑡), engine torque 𝑇𝑒(𝑡) and engine power 𝑃𝑒(𝑡). Engine speed 𝜔𝑒(𝑡) and 

engine torque 𝑇𝑒(𝑡) are not independent and are function of states and control variables 

as shown in (3.2)(3.4). By choosing them as additional variables and considering 

(3.2)(3.4) as additional equality constraints, the optimization problem can be kept in 

relatively simple form without introducing complex nonlinearities. This can help keep a 

low computational burden. The engine power 𝑃𝑒(𝑡) is considered as an additional 

variable to convexify the objective function as will be presented shortly. For convenience, 

in the following discussions, the states 𝑥(𝑡) and the three additional variables together 

will be referred as ‘generalized states’. The problem simplifications include the following 

steps:  

1) Objective Function Both the comfort and mobility terms in the objective function 

are convex quadratic functions. Only the fuel term is non-convex due to term 𝜔𝑒(𝑡)𝑇𝑒(𝑡). 

This bilinear term is convexified using the McCormick relaxation which ensures a 

sufficiently tight convex bounds [92]:  



34 

�̇�𝑓(𝑡) = 𝑝00 + 𝑝10 ∙ 𝜔𝑒(𝑡) + 𝑝11 ∙ 𝑃𝑒(𝑡) (3.21) 

𝑇𝑒𝑖𝑑𝑙𝑒 ⋅ 𝜔𝑒(𝑡) + 𝜔𝑒𝑖𝑑𝑙𝑒 ⋅ 𝑇𝑒(𝑡) − 𝜔𝑒𝑖𝑑𝑙𝑒 ⋅ 𝑇𝑒𝑖𝑑𝑙𝑒 ≤ 𝑃𝑒(𝑡) 
𝑇𝑒𝑢𝑏 ⋅ 𝜔𝑒(𝑡) + 𝜔𝑒𝑢𝑏 ⋅ 𝑇𝑒(𝑡) − 𝜔𝑒𝑚𝑎𝑥 ⋅ 𝑇𝑒𝑢𝑏 ≤ 𝑃𝑒(𝑡) 

(3.22) 

where 𝑇𝑒𝑢𝑏 is the upper bound of the right-hand-side of (3.17). 𝜔𝑒𝑖𝑑𝑙𝑒 , 𝑇𝑒𝑖𝑑𝑙𝑒 , 𝜔𝑒𝑢𝑏 are 

defined in (3.9). Essentially, engine power 𝑃𝑒 is an additional variable that replaces the 

bilinear term and is bounded from below using two hyperplanes in the linear inequality 

constraints (3.22). 

2) Powertrain Model The powertrain model (3.2) is a bilinear function involves both 

continuous and discrete variables. It is converted to linear inequality constraints using the 

big-M technique [93]. Suppose there are total of 𝑑𝑔 gears with ratios: 𝑛1, 𝑛2, ⋯ , 𝑛𝑑𝑔, 

and using a binary variable to indicate whether a gear position is activated: 𝑔𝑖(𝑡) ∈

{0,1}, 𝑖 = 1,2,⋯ , 𝑑𝑔, and ∑ 𝑔𝑖(𝑡) = 1
𝑑𝑔
𝑖=1

 (only one gear can be activated at any time). 

Then for each  𝑖 = 1,2,⋯ , 𝑑𝑔: 

𝜔𝑒(𝑡) + (1 − 𝑔𝑖(𝑡)) ⋅ (𝑛𝑖𝑣𝑚𝑎𝑥) ≥ 𝑛𝑖 ∑ 𝜆𝑖(𝑡)𝑣𝑖
𝑑𝑣
𝑖=1   

𝜔𝑒(𝑡) + (1 − 𝑔𝑖(𝑡)) ⋅ (−𝜔𝑒𝑢𝑏) ≤ 𝑛𝑖 ∑ 𝜆𝑖(𝑡)𝑣𝑖
𝑑𝑣
𝑖=1   

(3.23) 

Essentially, when gear 𝑖 is engaged (𝑔𝑖(𝑡) = 1), enforcing (3.23) is the same as 

enforcing the engine speed 𝜔𝑒(𝑡) to equal to 𝑛𝑖𝑣(𝑡). When another gear is engaged 

(𝑔𝑖(𝑡) = 0), (3.23) is not an active constraint and it can be satisfied for any reasonable 

engine speed and vehicle speed. 

3) Vehicle Model The vehicle model (3.3) also has a bilinear function with both 

continuous and discrete variables. Similarly, the big-M technique [93] is used: 

𝑇𝑒(𝑡)𝑛𝑖 + (1 − 𝑔𝑖(𝑡)) ⋅ (𝐹𝑟𝑚𝑎𝑥 + 𝐹𝑏𝑚𝑎𝑥) ≥ 𝐹𝑟(𝑡) + 𝐹𝑏(𝑡) 

𝑇𝑒(𝑡)𝑛𝑖+(1 − 𝑔𝑖(𝑡)) ⋅ (𝐹𝑟𝑚𝑖𝑛+𝐹𝑏𝑚𝑖𝑛−𝑇𝑒𝑚𝑎𝑥𝑛𝑖) ≤ 𝐹𝑟(𝑡)+𝐹𝑏(𝑡) 
(3.24) 

where 𝐹𝑟  is the resistance force on the right-hand-side of (3.3); 

𝐹𝑟𝑚𝑖𝑛, 𝐹𝑟𝑚𝑎𝑥, 𝐹𝑏𝑚𝑖𝑛, 𝐹𝑏𝑚𝑎𝑥 are the upper and lower bound of resistance force and braking 

force respectively.  
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The resistance force 𝐹𝑟 has two types of nonlinearities and is further simplified. 

First, the wind resistance term has a quadratic term 𝑣2(𝑡). It is approximated with 

piecewise linear functions using special ordered sets of variables of type 2 (SOS2) [94]. 

The SOS2 can be defined in most commercial mixed-integer solvers and solved 

efficiently [86,87]. An ordered set of non-negative variables (𝜆1, 𝜆2, ⋯ , 𝜆𝑑𝑣) is SOS2 if 

at most two variables are non-zero and the two are adjacent. Let (𝑣1, 𝑣2, ⋯ , 𝑣𝑑𝑣) be the 

break points of each piecewise linear function, then the followings hold [85]: 

𝑣(𝑡) = ∑ 𝜆𝑖(𝑡)𝑣𝑖
𝑑𝑣
𝑖=1 ;    𝑣2(𝑡) = ∑ 𝜆𝑖(𝑡)𝑣𝑖

2𝑑𝑣
𝑖=1 ;  

∑ 𝜆𝑖(𝑡)
𝑑𝑣
𝑖=1 = 1;   𝜆𝑖 ≥ 0,   𝜆𝑖 is SOS2,   ∀𝑖 = 1,2,⋯ , 𝑑𝑣  

(3.25) 

Second, the resistance 𝑓𝜑(𝑡) is nonlinear and depends on the roadway slope angle. 

Usually, slope of a road will not change aggressively within the optimization horizon 

(which equals to the traffic prediction horizon and is typically 15-20 seconds). Within 

this short time period, differences on the grade angle experienced by the target vehicle 

and the preceding vehicle would be small. Therefore, it is assumed that 𝑓𝜑(𝑡) is known 

and equals to what the preceding vehicle will experience.  

4) Drivability Constraints The maximum torque line (3.17) is nonlinear and is 

approximated using piecewise linear functions: 

𝑇𝑒(𝑡) + 𝑇𝑟𝑠𝑟𝑣(𝑡) ≤ 𝑚𝑎𝑥
𝑖=1,2⋯,𝑑𝑇𝑒

{𝑘𝑇𝑒
𝑖 ⋅ 𝜔𝑒(𝑡) + 𝑏𝑇𝑒

𝑖 }   (3.26) 

equivalently  ∀𝑖, 𝑇𝑒(𝑡) + 𝑇𝑟𝑠𝑟𝑣(𝑡) ≤ 𝑘𝑇𝑒
𝑖 𝜔𝑒(𝑡) + 𝑏𝑇𝑒

𝑖  (3.27) 

The shift busyness constraint (3.18) can be difficult to solve as it must be satisfied 

for all time instances. It is approximated as: 

𝑛(𝑡+𝑡𝑖) = 𝑛(𝑡), ∀𝑡𝑖 ∈ [0, 𝑡𝑔), ∀𝑡 ∈ {𝑡0, 𝑡0+𝑡𝑔, 𝑡0+2𝑡𝑔, ⋯ } (3.28) 

Essentially, the optimization horizon is partitioned into time intervals of length 𝑡𝑔. 

The constraint (3.28) enforces that the gear shift can only occur when move from one 

interval to another (see Section 3.3.2). 
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5) Car-following Distance Constraints The car-following distance constraints 

(3.14)(3.15). depend on the predicted location of the preceding vehicle. Uncertainties in 

the prediction can result in an actual car-following distance that is near the constraints or 

even violates the constraints. This brings in challenges to exactly satisfy the constraints at 

all time. In this work, ‘soft constraints’ [95] are considered rather than enforcing ‘hard 

constraints’. ‘soft constraints’ allow violation of the constraints (3.14)(3.15) with 

additional slack variables: 

𝑑(𝑡) ≥ 𝑑𝑝(𝑡) + 𝛽 ⋅ 𝜎𝑑𝑝(𝑡) − 𝑑𝑚𝑎𝑥 − 𝑠1 (3.29) 

𝑑(𝑡) ≤ 𝑑𝑝(𝑡) − 𝛽 ⋅ 𝜎𝑑𝑝(𝑡) − (𝑑𝑚𝑖𝑛 + ℎ𝑚𝑖𝑛 ⋅ 𝑣(𝑡)) + 𝑠2 (3.30) 

and 𝑠1(𝑡) ≥ 0, 𝑠2(𝑡) ≥ 0 (3.31) 

where 𝑠1, 𝑠2 are two slack variables. In the objective function (3.5), additional terms 

(convex) are added to penalize the sum of violations at each time step: 

𝐽 = 𝜙 (𝒙(𝑡𝑓)) + ∫ [�̇�𝑓(𝑡) + 𝑤1 ∙ (𝑣(𝑡) − 𝑣𝑙𝑖𝑚)
2

𝑡𝑓

𝑡0

+𝑤2 ∙ 𝑎(𝑡)
2 + 𝑤3 ⋅ 𝑠1

2(𝑡) + 𝑤4 ⋅ 𝑠2
2(𝑡)]𝑑𝑡 

(3.32) 

where 𝑤3, 𝑤4 are two positive weighting factors.  

With all the above simplifications, the optimal control problem now has a convex 

objective function and linear constraints. To justify the simplifications, approximations 

errors analyzed for the specific vehicle and engine studied in the simulation and 

experiment (see Section 3.4). The results are summarized in Table 3-1. For the objective 

function, the average error of the engine power approximation (3.22) is 3.2 kW 

(corresponds to 0.17 g/s fuel consumption rate). With linearized wind resistance term 

(3.25), the average approximation error is 5.4 N. This corresponds to about 0.6 Nm 

engine torque difference. For the approximated maximum torque line constraint (3.26), 

the average difference is 7.0 Nm. This is reasonable considering that the maximum 

engine torque is more than 200 Nm. The errors from the roadway slope approximation 

vary for different roads. For the hilly road of 8 percent maximum slope studied in Section 
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3.4.1, the average error in the road slope is less than 0.3 degree of grade angle which is 

relatively a small angle. There are no errors for reformulating the bilinear terms in the 

powertrain and vehicle model as the simplifications are exact using the big-M method. 

The above analysis validates that the simplifications are reasonable and will not 

significantly sacrifice the accuracy of the solution. 

 

Table 3-1 Summary of simplification errors 

 Average Simplification Error 

Objective Function 0.17 g/s 

Wind Resistance Force 5.4 N 

Maximum Torque Line 7.0 Nm 

Grade Angle 0.3 degree 

 

3.3.2. Discretization 

In this section, the hybrid optimal control problem is discretized so that it can be 

solved numerically. The pseudo-spectral method is used as can generally give better 

accuracy with low computational burden [31] compared to Euler or Runge-Kutta 

methods. The trajectories of ‘generalized states’ (see definition in Section 3.3.1) and the 

continuous control inputs (target vehicle’s acceleration and braking force) are 

parameterized using Lagrange polynomials. The integral of the objective function is 

calculated using the Legendre–Gauss–Lobatto (LGL) quadrature [96]. After a gear shift, 

the engine operating point will ‘jump’ to a different point and causes non-smoothness. To 

handle these ‘jumps’, the optimization horizon is divided into 𝑀 small intervals as 

shown in Figure 3.2. The gear position is illustrated in purple lines and gear shift can only 

occur when move from one interval to another. By setting the interval as 𝑡𝑔, the shift 
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busyness constraint (3.28) is naturally ensured after the discretization. In each interval, 

controls and ‘generalized states’ are continuous and are parameterized with low-order 

Lagrange polynomials. The ‘jump’ of ‘generalized states’ or controls can be allowed 

between two intervals (e.g. ‘jump’ of engine speed). This multi-interval pseudo-spectral 

method also improves computational accuracy and efficiency [97]. The basic steps of the 

discretization are presented as below and detailed derivations can be referred to [97,98] 

 

 

Figure 3.2 Illustration of the discretization. The left axis 𝑧(𝑡) and the curves represent 

the parameterized trajectory of a ‘generalized state’ or a continuous control. The right 

axis and the purple lines represent the gear position.  

 

Step 1 Normalize time Suppose the 𝑀 intervals of the discretization are separated at 

time instances 𝑡0, 𝑡1, ⋯ , 𝑡𝑀. 𝑡𝑀 equals to the final time of the optimization horizon 𝑡𝑓. 

𝑡𝑀 − 𝑡0 equals to the optimization horizon 𝑡𝑃𝐻. Then the time interval between two 

consecutive break points equals to 𝑡𝑔, except for the first and the last intervals. For the 

first interval [𝑡0, 𝑡1], if it has been more than 𝑡𝑔 seconds since the last gear shift,  

𝑡1 − 𝑡0 is set to be a small value (e.g. 0.1 seconds); if otherwise, 𝑡1 − 𝑡0 is set to be 

𝑡𝑔 − 𝑡𝑠ℎ𝑖𝑓𝑡 , where 𝑡𝑠ℎ𝑖𝑓𝑡 is the time elapsed since the last gear shift. This is to avoid 

shift busyness between two MPC update instances since 𝑡𝑈𝐷 is typically shorter than 𝑡𝑔. 

Since the optimization horizon might not be divisible by 𝑡𝑔, the length of the last time 

=2 =4 =4 =4

-

-

= + = +

=

=
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interval 𝑡𝑀 − 𝑡𝑀−1  equals to 𝑚𝑜𝑑(𝑡𝑃𝐻 − (𝑡1 − 𝑡0), 𝑡𝑔) , where 𝑚𝑜𝑑  returns the 

remainder after division. In each interval 𝑖, the polynomial is of order 𝑁𝑖 and passes 

nodes at the normalized time 𝜏𝑖 = 𝜏0
𝑖 , 𝜏1

𝑖 , ⋯ , 𝜏
𝑁𝑖
𝑖  (see Figure 3.2). The normalized time 

𝜏 is defined as: 

𝜏 =
2

𝑡𝑖 − 𝑡𝑖−1
𝑡 −

𝑡𝑖 + 𝑡𝑖−1
𝑡𝑖 − 𝑡𝑖−1

, 𝑡 ∈ [𝑡𝑖−1, 𝑡𝑖], 𝜏 ∈ [−1,1] (3.33) 

Step 2 Discretize ‘Generalized States’ and Controls All ‘generalized states’ and 

continuous controls are discretized at the nodes 𝜏𝑖 = 𝜏0
𝑖 , 𝜏1

𝑖 , ⋯ , 𝜏
𝑁𝑖
𝑖  for all intervals. 

Essentially, their values at these nodes are solved.  

Step 3 Discretize State Equations The dynamic state equation �̇�(𝑡) = 𝑓(𝑥, 𝑢, 𝑡) is 

discretized as 

[

ℒ0̇(𝜏0
𝑖 ) ℒ1̇(𝜏0

𝑖 ) ⋯ ℒ𝑁𝑖̇ (𝜏0
𝑖 )

⋮ ⋮ ⋱ ⋮

ℒ0̇(𝜏𝑁𝑖
𝑖 )ℒ1̇(𝜏𝑁𝑖

𝑖 )⋯ℒ𝑁𝑖̇ (𝜏𝑁𝑖
𝑖 )
]

⏟                  
𝐷𝑖

[
 
 
 
 
𝑥(𝜏0

𝑖 )

𝑥(𝜏1
𝑖)

⋮

𝑥(𝜏
𝑁𝑖
𝑖 )]
 
 
 
 

=

[
 
 
 
 
𝑓(𝜏0

𝑖 )

𝑓(𝜏1
𝑖)

⋮

𝑓(𝜏
𝑁𝑖
𝑖 )]
 
 
 
 

(
𝑡𝑖 − 𝑡𝑖−1

2
) (3.34) 

and ℒ𝑘(𝜏) =∏
𝜏 − 𝜏𝑚
𝜏𝑘 − 𝜏𝑚

𝑁𝑖

𝑚=0,𝑚≠𝑘
, 𝑖 = 1,2,⋯ ,𝑀 (3.35) 

where ℒ𝑘(𝜏) is the Lagrangian basis polynomial; 𝐷𝑖 matrix consists of the derivative 

of the Lagrangian basis polynomials ℒ�̇�(𝜏𝑗
𝑖)  evaluated at node point 𝜏𝑗

𝑖 . The 

left-hand-side of (3.34) is essentially a linear transform from a state to the derivative of 

the state [�̇�(𝜏0
𝑖 ) �̇�(𝜏0

𝑖 ) ⋯ �̇�(𝜏0
𝑖 )]

𝑇
. 

Step 4 Discretize Objective Function The integral of the objective function is 

approximated as summation of the function value evaluated at each node point with 

weights 𝑤𝑖 = 𝑤0
𝑖 , 𝑤1

𝑖 , ⋯ ,𝑤
𝑁𝑖
𝑖  for each time interval 
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𝐽 = ∫ ℎ(𝑥, 𝑢)𝑑𝑡
𝑡𝑖

𝑡𝑖−1
≈
𝑡𝑖 − 𝑡𝑖−1

2
∑𝑤𝑘

𝑖

𝑁𝑖

𝑘=0

ℎ(𝑥(𝜏𝑘
𝑖 ), 𝑢(𝜏𝑘

𝑖 )) (3.36) 

Step 5 Discretize Constraints All constraints except for the engine torque dynamics 

constraints (3.8) must be satisfied at all node points 

𝑐(𝑥(𝑡), 𝑢(𝑡)) ≤ 0 ⟹ 𝑐 (𝑥(𝜏𝑗
𝑖), 𝑢(𝜏𝑗

𝑖)) ≤ 0, ∀𝜏𝑗
𝑖 (3.37) 

The engine torque rate constraints (3.8) contain derivative terms and are discretized 

using the 𝐷𝑖 matrix:  

𝐷𝑖 ⋅ [𝑇𝑒(𝜏0
𝑖 ) 𝑇𝑒(𝜏0

𝑖 ) ⋯ 𝑇𝑒(𝜏0
𝑖 )]

𝑇
≤ Δ𝑇𝑒𝑚𝑎𝑥 ⋅  (

𝑡𝑖 − 𝑡𝑖−1
2

) 

−𝐷𝑖 ⋅ [𝑇𝑒(𝜏0
𝑖 ) 𝑇𝑒(𝜏0

𝑖 ) ⋯ 𝑇𝑒(𝜏0
𝑖 )]

𝑇
≤ Δ𝑇𝑒𝑚𝑎𝑥 ⋅  (

𝑡𝑖 − 𝑡𝑖−1
2

) 
(3.38) 

Step 6 Enforce Continuity Constraints The vehicle location and vehicle speed should 

be continuous between two consecutive intervals. Therefore, for all 𝑖 = 1,2,⋯ ,𝑀: 

𝑑(𝜏
𝑁𝑖−1
𝑖−1 ) − 𝑑(𝜏0

𝑖 ) = 0, 𝑣(𝜏
𝑁𝑖−1
𝑖−1 ) − 𝑣(𝜏0

𝑖 ) = 0 (3.39) 

The continuity constraint is not enforced for other ‘generalized states’ such as engine 

speed to allow it to ‘jump’ after a gear shift which reflects what will occur in reality. 

3.3.3. Obtain Numerical Solution of the Optimal Control 

After  the  simplification and discretization,  the  hybrid optimal  control  

problem  is  converted  to  a  mixed  integer programming problem  with  

convex  quadratic  objective  and linear  equality  and  inequality  constraints. 

The update horizon is 1 second (𝑡𝑈𝐷 = 1), the optimization horizon is 15 seconds 

(𝑡𝑃𝐻 = 15) and is divided into 5 intervals (𝑡𝑔 = 3). In total, if assuming all traffic 

constraints (car-following distance and signal constraints) are implemented, there will be 

394 optimization variables (364 continuous variables and 30 binary variables) with 123 

linear equality constraints and 938 linear inequality constraints. The matrices that 

formulate these constraints are sparse as the result from the pseudo-spectral discretization. 

This mixed integer programming problem can be solved and implemented in real-time 

using the Gurobi optimization toolbox, which is considered to be one of the fastest 
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state-of-the-art mixed integer solver [86,99]. For the 30 binary variables, there could be 

65=7776 valid combinations that satisfy constraints on the integer variables. On average, 

the solver explored about 460 nodes, which is 6% of all possible combinations. When 

applying the optimal control, for all MPC update instances, the average solving time of 

the optimization is 0.33 seconds for the rolling terrain scenario, and 0.44 seconds for the 

vehicle platooning scenario (on a computer with i7 CPU@3.4 GHz). This validates the 

efficiency of the numerical solution and the real-time potential of the proposed controller. 

It is expected that the computational burden of the vehicle platooning scenario is higher 

since it considers additional car-following distance constraints and signal constraints.  

3.4. Simulation and Experimental Results 

In this section, the hybrid optimal control problem is numerically solved and applied 

to a target CAV in two different roadway scenarios. The first scenario is a rolling terrain 

scenario where the target vehicle is not following any preceding vehicle. The second 

scenario is an urban driving vehicle platooning scenario where the target vehicle follows 

a preceding vehicle to pass signalized intersections. The effectiveness of the optimal 

control is validated in both simulation and experiment. Experimental validation was 

conducted on a hardware-in-the-loop testbed [54,55] (see Chapter 6). An actual engine (a 

GM 3.6L V6 LFX engine) is loaded by a hydrostatic dynamometer whose loading torque 

is controlled in real-time to match the simulated vehicle dynamics using high-fidelity 

automatic transmission model and vehicle model. The HIL testbed has been calibrated to 

match the performance of a 2013 Cadillac SRX [35] (see Chapter 6). It can accurately 

emulate the performance of the target vehicle for different traffic scenarios in an effective, 

safe and economical way [54,55]. During the HIL experiments, During the HIL 

experiments, both the fuel consumption and emissions of the target vehicle can be 

measured accurately using laboratory instruments (AVL P402 fuel measurement cabinet 

and AVL SESAM-FTIR exhaust measurement system). The HIL experiment can reflect 
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unmodeled dynamics and realistically evaluate the performance of the proposed vehicle 

speed optimization and traffic prediction. 

3.4.1. Rolling Terrain with No Preceding Vehicle 

3.4.1.1. Traffic Scenario 

In this application, the target vehicle drives on a rolling terrain and receives real-time 

roadway slopes and speed limits information through communication with the roadside 

devices [50]. The preceding vehicle is far from the target vehicle and the car-following 

constraints (3.29)(3.30) are not activated. The baseline vehicle performance was recorded 

(such as vehicle speed, engine speed) from an actual testing vehicle (a six-speed 2013 

Cadillac SRX) using commercial cruise control on an actual roadway in Virginia [100]. 

The slope and speed limit of this roadway is recorded as well and sent to the optimal 

controller of the target vehicle. The actual vehicle speed is not perfectly constant but it 

reflects the realistic performance of an actual vehicle’s constant speed cruise controller 

on a specific roadway.  

3.4.1.2. Simulation Results 

The proposed optimal control is implemented in the MPC fashion to update the 

roadway slopes and speed limit information, as well as to update the actual vehicle and 

powertrain states. Figure 3.3 shows the comparison between the baseline vehicle and a 

target vehicle running the optimal control. In general, the target vehicle tends to 

accelerate later when going downhill. It has a higher speed when entering the uphill and 

requires less power to maintain its speed. The baseline vehicle has to spend more efforts 

to maintain its speed when climbing up and consumes more fuel. Besides a more fuel 

efficient speed profile, the gear position is optimized as well. The baseline vehicle 

remains at gear five for the entire duration while the target vehicle alternates between 

gear five and gear six. It tends to upshift to a higher gear when it anticipates that the 

upcoming power request is not high (roadway grade is not high). Overall, by optimizing 

both vehicle speed and gear position, the target vehicle achieves 16.1% fuel benefits. If 
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considering a vehicle driving with the optimal speed but using the same gear shift 

strategy as the baseline vehicle (stay at gear five), the total fuel consumption is 139.14 

grams and the fuel benefits is reduced to 8%. This shows the effectiveness of the gear 

position optimization. The gear position optimization can obtain about additional 8% 

energy saving on top of the vehicle speed trajectory optimization. 

 

 

Figure 3.3 Simulation results: baseline vehicle versus target vehicle 

 

3.4.1.3. Experimental Results 

The optimal control is further validated in hardware-in-the-loop (HIL) experiment. 

Both the fuel consumption and emissions can be measured using accurate laboratory 
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instruments. Through the HIL experiment, unmodeled dynamics can be reflected to 

validate that whether the optimal control can be implementable in an actual vehicle.  

 

 

Figure 3.4 Experimental and simulation results comparison: target vehicle 
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Figure 3.5 Measured emissions: baseline vehicle versus target vehicle 

 

Figure 3.4 shows the comparison between the experimental and simulation results for 

the target vehicle. The two results match well and this validates the proposed optimal 

control. Figure 3.5 shows the measured emissions comparison between the baseline 

vehicle and the target vehicle using the AVL SESAM-FTIR (see Chapter 6). Emissions 

are not explicitly optimized, however, it can be seen that with reduced fuel consumption, 

CO2 emissions of the target vehicle are reduced. This is because CO2 emissions are 

directly linked to the fuel consumption for a gasoline engine. Also, as a consequence of 

reduced fuel consumption and smoothed vehicle trajectory, pollutes such as CO, NOx 

and HCHO are significantly reduced with the optimal control strategy. This shows that 

the proposed optimal control method can bring additional environmental benefits as well. 

3.4.2. Vehicle Platooning with Preceding Vehicle 

3.4.2.1. Traffic Scenario 

The traffic scenario is generated using the microscopic traffic simulator VISSIM. 

The roadway is assumed to be an urban roadway of single-lane (assume no lane-change) 
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with two intersections. The first intersection is at 800 meters and the second one is at 

2000 meters. The target vehicle follows the last vehicle in a 12-vehicle platoon. As a case 

study, it is assumed that 8 vehicles of the platoon are CVs (penetration rate of 

connectivity is about 70%). The target vehicle uses location and speed information 

broadcast from all CVs and future signal information to predict future traffic conditions. 

Perfect communication is assumed without delays and packet drops for simplicity. 

Information of all non-CVs in the platoon is unknown to the target vehicle. The total 

travel distance of the target vehicle is 2800 meters and travel time is 176 seconds. All the 

model parameters of the target vehicle follow a 2013 Cadillac SRX with a 3.6L V6 

engine [35]. 

3.4.2.2. Simulation Results 

 

Table 3-2 Fuel consumption of all simulation scenarios 

 Baseline 
Target-Speed 

Optimization 
Target  Target-Ideal 

Fuel Consumed (grams) 250.6 236.3 224.0 205.9 

Energy Benefits (%) - 5.7 10.6 17.9 

 

Table 3-2 shows the fuel consumption comparison of all four simulation scenarios. 

The ‘Baseline’ vehicle is the immediate preceding vehicle (last vehicle in the 12-vehicle 

platoon). The gear position of the baseline vehicle is determined by a shift schedule 

obtained from actual vehicle testing data [54]. The ‘Target’ vehicle is with the proposed 

optimal vehicle speed and gear position control and traffic prediction. The ‘Target-Ideal’ 

vehicle is controlled with the proposed co-optimization method but it is assumed to 

perfectly know the future traffic conditions. The ‘Target-Speed Optimization’ vehicle is 

driven with the optimal speed profile and the same shift schedule as the baseline vehicle. 
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In the following discussions, performance of each scenario will be compared and 

analyzed.  

 

Figure 3.6 Comparison of preceding vehicle (baseline) and target vehicle 

 

Figure 3.6 shows the comparison between the target vehicle and the preceding 

vehicle (baseline). With co-optimization of vehicle speed and gear position, the target 
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vehicle achieves 10.6% benefits. The majority of energy benefits come from less 

deceleration when approaching the intersections and smoother acceleration when leaving 

the intersections. Figure 3.6a) and Figure 3.6b) show the car-following performance. The 

preceding vehicle has to slow down and stop completely at both of the two intersections 

during red signals. The target vehicle intelligently adjusts the car-following distance by 

anticipating the speed changes of the preceding vehicle. It receives signal phase and 

timing from the signal lights and knows when the signal will change to red or green. The 

target vehicle avoids stops by decelerating earlier and glides to pass the intersections. 

This reduces the amount of braking and avoids idling waste. As shown in Figure 3.6f), 

the total braking force of the target vehicle is 6.6% less than the preceding vehicle. The 

following distance between the two vehicles reaches maximum as the target vehicle starts 

to decelerate during the red signal, and reaches minimum when the target vehicle starts to 

accelerate again after the signal changes to green. When leaving the two intersections, the 

preceding vehicle has a more dynamic and aggressive acceleration. For example, due to 

traffic flow ‘disturbances’ from the upstream, the preceding vehicle has to decelerate 

around 150 seconds and then accelerate rapidly to reach the free driving speed. The target 

vehicle is able to anticipate and smooth out the disturbance and operates the vehicle more 

efficiently with a smoother acceleration profile. When the target vehicle passes the first 

intersection and approaches the second intersection (60 seconds to 90 seconds), it first 

accelerates to reach the maximum speed and then glide. This kind of ‘pulse-and-glide’ 

behavior is known to bring in maximum energy efficiency for ICVs [78].  

Besides benefits from the optimized vehicle speed trajectory, the gear position is 

optimized. As shown in Figure 3.6c), the target vehicle stays longer at the highest gear 

(gear six) to operate the engine in more efficient operating points. The target vehicle 

shifts to higher gears earlier as it anticipates that the future power request will remain to 

be low and the drivability will not be deteriorated. The fixed gear shift schedule of the 

preceding vehicle is conservative and only shifts to the highest gear when the vehicle 
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acceleration is small or vehicle is deceleration. Without knowing the future power request, 

the fixed gear shift schedule always prepares the engine for potential accelerations to 

satisfy the performance request. Figure 3.7 shows the comparison of engine operating 

points between the preceding vehicle and the target vehicle. The figure further reveals the 

benefits from gear position optimization. The brake specific fuel consumption (BSFC) 

contours indicate the efficiency of each engine operating points as unit of fuel 

consumption rate per unit of power output. In general, the target vehicle tends to operate 

the engine in more efficient regions, which is around 1600-2000 RPM and 150-200 Nm. 

The preceding vehicle only operates the engine in higher efficient regions when the 

power request is high and thus the total fuel consumption is high even the efficiency is 

high. In general, the preceding vehicle tends to operate the engine more often in higher 

speed and lower torque regions which are less efficient.  

 

  

Figure 3.7 Comparison of engine operating points 

 

Considering the ‘Target-Speed Optimization’ vehicle that is driven with the optimal 

vehicle speed of the target vehicle and the fixed shift schedule of the preceding vehicle, 
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the fuel consumption is 236.3 grams. In other words, 5.7% fuel benefit is achieved with 

vehicle speed optimization only. This shows that with co-optimization of vehicle speed 

and gear position, an additional 4.9% benefit is achieved. This is almost half of the total 

energy benefits (10.6%). 

 

  

Figure 3.8 Comparison of target vehicle with perfectly known future traffic conditions 

(Target-Ideal) and target vehicle with predicted future traffic condition (Target) 

 

The optimal control of the target vehicle is solved with the traffic prediction 

algorithm (Section 2.2). To evaluate the effects of uncertainties in the traffic prediction, 

the ‘Target-Ideal’ scenario is simulated where it is assumed that the vehicle can have 

perfect future traffic information. The results are shown in Figure 3.8. The fuel 

consumption of the ‘Target-Ideal’ vehicle is 205.9 grams and the energy benefit is 17.9%. 
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The ‘Target-Ideal’ vehicle again saves energy through less deceleration and smoother 

acceleration. Comparing to the target vehicle with prediction, the ‘Target-Ideal’ vehicle 

uses the freedom in the car-following distance more aggressively and tends to stay closer 

to the upper and lower bounds and for longer period. The ‘Target-Ideal’ vehicle 

decelerates earlier and has longer period of gliding and lower maximum speed. This is 

due to a better coordination of the vehicle speed with the future traffic conditions and a 

further reduction in the vehicle power demand. For the gear position, the ‘Target-Ideal’ 

vehicle stays on gear six even longer than the target vehicle with prediction. At the first 

intersection, the ‘Target-Ideal’ vehicle completely avoids the downshift to the first gear 

which improves energy efficiency.  

3.4.2.3. Experimental Results 

Both the performance of the ‘Baseline’ vehicle and the ‘Target’ vehicle are evaluated 

on the HIL testbed. The HIL experiments can reflect unmodeled vehicle and powertrain 

dynamics and realistically evaluate the performance of the proposed optimal control.  

Figure 3.9 shows the powertrain dynamics of the target vehicle and the preceding 

vehicle (baseline) recorded on the HIL testbed. It can be seen that both the measured 

engine speed and engine torque match well with the simulation profiles. The average 

difference between simulated engine speed and measured engine speed is 29 RPM and 

the difference between engine torques is 5.6 Nm. The simulated vehicle speed matches 

the reference vehicle speed profile as well. The measured fuel consumption benefit is 

10.0% which validates the fuel benefits from vehicle speed and gear position 

co-optimization (in the simulation, the fuel benefits is 10.6%). All these HIL 

experimental results validate that the proposed optimal control can be potentially 

implemented on an actual vehicle and the energy benefits can be obtained. 
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Figure 3.9 Experimental results of the powertrain dynamics: preceding vehicle (baseline) 

versus target vehicle 
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3.5. Conclusion 

In this chapter, a real-time implementable optimal control method is proposed for 

ICVs to simultaneously optimize vehicle speed and gear position. During the 

optimization, both fuel efficiency and drivability are considered to ensure that the optimal 

control strategy is realistic and implementable. The optimization problem is formulated 

and transformed to a mixed integer programming with a convex quadratic objective 

function and linear constraints so that it can be solved in real-time. The effectiveness of 

the proposed control strategy was evaluated for two traffic scenarios in both simulation 

and experiment. In the rolling terrain scenario, there is no nearby preceding vehicle. The 

target vehicle anticipates the future roadway slopes and cruises with the optimal speed 

and gear position. The average computational time of the optimization is 0.33 seconds. 

The results have shown that the fuel benefit is 16.1% compared to a baseline vehicle 

using constant speed cruising control. In addition, the optimal control can significantly 

reduce emissions. In a vehicle platooning scenario on an urban roadway, the target 

vehicle follows the last vehicle in the platoon and uses the traffic prediction method to 

anticipate future traffic conditions based on information enabled by connectivity. The 

average computational time of the optimization is 0.44 seconds. The results have shown 

that the target vehicle can achieve 10.6% fuel benefits compared to the immediate 

preceding vehicle.  
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Chapter 4  

Optimization for Hybrid Electric Vehicles 

4.1. Introduction 

Hybrid electric vehicles (HEVs) have different powertrain architecture than internal 

combustion engine based vehicles (ICVs). As discussed in Section 1.2.2, for power-split 

HEVs, besides the vehicle speed optimization, the powertrain operation can be optimized 

in two folds, one is the engine operating points, and the other is the power-split between 

the engine and the battery. Previous studies have investigated eco-oriented HEVs and 

they can typically be classified into two categories. The first category focuses on the 

optimization of powertrain operation and control to maximize fuel efficiency (also known 

as ‘hybrid vehicle power management’ in literature). Several approaches have been 

proposed such as dynamic programming (DP) [101,102], equivalent consumption 

minimization strategy (ECMS) [103,104], and Pontryagin’s minimum principles (PMP) 

[105,106]. The second category focuses on the vehicle speed trajectory optimization 

taking advantage of connectivity and automation. The vehicle level optimal control is 

designed to operate with minimized energy consumption and maximized mobility [107–

110]. There needs a systematic study on real-time integrated optimization of vehicle 

dynamics and powertrain operation for HEVs.  

In addition, most of the aforementioned studies only deal with CAV applications on 

a level road. This is not always a reliable assumption. For example, the intelligent 

merging application may require a ramp vehicle to accelerate rapidly to join a platoon on 

an uphill. Instead of saving fuel from reducing waiting time and unnecessary stop-and-go, 

due to the high grade resistance on an uphill, this rapid acceleration maneuver can 

actually cause excessive energy consumption. Hence, it is essential to take account of the 

road topography information. In addition, there is more room to improve fuel efficiency 
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on rolling and mountainous terrain. Past research demonstrated that a 6 percent increase 

in a roadway grade leads to 40 to 94 percent increase in fuel consumption [111] . Another 

study confirmed that the fuel economy on flat routes is superior to that on rolling or 

mountainous routes by approximately 15 to 20 percent [112].  

To summarize, past studies suggest that fuel efficiency can be improved at two levels: 

vehicle level and powertrain level. The majority of the previous studies focused on only 

the vehicle level. Seldom did researchers conduct combined optimization for two levels. 

Nevertheless, it is expected that the integrated optimization on a hybrid vehicle would 

produce the highest fuel efficiency than individual level optimization. It is also crucial to 

consider road topography information when developing such optimization strategies.  

The reminder of the chapter is organized as follows: Section 4.2 ‘Control structure’ 

provides the high-level description of the control structure; Section 4.3 ‘Problem 

Formulation and Control Design’ presents the optimization problem formulation and the 

associated solution; Section 4.4 ‘Simulation Evaluation’ identifies all the specifics of the 

simulation and presents its results and findings; and finally, Section 4.5 ‘Conclusion’ 

discusses the conclusions. 

4.2. Control structure 

In this section, the structure of the integrated optimization controller is presented in 

Figure 4.1. The system considered from the perspective of an individual HEV vehicle, of 

which the state 𝒙  can be described by the vehicle’s position, speed and battery 

state-of-charge (SOC). The control structure is based on the assumption that the vehicle is 

equipped with vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V) 

communication devices. Communication is assumed to be reliable, that is no 

communication issues such as delay and data packet loss. At the beginning of the 

optimization (time instant 𝑡0), the controller obtains the following real-time traffic 

information depending on whichever is available: future road altitude, dynamic speed 
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limit, signal phase and timing (SPaT) and predicted preceding vehicle location (from the 

traffic prediction presented in Chapter 2). The current states 𝒙 can be obtained from 

GPS and on-board sensors. The control inputs (vehicle acceleration 𝑎 and the battery 

power 𝑃𝑏𝑎𝑡𝑡) are optimized to achieve the control objectives. The control objectives 

include minimizing fuel consumption, optimizing mobility and maximizing comfort, 

under the constraints of traffic rules. The balance among different objectives is realized 

via weighting factors. 

 

 

Figure 4.1 Control structure of the optimization. 
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Under the ideal condition, both control inputs should be solved within one optimal 

control problem. In this work, in order to simplify the problem for potential real-time and 

practical applications, the two control inputs are solved separately. In other words, there 

are two optimal control problems that are solved consecutively (i.e., vehicle level 

optimization and powertrain level optimization). For each time horizon from 𝑡0 to 𝑡𝑓, 

the optimization follows the process as shown in Figure 4.1. The integrated optimization 

of vehicle dynamics and powertrain operation (steps 1 to 3) is performed in a consecutive 

order. Each optimization level takes the output from the previous level as input. The 

process can be summarized as: 

Step 1 Vehicle Level Optimization. Future roadway information (road altitude and 

dynamic speed limit) and traffic conditions information (SPaT and preceding vehicle 

location) is sent to the vehicle level controller for optimizing the vehicle acceleration 

trajectory (details in Section 4.3.1). 

Step 2 Powertrain Level Optimization. Future roadway information, traffic 

conditions information, optimal vehicle speed and acceleration trajectories are sent to the 

controller from step 1. The controller optimizes engine operating point (engine torque 𝑇𝑒 

and engine speed 𝜔𝑒) and power-split (𝑃𝑏𝑎𝑡𝑡) simultaneously (details in Section 4.3.2). 

Step 3 Implementation. Optimal control commands 𝑃𝑏𝑎𝑡𝑡 , 𝑇𝑒 , and 𝜔𝑒  are 

calculated and sent to control the vehicle. 

4.3. Problem Formulation and Control Design 

This section presents the optimization problem formulation and the associated 

solution. The vehicle level and powertrain level optimization are formulated and solved 

consecutively. For the vehicle level optimization, when there is no nearby preceding 

vehicle, the car-following distance constraints are not enforced. The optimal control 

problem is solved using the Pontryagin Minimum Principle (PMP) [113]. When 

following a preceding vehicle, the optimal control is discretized first and then solved 
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using nonlinear programming (NLP). For the powertrain level optimization, the optimal 

power-split is always solved using the PMP. Detailed formulation of the vehicle level 

optimization and the powertrain level optimization is presented in the following sections 

(Section 4.3.1 and Section 4.3.2). 

4.3.1. Vehicle Level Optimization 

As shown in Figure 4.1, this is the first step of the optimization process. The input of 

the vehicle level optimization is the future roadway information (road altitude and 

dynamic speed limit) and traffic conditions information (SPaT and preceding vehicle 

location). This optimization is for minimizing fuel consumption, optimizing mobility and 

maximizing comfort. This optimization generates an optimal acceleration trajectory. It is 

the most fuel efficient among all vehicle trajectories with the same mobility (travel same 

distance within same time).  

4.3.1.1. State Equation 

On the vehicle level, the state vector 𝒙𝒗 is the same as ICVs described in Section 

3.2.1 (states are distance 𝑑 and speed 𝑣 of the target vehicle). The state equation is  

�̇�𝑣(𝑡) = [
�̇�(𝑡)

�̇�(𝑡)
]

⏟  
�̇�𝑣

= [
𝑣(𝑡)
𝑎(𝑡)

]
⏟  
𝑓(𝒙𝑣,𝑎)

 
(4.1) 

4.3.1.2. Objective Function 

The objective function takes the same form as ICVs (Section 3.2.3) with a different 

fuel consumption model:  

𝐽 = 𝜙 (𝒙(𝑡𝑓)) + ∫ [�̇�𝑓(𝑡) + 𝑤1 ∙ (𝑣(𝑡) − 𝑣𝑙𝑖𝑚)
2 +𝑤2 ∙ 𝑎(𝑡)

2]⏟                          
𝐿(𝒙𝑣,𝑎)

𝑡𝑓

𝑡0

𝑑𝑡 (4.2) 

𝜙 (𝒙(𝑡𝑓)) = 𝜓1 ⋅ (𝑑(𝑡𝑓) − 𝑑𝑓)
2
+ 𝜓2 ⋅ (𝑣(𝑡𝑓) − 𝑣𝑓)

2
 (4.3) 

�̇�𝑓(𝑡) = 𝛽1 ∙ 𝑃𝑟𝑒𝑞(𝑡) + 𝛽0 (4.4) 

where all variables follow the same definitions as in Section 3.2. The fuel consumption 

model is based on vehicle power request 𝑃𝑟𝑒𝑞: 
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𝑃𝑟𝑒𝑞(𝑡) = [𝜇𝑚𝑔 ⋅ cos(𝜑(𝑡)) + 𝑚𝑔 ⋅ sin(𝜑(𝑡))⏟                      
𝑓𝜑(𝑡)

+ 𝐶𝑤𝑖𝑛𝑑 𝑣(𝑡)
2 +𝑚 ⋅ 𝑎(𝑡)] ∙ 𝑣(𝑡) (4.5) 

When positive, 𝑃𝑟𝑒𝑞  represents the summation of power spent on vehicle state 

change. When negative, 𝑃𝑟𝑒𝑞 describes the power charged into battery. The values of the 

coefficients in this model (4.5) are listed in the Section 4.4.  

 

 

Figure 4.2 Fitting vehicle power request vs. fuel consumption. 

 

The coefficients (𝛽0 and 𝛽1) were acquired by fitting a linear equation of power 

request against fuel consumption, as in Figure 4.2. Power requests were bounded between 

the two extreme engine operating points. When fitting the model, the battery power was 

assumed to be zero to eliminate its effect on the fuel consumption. The fuel consumption 

for different engine operating points was found by referring to an engine map [105]. The 

enlarged portion of Figure 4.2 shows the most efficient engine operating region. The fuel 

consumption model can take forms other than the power request based on the engine map, 

for example, considering models of the hybrid electric powertrain. However, the 
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computational time will increase significantly if a complicated powertrain model is used. 

To make it possible for real-time implementation, in this work, fuel consumption is 

modeled as a linear function of the vehicle power demand based on the IC engine map. 

4.3.1.3. Vehicle Model 

The longitudinal vehicle dynamics model is 

𝑚𝑎(𝑡) = 𝐹𝑡(𝑡) − (𝜇𝑚𝑔 ⋅ cos(𝜑(𝑡)) + 𝑚𝑔 ⋅ sin(𝜑(𝑡)) + 𝐶𝑤𝑖𝑛𝑑 𝑣(𝑡)
2 ) (4.6) 

where 𝐹𝑡 is the thrust force and all other variables follow the same definitions as in 

Section 3.2. The thrust force depends on the combined output of the IC engine and the 

electric motor. The complete model is referred to [101,105]. Here, the dynamic model is 

simplified to keep the clarity and help readers understand the core part of the proposed 

optimal controller.  

4.3.1.4. Constraints and initial conditions 

When solving for the optimal vehicle speed profile, the following state constraints 

are considered: 

Acceleration Constraint: To ensure that all acceleration solutions are feasible 

provided the engine maximum power and brake condition, the maximum acceleration is 

set as (𝐹𝑡𝑚𝑎𝑥 − 𝐹𝑟)/𝑚, and maximum deceleration is set as −5 𝑚/𝑠2. 𝐹𝑡𝑚𝑎𝑥 is the 

maximum thrust force of the powertrain, 𝐹𝑟 is the summation of the three resistant 

forces (on the right-hand-side of (4.6)). To be noted, this acceleration range is solely for 

eco-drive optimal controller which is one of the many applications that would be installed 

on CAVs and could be over-ruled by collision prevention applications. In other words, 

vehicles are able to brake much faster than −5 𝑚/𝑠2 when safety hazard arises. This 

constraint can be expressed as the following: 

𝒜𝑣 = {𝑎|𝑎min ≤ 𝑎(𝑡) ≤ 𝑎max, ∀𝑡 ∈ [𝑡0, 𝑡𝑓]} (4.7) 

Speed constraint: The vehicle speed has physical limitations. For example, the speed 

should be non-negative and follow the speed limit. This constraint can be specified as: 
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𝒱𝑣 = {𝑣|𝑣min ≤ 𝑣(𝑡) ≤ 𝑣max, ∀𝑡 ∈ [𝑡0, 𝑡𝑓]} (4.8) 

Initial Conditions: The initial conditions are 

𝑑(𝑡0) = 𝑑0, 𝑣(𝑡0) = 𝑣0; (4.9) 

Car-following Distance Constraint If there is a preceding vehicle, the car-following 

distance constraint should be satisfied (otherwise, this constraint can be removed).  

𝑑𝑚𝑖𝑛 + ℎ𝑚𝑖𝑛 ⋅ 𝑣(𝑡) ≤ 𝑑𝑝(𝑡) − 𝑑(𝑡) ≤ 𝑑𝑚𝑎𝑥 (4.10) 

Signal Constraint If the target vehicle is on an urban roadway with signalized 

intersections, the target vehicle should pass the intersection only when the signal is green: 

𝑑(𝑡𝑟) ≥ 𝑑𝑠𝑖𝑔, 𝑑(𝑡𝑔) ≤ 𝑑𝑠𝑖𝑔 (4.11) 

All variables follow the same definitions as in Section 3.2 and future location of the 

preceding vehicle can be predicted using the method presented in Section 2.2. As will be 

shown in the next section, depends on whether or not a preceding vehicle exists, two 

different methods are used to solve the optimal control problem. 

4.3.1.5. No Preceding Vehicle: Solution Based on Pontryagin’s Minimum Principle 

The PMP based method is more suitable to solve optimal control problems without 

state constraints. The optimality conditions of these problems can be obtained relatively 

straightforward. When considering a rolling terrain scenario, the target vehicle is not 

following a preceding vehicle. Constraint (4.10) is not active and constraint (4.8) can be 

‘automatically’ satisfied by penalizing the mobility in the objective function (4.2). With 

the mobility cost, the optimal vehicle speed cannot have large deviation from the speed 

limit. Hence it is unlikely to violate constraint (4.8). Therefore, the optimal control 

problem will have no state constraints when not following a preceding vehicle. To solve 

the optimal control, the state equation can be considered as a constraint argument with 

the objective function using a Lagrange multiplier (also known as co-state). The 

following Hamiltonian ℋ𝑣 is defined: 

ℋ𝑣(𝒙𝒗, 𝑎, 𝝀𝒗) =  𝝀𝑣
𝑇 ∙ 𝑓(𝒙𝒗, 𝑎) + 𝐿(𝒙𝒗, 𝑎) (4.12) 
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where 𝝀𝒗 can be interpret as the Lagrange multiplier and represents the sensitivity 

(gradient) of the cost with respect to changes in the state variable. In other words, it is the 

change of 𝐽 caused by a small change 𝜕𝒙𝒗 on the state 𝒙𝒗. 𝝀𝒗 is also known as the 

co-state. According to the PMP, for all control inputs (vehicle acceleration) that falls in 

the premises of permissible controls set 𝒜𝑣, the optimal control 𝑎∗ must satisfy: 

ℋ𝑣(𝒙𝒗
∗ , 𝑎∗, 𝝀𝒗

∗) ≤ ℋ𝑣(𝒙𝒗
∗ , 𝑎, 𝝀𝒗

∗),   ∀𝑎 ∈ 𝒜𝑣, 𝑡 ∈ [𝑡0, 𝑡𝑓] (4.13) 

The above Hamiltonian law could be expressed alternatively as the following 

necessary conditions: 

(i) 0 =
∂ℋ𝑣

∂𝑎
,       (ii) �̇�𝒗 = −

𝜕ℋ𝑣

𝜕𝒙𝒗
,       (iii) �̇�𝒗 =

𝜕ℋ𝑣

𝜕𝝀𝒗
 (4.14) 

Equation (iii) in (4.14) is equivalent to the vehicle dynamics. Equations (i) and (ii) 

serve to solve for optimal control. For the vehicle level optimization, substituting 

Hamiltonian with the cost function of this study: 

 

ℋ𝑣 = 𝝀𝑣
𝑇  ∙ 𝒙�̇�(𝑡) + 𝐿(𝒙𝒗, 𝑎)

= 𝜆1(𝑡) ⋅ 𝑣(𝑡) + 𝜆2(𝑡) ⋅ 𝑎(𝑡)

+ 𝛽1 ⋅ [𝑓𝜑(𝑡) + 𝐶𝑤𝑖𝑛𝑑  𝑣(𝑡)
2 +𝑚 ⋅ 𝑎(𝑡)] ∙ 𝑣(𝑡) + 𝛽0  

+ 𝑤1 ∙ (𝑣(𝑡) − 𝑣𝑙𝑖𝑚)
2 + 𝑤2 ∙ 𝑎(𝑡)

2 

(4.15) 

Equation (i) in (4.14) provides: 

𝜕ℋ𝑣

𝜕𝑎
(𝒙𝒗, 𝑎, 𝝀𝑣) = 𝜆2(𝑡) + 𝑚 ∙ 𝛽1 ∙ 𝑣(𝑡) + 2𝑤2 ∙ 𝑎(𝑡) = 0 (4.16) 

It can be rearranged to provide the control law: 

𝑎(𝑡) =
𝜆2(𝑡) + 𝑚 ∙ 𝛽1 ∙ 𝑣(𝑡)

−2𝑤2
 (4.17) 

Equation (ii) in (4.14) provides: 

�̇�1 = 𝜆1(𝑡 + 𝑑𝑡) − 𝜆1(𝑡) = −
𝜕ℋ𝑣

𝜕𝑑
(𝒙𝒗, 𝑎, 𝝀𝑣)𝑑𝑡 = 0 (4.18) 

�̇�2 = 𝜆2(𝑡 + 𝑑𝑡) − 𝜆2(𝑡) = −
𝜕ℋ𝑣

𝜕𝑣
(𝒙𝒗, 𝑎, 𝝀𝑣)𝑑𝑡

= −𝜆1(𝑡)𝑑𝑡 − {𝛽1 ∙ [𝑓𝜑(𝑡) + 𝑚𝑎(𝑡) + 3𝐶𝑤𝑖𝑛𝑑 𝑣(𝑡)
2] − 2𝑤1 ∙ (𝑣(𝑡) − 𝑣𝑙𝑖𝑚)}𝑑𝑡 

(4.19) 
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The final states are penalized by the objective function. (4.2). The following final 

condition for 𝜆𝑣 needs to be met as the transversality conditions 

𝝀𝑣(𝑡𝑓) =
𝜕

𝜕𝒙𝒗
𝜙(𝒙𝑣(𝑡𝑓)) (4.20) 

which gives: 

𝜆1(𝑡𝑓) = 2 ∙ 𝜓1 ∙ (𝑑(𝑡𝑓) − 𝑑𝑓), 𝜆2(𝑡𝑓) = 2 ∙ 𝜓2 ∙ (𝑣(𝑡𝑓) − 𝑣𝑓) (4.21) 

To solve the aforementioned problem for optimal vehicle speed control, a numerical 

solution is presented here [114]. The main idea is to find state 𝒙𝒗 in a forward pass 

(utilizing the 𝝀𝒗 from the previous iteration) and then find 𝝀𝒗 in a backward pass. The 

procedure is summarized in the following: 

 

Table 4-1 Numerical solution for the optimal control 

Algorithm: numerical solution for the optimal control 

1:   
Set the initial value of co-state 𝚲(0)(𝑡) = 0 for 𝑡 ∈ [𝑡0, 𝑡𝑓].  

Set 𝑗 = 1. 

2:  loop:  

3:   
Solve the state dynamic equations forward in time for 𝒙𝑣

(𝑗)(𝑡) using 𝚲(𝑗−1) 

computed from the previous iteration for 𝑡 ∈ [𝑡0, 𝑡𝑓].  

4:   
Solve for the co-state 𝝀𝑣

(𝑗)(𝑡) backward in time utilizing 𝒙𝑣
(𝑗)(𝑡). 

5:   
Update 𝚲(𝑗) based on the co-state 𝝀𝑣

(𝑗)(𝑡) and the co-state 𝚲(𝑗−1) from the 

previous iteration. 𝛼 is a weighting factor that smooth the updating process. 

𝚲(𝑗) = (1 − α) ∙ 𝚲(𝑗−1) + α ∙ 𝝀𝑣
(𝑗)

 

6:    
if ‖𝚲(𝑗) − 𝝀𝑣

(𝑗)
‖ < ϵ𝑚𝑎𝑥 (ϵ𝑚𝑎𝑥: a pre-set tolerance level) 

  𝑗 = 𝑗 + 1 

   goto 3: 

7:    else  

  
 𝒙𝑣

(𝑗)(𝑡) is the final optimal state trajectory. 
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4.3.1.6. Following Preceding Vehicle: Solution Based on Nonlinear Programming 

The previous section solves the optimal control for scenarios where the target vehicle 

is not following a preceding vehicle. To handle car-following scenarios with 

car-following distance constraint (4.10), signal constraints (4.11) and speed bounds (4.8), 

an alternative control is designed based on nonlinear programming (NLP). The optimal 

control problem formulated in the previous sections is discretized and formulated as a 

NLP problem. As discussed in Chapter 1, this approach is effective in handling optimal 

control problems with state constraints. Efficient NLP solvers [32–35] can be used to 

solve the optimal control in real-time by taking advantage of the sparsity of the 

discretized problem. In this section, the optimal control problem is discretized using 

one-step Euler method. The Euler method is selected as it is simple and efficient enough 

for solving this optimization problem. More advanced and accurate pseudo-spectral 

method can be used to discretize the problem similarly as in Section 3.3.2. Assume the 

problem is discretized into 𝑁 partitions, the following discretized optimization problem 

is solved 

𝑚𝑖𝑛
𝑑, 𝑣, 𝑎

𝜙(𝒙(𝑁𝑃𝐻)) + ∑ 𝐿(𝑣(𝑘), 𝑎(𝑘))

𝑁−1

𝑘=1

𝑠. 𝑡.  𝑑(𝑘 + 1) = 𝑑(𝑘) + 𝑑𝑡 ⋅ 𝑣(𝑘)

𝑣(𝑘 + 1) = 𝑣(𝑘) + 𝑑𝑡 ⋅ 𝑎(𝑘)

𝑑(𝑘) ≥ 𝑑𝑝(𝑘) − 𝑑𝑚𝑎𝑥

𝑑(𝑘) ≤ 𝑑𝑝(𝑘) − (𝑑𝑚𝑖𝑛 + ℎ𝑚𝑖𝑛 ⋅ 𝑣(𝑘))

𝑣𝑚𝑖𝑛 ≤ 𝑣(𝑘) ≤ 𝑣𝑚𝑎𝑥
𝑎𝑚𝑖𝑛 ≤ 𝑎(𝑘) ≤ 𝑎𝑚𝑎𝑥

𝑑(𝑘𝑟) ≥ 𝑑𝑠𝑖𝑔, 𝑑(𝑘𝑔) ≤ 𝑑𝑠𝑖𝑔
𝑑(1) = 0, 𝑣(1) = 𝑣0

 (4.22) 

where 𝐿(𝑣(𝑘), 𝑎(𝑘)) is defined as in (4.2).  

Analytical gradient and Hessian are computed and provided to the NLP solver to 

reduce the computational burden. The gradient is as the following: 
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𝜕𝐿

𝜕𝑑(𝑘)
= 𝛽1[−𝜇𝑚𝑔 ⋅ 𝑠𝑖𝑛(𝜑(𝑘)) + 𝑚𝑔 ⋅ 𝑐𝑜𝑠(𝜑(𝑘))] ⋅

𝜕𝜑

𝜕𝑑 
⋅ 𝑣(𝑘) (4.23) 

 

𝜕𝐿

𝜕𝑣(𝑘)
= 𝛽1 ⋅ [𝜇𝑚𝑔 cos(𝜑(𝑘)) + 𝑚𝑔 sin(𝜑(𝑘))] + 3𝛽1 ⋅ 𝐶𝑤𝑖𝑛𝑑 ⋅ 𝑣

2(𝑘)

+ 𝛽1 ⋅ 𝑚 ⋅ 𝑎(𝑘) + 2𝑤1 ⋅ (𝑣(𝑘) − 𝑣𝑙𝑖𝑚) 
(4.24) 

𝜕𝐿

𝜕𝑎(𝑘)
= 𝛽1 ⋅ 𝑚 ⋅ 𝑣(𝑘) + 2𝑤2 ⋅ 𝑎(𝑘) (4.25) 

Note that as indicated in (4.23), roadway slope angle 𝜑 actually depends on the 

target vehicle’s location 𝑑. 𝜕𝜑/𝜕𝑑 is the roadway slope changing rate with respect to 

the vehicle location. The Hessian matrix contains all the second partial derivatives of 

(4.23)-(4.25), that is 

 

𝜕2𝐿

𝜕𝑑(𝑘)2
= 𝛽1[−𝜇𝑚𝑔 𝑐𝑜𝑠(𝜑(𝑘)) − 𝑚𝑔 𝑠𝑖𝑛(𝜑(𝑘))] ⋅ (

𝜕𝜑

𝜕𝑑 
)
2

⋅ 𝑣(𝑘)

+ 𝛽1[−𝜇𝑚𝑔 𝑠𝑖𝑛(𝜑(𝑘)) + 𝑚𝑔 𝑐𝑜𝑠(𝜑(𝑘))] ⋅
𝜕2𝜑

𝜕𝑑2 
⋅ 𝑣(𝑘) 

(4.26) 

𝜕2𝐽

𝜕𝑣(𝑘)2
= 6𝛽1 ⋅ 𝐶𝑤𝑖𝑛𝑑𝑣(𝑘) + 2𝑤1 (4.27) 

𝜕2𝐽

𝜕𝑣(𝑘)𝜕𝑎(𝑘)
= 𝛽1𝑚 (4.28) 

𝜕2𝐽

𝜕𝑎(𝑘)2
= 2𝑤2 (4.29) 

𝜕2𝐽

𝜕𝑑(𝑘)𝜕𝑣(𝑘)
= 𝛽1[−𝜇𝑚𝑔 ⋅ 𝑠𝑖𝑛(𝜑(𝑘)) + 𝑚𝑔 ⋅ 𝑐𝑜𝑠(𝜑(𝑘))] ⋅

𝜕𝜑

𝜕𝑑 
 (4.30) 

𝜕2𝐽

𝜕𝑑(𝑘)𝜕𝑎(𝑘)
= 0 (4.31) 

With these analytical gradients and hessians, the optimization problem is real-time 

implementable using an efficient interior-point nonlinear programming solver [52]. This 

optimization can be implemented in a model predictive control fashion with traffic 

prediction similarly as in Section 2.2. 
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4.3.2. Powertrain Level Optimization 

As shown in Figure 4.1, step 2 is the powertrain level optimization. The powertrain 

model of the HEV in this work is based on the Toyota Hybrid System (THS) architecture 

[105,115]. The inputs to the model are passed on from the vehicle level optimization, 

which include grade angles, vehicle speed and acceleration trajectories.  Both the 

power-split between the engine and the battery, and the engine operating point are 

optimized to minimize fuel consumption. The optimal control problem is solved using the 

PMP approach. The solving approach is extended from previous work [105]. In the 

previous work, the road terrain was assumed to be level. This work takes one step further 

to include the effect of different terrain angles in the optimization. 

4.3.2.1. State Equation 

For the HEV powertrain dynamic model, the state is the battery SOC level, and the 

control input is battery power 𝑃𝑏𝑎𝑡𝑡. The state dynamics is 

𝑆𝑂𝐶̇ (𝑡) = −
𝑉𝑜𝑐 −√𝑉𝑜𝑐

2 − 4𝑅𝑏𝑎𝑡𝑡𝑃𝑏𝑎𝑡𝑡(𝑡)

2𝑅𝑏𝑎𝑡𝑡𝑄𝑏𝑎𝑡𝑡
 (4.32) 

where 𝑉𝑜𝑐 is the open-circuit battery voltage, 𝑅𝑏𝑎𝑡𝑡 is the battery resistance, and 𝑄𝑏𝑎𝑡𝑡 

is the battery capacity in (𝐴 · 𝑠𝑒𝑐). In reality, these variables depend on the current 

battery SOC level. These variables are considered as constants since change of SOC is 

relatively small during the optimization horizon. 

4.3.2.2. Powertrain Model 

The static powertrain model is shown as the following [101,105] 

𝐹𝑡(𝑡) = 𝑇𝑣(𝑡)/𝑟𝑟  (4.33) 

𝜔𝑚(𝑡) = 𝐾 ⋅ 𝑣(𝑡)/𝑟𝑟  (4.34) 

𝜔𝑒(𝑡) ⋅ (𝑅 + 𝑆) = 𝜔𝑔(𝑡) ⋅ 𝑆 + 𝜔𝑚(𝑡) ⋅ 𝑅 (4.35) 

𝑇𝑚(𝑡) =
𝑇𝑣(𝑡)

𝐾
− 𝑇𝑒(𝑡) ⋅ (

𝑅

𝑅 + 𝑆
) (4.36) 

𝑇𝑔(𝑡) = −𝑇𝑒(𝑡) ⋅ (
𝑆

𝑅 + 𝑆
) (4.37) 
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where 𝐹𝑡 is the thrust force and is as (4.6); 𝑇𝑣 is the vehicle thrust torque; 𝜔𝑚 is the 

motor speed; 𝑇𝑚 is the motor torque; 𝜔𝑔 is the generator speed; 𝑇𝑔 is the generator 

torque; 𝐾 is the gear ratio between the motor and the vehicle driveline shaft; 𝑅 is the 

radius of the ring gear; 𝑆 is the radius of the sun gear.  

The net power of the motor and the generator determines the battery power [101,105] 

𝑃𝑏𝑎𝑡𝑡(𝑡) = 𝜂𝑚
𝑘𝑚 ⋅ 𝜔𝑚(𝑡)𝑇𝑚(𝑡) + 𝜂𝑔

𝑘𝑔 ⋅ 𝜔𝑔(𝑡)𝑇𝑔(𝑡) (4.38) 

where 𝜂𝑚 and 𝜂𝑔 are the efficiency of the motor and the generator; 𝑘𝑚 = 1 when 

𝜔𝑚𝑇𝑚 is positive; 𝑘𝑚 = −1 when 𝜔𝑚𝑇𝑚 is negative; 𝑘𝑔 = 1 when 𝜔𝑔𝑇𝑔 is positive; 

𝑘𝑔 = −1 when 𝜔𝑔𝑇𝑔 is negative. 

4.3.2.3. Objective Function 

The cost function is defined as 

𝐽 = 𝜓3 ∙ (𝑆𝑂𝐶(𝑡𝑓) − 𝑆𝑂𝐶𝑓) + ∫ �̇�𝑓𝑢𝑒𝑙(𝑣, 𝑎, 𝜑, 𝑃𝑏𝑎𝑡𝑡)𝑑𝑡
𝑡𝑓

𝑡0

 (4.39) 

where the first term is the terminal constraint. The terminal constraint is to ensure that 

𝑆𝑂𝐶(𝑡𝑓) reaches the desired 𝑆𝑂𝐶𝑓 at the end of the time horizon to maintain charge 

sustaining. The fuel consumption rate �̇�𝑓𝑢𝑒𝑙 is modeled as 

�̇�𝑓𝑢𝑒𝑙 = 𝑎𝑜(𝑣, 𝑎, 𝜑)𝑃𝑏𝑎𝑡𝑡(𝑡) + 𝑏𝑜(𝑣, 𝑎, 𝜑), ∀ 𝑡 ∈ [𝑡0, 𝑡𝑓] (4.40) 

where 𝑎𝑜 and 𝑏𝑜 are two mappings that were acquired for vehicle speed between [0 

m/s, 26.82 m/s] ([0 mph, 60 mph]), vehicle acceleration between [-6.71 m/s2, 6.71 m/s2] 

([-15 mph/s, 15 mph/s]) and grade angle between [-0.27 rad, 0.27 rad]. Efforts were made 

to reduce computational complexity: 

 Problem order reduction. As shown in Section 4.3.2.2, the optimization was 

originally a two-level optimization for both power-split and engine operating point. It 

was downgraded by pre-pairing the engine operating point (𝑇𝑒, 𝜔𝑒) with a given set of 

input information (altitude, speed and acceleration) and battery power 𝑃𝑏𝑎𝑡𝑡 . The 

pre-paired engine operating point (𝑇𝑒, 𝜔𝑒) was selected as that gave the lowest fuel 

consumption rate �̇�𝑓𝑢𝑒𝑙. 
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 Linearization. The relation between �̇�𝑓𝑢𝑒𝑙  and 𝑃𝑏𝑎𝑡𝑡  is linearized as �̇�𝑓𝑢𝑒𝑙 =

𝑎𝑜𝑃𝑏𝑎𝑡𝑡  + 𝑏𝑜. The entire coefficient sets (𝑎𝑜 , 𝑏𝑜) are formed as two mappings, acquired 

using engine map data and the vehicle longitudinal dynamics model. 𝑎𝑜 represents the 

decrease rate in fuel consumption when choosing different battery power for a given 

vehicle power demand, and 𝑏𝑜 is the fuel consumption when battery outputs no power. 

 Pre-determined mappings. The two 𝑎𝑜 and 𝑏𝑜 mappings are pre-calculated offline 

at different vehicle power demand with different vehicle speed, acceleration and grade. 

The results are stored in the controller. During the optimization process, the controller 

refers to these mappings for information, instead of calculating in real-time. Changes in 

grade do not affect shapes, but shift 𝑎𝑜 mapping along the vehicle acceleration axis 

(Figure 4.3). 

 

Figure 4.3 Grade angle affects the 𝑎0 mapping in the fuel consumption model. 

 
grade angle

0.27 rad

grade angle
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grade angle
-0.27 rad
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4.3.2.4. Constraints and Initial Conditions 

The maximum power that the battery can provide is limited by the capacity of the 

battery, that is 

𝒰𝑝 = {𝑃𝑏𝑎𝑡𝑡|𝑃𝑏𝑎𝑡𝑡 ≤ 𝑉𝑜𝑐
2/4𝑅𝑏𝑎𝑡𝑡, ∀𝑡 ∈ [𝑡0, 𝑡𝑓]} (4.41) 

Initially, the battery SOC level is assumed to be 

𝑆𝑂𝐶(𝑡0) = 𝑆𝑂𝐶0 (4.42) 

4.3.2.5. Solution Based on Pontryagin’s Minimum Principle 

The solving method for the powertrain level optimization is similar to what was 

demonstrated in Section 4.3.1.5. With the state dynamics and cost function, the 

Hamiltonian can be expressed as 

ℋ𝑝 = 𝑎𝑜(𝑣, 𝑎, 𝜑)𝑃𝑏𝑎𝑡𝑡(𝑡) + 𝑏𝑜(𝑣, 𝑎, 𝜑) + 𝜆3(−
𝑉𝑜𝑐 −√𝑉𝑜𝑐

2 − 4𝑅𝑏𝑎𝑡𝑡𝑃𝑏𝑎𝑡𝑡(𝑡)

2𝑅𝑏𝑎𝑡𝑡𝑄𝑏𝑎𝑡𝑡
) (4.43) 

where 𝜆3 is the costate. Given the necessary conditions for solving the optimal control 

{
 
 

 
 �̇�3 = −

𝜕ℋ𝑝

𝜕𝑆𝑂𝐶
= 0

𝜕ℋ𝑝

𝜕𝑃𝑏𝑎𝑡𝑡
= 𝑎𝑜(𝑣, 𝑎, 𝜑) −

𝜆3

𝑄𝑏𝑎𝑡𝑡√𝑉𝑜𝑐
2 − 4𝑅𝑏𝑎𝑡𝑡𝑃𝑏𝑎𝑡𝑡(𝑡)

= 0

𝜆3(𝑡𝑓) = 𝑤5

 (4.44) 

To find out the value of 𝜆3 , charge-sustaining condition is applied. The sum 

of  𝑆𝑂𝐶̇ (𝑡) at the end of the optimization should be zero to guarantee charge-sustaining. 

Therefore, the co-state can be found as: 

𝜆3 = 2𝑄𝑏𝑎𝑡𝑡
2 𝑅𝑏𝑎𝑡𝑡 [ ∑ (

1

𝑎𝑜(𝑡)
)

𝑡𝑓−𝑑𝑡

𝑡0

]

−1

[(
𝑡𝑓 − 𝑡0
𝑑𝑡

)
𝑉𝑜𝑐

2𝑅𝑏𝑎𝑡𝑡𝑄𝑏𝑎𝑡𝑡
] (4.45) 

Therefore, from the necessary conditions, the optimal control input 𝑃𝑏𝑎𝑡𝑡 can be 

found as: 

𝑃𝑏𝑎𝑡𝑡(𝑡)  =
1

4𝑅𝑏𝑎𝑡𝑡
[𝑉𝑂𝐶

2 − (
𝜆3

𝑎𝑜(𝑡)𝑄𝑏𝑎𝑡𝑡
)
2

] (4.46) 
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With the above method, the optimal battery power 𝑃𝑏𝑎𝑡𝑡 can be calculated from the 

grade angles, dynamic speed limit, vehicle speed and acceleration trajectories from the 

vehicle level optimization. 

4.3.2.6. Solving Process 

The charge-sustaining condition gives an analytical solution for the co-state. As a 

result, the control input 𝑃𝑏𝑎𝑡𝑡 is found analytically instead of using iteration process. 

This reduces computational burden. When 𝑃𝑏𝑎𝑡𝑡 is determined, the engine operating 

point (𝑇𝑒, 𝜔𝑒 ) is selected as the ones that give the minimal fuel consumption. As 

mentioned in [105], the computational burden of the optimization is low. This method 

can potentially be used in real-time. 

4.4. Simulation Evaluation 

In this section, the proposed vehicle speed and powertrain operation optimization 

controller is evaluated in two scenarios: a rolling terrain scenario with no nearby 

preceding vehicle and an urban drive scenario where the target vehicle follows a 

preceding vehicle to pass an intersection (eco-approach). The following assumptions are 

made for the evaluation: 

 Time step is 0.1 second; 

 𝜓1 and 𝜓2 are large positive numbers which ensure a constraint on vehicle’s final 

state; 𝑤1 = 0.05; and 𝑤2 = 0.1; 

 Fuel consumption coefficients 𝛽0 = 0.037; 𝛽1 = 6.7 × 10
−5; 

 Drag coefficients 𝜇 = 0.00475; 𝐶𝑤𝑖𝑛𝑑 = 0.36;𝑚 = 1400; 

 Acceleration range is [-5, 3] 𝑚/𝑠2; 

 The battery SOC level is charge-sustained at the end in order to have a fair 

comparison. 
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4.4.1. Rolling Terrain Scenario 

The first scenario is rolling terrain where there is no nearby preceding vehicle and 

the optimal control is solved as in Section 4.3.1.5 using PMP. In order to represent the 

real world scenario, two types of road are selected as stereotypes, a major arterial and a 

collector road. The grades assigned to each road type follow the recommendation from 

the “Green Book” [116]. Sensitivity study was conducted with regard to two factors of 

the rolling terrain: density and intensity. Density is represented by the length of each 

up/down hill. The longer the up hills, the denser the hills are. Intensity is represented by 

the grade of each up/down hill. The higher the grade, the more intense the hills are. The 

following is the design specifications of two road types: 

 Major arterial: A speed limit of 55 mph, with maximal grade intensity of 6% 

 Collector road: A speed limit of 35 mph, with maximal grade intensity of 15%. 

For each road type, two hill density cases are constructed, 400 ft. (uphill length) and 

800 ft. (uphill length). The hills are repeated continuously throughout each road. In total, 

four terrain scenarios are simulated. For each scenario, simulation time is 400 seconds 

and the initial target vehicle speed equals to the speed limit of the terrain type. The initial 

location is defined as 0 meter and the initial SOC level is 0.6. It is assumed that slope is 

constant within one time step. It is reasonable since each time step is one tenth of a 

second. The distance a vehicle could travel within such short time can have little 

variation on slope. 

4.4.1.1. Controller Types 

The fuel efficiency will be improved on two levels: vehicle level and powertrain 

level. The two-level integrated optimal controller is not only compared against the 

constant-speed cruise-control case for a quantitative evaluation, it is also compared 

against other individual level optimal controllers to demonstrate the marginal benefit 

brought by the integration. The purpose of these comparisons is to reveal the advantage 
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of co-optimization. For the scenarios that are not optimized for powertrain control, a 

rule-based battery controller is adopted. To ensure charge-sustaining in the rule-based 

method, the battery is set to start charging or discharging to the initial SOC level during 

the last 10 seconds of the simulation. Detailed information about this rule-based 

controller is discussed in [105]. The scenarios are listed in the following: 

 Baseline: A vehicle cruises constant speed at speed limit with rule-based controller. 

 Speed Optimization: A vehicle travels at optimized speed with rule-based controller. 

In this case, only speed trajectory is optimized. The powertrain is operating under the 

rule-based controller. 

 Powertrain Optimization: A vehicle cruises at speed limit with powertrain control 

optimized. In this case, only power-split and engine operating point are optimized. The 

vehicle travels at the speed limit. 

 Integrated Optimization: A vehicle travels at optimized speed with optimized 

powertrain control. 

4.4.1.2. Fuel Consumption Calculation 

The final product of a controller includes a trajectory of engine operating point. The 

fuel consumption is found by referring to an engine map [105]. The summation of the 

instantaneous fuel consumption gives the cumulative fuel consumption. 

4.4.1.3. Simulation Results 

The results are presented in this section. They confirm that the integrated optimal 

controller is superior to the other two individual level controllers (speed and powertrain 

optimization). The integrated optimal controller not only improves fuel consumption 

benefits, but also achieves a comfortable driving experience with desired mobility. 

The computing time for the optimization is 19.9 seconds, given a 400 second 

optimization time horizon. The program was performed on a computer with i5 CPU @ 

2.67 GHz and 8GB memory. It indicates the proposed optimal controller can potentially 

be used for real-time applications. 
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Figure 4.4 Fuel consumption benefits (%). 

 

Figure 4.5 Cumulative fuel consumption (gram). 

Figure 4.4 and Figure 4.5 show the fuel consumption benefits comparison among the 

integrated controller, individual optimizations, and the baseline on all four road 
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topographies. The proposed integrated optimal controller demonstrates the most fuel 

savings. The value of the saving is generally the summation of the savings of two 

individual level controllers. This indicates that the two individual optimizations have 

minimal conflict with each other. The fuel savings of the integrated optimization and the 

speed optimization are higher on steeper roads. While the powertrain optimization shows 

relatively constant fuel savings. The effect of grade density depends on intensity of grade. 

On major arterial roads, the fuel consumption benefits of the proposed optimal controller 

increases in denser-located-hills scenario, while a decrease is observed on collector roads. 

Figure 4.6 and Figure 4.7 show the optimized speed profile, terrain altitude profile, 

cumulative fuel consumption, and battery SOC level for major arterials and collector 

roads respectively. The results all make sense. In all the four terrain scenarios, the 

optimized speed profile has a periodic pattern as the grade angle changes. The vehicle 

accelerates as the grade angle decreasing, and decelerates as the grade angle increasing. 

The penalty on mobility and comfort in the cost function keeps the speed from deviating 

too much from the speed limit. 

The speed shows more variations in more intensive terrain cases. The major arterial 

scenarios (with 6% max grade angle) have speed variations of about 1.1 mph, while the 

collector road scenarios (with 15% max grade angle) have speed variations of about 3.1 

mph. This is reasonable, because to maintain a constant speed on collector roads, it 

requires more power when climbing uphills and brakes more (loss more kinetic energy to 

heat) when traveling downhills. To be noted, in all the scenarios, the speed variations are 

within the safe range (±5 mph). 

The vehicle level optimization brings more significant fuel consumption benefits on 

collector roads. The larger speed variations contribute to this observation. The speed 

decrease on uphill reduces the power required to climb up the hill. The more the speed 

deviates from speed limit, the less the power is needed. The less the power needed, the 

more the fuel is saved. 
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SOC are all charge-sustained. This guarantees a fair comparison. Without future 

altitude information, the rule-based controller tends to accumulate battery energy. It only 

applies part of the battery energy gained from downhill to uphill climbing. Note that 

before the end of simulation, the battery discharges to ensure charge-sustaining. 

 

Figure 4.6 Optimized speed, altitude, cumulative fuel consumption, and battery SOC 

level for major arterials. 



76 

 

Figure 4.7 Optimized speed, altitude, cumulative fuel consumption, and battery SOC 

level for collector roads. 



77 

 

Figure 4.8 Power request, engine power, battery power, and instantaneous fuel 

consumption for major arterials (zoomed to one hill climbing). 



78 

 

Figure 4.9 Power request, engine power, battery power, and instantaneous fuel 

consumption for collector roads (zoomed to one hill climbing). 
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Figure 4.8 and Figure 4.9 show the power request, engine power, battery power, and 

instantaneous fuel consumption of the vehicle climbing up and climbing down one hill 

for major arterials and collector roads respectively. 

The integrated optimization ensures that the engine is always operating in the most 

efficient region (around 25 kWatt to 30 kWatt, as shown in Figure 4.2). This leads to the 

increase of fuel savings on the collector roads. As observed from Figure 4.8 and Figure 

4.9, power request peaks when the speed begin to increase as the grade angle decreases. 

On collector roads, the battery produces the extra energy to meet the peak power request. 

On the major arterial, the controller uses engine to provide the extra energy. 

Consequently, in both scenarios, the engine always operates in the most efficient region. 

The battery is sufficiently charged during downhill traveling. 

The powertrain optimization has similar fuel consumption benefits among various 

road topographies. A key benefit of the powertrain level optimization is that it is 

unnoticeable to the driver and can be implemented even with low penetration of 

connected vehicles. 

The proposed optimal controller has two time horizons: prediction horizon and 

update horizon. The prediction horizon is the look-ahead time distance. The update 

horizon represents the frequency input information is updated and corrected. Update 

horizon can only be greater than or equal to the computation time. Figure 4.10 presents 

computation time of various prediction horizons and time step sizes. The prediction 

horizon is 400 seconds in the sample study since it is constrained by the associated 

computation time (about 20 seconds). Twenty seconds update time is chosen as the upper 

limit for a real-time application in this research. Future users could refer to this chart to 

determine their own prediction horizon. Figure 4.10 also demonstrates the real-time 

potential of the proposed optimal controller. 
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Figure 4.10 Computation time of various prediction horizon and time step size. 

4.4.1.4. Uncertainties consideration 

The proposed optimal controller is tested for its robustness under realistic condition 

where its input information is with mismatch and stochastic perturbation. Two factors are 

evaluated: 

 Grade uncertainty: discrepancy between designed grade and constructed grade. The 

uncertainty is assumed to be uniformly distributed in the range of [-5%, 5%] of the 

maximal grade intensity [117]. 

 GPS positioning uncertainty: discrepancy between position from GPS and the actual 

position. It is assumed to be normally distributed with standard deviation of 3.9 m and 

mean of 0 m [118]. 

The following figure shows an example of difference between received grade and 

actual grade. In this case, the discrepancy between the received position and actual 

position is 7.8 m. 
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Figure 4.11 Difference between received grade and actual grade (major arterial case). 

 

The proposed controller is evaluated under the same assumptions stated at the 

beginning of Section 4.4. Additionally, the optimal controller follows the same optimal 

𝑃𝑏𝑎𝑡𝑡  and changes other powertrain states to maintain the optimal speed trajectory. 

Additionally, it is assumed that the input grade and position information is updated every 

10 sec. 
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always beneficial compared to both individual optimal controllers and baseline controller 

under all road scenarios. 

 
Figure 4.12 Fuel consumption benefits (with grade uncertainty) 

 
Figure 4.13 Fuel consumption benefits (with grade uncertainty plus GPS uncertainty) 
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Figure 4.14 Fuel consumption (with grade uncertainty) 

 

Figure 4.15 Fuel consumption (with grade uncertainty plus GPS uncertainty) 
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4.4.2. Eco-approach Scenario with Real-Traffic Data 

4.4.2.1. Scenario 

The second simulation scenario is an eco-approach application. The target vehicle 

follows a preceding vehicle to pass the intersection. The optimal control is solved as in 

Section 4.3.1.6. To generate a realistic traffic scenario, the living lab is used (Section 6.3). 

Firstly, field test was conducted on the TH55 as a human driver approaches the 

instrumented intersection. The on-board unit (OBU) on the on-road testing vehicle 

records the vehicle trajectories and the traffic signal information received from the 

roadside unit (RSU). This on-road testing vehicle is considered as the preceding vehicle. 

Next, the vehicle speed and powertrain operation optimization algorithms are 

implemented in a consecutive order. The vehicle dynamics controller (Section 4.3.1.6) 

solves an optimal vehicle acceleration trajectory by using the preceding vehicle’s 

trajectory and the signal information. The optimal acceleration profile is sent to the 

powertrain controller (Section 4.3.2) to optimize engine operating points and the 

power-split simultaneously. In this section, to focus on demonstrating the capability of 

the optimal control, it is assumed that the target vehicle knows perfectly the future signal 

phase and timing, and the preceding vehicle’s trajectory. As future work, this optimal 

control method can be extended to use the predicted traffic information following the 

framework shown in Chapter 2. Also, HIL testbed experiment can be conducted (similar 

as in Section 3.4) to validate the optimal control strategy using vehicle and powertrain 

models of a HEV (such as [119]). The corresponding fuel consumption and emissions can 

thus be accurately measured and compared.  

4.4.2.2. Simulation Results 

Simulation results are shown in Figure 4.16 and Figure 4.17. In Figure 4.16, both 

vehicles are using a rule-based (heuristic) powertrain controller while the target vehicle’s 

speed is optimized. In Figure 4.17, the preceding vehicle uses an optimal powertrain 

controller while the target vehicle’s speed and powertrain operation are co-optimized. 



85 

Figure 4.16a and Figure 4.16b show that, at first, without traffic signal information, the 

preceding vehicle accelerates and then decelerates when the vehicle is within a 

comfortable stopping distance to the red traffic signal. In contrast, the target vehicle 

knows when the signal will turn green, and therefore maintains its speed. It then 

decelerates slowly, while maintaining an appropriate following distance, before 

accelerating when the signal turns green. Without knowing future signal information, the 

preceding vehicle’s performance is constrained based on current information, which 

forces it to be reactive and decelerates more when the signal is red. The target vehicle 

accelerates and decelerates less than the preceding vehicle, hence requiring less power as 

reflected by the lower engine and battery power (Figure 4.16f and Figure 4.16g).  

The effects of powertrain optimization can be seen by comparing Figure 4.16 and 

Figure 4.17. As observed, with powertrain operation optimization, the engine speeds in 

Figure 4.17d are generally lower than those in Figure 4.16d. In addition, engine idling is 

also either eliminated or minimized, as can be seen from Figure 4.16c and Figure 4.17c. 

These correspond to more efficient engine operating regions, which result in better fuel 

economy for both vehicles (Figure 4.17e) compared to vehicle dynamics optimization 

only (Figure 4.16e). Moreover, Figure 4.16h and Figure 4.17h show that for both vehicles, 

at the beginning of the cycle, the optimal powertrain controller uses more battery to 

propel the vehicle since it anticipates a future braking event that will replenish the battery 

charge. 

Figure 4.18 and Figure 4.19 shows a comparison of fuel consumption and fuel 

benefits. With vehicle dynamics and powertrain operation co-optimization, the target 

vehicle fuel saving is about 23 percent compared to the preceding vehicle. The vehicle 

dynamics optimization brings the target vehicle about 17 percent fuel saving. 

Furthermore, with powertrain operation optimization, the preceding vehicle can also 

achieve about 10 percent fuel improvement.  
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Figure 4.16 Vehicles and powertrain dynamics with rule-based powertrain controller 
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Figure 4.17 Vehicles and powertrain dynamics with optimal powertrain controller 
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Figure 4.18 Comparison of fuel consumption 

 

Figure 4.19 Comparison of fuel benefits 

4.5. Conclusion 

This chapter presents a vehicle dynamics and powertrain operation co-optimization 

controller for a HEV to maximize fuel efficiency. The controller determines optimal 

vehicle acceleration, power-split and engine operating point all together. It makes use of 

the emerging CV technology and utilizes present and future information as optimization 

input, which includes preceding vehicle speed, location, road topography and dynamic 
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speed limit. The problem was solved using Pontryagin’s minimum principle and 

nonlinear programming. Efforts were made to reduce the computational burden of the 

optimization process. It can potentially be used in real-time applications. The optimal 

control is evaluated in two scenarios: 1) rolling terrain scenario with no nearby preceding 

vehicle; 2) eco-approach scenario where the target vehicle follows a preceding vehicle to 

pass an intersection.  

In the rolling terrain scenario, the results show that benefit of the proposed optimal 

controller is significant when compared to regular HEV cruising on rolling terrain at 

constant speed. It ranges from 5.0% to 8.9% on major arterials and from 15.7% to 16.9% 

on collector roads. The variation is caused by the density change of hilly roads. The 

proposed integrated optimal controller is superior to individual level optimal controllers. 

The benefit of the integrated controller generally equals to that of two individual level 

controllers added together. This indicates that the two individual optimizations have 

minimal conflict with each other. The proposed optimal controller requires minor speed 

variation. The speed deviation from speed limit is 1 mph on a 6% slope and 3 mph on a 

15% slope. The controller would thus cause little interference to traffic behind. It is 

implementable right now as a part of a more advanced cruise control system. The 

proposed optimal controller is robust against information uncertainty and mismatch. The 

computational time for the optimization is up to 21.6 seconds, given a 400 second 

optimization time horizon. It can potentially be used in real-time. 

In the eco-approach scenario, the target vehicle follows a human-driven preceding 

vehicle to pass a real-world signalized intersection. With vehicle dynamics and 

powertrain operation co-optimization, the target vehicle fuel saving is about 23 percent 

compared to the preceding vehicle. The vehicle dynamics optimization alone saves 17 

percent fuel for the target vehicle. The powertrain operation optimization brings in 

additional 6 percent benefits. Furthermore, with powertrain operation optimization alone, 

the preceding vehicle can achieve about 10 percent fuel improvement.   
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Chapter 5  

Optimization for Battery Electric Vehicles 

5.1. Introduction 

In previous chapters, two of the most common powertrain types of vehicles are 

studied: internal combustion engine based vehicles (ICVs), where both the vehicle 

trajectory and gear shift position are optimized, and hybrid electric vehicles (HEVs), 

where both the vehicle trajectory and power-split between the engine and the battery are 

optimized. Recently, more studies have been conducted on connected and autonomous 

electric vehicles (EVs) due to the advancement of battery technologies and the stricter 

regulations on energy efficiency and emissions. Researchers in [120] studied the optimal 

speed control for an EV passing signalized arterials. The queue length at the intersection 

is considered to estimate the upcoming driving conditions. A mixed-traffic platoon is 

further investigated in [121] where both connected EVs and non-connected vehicles share 

the road. Study [122] developed a closed-form optimal speed solution for an EV based on 

the assumption that the preceding vehicle will have a constant acceleration. Both urban 

and highway scenarios were investigated using real-world trip data. The above studies 

adopted simplified energy consumption models and assumed that the motor loss is 

proportional to the current draw square. In [123], researchers developed a motor 

efficiency model as polynomial functions of motor torque and speed. They studied an EV 

in highway cruising scenarios on hilly roads and assumed known preceding vehicle’s 

trajectory.  

There are several limitations in current literature: 1) The effects of battery aging on 

speed optimization of EVs are not considered systematically. The battery is the only 

power source for EVs and its aging can be a crucial concern to the users. The battery 

aging process is complicated and can be affected by many factors such as high current 



91 

rates, deep depth-of-discharge (DOD), extreme temperatures [124]. Considering these 

factors may restrict the battery usage and have negative impacts on energy efficiency. 

Researchers have considered the aging effects when developing battery management 

strategies for HEVs [125,126] or charging the EVs [127]. There lack studies that consider 

battery aging for optimal speed control of connected and autonomous EVs. 2) The 

regenerative braking limits are not discussed. For EVs, regenerative braking cooperates 

with the frictional braking to provide the desired deceleration. Regenerative braking 

converts kinetic energy to electrical energy and charges the battery. It is crucial for EVs 

to ensure a satisfactory driving range. Ideally, the vehicle should use regenerative braking 

as much as possible. However, there are many other considerations: a) The maximum 

amount of regenerative braking depends on the charging current that the battery can take. 

b) The battery cycling due to frequent or high regenerative braking can accelerate the 

battery aging especially when the battery state-of-charge (SOC) is high or low [128]. c) 

When the SOC is near full, the battery can no longer be charged and the frictional 

braking should provide all the deceleration force. d) At low vehicle speeds (motor 

speeds), the motor has relatively low charging capability and regenerative braking alone 

may not be able to stop the vehicle effectively without frictional braking [129]. e) The 

braking force distribution between the front and rear wheels should be considered as well 

[130]. High regenerative braking can lock the driving wheels earlier than the driven 

wheels and may cause vehicle stability or control issues. There lacks literature on how to 

formulate these considerations as constraints during the optimal speed control of EVs. 3) 

The traffic prediction is not systematically developed. In the near future, it is likely that 

both CVs and non-CVs will share the road. The traffic prediction should be able to 

handle such mixed-traffic scenarios. It is challenging to use car-following models due to 

the difficulty in knowing the number of non-CVs in front of the target vehicle. Also, a 

large car-following distance can bring negative impacts to the entire traffic (e.g. reduce 

overall traffic throughput). It is crucial to enforce a car-following distance constraint so 
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that the target vehicle will follow the preceding vehicle within an appropriate distance. It 

is then necessary to predict the future speed of the preceding vehicle to formulate such 

constraint.  

This chapter aims to address the above limitations and develop a comprehensive 

optimal speed control framework for connected and autonomous EVs considering battery 

aging effects and regenerative braking constraints. The target vehicle intelligently 

controls the vehicle speed and car-following distance based on predicted traffic 

conditions using real-time information enabled by connectivity. The traffic prediction is 

based on the traffic flow model and can be implemented in a mixed-traffic scenario 

(Chapter 2). The control is evaluated for a traffic scenario where the target vehicle 

follows a vehicle platoon to pass a signalized roadway with two intersections. The 

optimal control strategy should be solved in real-time and adapts to real-time traffic 

conditions. The complexity of this problem is mainly due to additional optimization 

variables and constraints brought by regenerative braking limits and battery aging 

considerations as well as the enforcement of car-following distance constraints. Though 

these constraints ensure the optimal control strategy is realistic and can be implemented 

in a real traffic scenario, they make it more challenging to solve the optimal control 

problem. In this chapter, direct method is used to obtain a real-time solution. The optimal 

control problem is formulated with carefully selected optimization variables. Then the 

problem is simplified and discretized without sacrificing the accuracy and solved by a 

state-of-the-art numerical solver.  

The remainder of this chapter is organized as follows: Section 5.2 formulates the 

optimization problem; Section 5.3 simplifies the problem and develops the control; 

Section 5.4 evaluates the proposed control in a simulated traffic scenario; Finally, Section 

5.5 concludes the chapter. 
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5.2. Problem Formulation 

5.2.1. Objective Function 

The optimization objective function is defined as: 

𝐽 = 𝜙 (𝒙(𝑡𝑓)) + ∫ [𝑃𝑏𝑎𝑡𝑡(𝑡) + 𝑤1 ∙ (𝑣(𝑡) − 𝑣𝑙𝑖𝑚)
2 + 𝑤2 ∙ 𝑎(𝑡)

2 + 𝑤3 ⋅ 𝜎(𝑡)]𝑑𝑡
𝑡𝑓

𝑡0

 (5.1) 

𝜙 (𝒙(𝑡𝑓)) = 𝜓1 ⋅ (𝑑(𝑡𝑓) − 𝑑𝑓)
2
+ 𝜓2 ⋅ (𝑣(𝑡𝑓) − 𝑣𝑓)

2
 (5.2) 

where 𝑃𝑏𝑎𝑡𝑡 is the battery power demand and its summation is essentially the energy 

consumption of the vehicle; 𝜎 is the battery aging model. All other variables follow the 

definitions in (3.5)(3.6). 𝑃𝑏𝑎𝑡𝑡(𝑡) and 𝜎(𝑡) are modeled as the followings: 

1) Energy Consumption Model The battery output power is used to drive the vehicle 

motion and provide power to all the auxiliary systems (e.g. headlights, air conditioner, 

radio). It is assumed that the EV has a single motor and is front wheel drive. This is a 

typical EV configuration in the market (dual-motor EVs are usually used for luxury cars). 

For simplicity, the auxiliary power is assumed to be constant during the optimization 

horizon. Denote vehicle drive power as 𝑃𝑑𝑟𝑣 and auxiliary power as 𝑃𝑎𝑢𝑥, then: 

𝑃𝑏𝑎𝑡𝑡(𝑡) = 𝑃𝑑𝑟𝑣(𝑡) + 𝑃𝑎𝑢𝑥(𝑡) (5.3) 

All the vehicle drive power is sent to the electric motor which connects to the vehicle 

wheels mechanically. The motor efficiency usually depends on the motor operating 

points (motor speed 𝜔𝑚 and motor torque 𝑇𝑚). Depending on whether the motor is in 

the motor mode or the generator mode, the relationship between 𝑃𝑑𝑟𝑣  and motor 

operating points is: 

𝑃𝑑𝑟𝑣(𝑡) = {

𝜔𝑚(𝑡)𝑇𝑚(𝑡)

𝜂𝑚(𝜔𝑚(𝑡),  𝑇𝑚(𝑡))
,    𝑇𝑚(𝑡) ≥ 0

𝜂𝑚(𝜔𝑚(𝑡),  𝑇𝑚(𝑡)) ⋅ 𝜔𝑚(𝑡)𝑇𝑚(𝑡),    𝑇𝑚(𝑡) < 0

 (5.4) 

The piecewise function (5.4) can be computationally challenging. It is approximated 

by the following polynomial as function of motor speed and torque: 

𝑃𝑑𝑟𝑣(𝑡) ≈ 𝑝00 + 𝑝10 ⋅ 𝜔𝑚(𝑡) + 𝑝01 ⋅ 𝑇𝑚(𝑡) + 𝑝11 ⋅ 𝜔𝑚(𝑡) ⋅ 𝑇𝑚(𝑡) (5.5) 
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where 𝑝𝑖𝑗 are fitting parameters. In this work, an AC induction motor is used based on 

data from Autonomie [131]. The values of the fitting parameters are shown in Table 5-1 

and the coefficient of confidence 𝑅2 of the fitting is 0.99.  

 

Table 5-1 Energy consumption model fitting parameters 

𝑝00 𝑝10 𝑝01 𝑝11 

1344.5 1.64 28.1 1.0 

 

2) Battery Aging Model The aging of lithium-ion batteries (most common battery 

type for EVs) degrades the performance of an EV. It originates from a number of 

processes and depends on both the environment and utilization factors. Models derived 

from electrochemical phenomena can be complex and of high computational cost. 

Typically, battery aging includes both capacity decrease and resistance increase. As 

discussed in [124], for lithium-ion batteries, capacity drop is the primary aging effect and 

can result from either the loss of cyclable lithium or loss of electrode active materials. In 

this work, only the battery capacity fading effects are considered using the empirical 

model [132] below 

𝑄𝑙𝑜𝑠𝑠(𝑐, 𝑇, 𝐴ℎ) = 𝐵(𝑐) ⋅ 𝑒𝑥𝑝 (
𝐸𝑎(𝑐)

𝑅 ⋅ 𝑇
) ⋅ (𝐴ℎ)𝑧 (5.6) 

and 𝑐 =
|𝐼𝑏𝑎𝑡𝑡|

𝑄𝑏𝑎𝑡𝑡
;    𝐴ℎ = ∫ |𝐼𝑏𝑎𝑡𝑡| ⋅

𝑑𝑡

3600

𝑡

0

 (5.7) 

where 𝑐 is the battery C-rate; 𝐼𝑏𝑎𝑡𝑡 is the battery current; 𝑄𝑏𝑎𝑡𝑡 is the battery capacity; 

𝐵(𝑐) is the pre-exponential factor; 𝐸𝑎(𝑐) is the activation energy; 𝑅 is the gas constant; 

𝑇 is the absolute temperature in Kelvin; 𝑧 is the power law factor; 𝐴ℎ is the total 

Ah-throughput of the battery, that is the cumulative electrical charge/discharge of the 

battery from the first usage to current time instance 𝑡. The constant 3600 converts the 

unit of time from seconds to hours. Table 5-2 shows values of the model. Model (5.6) is 
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based on experimental data and the Arrhenius equation. Effects from battery 

state-of-charge (SOC) or equivalently depth-of-discharge (DOD) are not explicitly 

considered but the Ah-throughput has a direct connection to SOC or DOD. The authors 

of [132] found that influence from different SOCs are small compared to other factors. 

Similar results can be observed from [133].  

 

Table 5-2 Battery aging model parameters 

Parameter Value 

𝐵(𝑐) −47.8𝑐3 + 1215.0𝑐2 − 9418.9𝑐 + 36041.7 

𝐸𝑎(𝑐) 31700 − 370.3 ⋅ 𝑐 (𝐽/𝑚𝑜𝑙) 

𝑅 8.31 (𝐽/𝑚𝑜𝑙 ⋅ 𝐾) 

𝑧 0.55 

 

The model (5.6) describes the total capacity drop since the first usage of the battery. 

The capacity loss during the optimization horizon is calculated as the following 

 

Δ𝑄𝑙𝑜𝑠𝑠(𝑐, 𝑇, 𝐴ℎ) = ∫ 𝑑𝑄𝑙𝑜𝑠𝑠(𝑐, 𝑇, 𝐴ℎ)
𝑡𝑓

𝑡0

= ∫
𝜕𝑄𝑙𝑜𝑠𝑠(𝑐, 𝑇, 𝐴ℎ)

𝜕𝐴ℎ
⋅ 𝑑𝐴ℎ

𝑡𝑓

𝑡0

= ∫ �̇�𝑙𝑜𝑠𝑠(𝑐, 𝑇, 𝐴ℎ) ⋅ 𝑐 ⋅ 𝑄𝑏𝑎𝑡𝑡 ⋅
𝑑𝑡

3600

𝑡𝑓

𝑡0

 

(5.8) 

In the second line of (5.8), only Ah-throughput is considered as it is the dominant 

variable in the capacity drop model (5.6). Also, it is assumed that the temperature of the 

battery is well maintained by the thermal management system and can be considered as a 

constant. The third line of (5.8) comes from the definition of Ah-throughput as in (5.7). 
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5.2.2. State Equations 

�̇�(𝑡) = [

�̇�(𝑡)

�̇�(𝑡)

𝑆𝑂𝐶̇ (𝑡)

] =

[
 
 
 
𝑣(𝑡)
𝑎(𝑡)

−
𝐼𝑏𝑎𝑡𝑡(𝑡)

𝑄𝑏𝑎𝑡𝑡 ]
 
 
 

 (5.9) 

There are three states: target vehicle’s location 𝑑, speed 𝑣, and the battery SOC. It 

is assumed that battery temperature is well maintained by the thermal management 

system and can be considered as a constant. Otherwise, temperature should be another 

state with thermal dynamic equation. The battery model is based on the internal 

resistance model (Figure 5.1): 

𝑃𝑏𝑎𝑡𝑡(𝑡) = 𝑛𝑠𝑒𝑟𝑉𝑜𝑐(𝑆𝑂𝐶) ⋅ 𝐼𝑏𝑎𝑡𝑡(𝑡) − 𝐼𝑏𝑎𝑡𝑡
2 (𝑡) ⋅

𝑛𝑠𝑒𝑟
𝑛𝑝𝑎𝑟

𝑅𝑏𝑎𝑡𝑡(𝑆𝑂𝐶) (5.10) 

where 𝑛𝑠𝑒𝑟 is the total number of batteries connected in series; 𝑛𝑝𝑎𝑟 is the total number 

of batteries connected in parallel; 𝑉𝑜𝑐 is the single battery open circuit voltage; 𝑅𝑏𝑎𝑡𝑡 is 

the single battery internal resistance. Both 𝑉𝑜𝑐 and 𝑅𝑏𝑎𝑡𝑡 depend on the current SOC 

level and the relationships are obtained from [131]. 

 

 

Figure 5.1 Internal resistance battery model (rint) for a single battery cell 

5.2.3. Vehicle and Powertrain Models 

The energy consumption model (5.5) is a function of motor speed and torque. The 

following vehicle and powertrain models are used to convert them into function of states 

and control (vehicle location, speed and acceleration) [11]: 

PbattVoc

Rbatt

Ibatt
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𝜔𝑚(𝑡) = 𝑛 ⋅ 𝑣(𝑡), 𝑛 = 𝑟𝑡 ⋅ 𝑟𝑓 𝑟𝑟⁄  (5.11) 

𝑇𝑚(𝑡) ⋅ 𝑛 = 𝑓𝜑(𝑡) + 𝐶𝑤𝑖𝑛𝑑 𝑣(𝑡)
2 +𝑚 ⋅ 𝑎(𝑡) + 𝐹𝑏(𝑡) (5.12) 

and 𝑓𝜑(𝑡) = 𝜇𝑚𝑔 ⋅ 𝑐𝑜𝑠 [𝜑(𝑑(𝑡))] + 𝑚𝑔 ⋅ 𝑠𝑖𝑛 [𝜑(𝑑(𝑡))] (5.13) 

where all variables follow the definitions in (3.2)-(3.4). Again, it is assumed that 𝑓𝜑(𝑡) 

is known as a function of time and equals to what the preceding vehicle would experience 

(speed of preceding vehicle comes from the traffic prediction). With the relationships in 

(5.11)-(5.13), the energy consumption model (5.5) can be written as below with 

parameters shown in Table 5-3: 

𝑃𝑑𝑟𝑣(𝑡) = [𝑝00 + 𝑝01 ⋅
𝑓𝜑(𝑡)

𝑛
] + [𝑝10𝑛 + 𝑝11 ⋅ 𝑓𝜑(𝑡)] ⋅ 𝑣(𝑡) + [𝑝01 ⋅

𝐶𝑤𝑖𝑛𝑑
𝑛

] ⋅ 𝑣2(𝑡)

+ [𝑝11 ⋅ 𝐶𝑤𝑖𝑛𝑑] ⋅ 𝑣
3(𝑡) + [𝑝01 ⋅

𝑚

𝑛
] ⋅ 𝑎(𝑡) + [

𝑝01
𝑛
] ⋅ 𝐹𝑏(𝑡)

+ 𝑝11𝑚 ⋅ 𝑣(𝑡) ⋅ 𝑎(𝑡) + 𝑝11 ⋅ 𝑣(𝑡) ⋅ 𝐹𝑏(𝑡) 

(5.14) 

 

Table 5-3 Vehicle and powertrain models parameters 

Parameter Value 

𝑛 23.5789 

𝐶𝑤𝑖𝑛𝑑 0.4153 

𝑚 1848 𝑘𝑔 

 

5.2.4. Constraints 

1) Jerk Constraints The rate of acceleration (jerk) is constrained to avoid sudden 

jumps of the acceleration: 

−𝑗𝑒𝑟𝑘𝑚𝑖𝑛  ≤ �̇�(𝑡) ≤ 𝑗𝑒𝑟𝑘𝑚𝑎𝑥 (5.15) 

2) Physical Bounds Constraints The vehicle speed and acceleration is bounded: 

0 ≤ 𝑣(𝑘) ≤ 𝑣𝑙𝑖𝑚, 𝑎𝑚𝑖𝑛 ≤ 𝑎(𝑘) ≤ 𝑎𝑚𝑎𝑥  (5.16) 

3) Traffic Constraints Similar as in Section 3.2.5, if following a preceding vehicle, 

the car-following distance should be constrained to ensure both a safe operation and a 
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satisfactory traffic throughput. Also, if passing an intersection, the target vehicle can only 

pass the intersection when the signal is green [13]. 

𝑑(𝑡) ≥ 𝑑𝑝(𝑡) + 𝛽 ⋅ 𝜎𝑑𝑝(𝑡) − 𝑑𝑚𝑎𝑥 (5.17) 

𝑑(𝑡) ≤ 𝑑𝑝(𝑡) − 𝛽 ⋅ 𝜎𝑑𝑝(𝑡) − (𝑑𝑚𝑖𝑛 + ℎ𝑚𝑖𝑛 ⋅ 𝑣(𝑡)) (5.18) 

𝑑𝑠𝑖𝑔 ≤ 𝑑(𝑡𝑟), 𝑑(𝑡𝑔) ≤ 𝑑𝑠𝑖𝑔 (5.19) 

where all variables follow the same definitions as in Section 3.2.5. The constraints have to 

be satisfied for the entire optimization horizon (from 𝑡0 to 𝑡𝑓). Future location of the 

preceding vehicle is anticipated using the traffic prediction algorithm (Section 2.2). 

4) Regenerative Braking Constraints There are several constraints for regenerative 

braking as discussed in Section 5.1.  

 The first constraint is due to the maximum charging current constraint which is a 

function of SOC [131,134,135]. The maximum charging current should be zero when 

SOC is full. The maximum charging current map from [131] is adopted here, as shown in 

Figure 5.2. Using (5.10), the maximum charging power can be obtained. Then for a given 

vehicle speed, the maximum charging torque can be formulated:  

𝑇𝑚𝑚𝑖𝑛(𝑛 ⋅ 𝑣(𝑡), 𝑆𝑂𝐶(𝑡)) + 𝑇𝑟𝑠𝑟𝑣 ≤ 𝑇𝑚(𝑡) (5.20) 

Using (5.12), constraint (5.20) can be written as a maximum combined deceleration 

for given SOC and grade angle. 

[(𝑇𝑚𝑚𝑖𝑛(𝑛 ⋅ 𝑣(𝑡), 𝑆𝑂𝐶(𝑡)) + 𝑇𝑟𝑠𝑟𝑣) ⋅ 𝑛 − 𝑓𝜑(𝑡) − 𝐶𝑤𝑖𝑛𝑑 ⋅ 𝑣
2(𝑡)]/𝑚

≤ (𝑎(𝑡) + 𝐹𝑏(𝑡)/𝑚⏟          
𝑎𝑐𝑜𝑚𝑏

) 
(5.21) 

The left-hand-side of (5.21) depends on SOC and grade angle. To obtain an 

analytical model, all possible SOC and grade angle values are gridded and for each SOC 

and grade angle, (5.21) is approximated as the following (𝑏𝑖(𝑆𝑂𝐶, 𝜑) are coefficients 

depend on SOC and grade angle):  

max{𝑏1(𝑆𝑂𝐶, 𝜑) ⋅ exp(𝑏2(𝑆𝑂𝐶, 𝜑) ⋅ 𝑣(𝑡)) + 𝑏3(𝑆𝑂𝐶, 𝜑), 𝑎𝑓𝑙𝑎𝑡}

≤ (𝑎(𝑡) + 𝐹𝑏(𝑡)/𝑚⏟          
𝑎𝑐𝑜𝑚𝑏

) 
(5.22) 
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Figure 5.2 Maximum charging current of the battery 

 The second constraint is to limit regenerative braking when vehicle speed is low 

(below 𝑣𝑠𝑚𝑎𝑙𝑙). Essentially, the constraint (5.23) is in the form of a step function. It is 

approximated using a smooth sigmoid function (5.24): 

0 ≤ 𝑇𝑚(𝑡), 𝑖𝑓 𝑣(𝑡) < 𝑣𝑠𝑚𝑎𝑙𝑙 (5.23) 

𝑇𝑚𝑚𝑖𝑛 

1 + exp[−𝛼 ⋅ (𝑣(𝑡) − 𝑣𝑠𝑚𝑎𝑙𝑙)]
≤ 𝑇𝑚(𝑡) (5.24) 

 The third constraint is to balance the braking force distribution (BFD) between the 

front and rear wheels. For a single wheel drive EV, if solely relies on the regenerative 

braking on the driving wheels to decelerate, the driving wheels will have high braking 

force and the wheels will lock much earlier than the driven wheels. For a front wheel 

drive EV, this means the front wheels will lockup earlier which can cause a loss of 

directional control. For a rear wheel drive EV, this means loss of directional stability. 

Therefore, to deliver the desired total deceleration, braking force should be distributed 

appropriated on both front and rear wheels. For a front wheel drive EV, which is 

considered in this work, the feasible braking force distribution region is shown as the 

blue area in Figure 5.3 [136]. The two axes show the braking force on each wheel with 

respect to the weight of the vehicle. Alone each dashed gray lines, the summation of 

braking forces on front and rear wheels is constant and thus vehicle deceleration is 
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constant. On the upper bound curve (known as I-curve) of the blue feasible region, front 

and rear wheels will lockup at the same time. Usually, the real wheel lockup is more 

safety critical so it is preferable to have more front wheel braking (operate below the 

I-curve). The lower bound curve of the BFD region is to prevent the front wheels being 

locked too early. The red shows the BFD curve used in this work. All the braking force 

will be produced by the regenerative braking if deceleration is less than 0.2g. After that, 

both frictional braking and regenerative braking will work together to produce the 

braking force. The BFD constraint can be described as: 

𝐹𝑏(𝑡) ≥ 𝑑1 ⋅ 𝑇𝑚(𝑡) ⋅ 𝑛 + 𝑑2 & 𝐹𝑏(𝑡) ≥ 𝑑3 ⋅ 𝑇𝑚(𝑡) ⋅ 𝑛 + 𝑑4 (5.25) 

 

 

Figure 5.3 Brake force distribution design 

5) Discharging Constraints The regenerative braking constraints limit the battery 

charging. Battery discharging should be constrained as well. It is assumed that the 

maximum battery discharging limit is the same as the maximum torque limit of the motor 

characteristic, that is: 

𝑇𝑚(𝑡) ≤ 𝑇𝑚𝑚𝑎𝑥(𝑛 ⋅ 𝑣(𝑡)) (5.26) 
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Use an exponent function to develop an analytical form: 

𝑎(𝑡) + 𝐹𝑏(𝑡)/𝑚 ≤ 𝑚𝑖𝑛{𝑐1 𝑒𝑥𝑝(𝑐2 ⋅ 𝑣(𝑡)) + 𝑐3, 𝑇𝑚𝑓𝑙𝑎𝑡} (5.27) 

5.3. Control Design 

In this section, the optimal control problem formulated in the previous section is 

solved. The optimization is implemented in the MPC fashion following the framework in 

Section 2.1. At each update instance 𝑡𝑈𝐷 (1 second), the controller updates both traffic 

prediction and the actual vehicle and powertrain states. The traffic prediction method 

presented in Section 2.2 is used to anticipate future driving conditions using information 

enabled by connectivity. The output of the traffic prediction is the speed of the immediate 

preceding vehicle which formulates the constraints (5.17)(5.18). Then the optimization 

problem is solved for the next prediction horizon 𝑡𝑃𝐻  (15 secons). The first 𝑡𝑈𝐷 

seconds of the optimal control law is implemented and the control is updated again with 

new traffic information. To further reduce the computational burden, the optimization 

problem is simplified with carefully selected optimization variables (Section 5.3.1). The 

problem is discretized using an efficient multi-interval pseudo-spectral method (Section 

5.3.2) and transformed into a NLP problem. The optimal solution is obtained using a 

state-of-the-art NLP solver (Section 5.3.3).  

5.3.1. Problem Simplifications 

During the optimization horizon (15 seconds in this work), the SOC level will not 

significantly change considering the large size of the battery pack for an EV. Therefore, it 

is assumed that during each optimization horizon, SOC is approximately a constant and it 

only gets updated at the beginning of each update instance. This is a reasonable 

assumption as shown in the simulation results in Section 5.4. Based on this assumption, 

the SOC dynamic (5.9) is neglected and all the variables depend on the SOC are 

considered as constant. Other problem simplifications include: 
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1) Battery Aging Model Simplification The Ah-throughput is directly linked to SOC. 

Since the battery SOC is assumed to be constant (during each optimization horizon), the 

battery aging model (5.8) is reduced as a function solely depends on battery C-rate. It is 

further approximated as a cubic polynomial: 

Δ𝑄𝑙𝑜𝑠𝑠(𝑐) = ∫ �̇�𝑙𝑜𝑠𝑠(𝑐, 𝑇, 𝐴ℎ) ⋅ 𝑐 ⋅ 𝑄𝑏𝑎𝑡𝑡 ⋅
𝑑𝑡

3600

𝑡𝑓

𝑡0

≈ ∫ (𝑞1 ⋅ 𝑐
3 + 𝑞2 ⋅ 𝑐

2 + 𝑞3 ⋅ 𝑐)𝑑𝑡
𝑡𝑓

𝑡0

 

(5.28) 

where 𝑞1, 𝑞2, 𝑞3 are fitting parameters. These parameters are determined for gridded 

points of all possible temperature and Ah-throughput values. The parameter maps are 

created offline and stored as lookup tables. As the SOC gets updated at the beginning of 

each optimization horizon, the Ah-throughput and temperature gets updated. These fitting 

parameters are then obtained from the stored lookup tables. 

2) Optimization Variables Selection The optimization variables include the states: 

vehicle location and speed; the control variables: vehicle acceleration, frictional braking 

force, and an additional variable battery current. Battery current is necessary to model the 

battery aging (5.28). Based on (5.10), battery current 𝐼𝑏𝑎𝑡𝑡 depends on battery power and 

can be written as a function of vehicle speed and acceleration. It is selected as an 

additional variable so that the battery aging model can be kept with a simpler form to 

reduce computational burden. Thus (5.10) is considered as an additional equality 

constraint. 

5.3.2. Discretization 

The multi-interval pseudo-spectral method is adopted here. The optimization horizon 

is divided into multiple intervals. In each interval, trajectories of controls (vehicle 

acceleration 𝑎, braking force 𝐹𝑏), states (vehicle location 𝑑 and speed 𝑣), and the 

additional variable  battery current 𝐼𝑏𝑎𝑡𝑡 are approximated with low-order polynomials 

at Legendre–Gauss–Lobatto (LGL) quadrature nodes. The optimization solves values of 
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these variables at these nodes. The discretization follows the same steps as in Section 

3.3.2. Note that, when discretizing constraints (Step 5 as in Section 3.3.2), there is no 

engine torque rate constraint for EVs and the jerk constraint (5.15) is discretized as the 

following 

𝐷𝑖 ⋅ [𝑎(𝜏0
𝑖 ) 𝑎(𝜏0

𝑖 ) ⋯ 𝑎(𝜏0
𝑖 )]

𝑇
≤ 𝑗𝑒𝑟𝑘𝑚𝑎𝑥 ⋅  (

𝑡𝑖 − 𝑡𝑖−1
2

) 

−𝐷𝑖 ⋅ [𝑎(𝜏0
𝑖 ) 𝑎(𝜏0

𝑖 ) ⋯ 𝑎(𝜏0
𝑖 )]

𝑇
≤ 𝑗𝑒𝑟𝑘𝑚𝑎𝑥 ⋅  (

𝑡𝑖 − 𝑡𝑖−1
2

) 
(5.29) 

where the 𝐷𝑖 matrix follows the definition in (3.34). Also, when enforcing continuity 

constraints (Step 6 as in Section 3.3.2), large jerks between two discretization intervals 

are avoided by the following constraints 

𝑎(𝜏
𝑁𝑖−1
𝑖−1 ) − 𝑎(𝜏0

𝑖 ) ≤ 𝑗𝑒𝑟𝑘𝑚𝑎𝑥 ⋅ (𝜏0
𝑖 − 𝜏

𝑁𝑖−1
𝑖−1 ) 

−(𝑎(𝜏
𝑁𝑖−1
𝑖−1 ) − 𝑎(𝜏0

𝑖 )) ≤ 𝑗𝑒𝑟𝑘𝑚𝑎𝑥 ⋅ (𝜏0
𝑖 − 𝜏

𝑁𝑖−1
𝑖−1 ) 

(5.30) 

5.3.3. Obtain Numerical Solution of the Optimal Control 

With all the simplification and discretization, the optimization problem is formulated 

with minimal computational burden. In addition, analytical gradients and hessians are 

calculated and provided to the NLP solver to further reduce the computation burden. The 

optimization problem is solved using IPOPT [33] (which is one of the best 

state-of-the-art NLP solver [99]) and implemented in Matlab. The traffic prediction 

horizon 𝑡𝑃𝐻 is 15 seconds and the prediction gets updated every 1 second (𝑡𝑈𝐷 = 1). For 

all update instances, the average computational time of the optimization is 0.54 seconds 

(on a laptop with i7 CPU@2.6 GHz). This validates the real-time potential of the 

proposed optimal controller. 

5.4. Simulation Results 

5.4.1. Scenario 

The traffic scenario is generated using the microscopic traffic simulator VISSIM. 

The roadway is assumed to be single-lane with speed limit 55 mph. For simplicity, it is 
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assumed that the roadway is flat (grade angle equals to zero). A 16-vehicle platoon is 

selected as the case study and the target vehicle follows the last vehicle in the platoon. It 

is assumed that 8 vehicles of the platoon are CVs which means 50% penetration rate (PR) 

of connectivity. All CVs broadcast their locations and speeds information. Information of 

all non-CVs in the platoon is unknown to the target vehicle. The communication range 

between two CVs is assumed to be 300-meter [13]. The roadway of interest contains two 

consecutive intersections. The first one is at 800-meter and the second one is at 

2000-meter. The total travel distance is 2500-meter and travel time is about 160 seconds. 

For simplicity, perfect communication is assumed without delays and packet drops. The 

energy consumption of the target vehicle is compared to the immediate preceding vehicle 

(baseline vehicle) which is the last vehicle in the platoon.  

5.4.2. Simulation Results 

Figure 5.4 shows comparison of car-following performance between the perfect 

prediction scenario and the 50% penetration rate (8-CV prediction) scenario. In the 

perfect prediction scenario (two top figures in Figure 5.4), the target vehicle fully utilizes 

the spacing range between the upper and lower following distance constraints. It 

anticipates the traffic slow down due to red lights and decelerates earlier than the 

preceding vehicle at both of the two intersections. The total amount of deceleration is 

reduced to avoid waste of kinetic energy. As a consequence, the target vehicle accelerates 

less after the signals turn green and saves energy. The energy saving is 14.3%. In the 

8-CV prediction scenario (two bottom figures in Figure 5.4), the target vehicle is more 

conservative in using the following distance range due to the constraints (5.17)(5.18). 

Due to inaccurate traffic prediction, the target vehicle decelerates more than the 

perfection prediction scenario and hence loses more kinetic energy. Overall, the 

controller can achieve 9.1% energy benefit which is satisfactory.  



105 

 

Figure 5.4 Car-following performance comparison 

Figure 5.5 shows comparison of powertrain states between the target vehicle and the 

preceding vehicle for the 8-CV prediction scenario. It can be seen that the majority of the 

energy benefits come from less decelerations when approaching the intersections and less 

aggressive accelerations when leaving the intersections. The preceding vehicle 

decelerates more and reaches the limits of regenerative braking Figure 5.5g). The 

frictional braking has to kick in and the kinetic energy wastes to heat. The target vehicle 

stays away from the regenerative braking limits and uses much less frictional braking 

(total frictional braking force is 54% less). Figure 5.6 shows the comparison of motor 

operating points. Overall, the target vehicle tends to operate the motor in more efficient 

regions. During the deceleration and acceleration, the motor operating points tends to 

move along the gradients of the efficiency contours which validate the optimality. The 
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preceding vehicle stays longer in low efficient regions (around low speed or low torque). 

Note that during low motor speed regions, motor torque is non-negative due to the cutoff 

of regenerative braking when vehicle speed is low, as in constraint (5.24). Based on the 

battery aging model (6), the target vehicle achieves energy benefits without significant 

impacts on the battery aging (the capacity loss increases by about 3%).  

 

Figure 5.5 Powertrain states comparison 
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Figure 5.6 Motor operating points comparison 

Figure 5.7 shows the energy flow comparison between the target vehicle and the 

preceding vehicle. All the percentages refer to energy in joule. For the preceding vehicle, 

40% of the energy on the vehicle wheels goes to the regenerative braking. For the target 

vehicle, the regenerative braking accounts for near 48%. In addition, the target vehicle 

uses more regenerative braking to decelerate and reduces the wastes due to frictional 

braking. The motor loss of the target vehicle decreases as it operates the motor in more 

efficient regions. For the target vehicle, through regenerative braking, total of 0.19kWh is 

recovered to the battery and the total positive battery output is 0.63kWh. The net energy 

returned to the battery is 30%. For the preceding vehicle, the value is 25%. This verifies 

the benefits from the optimal controller and demonstrates that it is crucial for EVs to have 

the regenerative braking capabilities. All the energy flow percentage values are within the 

same range as the estimation from [137][138] for an EV in urban drive. This confirms the 

fidelity of the simulation study.  
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Figure 5.7 Energy flow comparison 

For EVs, the regenerative braking may start as soon as the driver lifts off the pedal 

(known as one-pedal driving). This gives an additional degree of freedom in improving 

the energy efficiency of an EV. It will be preferable to have an aggressive regenerative 

braking if the driver pedals off to make a full stop. However, if the driver intends to glide, 

regenerative braking can potentially decrease the energy efficiency. During regenerative 

braking, kinetic energy is transferred to electrical energy. Later, it is converted back to 

kinetic energy when vehicle power is needed. This double-conversion is less efficient. 
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Ideally, the regenerative braking should only be activated when it is anticipated that the 

vehicle power request will be low, that is when the vehicle is indeed going to a full stop 

rather than gliding. 

5.5. Conclusion 

A comprehensive optimal speed control framework for connected and autonomous 

electric vehicles is developed considering battery aging effects and regenerative braking 

constraints. The proposed optimal speed control is evaluated in a simulated traffic 

scenario for a signalized roadway with two intersections. The results show that with 50% 

penetration rate of connectivity, the target vehicle can achieve 9.1% energy improvement. 

The performance is satisfactory compared to the 14.3% energy saving with perfect traffic 

prediction. This demonstrates the effectiveness of the proposed optimization method. The 

consideration of battery aging ensures a satisfactory battery life and the regenerative 

braking constraints make the optimal control strategy realistic for practice. The proposed 

control method can be extended to other connected and autonomous vehicle applications 

as well as other traffic scenarios.  
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Chapter 6  

Evaluating Connected and Autonomous Vehicles Using a 

Hardware-in-the-loop Testbed and a Living Lab 

6.1. Introduction 

In previous chapters, several energy focused CAV applications have been developed 

for vehicles of different powertrain types. As mentioned in Section 1.5, there are many 

technical challenges to evaluate the effectiveness and energy benefits of these CAV 

applications. Several researchers have investigated hardware-in-the-loop (HIL) 

simulations to allow an actual testing vehicle to interact with simulated traffic [48,49]. 

However, to avoid safety concerns, these HIL experiments usually don’t allow 

interactions between the actual testing vehicle and the real traffic, and are limited to 

proving grounds. Instead of letting an actual target vehicle interacting with virtual traffic, 

the HIL testbed demonstrated in this chapter allows a virtual target vehicle to interact 

with real traffic while maintaining the fidelity of fuel and emissions measurement with 

laboratory instruments. A laboratory powertrain research platform is used to represent the 

virtual target vehicle, which consists of an actual engine, an engine loading device 

(hydrostatic dynamometer), and vehicle dynamic models. The real traffic information is 

brought to the powertrain research platform through communications with on-road testing 

vehicles and instrumented traffic intersections. The key advantages are, with an actual 

engine, the target vehicle simulated by the powertrain research platform can accurately 

represent the dynamics of the target vehicle and it can interact with real traffic with no 

safety concern.  

Our previous work [55] has enabled the HIL testbed to interact with virtual traffic 

from VISSIM in real-time. In this chapter, the HIL testbed is further enhanced to match 

the performance of an actual vehicle and to incorporate real-world traffic information 
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using a living lab. The validation with actual vehicles significantly improves the 

credibility of the HIL testbed. The introducing of real-world traffic data extends the 

capabilities of the HIL testbed. It enables the HIL testbed to evaluate the real-time 

capability and robustness of various CAV applications in realistic roadway conditions. To 

match an actual testing vehicle, the same engine as the actual vehicles at the Federal 

Highway Administration (FHWA) was installed on the HIL testbed. Both the powertrain 

and vehicle models were carefully calibrated using actual vehicle data generated from a 

FHWA research project [100,139]. The performance of the virtual target vehicle 

emulated by the powertrain research platform was compared against the actual vehicle’s 

performance data to validate the effectiveness and accuracy of the HIL testbed. 

Experimental results of eight sets of roadway scenarios show great matching between the 

HIL testbed and the actual vehicle, with about 1% error. In all eight sets, the same 

roadway conditions as the actual vehicle (speed limit, degree of road slope, etc.) were 

input into the HIL testbed and the dynamometer generates the same load as the actual 

vehicle’s engine is getting. In addition, the living lab enables the HIL testbed to interact 

with real traffic and extends the capabilities to the HIL testbed. Two new testing 

capabilities have been demonstrated through two CAV applications. All these works lead 

to an innovative CAV evaluation testbed that is economic, effective, and without safety 

concerns. High-accuracy vehicle performance is captured by the HIL testbed and realistic 

real-world traffic scenarios are generated by the living lab. The HIL testbed can thus 

evaluate the performance of a target CAV that follows an on-road testing vehicle driven 

on real-world roadway conditions to evaluate different CAV applications.  

The remainder of the chapter is organized as follows: Section 6.2 presents how the 

HIL testbed is configured to match an actual testing vehicle; Section 6.3 discusses the 

approaches to develop a living lab; Section 6.4 shows test results to demonstrate the HIL 

testbed’s capabilities to match an actual testing vehicle and the functions of the living lab; 

Finally, Section 6.5 concludes the chapter. For clarity, note that when we mention 



112 

powertrain research platform, it refers to the system that consists of an actual engine, a 

hydrostatic dynamometer and all related controllers to emulate a virtual target vehicle; 

when talking about HIL testbed, it means the entire testing platform which includes the 

traffic simulation, the living lab and the powertrain research platform. 

6.2. HIL Testbed Configuration 

6.2.1. Overview 

 

Figure 6.1 Overall architecture of the HIL testbed 

 

The HIL testbed developed at the University of Minnesota [55] was reconfigured so 

that it can match the performance of an actual testing vehicle and can incorporate real 

traffic information through the living lab (Section 6.3). Figure 6.1 shows the overall 

architecture of the HIL testbed. The blocks in blue indicate actual hardware, such as the 

actual engine, hydrostatic dyno, and all components of the living lab (i.e. actual testing 

vehicles, signal cabinet, RSU); the blocks in orange color indicate software includes 

traffic simulator (VISSIM), all controllers, and vehicle models.  The same engine as the 
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actual testing vehicle at the FHWA was purchased and installed (Section 6.2.2). The 

engine is controlled using a three-level control architecture similar to [101]. With these 

controllers, the engine in the lab can receive the same loading torque as an actual testing 

vehicle and match the actual vehicle’s performance: 

1) High-level controller. The high-level controller receives the same traffic 

conditions as the target vehicle (speed limit, road slope angles, preceding vehicle’s speed 

and location, etc.), and commands the same vehicle trajectories (vehicle’s location, speed, 

acceleration, etc.), and powertrain states (engine speed, engine torque, etc.) as the target 

vehicle. To match the performance of an actual vehicle (Section 6.4.2), the same roadway 

conditions are input to this controller, and the controller commands the same vehicle 

trajectories and powertrain states as the actual vehicle. For an energy focused CAV 

application, this controller is essentially an optimization algorithm for fuel improvement 

(see Section 6.4.3.1). This controller uses several engine maps that were obtained by 

running the newly installed engine through different operating points (Section 6.2.3). 

2) Middle-level controller. The middle-level controller includes the transmission 

model (powertrain model) and the vehicle model. To match the performance of an actual 

testing vehicle, these models were carefully calibrated using actual vehicle data generated 

from a FHWA research project [100,139]. The transmission model (Section 6.2.4) 

contains a shift schedule and a gear shift model. The shift schedule determines the current 

gear ratio between the engine speed and the vehicle wheel speed, and was obtained using 

actual vehicle testing data. The gear shift model describes the dynamics of the gear 

shifting process. The vehicle model (Section 6.2.5) has a vehicle longitudinal model and 

an engine controller. The longitudinal model simulates the vehicle dynamics and outputs 

the simulated vehicle longitudinal speed. The engine controller determines the desired 

engine loading torque based on the longitudinal dynamics, desired and actual engine 

speed. 
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3) Low-level controller. The low-level controller receives the desired engine loading 

torque command from the middle-level controller and it controls the hydrostatic 

dynamometer to provide that loading torque to the actual engine. A feedback 

linearization controller [119] is used to achieve precise loading torque tracking. 

In the following sections, each element of the HIL testbed is discussed in details. 

6.2.2. Target Engine Installation 

 

Figure 6.2 Overview of the powertrain research platform 

 

The same engine as the actual testing vehicle (2013 Cadillac SRX) at the Federal 

Highway Administration was installed, which is a General Motors (GM) LFX 3.6L V6 

engine. A transient hydrostatic dynamometer was used to motor or load the engine [119]. 

Figure 6.2 shows the overview of the powertrain research platform after all 

configurations. All necessary mechanical and electronic components of the engine were 

installed, including the engine control module (ECM), harness cables and relay & fuse 

box. The stock ECM software is used to operate the engine. Therefore, the engine control 

strategies (e.g. spark timing, fuel injection timing) remain the same as in an actual vehicle. 

The desired engine operating points (engine speed and engine torque) are determined by 

the high-level controller (as in Figure 6.1) and commanded using two control signals sent 

from the real-time controller. These two control signals mimic the output signals from an 
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actual accelerator pedal (driver’s command). The ECM receives these signals and then 

commands the engine throttle opening to change the engine output power. 

The real-time engine speed and torque are measured by a high precision Hottinger 

Baldwin Messtechnik GmbH (HBM) T12 torque/speed transducer. It was installed 

between the engine crankshaft and the engine loading pump/motor shaft. Both the engine 

and the loading pump/motor were mounted through customized engine mount, casing and 

adapters. The same air intake manifold as an actual vehicle is used, while the engine 

cooling system was redesigned with customized coolant tank and radiator. The outlets of 

the catalytic converters were connected to the building exhaust through customized pipes 

as well. Necessary connecting hoses were installed to connect the precise fuel 

consumption and emission measurement systems to the engine. The fuel measurement 

system is a P402 from AVL with measurement uncertainty of 0.1% and output frequency 

of up to 80 kHz. The emissions are measured using AVL’s SESAM-FTIR, which can 

measure up to 25 components of exhaust gas from engine combustion including NOX, 

CO, CO2 and HCHO with a sampling rate of 1 Hz. 

6.2.3. Engine Maps Development 

Engine maps are necessary for developing the three-level controller of the HIL 

testbed and for calibrating vehicle and powertrain models. In total, three steady-state 

engine maps were obtained in the lab: 

1) Engine speed, throttle and engine torque map. Both the engine speed and throttle 

trajectories were recorded from actual vehicle but the engine torque was not measured 

due to the lack of a torque sensor on the actual vehicle. With this engine map, the 

corresponding engine torque can be obtained which is important for both the transmission 

model calibration (Section 6.2.4) and the vehicle model calibration (Section 6.2.5). 

2) Engine speed, throttle and accelerator pedal map. As mentioned in the previous 

section, the throttle is commanded indirectly by sending the accelerator pedal signals to 
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the ECM. With this engine map, the correct pedal command can be determined given 

recorded engine speed and throttle commands from the actual vehicle. 

3) Engine speed, throttle and fuel consumption map. This engine map is crucial for 

developing the fuel consumption model of the target vehicle. This model is necessary for 

designing optimization algorithms in a CAV application (e.g. eco-approach application in 

Section 6.4.3.1). In addition, it could be used as a benchmark to validate the engine maps 

obtained on the HIL testbed by comparing the calculated fuel consumption from the 

engine map against the measured fuel consumption from the actual vehicle. 

To develop these engine maps, the engine was controlled to run through different 

steady-state operating points and the corresponding data was measured and recorded. The 

following procedures were adopted: First, the testing points were determined for both the 

engine speed and throttle based on their operating ranges from actual vehicle tests. The 

engine speed was gridded every 100 revolutions per minute (RPM) step and the throttle 

was gridded every 1%. In certain regions where the engine torque is sensitive to the 

throttle changes, additional throttle grids were tested for every 0.5%. Second, the HIL 

testbed was controlled to hold both the engine speed and torque at steady state for each 

testing point. The corresponding data (engine speed, engine torque, pedal and throttle 

position, and fuel consumption) were measured and recorded. Each set point was held for 

at least 30 seconds to ensure the engine has reached steady-state. Finally, all recorded 

data were processed to develop the engine maps. The outliers were excluded and the 

measurements were averaged. Figure 6.3 show the three engine maps obtained through 

the above HIL experiments. 
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Figure 6.3 Engine maps: a) engine speed, throttle and torque map; b) engine speed, 

throttle and accelerator pedal map; c) engine speed, throttle and fuel consumption map 

6.2.4. Transmission Model Development 

The actual testing vehicle (2013 Cadillac SRX) utilizes the GM 6T70 Hydra-Matic 

six-speed automatic transmission [140]. An automatic transmission utilizes a shift 

schedule to determine the desired gear position and electronically control the gear ratio 

between the engine output shaft and the vehicle wheels. The shift schedule usually 

depends on the current vehicle speed and engine throttle position and it is determined by 

the car manufacturer through extensive calibrations to achieve objectives such as ride 

comfort, drivability and fuel economy. To match the performance of an actual vehicle, it 

is ideal to use the same shift schedule in the transmission model. However, this shift 

a) b)

c)
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schedule is not readily available. Therefore, the shift schedule is determined empirically 

using actual vehicle’s data from a FHWA project [100,139]. The result is shown in 

Figure 6.4.  

 

Figure 6.4 Empirical transmission shift schedule 

 

 

Figure 6.5 Transmission model calibration results: a) actual vehicle test one; b) actual 

vehicle test two 

 

a-1) b-1)

a-2) b-2)
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During the actual vehicle tests, all the vehicle speed, throttle position and gear 

position data were recorded. These data were used to determine a shift schedule. 

Essentially, it is to determine multiple curves of vehicle speed and throttle position 

relationships. The gear position changes when the operating points of vehicle speed and 

throttle position cross one of these curves. The first step was to extract actual vehicle data 

points whenever a gear-shift event occurs (i.e. the gear position changes). Next, curves of 

the shift schedule were obtained as piecewise linear curves that fit the extracted gear-shift 

event data points with the minimum error. Figure 6.5a-1 and Figure 6.5b-1 shows the 

calibration results for two actual vehicle test scenarios. The blue lines indicate gear 

positions obtained from the shift schedule. The recorded vehicle speed and throttle 

position data were sent to the shift schedule to find the gear positions. The red dashed 

lines indicate gear positions recorded from the actual vehicle. It can be seen that the two 

gear positions match well which verified the shift schedule. 

In addition, parameters of the following powertrain model were determined: 

𝜔𝑒(𝑡) =
𝑅𝑓𝑑 ⋅ 𝐺𝑅(𝑡)

𝑅𝑡𝑖𝑟𝑒
⋅ 𝑣(𝑡) (6.1) 

where 𝜔𝑒 is the engine speed (𝑟𝑎𝑑/𝑠); 𝐺𝑅 is the transmission gear ratio; 𝑅𝑓𝑑 is the 

final drive ratio; 𝑅𝑡𝑖𝑟𝑒 is the wheel tire radius (𝑚); 𝑣 is the vehicle speed (𝑚/𝑠). The 

values of all transmission gear ratios (six for the six-speed transmission) and final drive 

ratio were obtained from the brochure of the 2013 Cadillac SRX. The tire radius was 

calibrated since the actual tire radius can be slightly different from the brochure due to 

the deformation of the tire. The same actual vehicle data from FHWA were used. The 

inputs are vehicle speed and actual gear ratio, the output is the calculated engine speed 

from the powertrain model (6.1). The tire radius was determined to be the one that gives 

the minimum error between the calculated engine speed and the engine speed recorded 

from the actual vehicle. Calibration results from two actual vehicle testing scenarios are 

shown in Figure 6.5a-2 and Figure 6.5b-2. The blue lines indicate engine speeds 
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calculated from the powertrain model and the red lines indicate engine speeds recorded 

from the actual vehicle. It can be seen that the two engine speeds match well which 

verifies the powertrain model. 

6.2.5. Vehicle Model Development 

The vehicle and powertrain dynamics are governed by the following equations: 

𝐽𝑒�̇�𝑒(𝑡) = 𝑇𝑒(𝑡) − 𝑇𝑓(𝑡) − 𝑇𝑑(𝑡) (6.2) 

𝑀𝑣𝑎(𝑡)⏟    
𝑖𝑛𝑒𝑟𝑡𝑖𝑎 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒

=
𝑇𝑑(𝑡) ⋅ 𝑅𝑓𝑑 ⋅ 𝐺𝑅(𝑡)
⏞            

𝑎𝑥𝑙𝑒 𝑡𝑜𝑟𝑞𝑢𝑒

𝑅𝑡𝑖𝑟𝑒
−

(

 𝑓𝑡𝑖𝑟𝑒𝑀𝑣𝑔 𝑐𝑜𝑠 𝜑(𝑡)⏟          
𝑟𝑜𝑙𝑙𝑖𝑛𝑔 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒

+ 𝑀𝑣𝑔 𝑠𝑖𝑛 𝜑(𝑡)⏟        
𝑔𝑟𝑎𝑑𝑒 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒

+
1

2
𝐶𝑑𝜌𝐴
⏞    
𝐶𝑤𝑖𝑛𝑑

𝑣(𝑡)2
⏟        
𝑤𝑖𝑛𝑑 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒)

  

(6.3) 

where 𝑇𝑒 is the engine torque (𝑁𝑚); 𝑇𝑓 is the engine friction torque (𝑁𝑚); 𝑇𝑑 is the 

engine loading torque (𝑁𝑚); 𝑎 is the vehicle acceleration (𝑚/𝑠2); 𝑓𝑡𝑖𝑟𝑒 is the rolling 

resistance friction constant; 𝑀𝑣 is the vehicle mass (𝑘𝑔); 𝑔 is gravity constant; 𝜑 is 

the road slope angle (𝑟𝑎𝑑); 𝐶𝑑 is the drag coefficient; 𝜌 is the air density (𝑘𝑔/𝑚3); 𝐴 

is the vehicle frontal area (𝑚2). 

From (6.2), to ensure the performance of the virtual target vehicle matches the 

performance of an actual testing vehicle, both the engine output torque and the engine 

loading torque need to be the same as the actual vehicle. The engine torque can be 

controlled by sending the same accelerator pedal command as the actual vehicle. 

However, the desired loading torque has to be estimated using (6.3) which includes 

several unknown parameters. As discussed in the previous section, the gear ratios and 

final drive values were already obtained from the brochure, and the tire radius was 

calibrated. The gravity constant is also a known constant. The remaining parameters that 

need to be calibrated are 𝑓𝑡𝑖𝑟𝑒, 𝑀𝑣, and the lumped wind resistance constant 𝐶𝑤𝑖𝑛𝑑. 

These parameters were calibrated using the actual vehicle data from a FHWA project 

[100,139]. For a well calibrated vehicle model, the calculated engine loading torque from 
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(6.3) should match the engine loading torque of an actual vehicle, given the same vehicle 

trajectory and roadway condition. During the actual vehicle tests, all the vehicle speed, 

acceleration, roadway slope, and gear positions were recorded. These data were sent to 

(6.3) to obtain the calculated engine loading torque. Due to the difficulties in installing a 

torque sensor on an actual vehicle, the actual engine loading torque was not directly 

measured. It was estimated by an engine map using recorded engine speed and throttle of 

the actual vehicle. The model parameters of (6.3) were selected as those giving the 

minimum error between the calculated engine loading torque and the estimated actual 

engine loading torque. The initial guess were based on the brochure and the ranges of 

these parameters were referred to [11]. 

In total, two FHWA data sets were used to calibrate the model: Aberdeen Track 

scenarios (data set 1) and rolling terrain scenarios (data set 2). The data set 1 was 

conducted on a relatively flat roadway and the effects of road grade angles are limited. A 

flat roadway is ideal for the longitudinal model calibration since the model is sensitive to 

the grade resistance term. Even for a roadway with small grade angle, the grade 

resistance term can become dominant compared to other resistances. Therefore, the data 

set 1 was used at beginning to obtain a preliminary calibration of the parameters though 

the nonlinear least square method. Once this was done, the model was further calibrated 

using the data set 2. 

Figure 6.6a shows one calibration result from data set 1 and Figure 6.6b shows one 

calibration result from data set 2. The blue lines are estimated actual engine loading 

torque and the red lines are calculated engine loading torque using (6.3). It can be seen 

that in both scenarios, the calculated engine loading torque match well with the estimated 

engine loading torque from actual vehicle data. This validates the vehicle model 

calibration. The root-mean-square-errors (RMSEs) are 3.08 and 18.30 respectively. The 

result from data set 2 has greater RMSEs due to more transient engine dynamins and 

more aggressive roadway slopes. 
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Figure 6.6 Vehicle model calibration results 

6.2.6. Implementation 

Once all models and controllers were calibrated and verified, the performance of the 

virtual target vehicle represented by the powertrain research platform was compared 

against the performance of an actual vehicle. Given a testing scenario, first the high-level 

controller calculates the desired accelerator pedal command and engine torque using the 

engine maps and the calibrated longitudinal model. Next, these commands plus vehicle 

performance data (vehicle’s speed, acceleration, etc.) and the testing scenario’s roadway 

conditions (speed limit, the degree of road slope, etc.) are sent to the middle-level 

controller to determine the desired loading torque using both powertrain and vehicle 

models. This loading torque plus a compensation term from an engine controller (as 

shown in Figure 6.1) determines the final desired loading torque. This engine controller is 

a)

b)

RMSE: 3.08

RMSE: 18.30
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a proportional-integral (PI) controller based on engine speed feedback and compensates 

for uncertainties of the powertrain and vehicle models. Finally, the engine loading pump 

is controlled to provide the loading torque. The actual engine speed and torque are 

measured and sent to the vehicle model to simulate the performance of the virtual vehicle. 

The fuel consumption and emissions of the virtual target vehicle are measured using 

precise instruments and recorded as well. The results of the HIL testbed validation are 

shown in Section 6.4.2. 

6.3. Living lab Development 

The living lab enables real-time traffic data communication (including loop detectors, 

traffic signal and vehicle data) between the actual roadway (testing field) and the HIL 

testbed. To enable thee real-time communication, a roadway segment has been equipped 

with a roadside unit (RSU) and a small number of testing vehicles are instrumented with 

onboard units (OBUs). The OBU collects the vehicle data in real-time (vehicle’s location, 

speed, acceleration etc.) and broadcasts this information as basic safety message (BSM) 

to the RSU and the surrounding testing vehicles. The RSU broadcasts both traffic signal 

and loop detector data to the testing vehicles, and forwards all traffic data remotely to the 

HIL testbed. The HIL testbed can thus mimic a virtual target vehicle that follows an 

on-road testing vehicle in real-time to evaluate the performance of various CAV 

applications. The value of the living lab is that it enables the HIL testbed to access 

real-world traffic data. Therefore, the HIL testbed can evaluate various CAV applications 

in realistic world traffic scenarios. This is an important feature since simulated traffic 

scenarios from VISSIM may not accurately reflect the real-world situations due to 

difficulties in modeling the highly nonlinear and complex traffic dynamics. The HIL 

testbed can thus evaluate the real-time capability and robustness of various CAV 

applications in real-world traffic scenarios. It is neither restricted to simulated traffic 

scenarios nor to proving grounds scenarios. All the on-road testing vehicles are driven by 
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human on real-world roadways and they interact with all other traffic and signals just as 

normal vehicles will behave. Therefore, even though there are only a few instrumented 

vehicles, the traffic scenarios generated from the living lab are still from real traffic data. 

6.3.1. Overview 

 

Figure 6.7 Overall architecture of the living lab 

 

Figure 6.7 shows the overall architecture of the living lab. The signal information is 

obtained from the serial data link cable (SDLC) port of the signal controller. A 

SMART-signal system [141] is used to obtain both the signal status and detector data. 

Firstly, the signal controller sends signal status and detector data to the data hub through 

the SDLC. Then the data hub relays the data to the RSU through an Ethernet cable. The 

RSU processes and formats the data, and broadcasts to the surrounding testing vehicles 

through dedicated short range communication (DSRC) wirelessly. Meanwhile, the testing 
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vehicles forward BSMs to the RSU as well. Finally, the RSU combines signal status and 

loop detector data with the BSMs, and transmits to the HIL testbed using cellular network. 

As mentioned previously, the HIL testbed can thus evaluate the performance of a virtual 

target vehicle that follows one of the on-road testing vehicles. Depending on the specific 

CAV application, a vehicle and powertrain controller (essentially the high-level 

controller in Figure 6.1) controls the actual engine of the powertrain research platform to 

mimic the operation of the target vehicle’s engine. Real-time fuel consumption and 

emissions are measured and recorded. Details of each component of the living lab will be 

further explained in the following sections. 

If a testing vehicle is equipped with a cellular router, traffic data can alternatively be 

sent from the testing vehicle. The living lab has the capability to conduct HIL tests with 

real-time communication among traffic infrastructures, testing vehicles and a virtual 

target vehicle driven by a real engine. Example is shown in Section 6.4.3.2. The real 

traffic data can also be collected and stored for offline evaluation of CAV applications. 

Section 6.4.3.1 shows an eco-approach application as the example. 

6.3.2. Intersection Instrumentation 

The RSU has been instrumented at the intersection between Trunk Highway 55 

(TH55) and Winnetka Ave in Minnesota (Figure 6.8a)). It is installed on the signal pole 

as close to the middle of the road as possible to ensure the best line-of-sight (Figure 

6.8b)). An inside view of the instrumented signal cabinet is shown in Figure 6.8c). The 

inside view essentially shows actual connections inside the signal cabinet among 

components illustrated in Figure 6.7. The Data Hub connects to the signal controller 

(Econolite ASC/3-2100) through a SDLC cable. The RSU (Savari StreetWAVE) is 

powered using a long Ethernet cable routed from the signal cabinet. This Ethernet cable 

sits securely inside the signal pole and the cable tunnels underground. The RSU and Data 
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Hub are connected through a cellular router (Mofi Network 4500). Using this router, the 

RSU can forward traffic data remotely to the HIL testbed. 

 

 

Figure 6.8 Living lab intersection instrumentation: a) location of the instrumented 

intersection (between Trunk Highway 55 and Winnetka Ave); b) view of the RSU 

mounted on the signal pole; c) inside view of the instrumented signal cabinet 

 

 

Figure 6.9 Living lab testing vehicle instrumentation: a) inside view of the 

instrumented vehicle; b) roof view of the instrumented vehicle 
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6.3.3. Testing Vehicle Instrumentation 

Figure 6.9a) and Figure 6.9b) show the instrumentation of a testing vehicle. The 

OBU (Savari MobiWAVE) has been installed to obtain vehicle speed, location (longitude 

and latitude) and altitude (road slope) information based on Global Positioning System 

(GPS). This information is then formatted as BSM data following the SAE J2735 

standard [142]. The BSM is broadcasted to the RSU every 0.1 second using the DSRC. 

The OBU also receives signal status and loop detector data from the RSU. The GPS and 

DSRC antenna of the OBU sit on the top of the vehicle roof to ensure a good signal 

reception. If a cellular router is equipped in the testing vehicle, the traffic data can be 

transmitted remotely to the HIL testbed from the OBU. In addition, a laptop or a tablet 

can be connected to the OBU through the Ethernet port or the RS-232 port. Thus a human 

machine interface can be developed to display real-time vehicle data and signal data to 

the driver or provide driving guidance. 

6.3.4. Integration to the HIL Testbed 

The value of the living lab is that it enables the HIL testbed to access real-world 

traffic data. Therefore, the HIL testbed can evaluate various CAV applications in realistic 

world traffic scenarios. Integration of the living lab and the HIL testbed extends the 

capabilities of the HIL testbed for various CAV applications evaluation. There are two 

usages of the living lab. In the first usage, real-world traffic data are collected from the 

living lab first before conducting the HIL tests. Then the HIL testbed can evaluate the 

performance of a target vehicle in realistic traffic scenarios. In the second usage, the HIL 

testbed and the living lab interact in real-time through real-time communication. The HIL 

testbed sends real-time information of the target vehicle as the feedback to affect the 

performance of on-road testing vehicles or the signal controller. In addition, the HIL 

testbed can evaluate CAV applications in more realistic environments. A key value 

brought by the HIL testbed is that the vehicle powertrain dynamics is explicitly 
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considered by installing the actual engine and well calibrated vehicle model. The 

real-time capability and the robustness of a CAV controller can be evaluated realistically 

with considerations such as prediction uncertainties, communication delays, etc. The HIL 

testbed can function as a rapid prototyping platform to validate whether the CAV 

controller would perform as expected if implementing on an actual vehicle. 

If the living lab is used to generate real traffic data and the HIL testbed uses the 

collected data later, real-time communication is not an issue. But if the living lab and the 

HIL testbed need to interact in real time, then communication delay has to be considered. 

The delay can be avoided by using a wired network. Both the HIL testbed and the living 

lab (the signal controller and the RSU) will be connected to the internet through wired 

network. The on-road testing vehicles will communicate with the RSU through DSRC. 

Therefore, they can share information using network communication such as TCP/IP and 

the delays are minimal [55].  With the current setup, the delays can be considered by the 

CAV controllers. Essentially, delays affect the quality of the traffic information and thus 

bring more uncertainties in the traffic prediction. The controller should be robust to 

ensure satisfactory performance even with the existence of these uncertainties.  This can 

be addressed by using robust optimization methods to consider the uncertainties 

explicitly during the controller design [143] or model predictive control (MPC) to update 

traffic information frequently. 

6.4. Experiment results and discussion 

6.4.1. Capabilities of the HIL Testbed and the Living Lab 

The HIL testbed has three potential usages: 

1) Evaluate the performance of a target vehicle inside the VISSIM simulated traffic 

network. Any vehicle from the simulated traffic scenario can be selected as the target 

vehicle and the HIL testbed can accurately evaluate its performance. If multiple vehicles 

are of interest, each vehicle can be evaluated one-by-one and multiple HIL experiments 
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can be conducted. With a simulated traffic network, various complex traffic scenarios can 

be evaluated and there could be one or multiple CAVs. There could be other vehicles 

following the target CAV emulated by the HIL testbed and the benefits of CAVs to the 

overall traffic (or the mobility benefits of CAVs) can be understood. 

2) Evaluate the performance of a target vehicle in real-world traffic scenarios. 

Real-world traffic scenarios are generated first using recorded on-road testing vehicle 

data and signal data from the living lab before conducting the HIL experiments. Once a 

real-world traffic scenario is generated, the HIL testbed will emulate a target vehicle that 

follows one of the on-road testing vehicles. This enables evaluating the target vehicle in 

realistic traffic scenarios. Simulated traffic scenarios from software such as VISSIM may 

not accurately reflect the real-world situations due to the difficulties in modeling the 

highly nonlinear and complex traffic dynamics. The HIL testbed can be a rapid 

prototyping platform to evaluate and compare different CAV control strategies in 

real-world traffic scenarios. 

3) Evaluate the performance of a target vehicle that interacts with real traffic in 

real-time. In this setup, again the HIL testbed emulates a target vehicle that follows one 

of the on-road testing vehicles. The difference is that the HIL testbed shares information 

(both receiving and sending information) with the living lab in real-time. This means that 

the HIL testbed can send real-time information of the target vehicle as the feedback to 

affect the performance of on-road testing vehicles or the signal controller. This setup is 

more close to the real-world implementation situations. The real-time capability and the 

robustness of the CAV controller can be evaluated realistically as well with 

considerations such as prediction uncertainties, communication delays, etc. 

For the real-time usage of the living lab (the third usage), one example application is 

the coordinated control of a vehicle platoon. The target vehicle (HIL testbed) will follow 

a platoon of on-road testing vehicles and send its future control decisions to these 

preceding vehicles. The preceding vehicles will affect the fuel consumption of the target 
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vehicle. By considering the traffic information behind themselves, the preceding vehicles 

can be driven to achieve the maximum energy benefits of the entire vehicle platoon. 

However, safety concerns have to be carefully considered in this application. The on-road 

testing vehicles can be either human-driven vehicles with speed advisory or autonomous 

vehicles. Another example application is the adaptive signal control. The HIL testbed can 

send the optimal SPaT to the signal controller based on information from both the target 

vehicle and the on-road testing vehicles. Therefore, the signal controller can adapt to the 

status of the target vehicle to improve energy efficiency and mobility. 

The development of the living lab enables the second and third usages. The mobility 

benefits of CAVs can be evaluated for VISSIM simulated traffic networks (the first 

usage). The key is that any vehicle from the VISSIM simulation can be selected as the 

target vehicle and the HIL testbed can accurately evaluate its performance. For example, 

if a platoon of vehicles is of interest with mixed CAVs and non-CAVs, each vehicle in 

the platoon can be evaluated one-by-one with multiple HIL experiments. Therefore, 

performance of all vehicles in the platoon can be understood which would reveal the 

mobility benefits of CAVs. The HIL testbed can be potentially used for evaluating safety 

benefits as well with further enhancement. For example, latency is more critical for a 

safety focused CAV application. When interacting with on-road testing vehicles in 

real-time, the communication delays may need to be minimized. The evaluation of safety 

benefits is out of the scope this work. 

The HIL testbed is designed to be able to swap different types of engines and 

accommodate different vehicle models. Our group has tested a diesel engine [101] and a 

Ford gasoline engine [119] on the HIL testbed before with different vehicle models, such 

as a hybrid electric vehicle [55]. The current GM gasoline engine is installed since it 

matches the actual testing vehicles at FHWA and therefore allows us to compare directly 

the HIL testbed with the actual testing vehicles. 
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In the following sections, Section 6.4.2 validates that the HIL testbed can match the 

performance of actual vehicles which significantly improves the credibility of the HIL 

testbed. Section 6.4.3 shows two examples to demonstrate the second and third 

capabilities of the HIL testbed which are enabled by the living lab. 

6.4.2. Match the Performance of the Actual Testing Vehicle 

In this section, experiments are conducted on the HIL testbed to compare its 

performance against the actual testing vehicle at the FHWA. Actual vehicle tests have 

been conducted on the CAV platform of the FHWA [100,139]. Fuel measurement 

devices were equipped on the actual testing vehicle and the fuel saving benefits of an 

eco-drive control algorithm developed in [7] were compared with a conventional 

constant-speed cruise control on several roadways in Virginia. To evaluate the 

performance of the HIL testbed against the actual vehicle, eight representative testing 

scenarios was selected and tested on the HIL testbed. Both eco-drive and baseline 

scenarios were included for four different roadways. The summary of fuel consumption 

results are shown in Table 6-1. Overall, the virtual vehicle represented by the HIL testbed 

has similar fuel consumption as the actual vehicle. The HIL testbed achieved similar fuel 

benefits (between the baseline scenario and the eco-drive scenario) as the actual testing 

vehicle with about 1% error. These results validate the effectiveness and accuracy of the 

HIL testbed. 

For all road scenarios, performance of the virtual vehicle matches well with the 

performance of the actual testing vehicle. The simulated vehicle speeds from the HIL 

testbed match the actual vehicle speeds which validated the calibrated transmission and 

vehicle models. Both the engine speeds and throttles were tracked well which ensures the 

resulting engine torque and fuel consumption match those of the actual testing vehicle. 

All these results validate that the HIL testbed can match the performance of the actual 

testing vehicle with high accuracy. 
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Table 6-1 Summary of all testing scenarios 

Road Scenario Scenario 

Actual Vehicle Test HIL Test 

Travel Time 

(sec) 
Fuel (L) 

Fuel Benefits 

(%) 

Travel Time 

(sec) 
Fuel (L) 

Fuel Benefits 

(%) 

River 

Northbound 

Baseline 365.6 0.690 

8.2 

365.58 0.674 

9.3 

Eco-drive 405.8 0.633 405.78 0.611 

Georgetown Pike 

Northbound 

Baseline 160.6 0.204 

11.3 

160.59 0.208 

10.6 

Eco-drive 163.0 0.181 162.99 0.186 

GW Parkway 

Southbound 

Baseline 641.5 0.904 

8.1 

641.48 0.900 

7.2 

Eco-drive 648.7 0.831 648.68 0.835 

US 17 

Northbound 

Baseline 469.8 0.921 

4.2 

465.57 0.938 

3.7 

Eco-drive 510.5 0.882 510.47 0.903 
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Figure 6.10 HIL testing results for gw parkway: a) eco-drive scenario; b) baseline 

scenario 

 

Figure 6.10 shows the HIL testing results for the GW Parkway scenario. It can be 

seen that the simulated vehicle speed matches the actual testing vehicle’s speed, and both 

b)

a)
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the engine speed and throttle tracks well. Note that there are several high throttle regions 

where the throttle positions were not tracked perfectly. It turns out that in these regions, 

the throttle positions are sensitive to changes of the pedal positions, while the engine 

torque is not sensitive to the throttle positions. In other words, when the pedal varies a 

small amount, the throttle can vary significantly but the increase on engine torque is 

small. Therefore, effects of these regions on the vehicle performance and fuel 

consumption are small.  The engine torque data were not measured during all actual 

vehicle experiments due to difficulties in installing a torque sensor on an actual vehicle. 

In addition, for the particular test scenario shown in Figure 10, gear position data were 

not recorded by the FHWA. Nevertheless, it is anticipated that both the gear position and 

engine torque data from the HIL testbed would reflect the performance of the actual 

vehicle with high fidelity. This is because both the powertrain and vehicle models used in 

the HIL testbed have been well calibrated and their accuracy has been demonstrated in 

Section 2.4 and Section 2.5 

6.4.3. Demonstration of the Living Lab 

To demonstrate the capabilities brought by the living lab, two experiments were 

conducted. The first experiment is an eco-approach application. The trajectory of the 

preceding vehicle was recorded from on-road testing vehicles driven by human drivers in 

real world traffic scenario on the TH55 (the instrumented roadway). The HIL testbed 

emulates the operation of a target vehicle that follows the preceding vehicle to pass an 

intersection, and the performance of the target vehicle is compared with the performance 

of the immediate preceding vehicle. The second experiment shows the real-time 

capability of the living lab. The HIL testbed mimics a target vehicle that exactly follows a 

testing vehicle driven by a human driver on a real road in real-time. 
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6.4.3.1. Eco-approach application 

The experiment setup is shown in Figure 6.11. Three actual testing vehicles 

instrumented with on-board units (OBUs) were driven by human drivers to pass a 

real-world intersection at trunk highway 55 (TH55) in Minnesota. The OBUs collect 

vehicle data such as each vehicle’s location, speed and acceleration. The intersection is 

instrumented with a roadside-unit (RSU) [144]. The RSU is connected to the signal 

controller and obtains signal phase and timing (SPaT) and information from detectors. 

The location and speed of these vehicles and the signal phase and timing were recorded 

and synchronized. Slopes of the real-world roadway were obtained using the elevation 

data from the Minnesota Geospatial Information Office (MnGeo) [145].  

 

Figure 6.11 Illustration of the real-world traffic scenario 

With these data, any vehicle of the three testing vehicles can be treated as a 

human-driven CV or a non-CV. The HIL testbed will then emulate a virtual target vehicle 

that follows these preceding vehicles to pass the intersection. In this work, it is assumed 

that the first and the third vehicles are human-driven CVs, and the second vehicle is a 

non-CV (see Figure 6.11). The target vehicle follows the third vehicle in the platoon (see 

Figure 6.11). This third vehicle is driven by a human driver and is considered as the 

baseline. Even though data of all three vehicles were recorded, the target vehicle (the HIL 
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testbed) will only know information of those selected as CVs. There could be other 

vehicles on the road but the target vehicle will not know whether those vehicles exist and 

their locations. The target vehicle uses information of the two preceding human-driven 

CVs and signal phase and timing to predict the future traffic conditions. It is assumed that 

the communication range between the target vehicle and the intersection is 500 meters. 

Therefore, the target vehicle begins eco-approach 500 meters away from the intersection 

and the roadway of interest is 500 meters. This roadway is divided into 40 cells and each 

cell is 12.5 meters. Partial traffic states ‘measured’ from the two CVs are used to estimate 

the traffic states of all 40 cells using the observer (developed in Section 2.2). Then the 

traffic flow model is propagated forward in time to predict the future traffic conditions. 

With this real-world traffic data, the optimal control (see Chapter 3) can be evaluated in a 

realistic scenario for a target vehicle passing a real-world intersection. The scenario 

considers mixed traffic with both CVs and non-CVs on the road. The experimental 

validation on the HIL testbed helps validate the energy benefits of the optimal control 

with measured fuel consumption and emissions of the target vehicle.  

Table 6-2 Fuel consumption of all evaluation scenarios 

 Baseline 
Target-Speed 

Optimization 
Target  Target-Ideal 

Fuel Consumed (grams) 43.2 39.6 36.1 33.3 

Energy Benefits (%) - 8.3 16.5 23.0 

Table 6-2 shows the fuel consumption comparison of all evaluation scenarios. The 

scenarios are as followings: ‘Baseline’ is the performance of the third vehicle in Figure 

6.11 (the immediate preceding vehicle); ‘Target’ is the performance of a vehicle with 

optimal speed and gear position control (see Chapter 3) and traffic prediction (see 

Chapter 2), the vehicle is emulated by the HIL testbed; ‘Target-Ideal’ is the performance 

of a vehicle with optimal speed and gear position control but is assumed to perfectly 
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know the future traffic; ‘Target-Speed Optimization’ is the performance of a vehicle with 

optimal speed control and the same shift schedule as the ‘Baseline’ vehicle.   

 

Figure 6.12 Comparison of preceding vehicle (‘Baseline’) and ‘Target’ vehicle 

Figure 6.12 shows the comparison between the ‘Target’ vehicle and the preceding 

vehicle (‘Baseline’). The ‘Target’ vehicle receives speed and location information from 

preceding connected vehicles as well as signal phase and timing from the signal lights. 
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With co-optimization of vehicle speed and gear position, it can achieve 16.5% benefits. 

The ‘Target’ vehicle is able to reduce braking when approaching the intersection and 

accelerate smoother when leaving the intersection. The braking reduction is 13.4% 

(Figure 6.12f). The ‘Baseline’ vehicle has to stop at the intersection for 8 seconds and has 

a more dynamic speed profile. Besides benefits from the optimized vehicle speed, gear 

position is optimized. The ‘Target’ vehicle anticipates the future power request and stays 

longer at higher gears to operate the engine in more efficient operating points (e.g. gear 

six during 3 seconds to 18 seconds). Considering the ‘Target-Speed Optimization’ 

vehicle that is driven with the optimal vehicle speed of the target vehicle and the fixed 

shift schedule of the preceding vehicle, the fuel benefit is 8.3%. In other words, with 

optimization of gear position, an additional 8.2% benefit is achieved. This shows that 

gear position optimization contribute to almost half of the total energy benefits (16.5%) 

for the ‘Target’ vehicle. 

Figure 6.13 shows the comparison of ‘Target-Ideal’ scenario and ‘Target’ scenario. 

In the ‘Target-Ideal’ scenario, with perfect future traffic information, the vehicle tends to 

stay longer near the upper bound of following distance which fully utilizes the following 

distance spacing freedom. The energy wastes from braking and idling are significantly 

reduced. Since the braking is reduced, the vehicle needs to accelerate less after the signal 

turns green which saves energy. The fuel saving is 23.0%. For the ‘Target’ scenario, even 

with imperfect traffic prediction, the vehicle is able to reduce waste from braking and 

idling. But the speed profile is more dynamic with more ups and downs (also refer to 

Figure 6.12b), and thus the power request is increased. Nevertheless, the controller 

achieves 16.5% fuel benefit which is satisfactory comparing to the ‘Target-Ideal’ 

scenario. For the gear position optimization, the ‘Target-Ideal’ vehicle is able to stay on 

higher gears longer than the ‘Target’ vehicle with prediction. This helps to operate the 

engine in more efficient regions and hence reduce energy consumption.  
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Figure 6.13 Perforamnce of ‘Target-Ideal’ vehicle with perfect future traffic information 

versus ‘Target’ vehicle with predicted traffic for the real-world traffic scenario 

Figure 6.14 shows the powertrain dynamics of the ‘Baseline’ scenario and ‘Target’ 

scenario recorded on the HIL testbed. It can be seen that both the measured engine speed 

and engine torque match well with the reference profile. The simulated vehicle speed 

matches the reference vehicle profile as well. All these results validate the performance 

of the proposed optimal controller. The measured fuel consumption rates are shown in the 

figure and the total grams of consumed fuels are shown in the orange texts. The actual 

fuel consumption has deviations from the fuel consumption estimated from the engine 

fuel map, especially during transient when the engine is commanded to throttle up or 

throttle down rapidly. The HIL testbed is effective in measuring these transients which 

cannot be captured by the engine fuel map. This shows the capability of the HIL testbed. 

The total fuel consumptions of the HIL measurement and the engine fuel map are similar. 
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This is because the deviations of the fuel consumption are offset during the eco-approach. 

The engine fuel map tends to underestimate the fuel consumption during vehicle 

acceleration, and overestimate the fuel consumption during vehicle deceleration. During 

the eco-approach, the vehicle completes exactly one deceleration and one acceleration. 

This offset the inaccuracies in the engine fuel map.   

 

Figure 6.14 Experimental results for the real-world traffic scenario 
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6.4.3.2. Real-time vehicle following 

 

Figure 6.15 Real-time vehicle following using living lab: a) real-time vehicle following 

performance; b) trajectory of the on-road testing vehicle 

In this application, an on-road testing vehicle was driven by a human driver around 

the University of Minnesota campus. The HIL testbed receives the on-road testing 

vehicle’s speed in real-time to represent a target vehicle that follows exactly the testing 

vehicle. The high-level controller of the HIL testbed commands the emulated target 

vehicle to travel at the same speed as the on-road testing vehicle. To handle possible 

communication delays, at each time step, the control command will update only when 

there is new speed information from the on-road testing vehicle. If not, the same speed 

control command as the previous time step will be sent to the HIL testbed. The vehicle 

following performance of the HIL testbed is shown in Figure 6.15a) and the trajectory of 

the testing vehicle is shown in Figure 6.15b). It can be seen from the vehicle speed plot 

that the target vehicle speed tracks the on-road testing vehicle well. This demonstrated 

the real-time capability of the living lab. 

 

a) b)
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6.5. Conclusion 

In this work, the HIL testbed developed previously has been enhanced to match the 

performance of an actual testing vehicle. The same type of engine used in the actual 

vehicle was installed on the HIL testbed. All vehicle and powertrain models were 

calibrated using the actual vehicle testing data from the FHWA. In addition, a living lab 

was developed to enable the HIL testbed to interact with real traffic in real-time. After 

these configurations, HIL experiments were conducted for eight testing scenarios. The 

results show that the virtual target vehicle represented by the HIL testbed matches well 

with the performance of the actual testing vehicle with only about 1% error. The results 

significantly improve the credibility of the HIL testbed. The introducing of real-world 

traffic information extends the capabilities of the HIL testbed to evaluate the real-time 

capability and robustness of various CAV applications in realistic roadway conditions. 

The research outcome provides a new, effective way to evaluate the vehicle fuel 

consumption and emissions for connected and autonomous vehicles (CAVs) and other 

types of vehicles in various roadway conditions. The capability of the living lab has 

demonstrated that it can handle various real traffic scenarios with no safety concerns.  
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Chapter 7  

Conclusion and Future Work 

7.1. Conclusion 

In this dissertation, real-time implementable optimal control strategies are developed 

for energy savings of CAVs for three most common powertrain types today: internal 

combustion engine based vehicles (ICVs), hybrid electric vehicles (HEVs), and electric 

vehicles (EVs). Both the vehicle speed trajectory and powertrain operation (e.g. 

transmission gear position or engine-battery power-split) are optimized to maximize the 

energy benefits. The optimization is designed for each specific powertrain type 

considering impacts of powertrain operation, constraints and dynamics on the energy 

consumption. This ensures the optimal control law is realistic and can be potentially 

implemented on the actual vehicle. A systematic control framework, which combines 

both traffic prediction and energy optimization, is developed to implement the optimal 

control in the model predictive control (MPC) fashion. The traffic prediction method can 

be applied to scenarios where both connected and non-connected vehicles are on the road. 

A traffic flow model is used to describe dynamics of the traffic states (traffic density and 

traffic speed). Current traffic states are estimated using an observer based on real-time 

information communicated from connected vehicles and signal lights. Future traffic states 

can be predicted by propagating the traffic flow model forward in time. Uncertainties in 

the traffic prediction are considered during the vehicle speed optimization to ensure the 

performance of the optimal control strategy.  

To experimentally validate the optimal control strategies, a HIL testbed developed 

previously has been enhanced. To increase the fidelity of the testbed, the same type of 

engine as the actual vehicle is installed and both vehicle and powertrain models are 

calibrated using actual vehicle testing data. The resulting HIL testbed matches well with 
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the performance of the actual testing vehicle with only about 1% error. In addition, a 

living lab was developed to enable the HIL testbed to interact with real traffic. The results 

significantly improve the credibility of the HIL testbed. The introducing of real-world 

traffic information extends the capabilities of the HIL testbed to evaluate the real-time 

capability and robustness of various CAV applications in realistic roadway conditions. 

The control strategies have been evaluated for vehicles of each powertrain type in 

different traffic scenarios. Significant energy savings (10-20%) have been shown in 

experiment and/or simulation with the co-optimization. This validates the performance 

and potential benefits of the proposed vehicle speed and powertrain operation 

optimization strategies. 

7.2. Future Work 

In this dissertation, the optimal control strategies are mostly evaluated for a single 

lane roadway and for an individual vehicle. In reality, the roadway can be multi-lane and 

there can complicated traffic behaviors exist. It is of interest to extend the optimal control 

strategies to other CAV applications and complex traffic scenarios such as a multi-lane 

roadway with lane-changing. This will require an improved traffic prediction method that 

can model, for example, the lane-changing behaviors and predict the impacts of these 

behaviors on the traffic dynamics. Also, the performance and accuracy of the traffic 

prediction method can be potentially improved with additional information such as sensor 

data from perception (camera, LIDAR, etc.) and with advanced observer design (e.g. 

other nonlinear observers besides Kalman filter). It is also interesting to compare the 

traffic prediction method with data-driven approaches based on machine learning and 

artificial Intelligence (AI). For more complex scenarios, the performance of the optimal 

control can have higher dependency on the accuracy of the traffic prediction. This 

requires a detailed analysis on how the uncertainties of traffic prediction will affect the 
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optimality of the model predictive control (MPC), and how to ensure the energy benefits 

of the control through systematic robust or stochastic optimization.  

In addition, the overall performance of the traffic network depends on not only the 

performance of each individual vehicle but also the entire vehicle platoon on the roadway 

and their interactions (e.g. as shown in [146]). There can be two potential directions: one 

is a systematic study to understand the impacts of CAV applications for energy savings 

on the traffic flow dynamics; the other one is to develop coordinated individual vehicle 

controller that considers the impacts on overall traffic to maximize the energy efficiency 

of the entire traffic. The instrumentation of multiple real-world intersections (extending 

the living lab) can help bring in more traffic data to facilitate these research studies.  

There are other specific future works for different types of vehicles. For the optimal 

control of HEVs, it is of interest to conduct HIL experiment to validate the performance 

of the control (similar to the ICVs shown in Chapter 3). A representative HEV engine can 

be installed on the HIL testbed. The corresponding HEV vehicle and powertrain models 

can be calibrated using data from an actual vehicle or using the detailed calibrated models 

from Autonomies or Advisor (as in [147]). For EVs, the optimal control can be improved 

by introducing thermal dynamics of the battery, and considering the battery aging due to 

internal resistance increase.  
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