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Abstract 

For the past decades of years, device feature size has continued to shrink for achieving 

better performance at faster speed, lower power and higher circuit density. However, 

going to a smaller feature sizes also brings in reliability issues such as greater process 

variations and more aggressive performance degradation. To address these issues, circuits 

are designed with certain guard-band to avoid probable failures. In order to determine an 

appropriate guard-band, it is imperative to develop accurate and efficient methods for 

characterizing and collecting these reliability metrics. This dissertation considers two 

important circuit reliability issues: Random Telegraph Noise (RTN) and Radiation 

induced Soft Error. For characterizing the realistic impact of RTN on logic circuit, we 

proposed two on chip monitors using a 65nm and a 32nm process respectively based on a 

Beat Frequency Detection (BFD) technique. The impact of RTN on logic and SRAM 

performance was analyzed based on the measured data. In the chapter 3, a compact 2 

Transistor (2T) radiation sensor with tunable measurement sensitivity implemented in a 

65nm LP bulk process is presented. The 2T sensor array exhibits a 117X higher 

sensitivity as compared to a 6T SRAM cell under an alpha particle radiation test. 

Meanwhile, with the electronic devices become increasingly ubiquitous and 

interconnected, demand for secure system design has also increased. In particular, 

hardware-oriented security has emerged as a new solution to provide another dimension 

of security in additional to the conventional software-oriented security. Many of the 
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hardware security primitives seek to leverage the process variation, in contrast to 

suppress it for the sake of performance, to against post-silicon attacks. For example, 

hardware security building blocks such as true random number generators (TRNGs) and 

physical unclonable functions (PUFs) employ the CMOS devices inherent variation to 

extract entropy: the former one takes advantage of the time-variant random noise and 

latter one is based on the manufacturing induced random variation. In this dissertation, 

one TRNG and two lightweight PUFs are presented. The TRNG measures the frequency 

difference between two free-running ring oscillators to extract random frequency jitter. 

Benefitted from the differential structure, the proposed circuit fabricated in 65nm TRNG 

test chips passed all 15 NIST tests without the use of any feedback or tracking scheme in 

a supply voltage range from 0.8V to 1.2V. The final part of the dissertation presents two 

lightweight PUFs that are based on existing Dynamic Random-Access Memory (DRAM) 

and Successive Approximation Register (SAR) Analog-to-Digital Converter (ADC) blocks 

respectively.  
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Chapter 1. Backgrounds 

1.1. Circuit Reliability 

1.1.1. Random Telegraph Noise 

Parametric shifts caused by temporal random trapping and de-trapping of carriers in 

the channel, also known as Random Telegraph Noise (RTN), have become a growing 

concern in extremely scaled CMOS. RTN coupled with Random Dopant Fluctuation 

(RDF) is predicted to have a detrimental effect on SRAM cell stability beyond 15nm. 

These traps are believed either be defects created during the fabrication process or 

generated by voltage stress during normal operation. This situation has spurred a number 

of studies focusing on the characterization and mitigation of RTN effects. Conventional 

defect models assume that the defect can exist in two states, one is charged and the other 

is discharged. Defects capture and emit carriers in a random pattern as shown in Figure 

1.1(a). As a consequence, the threshold voltage would switch between two discrete 

voltage levels, consistent with a two-state Markov process, as shown in Figure 1.1(b).  

A typical single trap RTN impact on CMOS devices can be characterized by three 

parameters: the capture time (te), the emission time (tc) and the amplitude ΔVth. The 

capture and emission times are randomly distributed while the amplitude is usually fixed. 

By collecting the RTN data for a sufficiently long period of time, it can be observed that 
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the probability of te and tc appear to be Poisson distributed as shown in Figure 1.2. The 

distribution is described as follow [1]: 

  











t
t exp

1
Pr  

where τ is the RTN time constant defining the average time a trap site stays in the 

captured state or in the emission state. The capture and emission time constants (τc and τe) 

then can be extracted separately from the collected data. It is reported that RTN time 

constants range from microseconds to seconds which depends on both the operation 

conditions, i.e. supply voltage, temperature, and defect locations. For circuits operated at 

a frequency higher than the RTN time constant (e.g. >1MHz), a capturing event induced 

threshold voltage increase can be treated as a constant parametric shift which may induce 

errors that are un-recoverable within one clock period. By applying a Fourier transform 

of the stationary two-level signal, the corresponding power spectrum is a Lorentzian as 

shown in Figure 1.3 [2]. The corner frequency of such noise spectrum is determined only 

by τc and τe defining as: 
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Figure 1.1: Random trapping and de-trapping of carriers causes fluctuation in Vt, 

resembling a random telegraph signal. 

 

 

 

 

Figure 1.2: Distribution of emission times at 95K and Vgs = 1.15V, showing that the 

time is Poisson distributed [1]. 



 

 4 

 

Figure 1.3: Frequency-domain representation of the RTN signal [2]. 

1.1.2. Soft Error 

Another concern in the field of circuit reliability is soft error, which is referred to the 

type of errors that are uncontrollable, random and usually not catastrophic. These errors 

are induced by particle strikes, either from the radioactive atoms released by the package 

material or interaction between cosmic rays and the atmosphere. One of the most 

commonly seen particles is the alpha particle, which is essentially a helium nucleus that 

carriers a +2 charge, written as He
2+

. Compared to other radiation particles, alpha particle 

is heavy (two protons and two neutrons) and highly ionized therefore has the lowest 

penetration depth. The interaction between particles and silicon device is shown in Figure 

1.4. When a charged particle strikes at the reverse-biased p-n junction, it creates an 

ionized path through the penetration track. Under the effect of electric field, carriers 
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created by the strike are collected by the diffusion region resulting in a large transient 

current pulse. If the current pulse is sufficiently large, a soft error may occur. 

Nondestructive soft errors can be categorized into two types: (1) Single Event Transient 

(SET) which generates a voltage glitch propagating through a combinational logic path 

and (2) Single Event Upset (SEU) which causes a data flip of a memory cell or register. 

 

Figure 1.4: Charge generation and collection phases in a reverse-biased junction 

and the resultant current pulse caused by the passage of a high-energy ion [1]. 

1.2. Hardware Security 

With the development of the Internet of Things (IoTs), achieving secure and 

trustworthy communication and computation is becoming increasingly challenging. 

Protections from software level alone is proven to be insufficient, especially against 

physical attacks such as fault injection, micro-probing and cloning [58]-[62]. Hardware 

security, aims at providing a silicon solution towards those physical attacks, has emerged 

and gained attractions in both academia and industry. Traditional hardware security 

modules are based on cryptographic primitives such as secret key storage, 
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cipher/decipher blocks (e.g. AES, RSA) and random number generators (RNG). These 

modules are proven effective and suitable for mainframe computers, especially for those 

with high performance and require a high level of security. However, due to the 

computationally intensive algorithm, conventional hardware security primitive are 

generally power consuming and costly thus are undesired for most of the portable 

platform. In addition, the fact that mobile devices are distributed, unsupervised and 

resource-limited further aggravates the situation. As a result, hardware security design are 

expanded from protecting mainframe servers to distributed lightweight devices. Different 

lightweight oriented cryptographic protocols has been proposed and discussed [53]-[54] 

for applications in the source constrained ICs such as sensors, smart cards, and health 

care gears. Although refining the cryptographic algorithm or protocol will improve the 

level of security, of equal importance is to provide a more secure entropy source through 

underlying ICs. The primary focus of our work is to implement hardware security 

building blocks that are reliable, difficult to break and cost efficient. To begin with, we 

can consider an authentication scenario between two parties: a resource-abundant server 

and a resource-limited token.  

One of the simplest lightweight authentication schemes is shown in Figure 1.5 [56]. 

Before deploying the device, a one-time enrollment is required. The server randomly 

generates some challenges (Ci ϵ Cn) with an RNG. The token device produces the 

corresponding responses thus forming the Challenge and Response Pairs (CRPs: <Ci, 

Ri>). The server collects and safely stores the CRPs in the database. Before distributing 
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the devices to clients, the enrollment interface will be permanently destructed in order to 

prevent any possible micro-probing attacks. In the authentication phase, the server again 

randomly retrieves a challenge from its database. A genuine token then should return the 

response that matches the corresponding response stored in the database ( ii RR
~

 ) [54].  

 

TRNG

Database
Secure 

IC

Enroll

Authentication

Server Token

],0[, niC i 

 ii RC ,

 AA RC ,

AC

AR
~

AR
~

Accept if 
AA RR 

~

 

Figure 1.5: A typical authentication protocol involves utilization of TRNG and PUF 

circuit. 

In general, any authentication is breakable given enough time, motivation and 

resources. Improving the security is essentially to increase the cost for an adversary [53]. 

In addition to employing a more complex authentication protocol, utilizing novel 

authentication building blocks can be another solution to improve the security. From the 

server side, utilizing a True Random Number Generator (TRNG) helps enhance the 

security by making the random bit-streams (e.g., secret key, challenges for a PUF) more 
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difficult to guess. From the token side, Physical Unclonable Function (PUF) provides a 

low cost solution as compared to conventional Non-Volatile Memory (NVM) based 

authentications.  

1.2.1. True Random Number Generator (TRNG) 

The security of a network, in a large extent, relies on how unpredictable the secret data 

is appeared to unauthorized parties. Random numbers therefore are vital to many crypto 

protocols. Besides generating random challenges for authentications, another important 

application of random numbers is to provide the private and public key pairs for 

encrypting messages. 

Depending on the approach to generate it, random data can be categorized into pseudo 

random numbers and true random numbers. Pseudo random numbers, as the name 

indicated, are essentially generated with algorithms that use mathematical formulae or 

simply pre-calculated tables. In most of the applications, a Pseudo Random Numbers 

Generator (PRNG) will be sufficient as the repeating period of the generated random 

sequence is so long that determinacy can be ignored. However for operation which 

requires high level security, e.g. the transaction between bank terminals, a truly random 

data is required. TRNGs are referred to those extracting randomness from physical 

phenomena, e.g. the circuit noise. The major advantage of TRNG over PRNG is its high 

unpredictability which increases the difficulty for attackers to guess the random sequence.  



 

 9 

1.2.2. Physical Unclonable Function (PUF) 

In a cryptographic system, the lightweight devices are generally used in the token side, 

namely the parties being authorized. Security tokens conventionally store the secret 

information, e.g. digital signature or biometric data, in NVMs such as EEPROM or fuses. 

During an authentication, cryptographic blocks import the secret information as a 

reference key to perform the designated protocols. NVMs are able to provide some basic 

protections however are becoming less effective on protecting mobile devices due to the 

following reasons. (1) As the attacking techniques improve significantly in the past years, 

NVMs are becoming more easily breakable under offline attacks such as cloning, reverse 

engineering and fault attacks. (2) NVMs are not logic-compatible therefore are oppose to 

the low-cost requirement for portable devices. (3) Conventional cryptographic hardware 

is still required to achieve the secure operations. 

To address the problems faced by the NVM based authentication techniques, an 

alternative approach, Physical Unclonable Function (PUF) was proposed. Instead of 

burning in the secret information in a device, a PUF extracts the random features from the 

manufacturing induced random variation. PUFs are feasible for a lightweight 

authentication due to the following reasons: (1) Compatible with the standard logic 

process therefore less expensive than NVMs; (2) Some PUFs can be directly used for 

authentication without using additional cipher blocks; (3) Irreversible as the entropy 

source comes from the physical characteristic of the chip. (4) Immune to offline attacks. 

PUFs can be categorized in two classes, depending on the number of available CRPs they 
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can offer. Weak PUFs offers limited number of CRPs therefore is generally employed as 

a substitute to Non-Volatile Memories (NVMs) to store the secret key. Strong PUFs, in 

contrast, offers an enormous number of CRPs which are exponentially proportional to the 

block area. The strong PUF thus can be authenticated directly without using any 

cryptographic hardware.  
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key
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r
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Secure IC
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(a)       (b)  

Figure 1.6: (a) Conventional authentication scheme stores keys in NVM. (b) Using 

strong PUF for direct authentication [54]. 

Figure 1.6 compares the conventional NVM based and strong PUF based 

authentication methods. In Figure 1.6(a), a secret key is programmed in NVM during 

enrollment. An additional cryptographic hardware (e.g. a Hash function) performs the 

encryption to provide a secure protection. The server sends a random nonce n and 

receives a response r from the token. The token will be authorized if r = Hash (k,n). 

Strong PUF based authentication, as shown in Figure 1.6(b), simplify the scheme by 

incorporating both the secret key and hash function in a single one way function. 

To evaluate the PUF performance, we introduce two concepts: intra- and inter- chip 

Hamming Distance (HD) [73]. The former represents the reproducibility of the responses 
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while the latter represents the uniqueness of the responses. The intra-chip HD calculates 

the differences between the expected responses and the actual PUF outputs for the same 

challenges from a single chip. Inter-chip HD, on the other hand, evaluates how uniquely a 

PUF is distinguished from other PUFs. This is generally estimated over a group of chips 

by applying a large set of CRPs. In general, the HD is calculated as follow: 





n

i

yxyxHD
1

)(),(  

where x and y represent two n-bit responses. Based on this equation, an ideal token 

requires 0 inter-chip HD and 0.5 inter-chip HD. However, the PUF behavior is generally 

very sensitive to environmental variables such as thermal noise, supply voltage and 

temperature shifts. Therefore, to authentication a token, only an approximated match is 

required between the actual response and the CRP in the database. As shown in Figure 

1.7, to guarantee a safe operation, the intra- and inter- chip HD distribution are required 

to be sufficiently separated with a certain margin. Otherwise, a post-processing procedure 

is required [55][74]. 
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Figure 1.7: Intra-chip and inter-chip HD under (a) secure condition and (b) 

unsecure condition [55]. 
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Chapter 2. On chip RTN Monitors 

2.1. Introduction 

One direct impact of RTN on CMOS transistor is the Vth fluctuation between capture 

and emission states which resembles a random telegraph signal. Recent studies on RTN 

aided by new characterization methods have helped establish a better understanding of 

the underlying physics. Figure 2.1 compares different RTN characterization techniques. 

Traditionally, characterization of RTN involved continuously monitoring the transistor 

drain current for a large population of devices using individual probing [3]-[6]. This 

method, however, is time-consuming, cumbersome, and provides little insight into the 

circuit level implications of RTN. Inferring circuit level parameters based on device I-V 

data is prone to error due to the fast signal switching and complex circuit topology 

Furthermore, due to the limited sensitivity of prior circuit based approaches, accelerated 

stress had to be applied in many experiments to amplify the RTN signal. This practice 

significantly undermines the confidence and applicability of the test results. Circuit based 

RTN characterization methods are therefore developed. The RTN impact on SRAM is 

generally monitored through observing the Vmin shift. However, RTN induced Vmin shift 

is so small that very few SRAM cells are within that failure margin making it difficult to 

be detected. As for logic circuits, very few attempts have been made to assess the true 

RTN impact. This, we believe, is primarily due to the difficulty of taking high precision 
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measurements in a short measurement time from realistic circuits such as Ring 

OSCillators (ROSCs).  
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Figure 2.1: Comparison of different RTN characterization techniques. 

For efficient collection of large RTN statistics, several logic circuit based approaches 

have been demonstrated for RTN measurements. The metastable behavior of a counter 

circuit was used in [7]-[8] to extract RTN signatures. On the modeling side, there has 

been a large body of work analyzing the impact of RTN on circuit parameters such as 

logic gate delay and SRAM noise margins [11]. For instance, a statistical timing 

estimation algorithm was proposed in [12] to calculate RTN induced logic delay shift for 

a large circuit block. However, the lack of experimental data to verify the estimation 

results undermines the confidence of such work. Therefore an odometer circuit with 
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capability of high resolution and high sample rate measurement for RTN detection is 

implemented for accurately characterizing the RTN induced frequency shift in logic 

circuit.  

2.2. Beat Frequency Technique for RTN Monitoring 

The basic concept of the beat frequency detection (BFD) technique for measuring the 

frequency difference between two ROSCs is illustrated in Figure 2.2 [13]. ROSCs are 

widely used evaluating process variation and reliability issues in logic circuits since they 

are able to provide circuit designers a straightforward estimation on circuit performance. 

The beat frequency detector samples the output of one oscillator using a D flip-flop at 

intervals set by the output of the other. The faster signal A catches up and then overtakes 

the slower signal B, and as this process repeats, the time between the overlapping points 

is the period of the beat frequency. This time is measured by counting the number of 

reference ROSC periods during a single beat period (i.e. N=floor(fB/(fA-fB))). This 

information is then read out through a scan-based interface. The advantage of this 

technique is that the measurement resolution can be made very high by bringing the two 

frequencies fA and fB closer to each other. For example, when the initial frequency 

difference is calibrated to be 1%, the initial count output is 100. With a RTN trapping 

event on ROSC B which increase the frequency difference to 1.5%, the count output 

changes from 100 to 67. Therefore, the minimum frequency measurement resolution, 

corresponding to a count change from 100 to 99, is 0.01%. Further details on how to 

calculate the actual % frequency shift based on the scanned data can be found in the 
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previous publication [13]. The beat frequency approach enables us to measure changes in 

transistor switching times as small as one part in 10,000 in less than a microsecond, 

making it ideally suited for characterizing RTN effects in logic paths.  
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Figure 2.2: Beat frequency detection circuit adopted in this work for measuring 

RTN induced delay shifts at sub-0.5V supply voltages with high resolution. The 

output count N represents the number of fB clock cycles that can fit within a single 

beat frequency (i.e. fA-fB) clock period. 
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2.3. Characterizing RTN with a Single Array Structure on a 

65nm Process 

2.3.1. RTN Monitor Design 
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Figure 2.3: ROSC array test chip for RTN measurements comprising an on-chip 

beat frequency detection 

The top level diagram of the 65nm test vehicle is shown in Figure 2.3. It consists of a 

10x8 ROSC array, a reference ROSC, and a beat frequency detection unit. Each ROSC 

has only 11 inverter stages to ensure high RTN sensitivity by minimizing the averaging 

effect. Prior to the testing, the initial frequency difference between the DUT and 

reference ROSCs is set to be around 1% (i.e. output count = 100) using on-chip trimming 

capacitors. This initial setting was found to provide a sufficiently high measurement 

resolution (= 0.01%) with minimal noise effects. One DUT ROSC is selected at a time 

for the frequency measurements using column and row select signals. Output signal of 
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the selected DUT ROSC drives the bitline signal which is multiplexed out and fed to the 

D flip-flop inside the beat frequency detection unit. 
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Figure 2.4: Comparison of three ROSC based RTN measurement techniques. 

For a better understanding, Figure 2.4 compares three ROSC based RTN measurement 

structures including the proposed technique. A ROSC with a frequency divider can be 

considered, however, this single-ended configuration suffers from large measurement 

noise in the presence of voltage fluctuations and temperature drifts. To the best of our 

knowledge, there haven‟t been any reports showing RTN data based on this simple 

approach. Another method for measuring RTN is illustrated in Figure 2.4 where a 

frequency divider in a metastable state is used [8]. The divider's output frequency 

switches between f/2 and f/3 according to the RTN capture and emission times. Here, f is 



 

 19 

the input frequency. The main drawback of this approach is that it is hard to infer 

physical parameters such as frequency or Vth based on the erratic divider output. The beat 

frequency scheme, on the other hand, can measure the exact frequency shift due to single 

or multiple RTN traps with high precision and short measurement time, making it an 

effective characterization method for RTN effects in logic circuits. 

2.3.2. RTN Induced Frequency Shift Measurements on 65nm Test Chip 
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Figure 2.5: Single trap RTN waveforms measured from different ROSCs. 

The frequency shift waveforms in Figure 2.5 are from three different ROSCs in the 

test array. RTN‟s signature trapping/de-trapping behavior can be clearly observed. 

Independent of the time constant values, the frequency shift caused by a single RTN trap 

was approximately 0.4% for the 11 stage ROSC operating at 0.8V and 25°C. Our 

repeated experiments revealed no RTN in the reference ROSC, although this is purely a 

statistical occurrence. Due to the identical layout and physical proximity, there is no 

reason to believe that the chances of having an RTN trap in the reference and DUT 
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ROSCs will different. The emission and capture time constants (i.e. τe and τc) range from 

2.50ms to 405ms depending on the supply voltage and ROSC instance. 

 

Figure 2.6: (a) Single and multi-trap RTN waveform from two different ROSCs. (b) 

Time Lag Plot (TLP) of the two traces. 

Figure 2.6(a) shows frequency traces of two ROSCs having a single trap and two traps, 

respectively. The maximum frequency shift induced by two traps is 0.8%, which is 

almost twice as large as the single-trap one indicating a state in which both traps are in 

capturing event. But as indicated from the waveform, the time constant at 0.8% freq. shift 

is relatively smaller than the other two states which makes it difficult to be recognized. A 

Time Lag Plot (TLP) therefore is proposed [14] for a better visualization of the capturing 

and emission transitions as shown in Figure 2.6(b). This method plots each sampled 

points on a plane indicating its current state and the relationship to the next point‟s state. 
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As shown in these two TLPs, a single trap has only one capture and one emission state 

while two trap RTN has three clusters on the diagonal.  
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Figure 2.7: RTN traces from same ROSC at different supply voltages. 

RTN parameters are shown to have a strong voltage dependence which was 

experimentally verified from the test chip (Figure 2.7). As the supply voltage is increased 

from 0.8V to 1.1V, the RTN induced frequency shift decreases from 0.48% to 0.14%. 

Eventually, RTN becomes indistinctive at 1.2V, the nominal operating voltage of this 

process. These results are in line with previous studies that have reported a stronger RTN 

signal at lower supply voltages [14]. RTN time constants are defined as the average time 

a trap site stays in the occupied state or in the unoccupied state. The capture (τc) and 

emission (τe) time constants can be extracted using an exponential model which agrees 

well with the measured data as shown in Figure 2.8. The distribution of the capture and 

emission times distribution spreads out as the supply voltage is increased from 0.8V to 

1.0V indicating an increase of capture time constant. And the emission time distributions 

show opposite dependence. For a better understanding we extrapolated the capture and 
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emission time constants in term of supply voltage as shown in  Figure 2.9. The capture 

time constant shown in the  Figure 2.9(a) decreases as the supply voltage is increased 

indicating an RTN trap on a NMOS. Whereas for RTN trap located on the PMOS, as 

shown in  Figure 2.9(b), the capture time increase with the voltage. The Power Spectrum 

Density (PSD) of a DUT ROSC with a single trap is shown in Figure 2.10. The spectrum 

follows a Lorenzian with a corner frequency at ~10ms which is in accordance with the 

RTN capturing and emitting time constants. Histogram of the numbers of RTN traps per 

ROSC is shown in Figure 2.11. 66% of the ROSCs did not show any signs of RTN while 

no ROSC had more than 2 traps. The relatively low number of traps in each ROSC can be 

attributed to the mature process technology used for the test chip fabrication. 
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Figure 2.8: Capture and emission time distributions and exponential fit results for 

supply voltage from 0.8V to 1.0V. 
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 Figure 2.9: Time constants versus supply voltages. 
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Figure 2.10: Power Spectrum Density (PSD) of the frequency shift data. 
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Figure 2.11: Histogram of the number of traps per ROSC.   
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Figure 2.12: Frequency to Vth mapping. 

For a better understanding, we simulated an 11 stage ROSC with HSPICE and 

translated the measured frequency data back to the device Vth using the mapping curve as 

shown in Figure 2.12. RTN induced Vth shifts can be estimated from the measured 

frequency shift data with linear fitting. The transient waveforms in terms of Vth shift with 

respect to NMOS and PMOS are shown on the right. It indicates that single trap induced 

Vth shift in NMOS is 1.9% compare to 1.6 % in PMOS. The dependence of frequency 
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shifts on Vth shifts with different supply voltage is simulated and shown in Figure 2.13(a). 

RTN induced Vth shifts with different supply voltages is translated from the measurement 

data. The transient waveform in Figure 2.13(b) indicates that the same trap induced Vth 

shifts reaches maximum at 0.9V. But for frequency shift, as shown earlier, the maximum 

value is achieved at 0.8V. This discrepancy implies that both the absolute Vth shift value 

and the parametric dependences should be considered when evaluating the RTN impact 

on logic circuit frequency shift. 
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Figure 2.13: RTN induced Vth shift with different supply voltage. 

2.4. Characterizing RTN with a Dual Array Structure on a 

32nm HKMG Process 

With scaling of VLSI technology, the transistor feature size is halved every generation 

however the supply voltage is scaled at a slower rate. The power density therefore is 

expected to grow in future technology nodes. On the other hand, the chip cooling 
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capability remains the same which limits the number of simultaneously switching 

transistor per area [17]. One solution is to utilize the Near Threshold Voltage (NTV) 

technique which improves the energy efficiency by decreasing the supply voltage to a 

near threshold region [18]. A major challenge for NTV operation is the higher sensitivity 

to parametric variations as compared to a nominal operation condition. RTN induced 

frequency shift in logic circuit at lower supply voltage, as we proved in the previous 

section, is expected to be more severe than that at a higher voltage. For a better 

understanding of the RTN impact on circuit performance at a NTV operation, we 

proposed a dual array structure RTN monitor which is capable of characterizing RTN 

induced frequency shift in logic circuit in a sub-0.5V region.  

The main contribution of this work is that we present detailed RTN induced frequency 

fluctuation data collected from a 32nm test chip operating at supply voltages as low as 

0.45V. One of the main shortcomings of the previous design is that the resolution 

degrades sharply at low supply voltages due to increased variation between ROSC 

frequencies, which makes the BFD technique less accurate. Note that RTN effects 

become more severe at low supply voltages due to the Fermi level change and higher 

circuit sensitivity. To overcome this limitation, this work proposes a dual ROSC array 

based test structure which achieves a frequency measurement resolution less than 0.01% 

for every single ROSC in the array for supply voltages down to 0.45V. 
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2.4.1. Dual Ring Oscillator Array Technique 
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Figure 2.14: Limitation of prior art. Due to the wide frequency spread, not all 

ROSCs under test can achieve high measurement resolution at sub-0.5V supply 

voltages. 

When a large number of ROSCs need to be measured at low supply voltages however, 

due to process variation between ROSCs, a small frequency difference (e.g. <1%) 

between the two ROSCs cannot always be guaranteed. This can be seen in Figure 2.14 

where the frequency variation of 64 ROSCs can be as high as +/-15% at 0.45V. In the 

previous design the ROSC test array is paired with three reference ROSCs, the frequency 

difference can be as high as 8% which limits the frequency measurement resolution 

to >0.6% which is not sufficient for precise RTN measurements. Tuning the frequency of 

individual ring oscillators using dedicated hardware is not desirable since the tuning 

circuit itself may introduce RTN noise. Furthermore, adding tuning circuits will make the 
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ROSC less representative and increase the sensitivity to common-mode effects such as 

temperature and voltage drifts.  
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Figure 2.15: Measurement resolution comparison when pairing a 64 ROSCs with 3 

reference ROSCs (left figure) and 64 reference ROSCs (right figure). A more 

precise waveform can be reconstructed using 64 reference ROSCs which is critical 

for collecting high quality RTN statistics at low supply voltages such as 0.5V. 

To overcome this limitation, in this work, we propose a dual-array test structure, 

which guarantees that a ROSC from the main array can be paired with a ROSC from 

another array with a frequency difference less than 1%. This ensures a frequency 

measurement resolution of less than 0.01% even in the worst case. As shown in Figure 

2.15, as the number of reference ROSCs increases from 3 to 64, the worst-case 
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measurement resolution is improved from 0.5% to 0.01% for the proposed dual ring 

oscillator array configuration. Test chip results in Section 2.4.2 indicate that a frequency 

resolution of 0.05% is attainable which is significantly less than the frequency shift 

induced by a single RTN trap. 
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Figure 2.16: Block diagram of the proposed dual ROSC array based RTN 

characterization circuit. By pairing ROSCs from two arrays, the beat frequency 

detection circuit can achieve a frequency measurement resolution less than 0.01%. 

The number of inverter stages can be configured from 9 to 15 using scan bits.  

Figure 2.16 shows further details of the 32nm test chip. It consists of two identical 

ROSC arrays, each comprising 64 ROSCs, along with two separate beat frequency 

detectors to determine which of the two input frequencies is higher. A 5 bit majority voter 

circuit is used to prevent functional errors caused by logic bubbles (e.g. lone 0 in a string 

of 1‟s and vice versa) which are likely to occur when the two ROSC edges are very close 



 

 30 

to each other. A ROSC in one array is sequentially paired with a ROSC in the other array 

until the BFD count falls within the desired range (e.g. >100). A finite state machine 

sends out a „lock‟ signal to freeze the column and row selection signals, and then the 

frequency difference is measured and scanned out. The pairing process takes no more 

than 100µs using our automated test setup. ROSCs are designed with programmable 

number of stages (i.e. 9, 11, 13, and 15) to study the impact of the number of inverter 

stages on the amount of RTN induced frequency shift. PMOS and NMOS transistors used 

in the ROSC circuit have a width of 624nm and a length of 56nm. The new test structure 

is well suited for Bias Temperature Instability (BTI) stress experiments since the ROSC 

can be configured as an open-loop inverter chain using tri-gate stages. 

2.4.2. RTN Induced Frequency Shift Measurements on 32nm Test Chip 

The proposed dual-array based RTN monitor was fabricated in a 32nm high-k metal-

gate process. The nominal supply voltage of this technology is 0.9V. Figure 2.17(a) 

shows frequency shift traces of a 9 stage ROSC from 0.45V to 0.6V. Measurements show 

the signature RTN behavior caused by trapping and de-trapping events. The measured 

RTN induced frequency shift decreases from 0.38% to 0.15% as the supply voltage is 

increased from 0.45V to 0.6V. The telegraph-shaped RTN waveform was not appreciable 

at supply voltages higher 0.6V. This suggests that RTN is not a major issue at the 

nominal supply voltage, but will become more significant when the supply is lowered to 

near-threshold voltages. The magnitude of frequency shift due to RTN measured from 6 

different ROSCs is shown in Figure 2.17(b). Variation in RTN induced frequency shift 
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can be attributed to the different trap locations in the gate oxide [15]. The frequency shift 

monotonically decreases at higher supply voltages. One possible reason for this is that 

ROSC frequency is more sensitive to the same Vth change at lower supply voltages due 

to the lower gate overdrive voltage. Figure 2.18(a) shows the frequency shift waveforms 

at 27ºC, 55ºC, and 85ºC. The magnitude of the frequency shift shows little dependence 

on temperature, however trapping and de-trapping occur more frequently at higher 

temperatures which is in line with previous studies. RTN time constants are defined as 

the average time a trap site stays in the occupied state or in the unoccupied state. The 

capture (τc) and emission (τe) time constants can be extracted using an exponential model 

fitted to the measured distribution, as shown Figure 2.18(b) (upper). Theoretically, the 

proposed BFD can measure time constants shorter than a microsecond. However, due to 

the slow data scan out, the minimum time constant measureable by our design is a few 

microseconds. The maximum time constant we can measure is limited only by the 

measurement time. To study the impact of logic depth on frequency shift, we first 

selected a ROSC with an RTN trap and then varied the number of stages using scan 

signals. Experimental data in Figure 2.19 shows that as the number of stages increases 

from 9 to 15, the frequency fluctuation reduces from 0.38% to 0.24% for the same RTN 

trap due to the lower sensitivity.  
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Figure 2.17: (a) RTN induced frequency shift traces measured at different voltages. 

(b) Magnitude of frequency shift of 6 RTN traps measured at different voltages. 
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Figure 2.18: (a) RTN induced frequency shift due to the same trap measured at 

different temperatures. (b) Capture and emission time constants both decrease at 

higher temperatures. 



 

 33 

 

11 stages

13 stages

15 stages

0
.3

8
%

0
.3

1
%

0
.2

8
%

0
.2

4
%

9 stages

0.0

0.2

0.4

0.6

0.0

0.2

0.4

0.0

0.2

0.4

0.0

0.2

0.4

0 0.4 0.8 1.2 1.6 2.0

Time (ms)

32nm, 0.45V, 27ºC

F
re

q
u

e
n

c
y

 s
h

if
t 

(%
)

 

Figure 2.19: RTN induced frequency shift versus the number of ROSC stages. The 

frequency shift caused by the same RTN trap is reduced as the number of stages 

increases. 

Figure 2.20 shows the occurrence and location of RTN traps across a single test chip 

from 0.45V to 0.6V. RTN traps may appear or disappear as the supply voltage is varied 

which we suspect is due to the Fermi level shift [15]. That is, the RTN trap is more likely 

to be detected if the trap energy level and the Fermi level are closely aligned. The number 

of ROSCs affected by RTN remained relatively constant under different supply voltages. 

Both RTN and BTI have been reported to originate from the same defect sources [16]. 

To understand the interplay between RTN and BTI better, we measured the location and 

occurrence of RTN while applying a voltage stress to the ROSC array. The ROSC 

frequencies were sampled periodically at 0.45V while the test chip was subject to a 1.8V 

voltage stress (=2x the nominal VDD) for 14 hours. Stress results in Figure 2.21 reveal 

several newly generated RTN traps as well as few annealed traps. The former can be 
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attributed to defects created during BTI stress while the latter may be related to the BTI 

recovery phenomenon [16]. The higher occurrence rate with longer stress time implies 

that RTN along with BTI further degrades the circuit long-term performance. The 

percentage of ROSCs affected by RTN measured from 6 different chips is shown in 

Figure 2.22. 

 0.45V 0.50V

0.55V 0.60V

32nm, 27ºC, 9 Stage ROSCs

0

3

6

9

12

15

0.45 0.5 0.55 0.6

O
c

c
u

rr
e

n
c

e
s

 (
%

)

Supply Voltage (V)

Disappeared traps

New traps

 

Figure 2.20: RTN trap location map measured at different supply voltages. Each cell 

represents a single ROSC. 
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Figure 2.21: RTN trap location map measured after 0, 2, 6 and 14 hours of 1.8V 

stress. 
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Figure 2.22: RTN occurrences measured from 6 different chips. 
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2.4.3. RTN Impact on Logic Timing 

To estimate RTN induced delay shift in circuits other than simple inverters, we first 

translated the frequency shift measured from the 32nm test chip to Vth shift using the 

frequency versus Vth relationship simulated in SPICE. Then we apply the Vth shift to 

various logic gates and D flip-flops (DFFs). We have evaluated three possible RTN 

induced timing violations in a typical pipeline circuit. Setup time violation is illustrated in 

Figure 2.23 in the presence of RTN traps in the clock tree. In the worst case, the 

launching clock CLK1 arrives late and the sampling clock CLK2 arrives early due to 

RTN. This introduces a skew between CLK1 and CLK2 which reduces the available time 

for logic computation. The second scenario is shown in Figure 2.24 where the 

combinational logic delay increases due to RTN. Finally, as shown in Figure 2.25, RTN 

in the DFF can affect setup and hold times. For better understanding, Figure 2.26(a) 

shows that the worst case DFF setup time occurs when traps appear in alternating PMOS 

and NMOS devices on the signal path from D to Q. Figure 2.26 (b) displays the D-to-

CLK and CLK-to-Q delays with and without RTN. Since RTN becomes more 

appreciable at low supply voltages, our simulations are performed at 0.5V. It can be seen 

that in the presence of RTN, the setup time and hold time curves shift either to the right 

or left depending on the location of the RTN trap. The setup time varies by -0.08 to 0.18 

FO4 inverter delays with RTN.  



 

 37 

D Q Combinational Logic D Q

CLK Generator

CLK Tree

Q1 D2

CLK1 CLK2

Trap in PMOS

Trap in NMOS

CLK1

Q1

D2

CLK2

Increased clock skew due to RTN

Timing 

failure tsetup

 

Figure 2.23: Logic timing errors for RTN traps located in clock tree. 
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Figure 2.24: Logic timing errors for RTN traps located in combinational logic. 
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(a)     (b) 

Figure 2.26: (a) RTN trap location on DFF signal path for worst case setup time 

(hold time is opposite location). No traps assumed on clock path. (b) RTN impact on 

D-flip-flop setup and hold times. 

The following discussion will focus on setup time violation. A similar analysis can be 

performed for hold time violation. As shown in Figure 2.27(a), to operate without any 

logic errors, the clock period Tclk must be greater than tclk-to–q + tlogic + tsetup + tclk_skew. 

Figure 2.27(b) compares the max-delay time under different RTN scenarios. In the 

absolute worst case, traps may be present in the input and output DFFs as well as the 

clock tree and logic path. The max-delay time allowed for correct operation is reduced by 

0.21 FO4 inverter delays under this worst-case condition. 
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Figure 2.27: RTN impact on logic path delay assuming a clock period of 20 FO4 

inverter delays and one RTN trap in each block (i.e. logic path, clock tree, input 

DFF, and output DFF). 

The following two factors have been incorporated for estimating RTN induced timing 

errors of a large circuit: (1) the frequency shift magnitude of an individual trap, and (2) 

the spatial distribution of traps. The probability of RTN induced timing errors for a given 

timing guard band x can be expressed as: 
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Here, Nclk, Ndata and NDFF represent the number of traps in the clock tree, 

combinational logic, and DFF, respectively. To prevent RTN induced timing errors, it is 

required that the guard band x should be greater than the total delay shift (Δtskew+ Δtdata+ 



 

 40 

ΔtDFF) of the critical path. Here, we assume the probability of a trap being present in a 

transistor is independent and identically distributed, and follows the spatial probability 

measured from the 32nm test chip. The magnitude of RTN induced Vth shift can be 

modeled using a log-normal distribution [19]. However, for simplicity, Eq. (1) assumes 

that all RTN traps have the same Vth shift that is equal to the measured average value. 

We also assume that at any given moment, half the traps are in capture state and half are 

in emission state. A separate in-depth study will be needed to fully capture Vth shift 

variation and spatial distribution effects. Based on Eq. (1) and the above-mentioned 

simplifications, the estimated probability of timing errors for circuit before and after BTI 

stressed is shown in Figure 2.28. For a fresh circuit, the probability of timing errors due 

to RTN will be reduced to less than 10
-12

 with a guard band of 1.2 FO4 delay. The 

number of traps increases with longer BTI stress and therefore the number of RTN 

induced timing errors increases accordingly. 
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Figure 2.28: Probability of setup time violation versus timing guard band. 
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2.4.4. RTN Impact on SRAM Stability and Timing 

A 6T SRAM cell is shown in Figure 2.29. RTN either improves or worsens the read 

margin depending on the trap location inside the SRAM cell. The read margin is 

determined primarily by the relative strength between the pull down NMOS transistor 

(PD) and the pass gate (PG). In the worst case, the diagonal PD and PU transistor pair 

becomes weaker while PG becomes stronger due to multiple RTN traps. Figure 2.29(b) 

shows the RTN impact on SRAM write SNM. Read SNM and write SNM move in 

opposite directions for the same RTN trap. The worst case for write happens when RTN 

trapping occurs in PG. For better illustration, we ran Monte Carlo simulations on SRAM 

read and read SNM under a 0.6V supply voltage assuming random trap locations. As 

shown in Figure 2.30, with RTN, the 99.9 percentile read SNM and write SNM are 

reduced by 12% and 3.9%, respectively. Next, we analyze how the SRAM read path 

delay, namely the CLK to DOUT delay, is affected by RTN. Figure 2.31 shows the 

schematic and timing diagram of a 128Kbit SRAM subarray used in this discussion. 

Firstly, when RTN traps are present in the column decoder, the CLK to WL delay 

increases causing the read delay to increase. Similarly, read delay may increase due to 

RTN traps in the sense amplifier enable signal (SAE) generation path. The worst case 

read delay occurs when the trap is located in the PG transistors because SRAM read 

speed is determined by the read current. Finally, RTN in the sense amplifier may degrade 

the resolving time. Figure 2.32 shows a typical latch based sense amplifier. When BL is 

discharged, traps on transistors 2 and 3 increase the SAE to DOUT delay while traps on 

transistors 4 and 5 decrease the delay. RTN has a stronger impact on sense amplifier 

delay for smaller bitline voltage differences. 
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Figure 2.29: RTN impact on SRAM (a) read SNM and (b) write SNM. 
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Figure 2.30: Monte Carlo simulations of SRAM (a) read SNM and (b) write SNM, 

with and without RTN. 
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Figure 2.31: RTN impact on SRAM read timing. 

To capture the above discussion, we simulated the CLK to DOUT delay of a realistic 

128Kbit SRAM sub-array in 32nm technology assuming traps in different locations. As 

shown in Figure 2.33, traps located in the column decoder show negligible impact on the 

overall read delay while traps in the sense amplifier have a greater impact. Assuming one 
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trap each in the column decoder, SRAM access transistor, sense amplifier, and SR latch, 

the read delay increases by 0.96% at 0.6V and by 9.3% at 0.55V. 
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Figure 2.32: RTN impact on sense amplifier resolving time. 
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Figure 2.33: RTN impact on SRAM read path delay. 

2.5. Conclusion 

The impact of random telegraph noise on ring oscillator (ROSC) frequency was 

measured for the first time using an on-chip beat frequency detection system. The 

proposed differential sensing scheme achieves high measurement resolution and short 
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measurement time was first demonstrated in a 65nm LP process. Experimental data from 

the test chip displays both single trap and multi-trap RTN behavior. The voltage 

dependencies of the frequency shift and capture/emission times were measured and 

analyzed. For a more accurate characterization of the impact of random telegraph noise 

(RTN) on logic timing margin under sub-0.5V supply voltages, a novel method utilized 

dual ring oscillator array test structure was fabricated in a 32nm HKMG technology. The 

new test structure improves the frequency measurement resolutions of the tested-and-

proven beat frequency detection (BFD) technique by pairing a ROSC from one array with 

a ROSC from a second array having a similar frequency. It enables fully-automated 

collection of RTN statistics with high measurement accuracy at supply voltages as low as 

0.45V. The magnitude and occurrences of RTN induced ROSC frequency shift were 

measured across different supply voltages, temperatures, and voltage stress conditions. 

Based on the measured frequency shift data, we estimated the RTN impact on logic 

timing margins and SRAM performance. 
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Chapter 3. Compact High-Sensitivity Radiation 

Sensor Array 

3.1. Introduction 

Recent studies have shown that Soft Error Rate (SER) per memory bit is steadily 

decreasing with technology scaling due to the commensurate reduction in junction area 

[22]-[26]. Furthermore, SER in FinFET technologies is expected to be 5-10x less than 

that in planar technologies due to the smaller geometrical contact area between the 

diffusion and substrate regions [25]. As a result, collecting statistically significant amount 

of SER data in advanced technologies such as FinFET has become a challenging task, 

requiring massive number of test circuits exposed to a radiation source for long periods of 

time. Extracting model parameters from limited number of SEU and SET events results 

in model inaccuracies. Extrapolating SER based on data collected at low supply voltages 

can lead to unrealistic SER projections.  

To overcome these limitations, we present a compact 2 Transistor (2T) radiation 

sensor array with a high sensitivity to radiation strikes. The proposed sensor circuit has a 

critical charge (Qcrit) that is more than 10 times smaller compared to a 6T SRAM. This is 

achieved by eliminating the restore current and minimizing the node capacitance. Alpha 

particle experiments show that the proposed 2T sensor can detect many strikes that would 

have otherwise gone undetected in a standard 6T SRAM test structure. The higher 
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sensitivity to particle strikes and dense area makes the proposed 2T sensor an effective 

tool for performing detailed radiation studies. 

3.2. 2T Sensor Array 

In terms of CMOS transistor, soft errors typically occur when the particle strikes the 

device diffusion area [26][27]. The most sensitive area is generally the drain of an „off‟ 

state transistor. As shown in Figure 3.1(a) and (b), the susceptible nodes are the drains of 

the alternating PMOS and NMOS along an inverter chain, or the storage nodes in a 6T 

SRAM cell. SET occurs in combinational logic when the particle induced a sufficiently 

large current or voltage pulse, e.g. greater than an inverter trip point, to propagate through 

the logic chain. SET may gradually diminish while propagating along the logic chain, 

however if the pulse is captured by a latch or DFF then an error occurs. SEU, on the other 

hand, occurs in a single memory cell which directly lead to a data flip. Not all particle 

strikes will result in an SEU or SET, it largely depends on the particles energy, strike 

location and angles, circuit topology and so on. Two parameters are widely used to 

characterize the single event effects [1]. 

1) Collected charge (Qcoll) is defined as the total charge created by a radiation event 

at the vicinity of the junction. The amount of Qcoll largely depends on the 

characteristic of the particles and its interaction with the materials. Typical value 

of Qcoll ranges from less than 1fC to hundreds of fC. 
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2) Critical charge (Qcrit) is defined as the amount of charges that is required to trigger 

a change of the data state which primarily relies on intrinsic circuit parameters 

such as node capacitance, supply voltage, and restore current.  

A soft error occurs when Qcoll is greater than the Qcrit of a certain circuit node. For an 

isolated nodes, the critical charge can be approximated as Qcrit = Cs×VDD where Cs is the 

storage node capacitance and VDD is the supply voltage. In actual circuit implementation, 

most nodes are interconnected resulting in a charge sharing that greatly affects the 

effective Qcrit. In particular, restore current prevents the cell voltage from being disturbed 

by replenishing the charge loss. This can be seen in Figure 3.1(a), where the SET pulse 

shape is determined by the amount of charge generated by a strike as well as the 

magnitude of the restore current. Similarly, in the 6T SRAM cell shown in Fig. 1(b), the 

restore current along with the cross-coupled feedback loop reinforces the data and 

thereby increases the Qcrit. Based on this observation, we implemented a two-transistor 

(2T) structure shown in Figure 3.1(c) to increase the chances of collecting the single 

events data. The basic idea is to remove the current restore path thereby reduce the 

effective Qcrit. As compared to an inverter chain or an SRAM cell, the 2T sensor has a 

significantly lower Qcrit since (1) the restore current path is removed and (2) the node 

capacitance is minimized. The 2T sensor cell consists of a PMOS write transistor and an 

NMOS read transistor. During irradiation mode, the sensitive node voltage Vcell is 

initialized and then left floating by turning off the write PMOS transistor. This way, a 

particle strike can easily disrupt Vcell. 
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Figure 3.1: Particle strike induced soft errors are rare in (a) logic gates and (b) 

SRAM cells because of the strong restore current. (c) The proposed 2T sensor can 

detect SER strikes with a higher sensitivity by removing the restore current and 

minimizing the node capacitance. 

The circuit diagram of a 32x32 sensor array is shown in Figure 3.2. Column decoders 

are used for decoupled write and read operations. Output voltage of the selected 2T cell is 

compared with an external reference voltage VREF to determine the cell status. Similar to 

a DRAM cell, leakage currents surrounding the sensitive node causes Vcell to gradually 

discharge or charge depending on the initial voltage written to the cell. In order to 

separate retention time induced errors from radiation induced errors, the cell data must be 
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read out before Vcell rises above or falls below the threshold. Also VREF is carefully 

chosen to make sure an equivalence of the data „1‟ and „0‟ margins.  
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Figure 3.2: Proposed 2T sensor array for detecting SEU with high sensitivity. 

Voltage stored inside the cell (Vcell) varies with time and leakage current. 

3.3. Alpha Particle Experiment 

The overall experiment flow is shown in Figure 3.3. Although it is known that the 

storage node is more sensitive to radiation effect when the junction is reverse-biased 

(written with a data „0‟), for test completeness, a checkerboard pattern is written to the 

sensor array to investigate all possible failures. The tests are conducted with two phases. 

During pre-calibration phase, the checkerboard pattern is written to the sensor array and 

subsequently, the cell data is read out after tREAD to check for any retention errors. tREAD 

is gradually decreased until retention errors are no longer present. This ensures that no 
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intrinsic failures occur within a tREAD period. During irradiation phase, the array data is 

initialized and read out repeatedly using the specific tREAD interval found in the pre-

calibration phase. SER is calculated by comparing the array pattern containing errors 

with the initial checkerboard pattern.  

The 2T sensor array chip was fabricated in a 1.2V 65nm LP bulk process. The die 

microphotograph and chip specifications are shown in Figure 3.4. Although the total 

array size is 64Kbit, only 1Kbit cells are utilized as a compromise between tREAD and IO 

speed. A small number of reference SRAM cells were implemented in the same chip for 

comparison purposes. 
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Figure 3.3: Overall test sequence for the 2T sensor array. The array pattern is 

compared with the initial checkerboard pattern to identify particle strike induced 

SEUs. 
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Figure 3.4: 65nm test chip including a 2T sensor array and SRAM cells. 

Although the 2T sensor provides a higher sensitivity to single event effects, 

characterizing the SER in a natural terrestrial environment is timing consuming. It is 

reported that, at sea-level, SER of a 24MB cache (SRAM) in the Intel Xeon Processor is 

only 0.2 to 2 errors/year [21]. An accelerated test is therefore necessary to collect 

statistically meaningful data within a limited time. An alpha particle accelerator generates 

alpha particles that have a similar energy but significantly higher particle densities as 

compared to the real terrestrial environment. Our irradiation testing was performed with 

an alpha particle accelerator housed in the Characterization Facility at the University of 

Minnesota as shown in Figure 3.5. Alpha particles were generated from the MAS 1700 

pelletron tandem ion accelerator (5SDH). Test chips were placed in an endstation 

chamber with a controllable angle rotation. The particle energy used in our experiment 

was 3.8 MeV. Another commonly used term is Linear Energy Transfer (LET) which 

describes the energy deposited per unit length along the ion penetration track. The LET 

used in this experimental is estimated to be 0.736MeV∙cm
2
/mg using the NIST ASTAR 

calculator [28].  
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Figure 3.5: Ion beam facility with particle accelerator used for radiation testing 

(Source: University of Minnesota Characterization Facility). 
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Figure 3.6: (a) Upset probability bit map and (b) the number of upsets per 1Kbit 

array. 

SER map for a 1Kbit array measured from 12,800 consecutive read out cycles is 

shown in Figure 3.6(a). The per-cell upset probability ranges from 0% to 0.8% under a 

nominal supply voltage of 1.2V. The „0‟-to-„1‟ SER is significantly higher than „1‟-to-„0‟ 
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flips which verifies the susceptibility of reverse-biased p-n junction to radiation events. 

Figure 3.6(b) shows that the probability of cell with no upset is less than 50% indicating 

that in most locations the 0‟-to-„1‟ upset happened at least once out of 12,800 tests. 

SER is generally characterized based on cross-section, which quantifies the likelihood 

of a single event effect as the effective area. SEU cross-section is calculated as follow 

[23]: 

fluencesizearray 

errors of # total
SectionCross


  

Fluence here is defined as the total number of particles received per unit area. The 

fluence in this experiment is obtained by multiplying the flux by the test time. Figure 3.7 

shows that the cross-section increases from 1.86E-11 cm
2
/cell to 1.22E-9 cm

2
/cell as the 

supply voltage is lowered from 1.5V to 1.2V with a tREAD of 0.264ms. Measurement 

result with tREAD of 0.176ms shows a similar trend. Figure 3.8(a) illustrates the 

relationship between sensor cell cross-section and tREAD. The cross-section increases from 

5.32E-11 cm
2
/cell to 1.25E-9 cm

2
/cell as the read interval tREAD is increased from 

0.176ms to 0.264ms. As shown in Figure 3.8(b), with a larger read interval, the data „0‟ 

margin decrease due to leakage current which continuously pull up the node voltage. 

Also, the extended exposure time further degrades the data margin resulting in an 

increased cross-section. To prove that the 2T cell is feasible for a radiation sensor 

application, we conducted the experiments under three different fluxes. The measured 

data in Figure 3.9 confirms that cross-sections of the proposed 2T structure is 

proportional to radiation flux. For a comparison, we measured the SER of a 128 bit 6T 
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SRAM array from the same chip. Due to rare occurrence of SRAM SEU at nominal 

supply voltage with the given experimental parameters, the SER is measured with a 

supply voltage from 0.75V to 1.15V. As shown in Figure 3.10, the measured cross-

section of the 2T sensor cell is 1.22E-9 cm
2
/cell at 1.2V while a 6T SRAM has a cross-

section of 1.04E-11 cm
2
/cell at 1.15V for the same beam energy and radiation flux. This 

corresponds to a 117x higher cross-section area per cell for the 2T sensor as compared to 

a 6T SRAM. 
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Figure 3.7: Measured cross-section increases with lower supply voltage. 
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Figure 3.8: (a) Measured cross-section increases with longer tREAD due to the 

reduced data read margin as shown in (b). 
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Figure 3.9：Measured SER is proportional to alpha particle flux. 
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Figure 3.10: Measured cross-section of 2T cell and SRAM at different supply 

voltages. 

3.4. Single Event Upset Simulation 

In addition to the irradiation test, the SEU simulation was performed on the 2T 

structure, 6T SRAM cell and inverter chains for a better understanding of the sensor 

sensitivity to single event effects [29]-[33]. One of the most commonly used model to 

characterize Qcrit is the double exponential model expressed as follow [33]-[36]: 
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Here, Qtotal is the amount of charge collected by the diffusion during a radiation event, 

τr and τf corresponds to the pulse rise and fall time constant. Irad(t) defines the shape of 

the injected current pulse which is a dependent of time. In this equation, t = 0 is defined 

as the moment when the particle strikes the material.  
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        (a)         (b) 

Figure 3.11: (a) Simulated current pulse using double exponential model and (b) 2T 

sensor transient response with Qtotal equal to 0.25fC and 0.15fC respectively. 

To simulate the radiation effect, a current source is firstly modeled with VerilogA 

based on the double exponential equation. This current source then is instantiated in 

Spectre and connected to the sensitive nodes to perform the SEU simulation. Figure 

3.11(a) shows the simulated current pulses with 16ps τr and 160ps τf. Current pulse 

corresponding to a 0.25fC Q total leads to a „0‟- to-„1‟ upset whereas the pulse with 0.15 

Qtotal shows no upset. By sweeping Qtotal, the Qcrit can be found which is defined as the 

minimum Qtotal to flip a cell.  

The aforementioned 2T sensor SER dependence on tREAD is also captured through the 

simulation. As shown in Figure 3.12, Qcrit decreases monotonically with a long tREAD. 

Figure 3.13 shows the simulated Qcrit for an inverter chain, 6T SRAM and 2T sensor cell. 

Qcrit for the inverter chain is defined as the minimum charge that allows the SET voltage 

pulse to propagate through two inverter stages. It can be seen that Qcrit of the proposed 2T 
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sensor cell is 17x-60x and lower than that of an inverter chain and SRAM cell for supply 

voltages ranging from 0.75V to 1.5V. 
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Figure 3.12: Qcrit decrease with a longer tREAD. 
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Figure 3.13: Simulated Qcrit for inverter, 6T SRAM, and 2T sensor. 
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3.5. Conclusion  

Ionizing particles, such as alpha particle, can induce soft errors such as Single Event 

Upset (SEU) in memory cells and Single Event Transient (SET) in logic circuits. As 

CMOS technology node scales down, the critical charge (Qcrit) also decreases due to the 

smaller circuit parasitic and lower supply voltage. However, the per bit Soft Error Rate 

(SER) declines with the scaling trend since the shrink of feature size and reduction of 

corresponding sensitive area has been dominated. In this work, we propose an on-chip 

compact 2T sensor structure for the efficient statistical collection of the single event data. 

Test chip implemented on a 65nm bulk process demonstrates a 117X higher measurement 

sensitivities as compared to 6T SRAM cell under an accelerated alpha particle irradiation. 

Simulation results shows that Qcrit of the proposed 2T sensor cell is 17x-60x smaller 

than that of an inverter chain and SRAM cell. 
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Chapter 4. True Random Number Generator 

4.1. Introduction 

True Random Number Generators (TRNGs) are used for encrypting purposes in 

systems or networks that require a high level of security. On-chip TRNGs typically 

harvest randomness from a circuit that converts transistor level noise such as thermal 

noise, flicker noise, or RTN [37]-[40] into a voltage or delay signal. For example, a 

popular type of TRNG utilizes an inverter pair that is initialized to a metastable state to 

amplify the thermal noise [38][39] as shown in Figure 4.1. In this design, the two output 

nodes of the inverter pairs are initialized to the same voltage. The switches are then 

turned off causing the outputs to resolve to either „1‟ or „0‟ depending on the random 

device noise. The main drawback of this circuit is that the meta-stable point is extremely 

sensitive to the inverter pair's voltage offset. More specifically, it has been shown that 

randomness can only be guaranteed when the voltage offset is below ±0.24σnoise. Here, 

σnoise is the standard deviation of the noise [39]. Therefore, in order to guarantee the 

random number quality in a long-term operation, a continuous calibration loop including 

a Finite State Machine (FSM), shift registers and tuning circuits is required. Another 

popular type of TRNG is the delay based TRNGs which employs oscillator circuits. One 

conventional oscillator based TRNG implementation is the one shown in Figure 4.2 [41]. 

A D-Flip-Flop (DFF) samples a free-running ROSC at a frequency much lower than the 

ROSC intrinsic frequency. The ROSC jitter accumulates over time and will become 
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greater than one ROSC cycle after a sufficient wait period. The DFF therefore samples an 

uncertain phase and outputs a random bit stream. The actual implementation in IBM‟s 

POWER+7 processor consists of 64 parallel ROSCs operating at different frequencies to 

prevent the ROSCs from locking into each other. An independent low frequency clock 

samples the ROSC outputs at a rate which is a non-integer multiple of all 64 ROSCs. 

Because each ROSC operates at different frequencies, the accumulated jitter will be 

different and independent from each other. Figure 4.2(b) shows the probability of two 

consecutive bits being different as a function of the sampling period. For an ideal TRNG, 

this probability should be very close to 50%. The probability traces measured from the 

parallel ROSCs show that a sampling period greater than ~200 ROSC cycles is required 

for the bit to be considered random. However, the 200 ROSC cycles criteria only holds 

when circuit is operated at nominal or higher supply voltage, attacks such as lowering the 

supply voltage would reduce the output randomness.  

In this work, we demonstrate a fully-digital TRNG circuit utilizing the beat frequency 

detection technique that employs the subtle frequency difference between two identical 

free-running ROSCs. Instead of directly sampling the ROSC output, the entropy is 

extracted from the BFD output count value. As compared to the 64-parallel ROSC IBM 

TRNG, the BFD-TRNG has approximately 3 times power advantage and 2 times area 

efficiency given the same generation speed [42]. 
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Figure 4.1: A conventional meta-stability based TRNG [39] 
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(a)       (b) 

Figure 4.2: (a) ROSC based TRNG employed in IBM POWER7+. (b) Probability of 

two consecutive bits being different as a function of sampling period (=wait time) for 

IBM’s ring oscillator TRNG. Jitter accumulation time must be >200 ROSC cycles 

for the sampled bit to be considered random[41]. 

4.2. Beat Frequency Detector based TRNG 

The basic concept for capturing the frequency difference between two ROSCs is 

illustrated in Figure 4.3 [44]. The faster signal A passes, catches up and overtakes the 

slower signal B repeatedly at intervals determined by the frequency differences of the 

two ROSCs, namely the beat frequency or Δf. This pattern is recorded by a standard D-
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flip-flop where the output of ROSC A is continuously sampled by that of ROSC B. The 

counter output (N in Figure 4.3) increments every ROSC period until it reaches the beat 

frequency interval after which the count is sampled and reset. For better illustration, let‟s 

consider an example in which the average frequency difference between the ROSC pair is 

1% and the maximum frequency difference due to random jitter is 0.01%. Under this 

condition, the average counter output is 100 while the maximum and minimum counts are 

101 and 99, respectively. In this scenario, we can take the least significant bit (LSB) of  

the output count as the TRNG output. Now suppose the average frequency difference is 

reduced to 0.5% by adjusting the frequency difference, while the random jitter remains 

the same at 0.01%. Then, the output count will fluctuate between 196 and 204, thereby 

providing up to three random bits (1st, 2nd, and 3rd LSBs) per output count and at the 

same time increasing the randomness of the lower bits. To adaptively change the ROSC 

frequency difference, we implemented the binary weighted trimming capacitors on each 

ROSC stage. For instance, to bring the frequencies closer, one can either enable 

additional capacitors on the faster ROSC or disable the capacitors on the slower ROSC. 

One should be noted that by making the frequencies even closer, we could generate more 

random bits from a larger count however at the expense of a longer sampling time. 

Depending on the application, one can determine the optimal BFD count value range in 

terms of generation speed and power efficiency.  
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Figure 4.3: Basic principle of the proposed beat frequency based TRNG circuit. 

4.2.1. Test Chip Implementation 

A 65nm test chip was designed to experimentally verify the proposed TRNG circuit. A 

block diagram of the main circuit blocks is shown in Figure 4.4. A 6-bit trimming 

capacitor bank is connected to each ROSC stage for tuning the initial frequencies of the 

two ROSCS to ensure beat frequency counts are in the desired range. Based on our 

simulation, each tuning step can provide a frequency resolution of 0.4%. A 5 bit majority 

voter circuit is used in the beat frequency detector to prevent functional errors due to 

logic bubbles (e.g. lone 0 in a string of 1) which may occur when the two ROSC signal 

edges are about to cross each other. In order to synchronize with the post processing 

circuits, an external sample CLK is applied to reset the counter. This sampling clock 

period is set to be longer than the one beat frequency cycle to avoid count value aliasing.  
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To reduce unnecessary switching power consumption, a start/end control logic is 

implemented to automatically shut down the ROSCs once the beat frequency operation is 

completed and turn on the ROSCs at the rising edge of the next sample clock. Finally, the 

lower LSBs are post processed with Von Neumann logic and serialized to produce the 

final TRNG output bit stream. 

 

Fn+1<0:5>

ROSC Freq. Trimming

Fn+2<0:5> F2n<0:5>

Beat Freq. 

Detector

1
2

 b
it 

C
o

u
n

te
r

1X 2X 32X

Fn<0> Fn<1> Fn<5>

F1<0:5>

ROSC Freq. Trimming

F2<0:5> Fn<0:5> DFF

D Q 5b 

Maj. 

Voter

Start/End

Control 

Logic

B

A

C D

Reset

EnableB

A

L
S

B
 S

e
le

c
t,

V
o

n
 N

e
u

m
. 

L
o

g
ic

C

D

Reset

Enable

ResetEnable

Sampling 

CLK

Sampling CLK

Bubble 

Rejection

Sampling CLK

TRNG Output

...

...

0 1 1 0 1 0 1

Fn<0> Fn<1> Fn<5>

N Parallel to 

Serial

344 354

Cnt. Output

 

Figure 4.4: TRNG circuit with trimming caps and power saving mode. 

4.2.2. Measurement Data 

Figure 4.5 shows the measured beat frequency count under different trimming 

capacitor settings. The average count increases from 191 to 3040 as the ROSC 

frequencies are brought closer together. Injection locking between the two ROSCs was 

not observed in any of the tests owing to the good isolation between the two ROSCs. This 
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can be attributed to the modest amount of decoupling capacitors placed between the 

ROSCs as can be seen in the layout diagram in Figure 4.19. One of the most basic 

evaluation of randomness is the Shannon bit entropy which measures the percentage of 

1‟s and 0‟s in a bit stream. Figure 4.6 shows the Shannon bit entropy of a 1M samples 

with an average count of 352. In our test, the Shannon bit entropy is assess on each count 

digit from a 1M continuously measured samples. As shown in Figure 4.6, the proportion 

of „1‟ and „0‟ are equal for the first 4 LSBs which implies that the first 4 LSBs has a high 

potential to be directly utilized as the random numbers.  

However, Shannon bit entropy does not validate all possible weakness, more 

comprehensive statistical tests are required to assess the bit stream randomness. 

Standards such as National Institute of Standards and Technology‟s (NIST) randomness 

statistical test suite (STS) and DIEHARD test are developed for measuring the quality of 

random number generators. For example, the NIST STS performs an exhaustive analysis 

based on 15 different types of non-randomness that could exist in a sequence such as 

Shannon Entropy, FFT [46]. Figure 4.7 shows the NIST STS results obtained from 1st to 

4th LSBs. For a beat frequency output with an average count of 352, the first 3 LSBs 

passed all 15 NIST tests (P-value χ2 >0.01, Proportion>0.949751) without requiring any 

post-processing steps. Although the 4th LSB appears to be unbiased from a visual check, 

NIST results reveals that further post processing is necessary.  
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Figure 4.5: Measured beat frequency count for different trim capacitor settings. 
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Figure 4.6: Percentage of ‘1’s and ‘0’s for each bit of the beat frequency count 

output. The lower significant bits (e.g. bits 1, 2, 3) have better randomness 

compared to the higher bits. 
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Figure 4.7: NIST test verifies the randomness of 1st ~3
rd

 LSBs. 
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Figure 4.8: Concatenating LSBs to generate the final TRNG output bit stream. 4th 

LSB can be used after von Neumann correction. 

Figure 4.8 illustrates the procedure for generating the final random bit sequence from 

the measured beat frequency counts. The first 3 LSBs can be directly concatenated and 

streamed out without any post-processing. To improve the throughput, von Neumann 

correction is applied on 4th LSB as shown in Figure 4.8. This popular algorithm takes 

two consecutive bits from the original data and encodes „01‟ into an output „0‟ and „10‟ 

into an output „1‟. The two other combinations (i.e. „00‟ and „11‟) are simply dropped. 

Using Von Neumann corrector will produce perfect correction with 0 bias but throughput 

is reduced to less than 25% of its original. In our implementation, a group of four 4th 

LSBs from the original sequence generates a single corrected output bit that is buffered 

and inserted into the final bit sequence. The efficiency is increased from 3 bits per count 

to ~3.25 bits per count using the von Neumann method with almost no additional power 
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consumption. NIST test results performed using measured data from the proposed TRNG 

are summarized in Figure 4.9. The final sequence with the insertion of the 4th LSB after 

von Neumann correct also passed all NIST tests. 
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Figure 4.9: Concatenated 1st~4th LSBs passes all NIST test after applying Von 

Neumann correction on the 4th LSB. 

The initial count measured from different chips ranges from 200 to 1000 when using 

the same trimming capacitor setting. Through extensive testing, we found that a count 

range of 200 to 500 provides a reasonable trade-off between speed and bit efficiency. 

This count range corresponds to a ROSC frequency difference of 0.5% to 0.2%, 

respectively.  A simple one-time calibration step shown in Figure 4.10 can be used to 

guarantee that the initial count is in the desired range (200 to 500) across the different 
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TRNG chips. At the beginning of the random number generation process, an FSM reads 

the count values and determines either to increase or decrease the two ROSC frequency 

difference. This can be readily achieved within a few beat frequency periods using 

minimal hardware overhead during the initial startup. After the start-up calibration, the 

count value can remain relatively steady for a long period of operation. Figure 4.11 

verifies that the average count value has a good stability through a continuous 15 hour 

operation test. The measured count values are relatively consistent for a supply voltage 

range of 0.8V to 1.2V as shown in Figure 4.12 suggesting a wide operation range and 

good tolerance against environmental effects such as supply voltage and temperature 

variation. The slightly wider count range at 0.8V can be attributed to the larger device 

noise and higher delay sensitivity.  
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Figure 4.10: One-time calibration of average count during start up.  
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Figure 4.11: Stability under continuous operation. 
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Figure 4.12: Measured count under different voltages. 
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4.3. Simulation and Modeling 
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Figure 4.13: (Upper) Individual ROSC frequency distributions estimated using 

statistical model and measured data. (Lower) Measured count distribution shows 

good agreement with simulated data. 

For better insight into the beat frequency based TRNG circuit, an analysis of the 

underlying physical noise source model and the entropy harvesting mechanism is 

required. The randomness source of ROSC based TRNGs is generally the cycle to cycle 

random noise. In time domain, the random noise is referred as jitter which is defined as 

the fluctuation of transition time from their ideal position. In BFD TRNG, the ROSC 

jitters are digitalized into the fluctuated count values. A precise ROSC jitter model should 

incorporate Gaussian variable, 1/f noise, and a coupling sinusoidal signal [47]. However, 
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studies also reveal that the dominant component is the independent and identically 

distributed (i.i.d.) Gaussian variables [48], [49]. Based on this assumption, the oscillation 

period then can be modeled as Gaussian variable T ~ N (µ, σ
2
) [42]. 

In The BFD TRNG, the two ROSC circuits were formulated as independent Gaussian 

random variables TA ~ N (µA, σA
2
) and TB ~ N(µB, σB

2
). The average values of the two 

ROSC periods (µA and µB) on the other hand, can be tuned during initial startup using 

different trimming capacitor settings for a desired beat frequency count N. Without loss 

of generality, we always assume ROSC A is faster than ROSC B, i.e., μA < μB. Since both 

ROSC are implemented identical, we can assume that intrinsic noise induced standard 

deviation σA and σB under a given operating condition shows the same characteristics (σA 

= σB). We can estimate the average count values (N) based on the equation shown in 

Figure 4.13. Since N does not have a standard probability density function, we performed 

the Monte Carlo simulation with MATLAB to verify the model. Simulation results from 

our model using fitting parameters µB-µA = 0.0028 and σA=σB=0.0006 show excellent 

agreement with the measured data. 

4.4. Multi-phase TRNG for Enhancing the TRNG Generation 

Efficiency 

4.4.1. Circuit Implementation 

A multi-phase TRNG capable of sampling the beat frequency from each ROSC stage 

was implemented in another 65nm test chip. This new design can maximize the number 
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of random bits generated from a single ROSC pair without increasing the measurement 

time. The simplified block diagram of the multi-phase TRNG is illustrated in Figure 4.14. 

As shown in the figure, beat frequency detectors in each ROSC stage sample the 

frequency difference between the top and bottom ROSCs. Under an ideal condition 

where no device noise is present, the ROSC signal is simply delayed from one stage to 

the next by a fixed amount. The multi-phase design in this case does not provide any 

benefit over the single-phase version as the beat frequency measured from each stage will 

be identical. In the presence of device noise however, each ROSC stage will introduce a 

slightly different delay and hence each beat frequency count will be different (Figure 

4.15). This noise effect can be captured using simple logic blocks to increase the number 

of random bits. The counter values are stored in the shift registers and summed up 

together during the subsequent beat frequency period (i.e. falling edge of next beat 

signal). 
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Figure 4.14: Multi-phase TRNG implementation (3 phase example). 
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Figure 4.15: The number of LSBs with good randomness increases under the same 

sampling time as compared to the single-phase version. 

4.4.2.  Measurement Data 

Figure 4.16 compares the measured beat frequency counts from a single-phase and 

multi-phase TRNG implemented in the same test chip. A larger fluctuation in the count 

value can be observed for the multi-phase design. Therefore, for the same sampling 

period, the multi-phase TRNG can provide a higher number of random bits that pass all 

NIST tests. The number of additional random bits obtained from a multi-phase TRNG 

has a logarithmic dependency on the number of phases. For example, as shown in Figure 

4.17, a multi-phase TRNG using a 3 stage ROSC generates one more random bit while 

five more bits are generated using a 31 stage ROSC. Even though the power consumption 

slightly increases due to the extra beat frequency detectors, the overall efficiency still 

increases due to the improved throughput. Figure 4.18 compares the TRNG performance 

measured from various single-phase and multi-phase TRNG circuits. A TRNG with 

fewer ROSC stages achieves a higher bit rate which can be attributed to the higher ROSC 

frequency. As a result, the TRNG efficiency increases from 2.2 Mbits/mW to 15.1 

Mbits/mW as the number of ROSC stages is reduced from 31 to 3.  
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Figure 4.16: Measured count output from single-phase and multi-phase TRNGs. 
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Figure 4.17: The number of random bits per output that passes all NIST test as well 

as the TRNG generation efficiency improves using the proposed multi-phase 

structure. 
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Figure 4.18: Multi-phase TRNG utilizing fewer ROSC stages shows improved bit 

rate and efficiency. 
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4.5. Conclusion 

ROSC based TRNG circuits utilizing a novel beat frequency detection technique have 

been demonstrated in two 65nm test chips. Die microphotographs of the two TRNG test 

chips are shown in Figure 4.19. The random bits generated using the proposed circuit 

pass all 15 NIST tests under a wide supply voltage range without any feedback scheme. 

Long-term (>15 hours) tests were performed to confirm good TRNG output under 

continuous operation. A one-time calibration scheme ensures that ROSC frequency 

mistmatch across different chips is cancelled out. To further improve the efficiency, a 

multi-phase TRNG was demonstrated that captures phase noise in each ROSC stage. 

Experimental data shows a TRNG efficiency of 15.1Mbits/mW for a 3 stage multi-phase 

design. 

 

Figure 4.19: Single-phase and multi-phase TRNG chips in 65nm. 
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Chapter 5. Physical Unclonable Function 

5.1. Introduction 

It is reported that with the development of the Internet of Things (IoT), security will 

be one of the major challenges in this end-to-end communication network that involves 

billions of digital devices [57]-[62]. Protections from software level alone are proven to 

be insufficient, especially against physical attacks. Hardware security, on the other hand, 

provides a low power solution to the Root of Trust (RoT). Most of the current hardware 

security primitives are based on Non-Volatile Memories (NVMs) such as EEPROM, 

Flash and Fuse [60]. They have been widely adopted to store the secret keys (e.g. smart 

cards) and provide authentication source [64]. However, NVMs based security primitives 

are becoming more vulnerable to invasive attacks as the attacking techniques have been 

significantly improved [65]. PUF, on the other hand, generates the unique signature for 

each chip by utilizing the random process variability. PUF outputs only rely on intrinsic 

physical characteristics which makes it difficult to predict and almost impossible to 

duplicate. The secret information stored in PUF is only available when the device is 

powered on. Therefore PUFs are immune to offline attacks.   

Based on the applications, PUFs can be categorized into: 1) strong PUFs for low cost 

authentication; and 2) weak PUFs for chip ID or secret key generation [60]. The key 

difference between a strong PUF and a weak PUF is whether it can provide large number 

of CRPs with a moderate hardware cost. Strong PUFs can be directly used for 
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authentication because the adversaries are unable to figure out all CRPs within 

polynomial time [60]. A typical example of strong PUF is the arbiter PUF [65]. Weak 

PUFs, on the other hand, provide limited number of CRPs because the number of CRPs is 

linearly proportional to the number of PUF unit cells. Most memory or array based PUFs, 

e.g. SRAM and DRAM PUF [66], [69], are generally referred as the weak PUFs. 

Compared to arbiter PUF, the memory based PUF requires minimal design overhead 

because the secret keys are generated with existing blocks which are used as cache in 

nominal operation. However, this advantage is undermined because it generally requires 

an excessive on-chip Error Correction (ECC) block for key and ID generations.  

5.2. Conventional PUFs 

A typical strong PUF is the arbiter PUF as shown in Figure 5.1. The basic unit cell is 

implemented with two identical multiplexors (MUXs) with swapped input connections 

which pass the signal in a parallel or crossing pattern. Each arbiter PUF consists of N 

(typically 128) unit cells and followed by a latch to determine which final output arrives 

earlier. During the operation, a random N bit challenge (C<0:127>) sets the MUX 

selection signals. A rising edge is fed to the two inputs in the first stage simultaneously 

establishing a racing condition between two signal paths. The process variation induced 

delay difference on each stage is accumulated and comprises the unclonable feature of 

the arbiter PUF. The randomness of the arbiter PUF relies on the manufacturing induced 

delay difference between each path. Since each MUX stage is designed identical, an 
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adversary is unable reproduce the same CRPs even with the knowledge of detail PUF 

implementation. Theoretically, an arbiter PUF with N stage can provide up to 2
N 

CRPs.  
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Figure 5.1: Schematic of an arbiter PUF. 

One representative of the weak PUFs is the SRAM based PUF. Typical 6T SRAM 

holds the data through the positive feedback loop in the cross-couple inverter pair. In 

nominal operation, each cell is written with opposite value on Q and QB. The positive 

feedback loop forces the cell to hold the data preventing an accidental cell value flip. 

When used as a PUF unit, the operation involves two phases as shown in Figure 5.2. 

During the initialization, the cell is completely powered off by setting VDD, BL and BLB 

to 0V. Once the SRAM cell is powered on, in theory, the initial binary state is unknown 

because the symmetry of its cross-coupled inverters leads to a metastable state. In actual 

implementation, Q and QB resolve to a steady state with opposite values due the process 

variation induced threshold voltage mismatch. The polarity of Q and QB is determined by 

the inherent asymmetry between the two inverters. This startup value is taken as the PUF 

unique signature.  
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Figure 5.2: SRAM based PUF. 

For each PUF consists of N PUF units, the number of available CRPs is 2
N
 and N for 

arbiter and SRAM PUF respectively. Therefore, arbiter PUF is categorized into strong 

PUF while SRAM PUF is a weak PUF. Although the SRAM based PUF are less 

vulnerable to physical attacks such as cloning and offline attacks as compared to NVMs, 

SRAM PUF is less reliable as it is sensitive to random noise. For example, if the cross-

coupled inverter pair is well balanced, then the response will be determined by the 

random noise presented at the power up moment. As a result, ECCs are generally 

required in most weak PUF applications. 

5.3. DRAM based PUF for Chip Authentication 

Memory based PUFs are attractive [66], [69] as they are readily available in most 

processors, requiring almost no modifications to the underlying hardware. Moreover, the 
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array based structure provides a large set of independent entropy sources. Beside the 

aforementioned SRAM PUF, a 1T1C DRAM based weak PUF prototype was 

demonstrated by IBM Research in [66]. When used as memory, the data is stored in each 

DRAM cell by either charging (data „1‟) or not charging (data „0‟) the capacitor. These 

charges, however, will gradually leak away through the access transistor. The leakage 

current varies from cell to cell resulting in retention time variability among the DRAM 

array. In PUF application, the bias condition and refresh period is chosen such that there 

is a certain number of cells flip from „1‟ to „0‟. The flipped cell locations are unique and 

unclonable for each chip and the bit cell failure map can be taken as the chip ID. 

Different from SRAM PUF in which „1‟ and „0‟ locations are evenly distributed, the 

percentage of flipped cells (cells that read as „0‟) in DRAM PUF is generally less than 

10% in consideration of the authentication time and intra-chip consistency. 

However, one shortcoming of the conventional memory based PUFs compared to 

arbiter PUFs [60],[70] is that the number of Challenge Response Pairs (CRPs) is linearly 

proportional to the number of circuit units. Memory PUFs are therefore categorized as 

“weak” PUFs and are not suitable direct chip authentication applications. To address this 

shortcoming, we present a novel DRAM based “strong” PUF capable of generating >10
32

 

CRPs from a 1Kbit array. The main highlights of this work are: 1) a local encrypting 

scheme that enhances the authentication security and allows a DRAM to serve as a strong 

PUF; 2) a repetitive write-back scheme based on existing DRAM refresh circuits for 
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enhancing PUF stability; and 3) a simple calibration routine to suppress voltage and 

temperature variation effects. 

Figure 5.3 compares the properties of SRAM and DRAM when utilized as PUFs. 

Unlike SRAM PUFs where the supply voltage is turned off and turned on to generate a 

response, a DRAM PUF can be accessed anytime during normal operation by writing a 

„0‟ or „1‟ and checking whether the data has flipped or not after a certain retention time. 

This unique feature allows us to generate an exponentially higher number of CRPs. 
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Figure 5.3: Qualitative comparison between SRAM PUF and DRAM PUF. 

The schematic of the 2T DRAM [67] used in this work is shown in Figure 5.4 (a). 

Compared to a 1T1C DRAM cell, 2T DRAM cell does not require a dedicated trench or 

stacked capacitor process, and has decoupled read and write paths enabling good low 

voltage margin. The data retention time depends on the storage node capacitance and the 

leakage current surrounding the storage node. The read reference voltage (Vref) can be 
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adjusted such that a certain number of cells fail for a given retention time. Figure 5.4(b) 

shows several retention time failure scenarios. In conventional 1T1C DRAM, each cell in 

the array is written with data „1‟ and read out sequentially for certain refresh period. The 

failure locations (cells that read as data „0‟) are taken as the unique ID for each chip. The 

failure in 2T gain cell, on the other hand, depends on not only on the leakage variability 

but also the initial data been written. A cell with strong pull down leakage will not hold a 

data „1‟ value very well, and vice versa. Therefore, the response from 2T DRAM PUF is 

the function of both location and input data. 
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Figure 5.4: (a) 2T DRAM cell schematic and leakage components in hold mode. (b) 

A DRAM cell generates a different response depending on the write data and 

retention time. 

5.3.1. Proposed DRAM PUF Design 

The proposed authentication scheme illustrated in Figure 5.5 comprises of four steps: 

(1) writing a random pattern (=challenge from server) to a small portion of the DRAM 
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array; (2) letting 10% of the cells to fail by reading the data after a certain retention time; 

(3) transferring the data stored in the array to a different location in a random bitwise 

mapping fashion; and finally (4) repeating step (2). The second step provides local 

encryption which generates a new random pattern that is hidden from the outside world, 

providing an added level of security. The local encryption operation cannot be 

implemented in an SRAM PUF because it requires a random data pattern to be written to 

the memory array. Access to the local encrypted pattern is only allowed during chip 

enrollment phase and will be permanently disabled thereafter. Randomly transferring the 

array data to a different location, combined with the initial random pattern from the 

server, enables an exponentially higher number of CRPs. The total number CRPs for a 

10% retention failure probability can be calculated as follows. 

 %10,2  inPnNCRP  

Here, the pre-factor „2‟ represents the two values that can be written to a DRAM cell, P(.) 

is the permutation function, „n‟ is the half array size, and „i‟ is the number of response 

bits. According to this equation, the total number of CRPs attainable from a 1Kbit 

DRAM array for a 128-bit response output is greater than 10
32

. 
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Figure 5.5: The proposed authentication scheme consists of four steps: (1) write 

random 128 bit challenge to DRAM upper array, (2) allow 10% of bits to flip due to 

retention failure, (3) transfer data to lower array according to random mapping info 

from server, and finally (4) repeat step (2). The inherent DRAM retention failure 

rate is utilized for generating a unique and secure response. For the chip 

demonstration, we chose a 128-bit random input pattern, a 128 x 10 bit random 

address mapping info (=128+128x10=1,408 total challenge bits) and a 128-bit 

response. 
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The enrollment and authentication procedures of the proposed DRAM PUF are shown 

in Figure 5.6. Compared to conventional strong PUFs which require an exhaustive test to 

collect a large number of CRPs, the proposed PUF only needs to store whether a retention 

failure occurs or not for data „0‟ and data „1‟ under a certain retention time. So for a 

1Kbit array, the unique PUF information can be stored in just two 1Kbit maps, one for 

data „1‟ and one for data „0‟. To generate the bit maps, we first write all „1‟s to the 1Kbit 

DRAM array, let retention failures occur, and then read the pattern including retention 

failures. The same procedure is repeated for data „0‟. The bit maps are stored on the 

server as reference key. Figure 5.6 illustrates the authentication flow for generating a 

128-bit response from a 1Kbit array. During authentication, the initial 128-bit random 

pattern along with the 128 x 10 bit random mapping information is generated by the 

server and sent to the chip as challenge bits. Based on the reference key, the server 

computes the expected response and compares it with the response from the chip. If the 

Hamming Distance (HD) between the two responses satisfies the match criterion, access 

permission is granted to the user. 
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Figure 5.6: Overall enrollment and authentication flow of the proposed DRAM PUF. 

New techniques proposed in this work are highlighted in red. 

5.3.2. Improving DRAM PUF Reliability 

Figure 5.7 shows the soft response distribution measured from a 1Kbit DRAM array 

for 500 trials. Soft response is defined as the average of 500 response values for a 

particular DRAM cell. For example, if the response is „1‟ for 90% of the time and „0‟ for 

10% of the time, then the soft response value is 0.9. The left-most and right-most bars 

represent the stable cells with 0% and 100% retention failures for the entire 500 trial 

period. The bars in the middle represent unstable cells that generate some retention time 

failures. Experimental data shows that the percentages of unstable cells (i.e. 0 < soft 

response < 1) are 8.8% and 7.2% for data „1‟ and data „0‟, respectively. 



 

 91 

 

0 0.2 0.4 0.6 0.8 1
0.01

0.1

1

10

100

Soft Response

P
ro

b
a

b
il
it

y
 (

%
)

Write ‘1’

65nm, 1.2V, 27ºC, 1K memory cells, 500 trials

Write ‘0’

6.5%

84.7% 86.3%
6.5%

0 0.2 0.4 0.6 0.8 1

Soft Response  

Figure 5.7: DRAM PUF soft response distribution for data ‘1’ and data ‘0’. Soft 

response is defined as the average response value over 500 trials. For example, if the 

output for a particular memory cell is 1 for 90% of the time and 0 for 10% of the 

time, the soft response for this memory cell is 0.9. 

To reduce the percentage of unstable cells, many PUF designs employ Temporal 

Majority Voting (TMV). TMV is a technique in which a PUF is evaluated multiple times 

using the same challenge and the majority output value is taken as the final response. The 

main drawback of TMV is the large area and delay overhead for storing and processing 

the PUF outputs from each TMV trial. For example, to perform a 15 trial TMV, a 4 bit 

counter is required for each accessed cell. Sharing a single TMV counter for the entire 

array will reduce the area overhead, but the authentication time becomes prohibitively 

long. As an alternative to TMV, we propose a repetitive write-back scheme that can be 

implemented using existing DRAM refresh circuitry with no hardware overhead. The 

idea is based on the fact that a cell with a small read margin for data „1‟, generally has a 

large read margin for data „0‟, and vice versa. Based on this unique characteristic, we 
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propose the repetitive write-back scheme shown in Figure 5.8 where DRAM cells are 

written with the data read from the previous cycle. Measurement results in Figure 5.9 

verify that the percentage of unstable cells decreases, although after 5 cycles it levels out. 

After 10 write-back cycles, the percentage of unstable cells reduces from 8.8% to 6% for 

data „1‟, and from 7.2% to 5.2% for data „0‟. Although the improvement is not significant, 

the repetitive write-back scheme is still useful as it incurs no hardware overhead. The 

server will mask DRAM cells that remain unstable after the repetitive write-back.  
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Figure 5.8: Repetitive write back scheme for improving DRAM PUF stability. (a) 

Waveforms of DRAM cell storage voltage with repetitive write back. (b) Marginally 

stable bits can be stabilized to the opposite value with repetitive write-back. 
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Figure 5.9: Percentage of unstable cells decreases with more write-backs. Cells that 

remain unstable after 10 write-backs will be flagged and masked by the server 

during chip authentication. 

5.3.3. Test Chip Measurement 

A fully functional 64Kb DRAM PUF array was fabricated in a 1.2V, 65nm process for 

concept verification. Figure 5.10 shows the die photo and key features. We selected a 

32x32 (=1Kbit) DRAM subarray to test the proposed PUF authentication scheme. The 

measured intra-chip HD and inter-chip HD distributions are shown in Figure 5.11. The 

intra-chip HD was obtained by applying the same challenge 500 times. The intra-chip HD 

measured under a nominal condition (1.2V and 27˚C) has an average of 2.2% and a 

standard deviation of 1.03%. After masking the unstable responses, the average and 

standard deviation of intra-chip HD improves to 0.39% and 0.19%, respectively. Note 

that bit masking was performed on the server side which obviates the need for an Error 

Correcting Code (ECC) unit. The inter-chip HD distribution was obtained by applying 

10k random challenges to 15 different chips. The distribution has an average of 35.9% 
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and a standard deviation of 6.35%. The reason why the average inter-chip HD is not 

centered around 50% is because we deliberately chose a retention failure rate of 10% 

(and not 50%) to speed up the authentication process. Moving the inter-chip HD 

distribution to the center is possible but at the expense of a longer authentication time. 

The margin between the intra-chip and inter-chip HD distributions is 10.2%. 
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Figure 5.10: 65nm DRAM PUF chip micrograph and summary table. 

Maintaining a narrow intra-chip HD distribution across different voltages and 

temperatures is imperative for PUFs in real products. As shown in Figure 5.12, the 

retention failure probability varies significantly under different voltage and temperature 

conditions. When operated at a relatively lower supply voltage, the 2T1C gain cell pull-

up and pull-down leakage currents are reduced contributing to a decrease of failure 

probabilities. Therefore, a smaller data „0‟ failure probability is observed. On the other 

hand, data „1‟ failure probability increases which is mainly due to reduction of charges 

being written to the storage node.  
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Figure 5.11: Measured inter-chip (15 chips and 10,000 different challenges) and 

intra-chip Hamming Distance with and without bit masking. 

As shown in Figure 5.12, as the supply voltage is reduced from 1.2V to 0.8V, the data 

„0‟ flipping probability is reduced from 11% to 0.5% while the data „1‟ flipping 

probability is increased from 10.7% to 87.1%. Figure 5.12 also displays failure 

characteristics of the DRAM array at different temperatures. The leakage current 

increases at higher temperature resulting in an increase of the failure probability.  

To mitigate V and T effects, a calibration scheme is proposed based on the observation 

that the order of failure locations remains almost the same under different V and T 

conditions. Although the failure probability shifts under different V, T conditions, the 

order of failing locations remains the same because the V, T variation affects each cell in 

the same way. As we discussed in 5.3.1, the PUF response is a function of the failure 

location and input data. By maintaining the failure probability (e.g. 10%), the failure 

locations will remain the same therefore generating a consistent response across different 
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V, T. Basic operation of the calibration scheme is given in Figure 5.13. First, a 

checkerboard pattern is written into the array. The calibration circuit measures the ratio 

between „1‟s and „0‟s after a certain retention period by counting the number of „1‟s in 

the array pattern. If the percentage of „1‟s does not fall within the desired range (e.g. 

49%-51%), Vref is adjusted accordingly. Finally, the calibration circuit adjusts the refresh 

time trefresh to ensure that the retention failure probability Pflip is close to the target (e.g. 

10%). Once the calibration is complete for a specific V and T condition, the 

authentication procedure depicted in Fig. 4 (right) can start. 

To establish this, we proposed a dynamic pre-authentication calibration scheme as 

shown in Figure 5.13(a). A data pattern with alternating „1‟s and „0‟s is written to the 

array. Depending on the read data, the calibration circuit adjust Vref and refresh time 

(trefresh) accordingly in case either „1‟/„0‟ ratio or failure probability fall out of the desired 

range. Although we conducted this calibration off-chip, it can be implemented with on-

chip circuit as shown in Figure 5.13(b). The calibration circuit first detects the „1‟/„0‟ 

ratio by counting the number of „1‟s from the read pattern. For example, if the ratio is 

greater than the specified range (e.g. 0.49~0.51), the reference voltage controller will 

lower the voltage accordingly, and vice versa. Then the circuit compares the read and 

write pattern making sure that the overall failure probability is in the desired range. 
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Figure 5.12: DRAM retention failure map measured under different supply voltages 

and temperatures. The failure probability can be kept within the desired range of 

9.5%<P<11% before each authentication test using the calibration scheme 

described in Figure 5.11. 
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Figure 5.13: A pre-authentication calibration scheme to mitigate the V, T drifts 

induced intra-chip variation. 
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Figure 5.14 shows the distributions of intra-chip HD collected from different supply 

voltage ranges (0.8V to 1.2V). After applying the proposed calibration scheme, the 

average and standard deviation of the distributions are getting smaller implying a better 

response stability even with the presence of supply voltage variation. Figure 5.15 displays 

the maximum intra-chip HDs obtained from different supply voltage ranges. After 

applying the calibration scheme, the max intra-chip HD is reduced indicating an 

improvement of the authentication correctness. Similarly, we characterized the 

distribution and maximum value of the intra-chip HD in a temperature range from -15°C 

to 85°C as shown in Fig. 14. Measurement results also display that the PUF stability and 

authentication correctness are improved after applying the calibrations. 
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Figure 5.14: Distributions of Hamming distance measured at different supply 

voltages before and after calibration. 
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Figure 5.15: Distributions of Hamming distance measured at different temperatures 

before and after calibration. 

 

5.4. Charge-redistribution based PUF for Chip 

Authentication using a SAR ADC Circuit 

5.4.1. Background 

One of the primary principles of the IoT concept is to collect and process the data 

locally then making the result available throughout the network. The emerging 

applications in different domains such as healthcare gears, home temperature control and 

public lighting allow data collected locally through various sensors. At the same time, the 

increased data flow also brings in concerns on hardware security including unauthorized 

access and malicious tampering. However, authenticating distributed sensors is more 

difficult than that in a conventional server network due to limited resource and 
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unattended operation. Therefore, implementing an authentication scheme with existing 

building blocks is favorable in such applications. 

In a sensor system, ADC is utilized as an interface between the analog front-end and 

the digital processing units. There are three major types of ADCs that can fit into most of 

the applications: Success-Approximation (SAR) ADC, sigma-delta ADC and pipeline 

ADC. Out of the three, sigma-delta ADC can provides the highest resolution however is 

relatively slow (<1Msps), pipeline ADC can work with high sampling frequency (> 

5Msps) but consume large power, SAR ADC consume low power and has a moderate 

performance as compared to the other two types. Many sensors are powered by batteries 

or through energy harvesting in which the low power blocks are needed for long time 

operation. Therefore, SAR ADC is one of the best candidates for such applications due to 

its low power consumption. In this work, we present a new charge-redistribution based 

PUF fully utilizing the existing SAR ADC block. Figure 5.16 compares the conventional 

arbiter, memory and the proposed charge-redistribution PUFs. The proposed PUF 

advantageous the other two in term of: 1) incurs almost no overhead circuit as compared 

to the arbiter PUF; 2) provides more CRPs as compared to the memory based PUF 

therefore can be deployed in direct authentication protocols; 3) more robust towards 

variations such as aging induced parametric shifts owing to the passive components. It 

should also be noted that the process induced variation is relatively smaller in a passive 

device than that in an active device. 
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Figure 5.16: Comparison between conventional arbiter, memory and the proposed 

charge sharing PUFs. 
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Figure 5.17: 3-bit SAR ADC architecture. 

For a simple illustration, Figure 5.17 shows the circuit schematic of a 3-bit single 

ended SAR ADC. It consists of binary weighted capacitor arrays, a comparator and the 

successive approximation logic. The capacitor array first samples and stores the input 
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voltages as charges. These charges will remain constant throughout a sampling cycle 

however the top plate voltage (V
+
 and V

-
) will be reconfigured. Depending on the 

comparator output, which compares V
+
 and V

-
, the SAR logic determines the 

corresponding digital code and bottom plate switch connection for the next conversion 

step. The final goal is to allow V
+
 and V approach each other. As the name implies, the 

SAR logic basically implements a binary search algorithm as shown in Figure 5.18(a). To 

start, capacitor array samples the differential input voltage Vin and Vip on V
+
 and V

-
 

respectively. In each bit cycle, if V
+
 is greater than V

-
, the comparator outputs a logic 

high and subtracts VDD/2 from V
+
(add VDD/2 to V

-
), and vice versa. The SAR control 

logic then moves to the next bit down, forces that bit high, and does another comparison. 

The sequence continues until the LSB and the N-bit digital code is available in the SAR 

logic output. Figure 5.18 (b) shows an example of the switching procedures for a 3-bit 

SAR ADC. The charge redistribution is achieved by reconfiguring DAC arrays bottom 

plate connections. 
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Figure 5.18: (a) SAR algorithm; (b) DAC switching procedures [75]. 
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Figure 5.19 shows a transfer function of a 3bit ADC under ideal and real case. The 

analog input is linearly mapped to the digital output. For ideal DAC array, as indicated 

with the dotted line, the minimum resolvable steps are uniform and all equal to VDD/2
N
. 

However with the presence of capacitor mismatch, the transfer curve is distorted. 

Random capacitor mismatch is generally induced by the process variation and from the 

irregular layout. Capacitor mismatch changes the DAC array bit-weight and further 

shifting the decision level, as shown with the dotted line. Although the nonlinearity of 

capacitor array is unfavorable in a normal SAR ADC operation, it can be utilized for a 

potential PUF application. 
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Figure 5.19: Transfer curve for a 3-bit SAR ADC with and without capacitor 

mismatch. 

5.4.2. Charge-redistribution PUF Design 

Typically the capacitor array is implemented with unit-element metal-insulator-metal 

(MIM) or metal-oxide-metal (MOM) capacitors as shown in Figure 5.20 [76], for 
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example C9 is comprised of 2
9
 unit capacitors. In order to maximize capacitor mismatch, 

the unit-element capacitors are utilized as the PUF elements. This is because the standard 

deviation of a capacitor σ(C) is inversely proportional to the square root of the occupied 

area: LWC  /1)( . Using a smaller capacitor is able to provide a larger variability. 

Here in this design, from each DAC array, 63 unit capacitors from the top row are 

utilized for PUF operation. 
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Figure 5.20: Capacitor array layout for a 10-bit SAR ADC [76]. 

The circuit implementation and timing diagram for the PUF operation is shown in 

Figure 5.21(a). In additional to the SAR ADC blocks, we implemented a PUF switch 

control to independently control each unit capacitors and an on-chip counter to collect the 

PUF soft response. To minimize the comparator offset, we adopted the auto-zero offset 

cancellation technique [77]. The auto-zero comparator consists of three-stage pre-

amplifier and a latch based output structure. During auto-zeroing phase, the input of each 
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pre-amplifier is shorted and therefore the offset of each stage is sampled and stored on 

the output capacitors.  

The PUF operation is shown Figure 5.21(b). At the rising edge of the PUF_EN signal, 

V
+
 and V

- 
are initialized to Vcm. The first two clock cycles are utilized for voltage 

sampling and auto-zeroing. During this period, two unit capacitors are enabled and 

connected in serial between VDD and GND, and the unselected capacitors are left floating. 

In the first two CLK_CMP cycles, the charge on top plates is: 

  10 UDDcmUcm CVVCVQ   

At the third CLK_CMP rising edge, the bottom connections of the two capacitors are 

swapped, and the top plate voltage, V
+ 

for example, now is determined by: 

DD

UU

UU

UU

UU

DD

UU

UU
CMclkclk

V
CC

CC

CC

CC
VVV

V
CC

CC
VVQQ













































10

10

10

10

10

10
31

 

The capacitance difference between CU0 and CU1 results in different top plate voltages 

(ΔV). Depending on the polarity of ΔV, comparator outputs a logic „0‟ or „1‟. In the PUF 

operation, the challenge can be the location of the enabled unit capacitors and the 

response is the comparator output.  

Due to the fact that PUF randomness relies on manufacture variability, which can be 

very small with some given challenges, there is no guarantee that all challenges will 

always generate the same response. Therefore, error-correction techniques are employed 

to improve the PUF reliability. In this charge-redistribution based PUF, a soft-response 
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based error-correction technique is adopted [55][77] which takes advantage of the 

probability of a given response-bit instead of its instantaneous output. This is 

accomplished by repetitively evaluating a given challenge (asserting PUF_EN multiple 

times) and counting the number of „1‟s read from the comparator output. The ratio 

between the count value and the number of evaluation cycles is the probability of the 

response being „1‟. 
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(a)      (b) 

Figure 5.21: (a) Schematic and (b) timing diagram of the proposed charge 

redistribution PUF. 

The number of CRPs that one can obtained from the charge-redistribution based PUF 

is determined by the total number of available unit capacitors N and the number of 

enabled unit capacitors k. This is equivalent to randomly choosing k unit capacitors from 

an N unit capacitor array which is equal to C(N, k), C(.) is the combination function. For 
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example, in a scenario as shown Figure 5.21, the total number of CRPs is C(63, 2) = 1953. 

In order to further increase the number of CRPs, we can increase the number of enabled 

unit capacitors for each comparison. The maximum number of CRPs is obtained when 

half unit capacitors are enabled. 

5.4.3. Test Chip Measurement Result 

The soft response obtained from a single charge-redistribution based PUF is shown in 

Figure 5.22(a) which evaluates 8000 CRPs for 100 times. A soft response equal to 0 or 1 

means that the comparator always outputs a „0‟ or „1‟ in 100 evaluation cycles. This 

implies that a large voltage difference is produced from the two capacitor arrays. On the 

other hand, challenges with soft response close to 0.5 indicate a relative small voltage 

difference which is largely affected by the random noise. Generally, the soft response is 

converted to a digital bit by thresholding at 0.5, that is, a soft response greater than 0.5 

will be taken as a „1‟ and vice versa. However, a response recognized as a „1‟ during the 

enrollment may flip to „0‟ during the authentication (e.g. soft response change from 0.51 

to 0.49). In order to improve PUF reliability, a dynamic thresholding scheme is applied 

[55] which utilizes different decision thresholds for the enrollment and authentication. 

The basic idea is to set a stringent decision threshold during the enrollment, e.g. 0.1~0.9, 

to identify the stable and unstable CRPs. Unstable CRPs will be discard. A relaxed 

decision threshold, e.g. 0.5, will be applied during the authentication. This method 

improves the response stability by reducing the „1‟-to-„0‟ and „0‟-to-„1‟ flipping 

probability. For example, a soft response with a value of 0.9 is less likely to fall below 
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the 0.5 threshold as compared to one with a value of 0.51. The PUF reliability with 

different enrollment threshold is verified by checking the intra-chip HD as shown in 

Figure 5.23 (a). Both the mean and standard deviation of the intra-chip HD decreases 

with a smaller enrollment threshold. Although utilizing a more stringent enrollment 

threshold can improve the PUF reliability, the number of discard CRPs also increases. 

The percentage of discard CRPs with respect to different enrollment threshold is shown 

in Figure 5.23(b). The number of stable CRPs increases from 50.6% to 81.7% as the 

enrollment threshold is relaxed from 0 to 0.2. In our experiment, a 0.1 enrollment 

threshold is chosen for an optimization of the PUF reliability and number of discard 

CRPs. 
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Figure 5.22: Measured soft response distribution for the charge redistribution PUF.  

The percentage of discard CRPs also depends on the number of enabled unit 

capacitors. As shown in Figure 5.24, the percentage of discard CRPs first decreases as the 
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number of enabled unit capacitors is increased and gradually saturated when more than 

16 unit capacitors are enable. For a practical authentication purpose, at least 16 unit 

capacitors should be enabled in order to provide sufficient number of CRPs. Therefore 

the rest part of our demonstrations are based on the measurement with 16 unit capacitors 

enabled. 
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Figure 5.23: (a) Intra-chip HD and (b) percentage of discard CRPs for different 

enrollment threshold. 
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Figure 5.24: Percentage of discard CRPs for different # of enabled unit capacitors. 

As lightweight PUFs are distributed and physically exposed to different environments, 

it should be designed with some resilience to variations such as voltage and temperature 

drifts. Furthermore, invasive attacks such as side channel attacks can disturb the PUF 

responses by altering the voltages. Therefore maintaining the PUF stability across 

different supply voltages is of crucial importance. One benefit of using the passive 

capacitor as the entropy source is that the change of the “random signature” (e.g. ΔV of 

the two capacitor array) is proportional to the change of supply voltages [79][80]. This 

linear scaling feature implies that a stable response at lower supply voltage will become 

more stable at a higher supply voltage as ΔV is enlarged. By performing an enrollment at 

a lower supply voltage will guarantee a stable authentication for a wider operation range. 

To verify this, we evaluated the PUF intra-chip Hamming Distance for a supply voltage 

from 0.8V to 1.2V with different enrollment voltage as shown in Figure 5.25 (a). The 

evaluation is performed as follow: 1) obtain soft responses at five supply voltages from 
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0.8V to 1.2V and determine the valid CRPs for each voltage condition based on the 0.1 

enrollment threshold; 2) apply the same challenge set again for multiple times with a 

varied supply voltage ranging from 0.8V to 1.2V, response bits are determined by the 0.5 

authentication threshold; 3) calculate the intra-chip Hamming Distance by comparing 

responses obtained from 2) and 1), only the valid CRPs will be evaluated. The intra-chip 

Hamming distance average and sigma values are only 0.56% and 0.6% when the PUF is 

enrolled at 0.8V whereas they are 9.8% and 5.3% when the PUF is enrolled at 1.2V. It is 

worth noting though that the intra-chip HD significantly improves with a lower 

enrollment voltage, the percentage of discard CRPs also increases as shown in Figure 

5.25(b). This can attribute to the decreased voltage difference on the two capacitor array 

top plates with a lower supply voltage.  

 

In
tr

a
-c

h
ip

 H
D

 (
%
）

(0
.8

~
1

.2
V

)

Supply Voltage for Enrollment (V)

0.8 0.9 1 1.1 1.2
0

0.05

0.10

0.15

0.20

Max.

µ & σ 

0.8 0.9 1 1.1 1.2
0

20

40

60

80

100

Supply Voltage for Enrollment (V)

D
is

c
a

rd
 C

R
P

s
 (

%
)

65nm, 25ºC 65nm, 25ºC

 

Figure 5.25: (a) Measured mean, standard deviation and maximum values of intra-

chip Hamming Distance with a Vref from 0.8~1.2V. A better intra-chip HD is 

obtained when the enrollment is performed at lower supply voltage. (b) More CRPs 

are discard at a lower Vref during chip enrollment.   
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The inter-chip Hamming Distance distributions measured from 10 chips are shown in 

Figure 5.26. Half of the 80,000 CRPs are discard during enrollment, therefore finally 

40,000 CRPs are applied to 10 different chips with a supply voltage ranging from 0.8V to 

1.2V. Outputs are grouped into 128-bit responses (312×128bit) in order to guarantee a 

sufficient bit-stream length to against attacks such as random guessing [56]. The inter-

chip Hamming Distance shows a distribution with an average value of 50.6% which is 

very close to the ideal case (50%) indicating that responses from different PUFs are 

sufficiently uncorrelated. The minimum inter-chip Hamming Distance and maximum 

intra-chip Hamming Distance are separated with a margin of 20.8% suggesting a secure 

authentication can be achieved. Finally, the 65nm test chip die photo is shown in Figure 

5.27, the charge-redistribution based PUF is implemented using the existing blocks from 

a 10 bit SAR ADC.  
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Figure 5.26: Measured inter-chip and intra-chip Hamming Distance distributions 

and evaluation conditions.  
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Figure 5.27: 65nm charge-redistribution based PUF chip micrograph. 

 

5.5. Conclusion 

This chapter has presented two novel strong PUFs, which are implemented based on 

the existing circuit blocks DRAM and SAR ADC respectively. 

Firstly, we have demonstrated a DRAM PUF utilizing the location of weak retention 

cells. The proposed PUF can generate more than 10
32

 CRPs from a 1Kbit DRAM array. 

To improve the consistency of the PUF response, we employed a repetitive write-back 

scheme along with bit-masking. Intra-chip and inter-chip Hamming distance distributions 

were measured from a 65nm chip under different supply voltages and temperatures. A 

calibration routine performed before each authentication operation has shown to 

effectively suppress voltage and temperature induced instabilities. 

Next, we have presented a charge-redistribution PUF that leverages the capacitance 

mismatch in the SAR ADC capacitor array as the random entropy source. The circuit can 

work both as a PUF and a SAR ADC circuit by adding a minimal hardware overhead 
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making it suitable for a resource constraint device. A soft response based dynamic 

thresholding method is employed to improve the response reliability. Measurement data 

collected from test chip fabricated in a 65nm process shows an average intra-chip HD of 

0.0046 and an average inter-chip HD of 0.508 with a supply voltage ranging from 0.8V to 

1.2V. The margin between the maximum inter-chip HD and the minimum intra-chip HD 

is 0.208 implying a good uniqueness for secure authentication. 
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Chapter 6. Conclusion 

CMOS scaling driven by the need for higher performance has brought in greater 

process variations, making transistors less reliable. To ensure the circuit performance and 

functionalities over its intended lifetime, different reliability issues must be characterized 

and analyzed even before the design stage. This dissertation presents several on-chip 

monitoring circuits for accurate and efficient collections of the reliability statistics.  

In Chapter 2, we have implemented two ring oscillator based monitoring circuit for a 

realistic characterization of the RTN impact on logic circuit with two generations of 

process technology. The first RTN sensing scheme was demonstrated in a 65nm LP 

process which achieves a high frequency measurement resolution (>0.01%) at a short 

sampling time (>1µs). Experimental data from a ROSC array displays both single trap 

and multi-trap RTN behavior. The voltage dependencies of the frequency shift and 

capture/emission times were measured and analyzed. In order to collect high quality RTN 

data at a near threshold operation voltage, a dual ring oscillator array test structure has 

been implemented in a 32nm HKMG process which improves the frequency 

measurement resolutions of the tested-and-proven beat frequency detection (BFD) 

technique. RTN induced frequency shifts at different supply voltages, temperatures and 

stress conditions were measured from the test chips. The impact of RTN on logic and 

SRAM performance was analyzed based on the measured RTN data. We also present 

quantitative results of logic timing margin and SRAM noise margin, with and without 



 

 117 

RTN. According to this study, RTN appears to have a modest 1% impact on circuit 

operating frequency in 32nm process, even under pessimistic conditions (i.e. Vdd=0.6V, 

multiple RTN traps in circuit path). 

In Chapter 3, an on-chip compact 2T sensor structure for detecting the radiation 

induced single event effects has been demonstrated. Measured bit-flip data from a 1Kbit 

sensor array implemented on a 65nm bulk process has shown a higher measurement 

sensitivity as compared to 6T SRAM cell under an accelerated alpha particle irradiation. 

Simulation results also verified that Qcrit of the proposed 2T sensor cell is 17x-60x 

smaller than that of an inverter chain and SRAM cell. 

While the reliability communities are urged to seek for techniques to mitigate the 

circuit performance instabilities, the security community is trying to extract and utilize 

these variations for possible hardware-oriented security applications. In this dissertation, 

we have demonstrated novel hardware building blocks (TRNG and PUFs) that leverage 

the environmental noise and manufacturing process variation as the entropy sources. 

In Chapter 4, we have presented a fully-digital TRNG which measures the frequency 

difference between two free-running ring oscillators to sample the random frequency 

jitter. The proposed circuit fabricated in 65nm achieves an energy efficiency of 

15.1Mb/mW at 0.8V. Measured data from a batch of TRNG test chips passes all NIST 

test suites without any feedback scheme for a wide range of operating voltages and 

temperatures. 
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In Chapter 5, we have proposed two lightweight PUFs that are based on existing 

circuit blocks. The first PUF is based on a logic compatible 2T DRAM in a 65nm CMOS. 

Compared to previous SRAM or DRAM based PUFs, the proposed PUF allows a direct 

chip authentication by supporting >10
32

 possible challenge response pairs (CRPs) per 

1Kbit array using a novel self-encrypting authentication scheme. Hardware data shows a 

0.0039 inter-chip HD by utilizing a zero-overhead repetitive write-back technique 

together with bit-masking. The second PUF employs the capacitor mismatch in the SAR 

ADC circuit and extract the unique signature with the charge-redistribution operation. 

Measurement data collected from test chip fabricated in a 65nm process shows an 

average intra-chip HD of 0.0046 and an average inter-chip HD of 0.508 with a supply 

voltage ranging from 0.8V to 1.2V. The inter-chip HD and the intra-chip HD is 

sufficiently separated with a margin of 0.208 showing a good uniqueness for secure 

authentication.  
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