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Abstract

In wireless communication, many technologies, such as Wi-Fi, BlueTooth and Zig-

Bee, operate in the same ISM band. With the exponential growth of wireless devices,

the ISM band becomes more and more crowded. These wireless devices compete with

each other to access spectrum resources, generating cross-technology interference (CTI).

Since cross-technology interference may destroy wireless communication, the field is fac-

ing an urgent and challenging need to investigate the packet reception quality of wireless

links under CTI.

In this dissertation, we propose an in-depth systematic study from empirical mea-

surement, theoretical analysis, modeling, to design and implementation of protocols that

exploit packet reception patterns of wireless links under cross-technology interference.

Based on extensive measurements, we exploit link correlation phenomenon that packet

receptions from a transmitter to multiple receivers are correlated. We then propose

link correlation model which contradicts the widely made link independent assumption.

The proposed model has a broad impact on network designs that utilize concurrent

wireless links, which include (i) traditional network protocols such as broadcast, and

(ii) diversity-based protocols such as network coding and opportunistic routing.

In the study of the impact of link correlation model on traditional network pro-

tocols, we present the design and implementation of CorLayer, a general supporting

layer for energy efficient reliable broadcast that carefully blacklists certain poorly corre-

lated wireless links. We integrate CorLayer transparently with sixteen state-of-the-art

broadcast protocols specified in thirteen publications on three physical testbeds running

TelosB, MICAz, and GreenOrbs nodes, respectively. The experimental results show that

CorLayer remarkably improves energy efficiency across a wide spectrum of broadcast

protocols and that the total number of packet transmissions can be reduced consistently

by 47% on average.

In the study of the impact of link correlation model on diversity-based protocols,

we propose link correlation aware network coding and link correlation aware oppor-

tunistic routing. In link correlation aware network coding, we introduce Correlated

Coding which seeks to optimize the transmission efficiency by maximizing necessary

iii



coding opportunities. In link correlation aware opportunistic routing, we propose a

novel candidate forwarder selection algorithm to help opportunistic routing fully ex-

ploit the diversity benefit of the wireless broadcast medium. Testbed evaluation and

extensive simulation show that the traditional network coding and opportunistic rout-

ing protocols’ transmission efficiency is significantly improved with our link correlation

model.
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Chapter 1

Introduction

Wireless technologies are widely utilized in people’s daily life for personal communi-

cation, mobile internet surfing, global positioning, and smart home automation. To

accommodate different application requirements on system performance (e.g., through-

put, reliability, delay, and energy consumption), a wide range of wireless technologies,

such as Wi-Fi, BlueTooth and ZigBee, have been proposed. Many of these wireless tech-

nologies share the same spectrum (e.g., 2.4G ISM bands). With the increasing number

of wireless devices, these devices compete with each other to access spectrum resources,

generating cross-technology interference. For example, in a residential building, Wi-

Fi devices provide wireless internet connectivity for web surfing and video streaming,

whereas ZigBee devices enable energy-efficient sensing and actuation for home automa-

tion. In close proximity, it has been shown that traffic generated by a Wi-Fi device can

disrupt the communication of other Wi-Fi devices or ZigBee devices severely [1, 2, 3].

To understand how cross-technology interference impacts communication perfor-

mance among wireless devices, extensive research [4, 5, 6, 7, 8, 9, 10, 11] has been done

to measure the packet reception quality of individual links in realistic environments.

The primary conclusion of these in-situ studies has been shown that idealistic models

do not hold up well in practice. Clearly, protocols perform poorly in realistic environ-

ments if their designs are based on simplifying assumptions, such as presuming that

(i) signal propagation is a fixed function of distance, (ii) RF signal strength attenuates

identically in all directions, and (iii) link quality remains stable over time.

1



2

1.1 Thesis Statement

Although the foci of empirical studies on wireless network performance are highly di-

verse, they predominately examine statistics for an individual link. In contrast, little

research has been done to investigate the reception correlation among neighboring wire-

less links, despite the fact that wireless communication essentially occurs in a broadcast

medium with concurrent receptions.

This dissertation explores the link correlation phenomenon in which packet recep-

tions from a transmitter to multiple receivers may be correlated. Link correlation chal-

lenges the widely made assumption that wireless transmissions are independent (i.e.,

the reception probability of a receiver is solely governed by that link’s quality measure).

The finding of link correlation brings in a more realistic radio model for wireless network

design, opening up new opportunities for network performance optimization.

Link correlation has a broad impact on network protocols that utilize concurrent

wireless links, which include but are not limited to (i) traditional network protocols such

as broadcast [12, 13], multi-cast [14, 15], and multi-path routing [16], or (ii) diversity-

based protocols such as network coding [17, 18, 19], collaborative forwarding [20] and

opportunistic forwarding [21, 22, 23].

1.2 Outline and Contributions

This dissertation studies link correlation for performance improvements in broadcast,

network coding, and opportunistic routing separately. The outline and the primary

contributions of this dissertation are as follows:

• Link Correlation Aware Broadcast (Chapter 3)

This chapter shows how link correlation can significantly impact broadcast. We

present the design and implementation of CorLayer, a general supporting layer for en-

ergy efficient reliable broadcast that carefully blacklists certain poorly correlated wire-

less links. This method uses only one-hop information, which makes it work in a fully

distributed manner and introduces minimal communication overhead. The highlight of

the work is CorLayer’s broad applicability and effectiveness. the system effort is indeed

significant. We integrate CorLayer transparently with sixteen state-of-the-art broadcast

protocols specified in thirteen publications [12, 13, 19, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33]



3

on three physical testbeds running TelosB, MICAz, and GreenOrbs nodes, respectively.

The experimental results show that CorLayer remarkably improves energy efficiency

across a wide spectrum of broadcast protocols and that the total number of packet

transmissions can be reduced consistently by 47% on average.

• Link Correlation Aware Network Coding (Chapter 4)

In this chapter, for the first time, we analyze the impact of link correlation on

network coding and quantify the coding benefits. We propose Correlated Coding, which

encodes packets only when necessary, to optimize the transmission efficiency. Correlated

coding uses only one-hop information, which makes it work in a fully distributed manner

and introduces minimal communication overhead. The highlight of the design is its

broad applicability and effectiveness. We implement the design with four broadcast

protocols and three unicast protocols, and evaluate them extensively on one 802.11

testbed and three 802.15.4 testbeds. The experiment results show that (i) more coding

opportunities do not lead to more transmission benefits, and (ii) compared to coding

aware protocols, the number of coding operations is reduced while the transmission

efficiency is improved.

• Link Correlation Aware Opportunistic Routing (Chapter 5)

In this chapter, we propose a novel link-correlation-aware opportunistic routing

scheme, which significantly improves the performance by exploiting the diverse low cor-

related forwarding links. We evaluate the design in a real-world setting with 24 MICAz

nodes. Testbed evaluation and extensive simulation show that (i) higher link correla-

tion leads to fewer diversity benefits, and (ii) with the link-correlation-aware design, the

number of transmissions is reduced by 38%.



Chapter 2

Motivation

Most existing studies in this area [4, 5, 6, 7, 8, 9, 10, 11, 34] focus on individual link qual-

ity. Little systematic study has investigated reception correlation among neighboring

receivers, and ensuing research on link correlation is severely lacking. The unprece-

dent popularity of wireless technology has created an emerging need for the proposed

research because of (i) the increasing cross-technology interference due to co-existence

of heterogeneous wireless networks and (ii)the correlated shadow fading introduced by

highly dynamic environments in which networks are located. In the following of this

chapter, we first show the existence of link correlation from the empirical study. Then,

we demonstrate the causes of link correlation.

2.1 Experimental Study

This section presents our empirical study on link correlation. This study confirms the

existence of link correlation among low-power wireless devices and demonstrates the

need for developing models to capture such correlation for the prediction and optimiza-

tion of network performance in realistic settings.

We conducted a small experiment on an 802.15.4 testbed in UMN. In this testbed,

ten MICAz nodes are deployed to form a single-hop network. A randomly selected node

serves as the transmitter and broadcasts 100 messages to the others under channel 16,

and the other 9 nodes act as receivers (i.e., a star topology). Each packet is identified

by a sequence number. All the receivers report their reception results to a sink node.

4



5

0 20 40 60 80 100

1

2

3

4

5

6

7

8

9

Packet Sequence Number

R
ec

ei
ve

r

(a) Empirical Trace

0 20 40 60 80 100

1

2

3

4

5

6

7

8

9

Packet Sequence Number

R
ec

ei
ve

r

(b) Synthetic Independent Trace

Figure 2.1: Packet receptions at nine receivers.

Figure 2.1(a) shows the packet receptions at different receivers from empirical mea-

surements. Successful packet receptions are marked by white bands. Long vertical black

bands indicate that packets are lost at multiple receivers, and vice versa for the white

bands. As a comparison, Figure 2.1(b) shows the reception of packets in synthetically

generated traces with independent wireless links. In the latter, we observe few mul-

tiple simultaneous receptions and losses. This comparison indicates that the packet

receptions of different links in Figure 2.1(a) are indeed correlated.

2.2 Causes of Link Correlation

We now move further to show the underlying causes of link correlation: (i) cross-

technology interference under shared medium; and (ii) correlated fading introduced

by highly dynamic environments.

2.2.1 Cross-Technology Interference

With the increasing popularity of wireless network technologies, the wireless spectrum

now often becomes crowded. For example, 802.11b, 802.11g, and 802.15.4 all use the
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Figure 2.2: Cross-technology interference.

2.4 GHz ISM band, leading to possible cross-technology interference. Traffic from high-

power wireless networks (e.g., Wi-Fi) could introduce destructive noise in other low-

power networks (e.g., ZigBee), causing correlated packet loss in multiple links simulta-

neously. Non-network appliances such as microwave ovens can also introduce high-power

interference in this unlicensed band and we succeed in reproducing the effect with a con-

trolled experiment in which microwave is toggled on and off with a period of 2.5 minutes.

This simple experiment consists of three MicaZ nodes. A sender node transmits packets

at a fixed rate of one packet per second. In between transmissions, the two receivers

record RSSI values, indicating noise level. Note that channel assessment (CCA) function

of the sender is turned off so that transmission could take place regardless of the channel

noise. The upper two figures in Figure 2.2(a) show the PRR of the two receivers, while

the lower two show the noise levels. Similar peaks in the noise levels are observed in

both receivers when microwave is left on. Such high-power noise corrupts packets at

both receivers simultaneously, leading to highly correlated packet losses in the upper

two figures. Figure 2.2(b) shows PRR of R2 relative to interference power observed at

R1. From the figure, we see that R2’s PRR faces a steep decrease when interference

at R1 is above a certain level, which we call interference threshold (indicated by the

dashed line), where almost no reception can be made on R2 upon crossing it.
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Figure 2.3: Correlated fading.

2.2.2 Correlated Shadow Fading

In reality, wireless signals suffer shadow fading caused by the presence of obstacles in

the propagation path of the radio waves, leading to correlated reception performance

among receivers that are closely located. Figure 2.3(a) plots two receivers’ PRR and the

corresponding signal RSSI with the introduction of shadow fading by object blocking

with a period of 2.5 minutes in every 5 minutes. From Figure 2.3(a), we can find that

both PRR and RSSI are in similar patterns at these two receivers, which means that the

packet losses caused by object blocking (i.e., fading) are correlated. Figure 2.3(b) shows

the case when interference is under the threshold. This is part where the fading corre-

lation comes into play. Under threshold, there exists a near-linear relationship between

R1’s SNR and R2’s PRR, as shown in Figure 2.3(b). In other words, fading correlation

induces approximately linear relationship between the quality of R1’s link and reception

probability of R2. The bar graph (Figure 2.3(b)), which represents interference power,

indicates that interference does not affect the relationship between R1’s SNR and R2’s

PRR when it is under threshold.



Chapter 3

Link Correlation Aware

Broadcast

In this chapter, we focus on how to exploit link correlation to improve the energy

efficiency of reliable broadcast protocols that try to guarantee every node in the network

receives packets. Reliable broadcast is a fundamental operation in wireless network

design and plays a critical role in many other operations such as code dissemination

(e.g., Deluge [35] and MNP [36]), content delivery (e.g., Cabernet [37]), and routing

discoveries (e.g., ODRMP [38] and OLSR [39]).

In reliable broadcast designs, we essentially need to select a set of forwarding nodes

that cover all the other nodes, called the dominating set. Once nodes in this set are con-

nected, we call it a connected dominating set (CDS). For energy efficiency, the broadcast

algorithms should seek a CDS with a minimal size. Based on different approaches of

finding the CDS, existing reliable broadcast algorithms can be classified as (i) tree-based

(e.g., ZigBee [40]); (ii) cluster-based (e.g., passive clustering [28]); (iii) multi-point relays

(e.g., OLSR [39]); (iv) pruning-based (e.g., RNG relay subset [26] and partial dominat-

ing pruning [12]), (v) location-based (e.g., curved convex hall [31]). Prior efforts on

reliable broadcast focus mainly on how to select the optimal set of forwarding nodes

(e.g.,with the minimum size). Though the research along this line has been comprehen-

sive, all of the designs implicitly or explicitly assume independent wireless links and do

not yet take link correlation into consideration.

8
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Instead of coming up with yet another broadcast protocol or modification to existing

protocols, we attempt to improve a wide range of existing broadcast protocols by design-

ing a general supporting layer, called CorLayer. Taking link correlation into account,

we blacklist links that are poorly correlated with adjacent links. With the CorLayer,

broadcast algorithms will naturally form clusters with higher link correlations, which

means that a forwarder needs fewer transmissions to deliver a packet to all of its covered

members. Specifically, the contributions are as follows:

• Although the phenomenon of link correlation has been mentioned in the litera-

ture [41, 42], we provide the first extensive study to exploit the root cause of link corre-

lation. We reveal the impact of link correlation on broadcast efficiency and demonstrate

experimentally and theoretically why link correlation matters in wireless broadcasting.

• we design a supporting layer by blacklisting certain links in the original wireless

network. Sitting between the MAC and routing layers, CorLayer presents a reduced

network topology that can be transparently utilized by broadcast protocols, requiring

no modification of broadcast protocols.

• We evaluate the design on three real-world multi-hop testbeds: a network with 36

MICAz nodes in University of Minnesota, U.S., a network with 30 TelosB nodes in SIAT,

Chinese Academy of Sciences, China, and a network with 20 GreenOrbs nodes in the

Third Research Institute of Ministry of Public Security (TRIMPS), China. The results

are very encouraging, as with CorLayer we are able to broadly improve the performance

of sixteen state-of-the-art broadcast protocols specified in thirteen publications [12, 13,

19, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33], ranging from 20% ∼ 64%.

The rest of this chapter is organized as follows. In Section 3.1, we review related

work. Section 3.2 presents the motivation of the design. The main design is presented

in Section 3.3. Sections 3.4 and 3.5 report testbed and simulation experiments. Finally,

Section 3.6 concludes the chapter.

3.1 State of the Art

This section briefly reviews related works. As a primitive of wireless network communi-

cations, broadcasting has been extensively studied in the literature. A major problem

in broadcast is that many intermediate nodes unnecessarily forward a message. Nodes
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often hear the same packet multiple times. This is known as the broadcast storm prob-

lem [43]. The existing methods that address this problem can be divided into two

categories: probabilistic and deterministic [44]. In probabilistic methods [45, 46], each

node rebroadcasts the packet to its neighbors with a given forwarding probability. The

deterministic approaches predetermine a set of forwarders to relay the broadcast packet.

In this chapter, we design CorLayer for deterministic protocols. Generally, determin-

istic reliable broadcast algorithms can be classified into five types, namely tree-based,

cluster-based, multi-point relays, pruning-based, or location-based.

• Tree-based: In [27], the authors present a fully distributed, online, and asynchronous

method to maintain a spanning tree, along which the broadcast is performed. Ding et

al. [40] present a tree-based reliable broadcast for IEEE 802.15.4 and ZigBee networks.

• Cluster-based: The authors in [25] construct a CDS using a cluster tree method.

They first apply a distributed leader election algorithm to construct a rooted spanning

tree. Then a maximum independent set (MIS) is calculated based on the tree level. The

nodes in the MIS are then spanned by a dominating tree. Wu and Li [32] introduce the

concept of intermediate node to calculate a CDS for reliable broadcast.

• Multi-Point Relays: In MPR [13], the set of relays is an optimal subset of a

node’s direct neighbors whose collective neighborhood entirely covers the node’s two-

hop neighbors. The authors in [24] propose two modified MPR algorithms, named Min-

id MPR and MPR CDS, which compute multi-point relays without using the last-hop

knowledge.

• Pruning-based: In [29], the authors propose two algorithms called self-pruning (SP)

and dominant pruning (DP), using one-hop and two-hop neighbor information, respec-

tively, to reduce redundant transmissions. Based on [29], Lou et al. further propose two

extended algorithms: total dominating pruning (TDP) and partial dominant pruning

(PDP) [12], which generate a smaller relay node set than the DP and SP algorithms do.

• Location-based: The authors in [31] propose a location based broadcast algorithm

by calculating the curved convex hull.

• Network coding: On top of all these protocols, network coding schemes such as

COPE [18] and CODEB [19] can deduce the broadcast transmission by retransmitting

several lost packets with one coded packet.

Previous studies on wireless links focus on packet receptions of individual receivers [47,



11

Notation Description

e = {u, v} A link or transmission event from node u to v

p(e) Link quality, measured by the transmission successful probability

N(u) Node u’s one-hop neighbor set, N(u, v) = N(u)∩N(v) is the common
neighbor set of u and v

Ki(u) A subset of i nodes among u’s neighbors with the highest link quality

p(K(u)) Joint Packet Reception Probability (JPRP), a joint probability of
links from u to k(u) nodes

Pr(v|K(u)) Set link probability, a conditional probability

ϵ(u) The expected transmission count for u to reliably broadcast one
packet

Table 3.1: Notations used in this chapter

48]. The phenomenon of link correlation has recently been experimentally studied

in [42, 49]. Zhu et al. [42] propose a probabilistic flooding algorithm to reduce en-

ergy consumption in transmission by using implicit ACKs inferred from link correla-

tion. In [41], the authors explore a metric called κ that captures the degree of packet

reception correlation on different links. The κ value of a network can be used to help

network designers decide which protocol should be used for the network. As a generic

correlation-aware middleware, the work is different from the aforementioned works.

3.2 Motivation

In this section, we present empirical studies to demonstrate the existence of link corre-

lation. Then, we demonstrate theoretically that the performance of network protocols

can be improved by exploiting link correlation. Finally, we show the impact of link

blacklisting on broadcasting.

S

BA
80%80%(a) Negative correlated0)( 21 =∩ eep S

BA
70%70%(b) Positive correlated3.0)( 21 =∩ eep

Figure 3.1: Impact of link correlation on broadcast.
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3.2.1 How Link Correlation Affects Broadcast

This section theoretically analyzes the impact of link correlation upon the energy ef-

ficiency of broadcasting. Table 3.1 summarizes some notations that will be used in

this chapter. We demonstrate that a node incurs fewer transmissions when the packet

receptions of its one-hop neighbors have a higher correlation. Figure 3.1 shows two

simple 3-node clusters where S is the source node and A and B are two receivers. If

link quality is the only factor to be considered, intuitively we could deduce that, node

S in Figure 3.1(a) should have fewer transmissions because the link quality (80%) in

this cluster is higher than that in Figure 3.1(b) (70%). If link correlation is considered,

however, this intuition no longer holds, as is evident from the following analysis: We

use p(ei) ∈ (0, 1] to denote the probability that a source node can directly deliver a

packet via link ei. Let p(e1) and p(e2) denote the link qualities for the two children

respectively. Corresponding packet loss probabilities are denoted as p(ē1) = 1 − p(e1)

and p(ē2) = 1− p(e2). Let p(ē1 ∩ ē2) denote the probability that a broadcasting packet

from a parent is not received by either child. For an arbitrary positive integer threshold

k, we denote ϵ as the number of transmissions a parent node needs to deliver the packet

to its two children. The probability that ϵ exceeds the threshold k satisfies the following

equation:

Pr(ϵ > k) = p(ē1)
k + p(ē2)

k − p(ē1 ∩ ē2)
k

Taking the difference yields

Pr(ϵ = k) = Pr(ϵ > k − 1)− Pr(ϵ > k)

Then the expected number of transmissions E[ϵ] to cover two children nodes can be

calculated as

E[ϵ] =
+∞∑
k=1

k · Pr(ϵ = k)

=

2∑
i=1

1

p(ei)
− 1

1− p(ē1 ∩ ē2)

(3.1)

We note that p(ē1∩ ē2) obtains its maximum value when links e1 and e2 are perfectly

positive correlated while it gets a minimum value when links e1 and e2 are perfectly
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negative correlated. Let us revisit the two clusters in Figure 3.1. For the cluster in

Figure 3.1(a), the expected number of transmissions E[ϵ] is 1.5 based on Eq.(3.1), given

that p(ē1∩ ē2) = 0 since SA and SB are perfectly negative correlated. In Figure 3.1(b),

however, since SA and SB are perfectly positive correlated, it is not difficult to get that

p(ē1 ∩ ē2) is 0.3. As a result, E[ϵ] is 1.43 which is less than the cluster in Figure 3.1(a)

even though it has better links. This suggests that we need to take link correlation into

consideration in energy efficient broadcast and if we can manage to increase the link

correlation within each cluster, then the number of transmissions can be significantly

reduced. This can be done without modifying the broadcast algorithms at all – we

simply blacklist certain links in the original network topology when they are found to

be poorly correlated with others. By doing so, the upper layer broadcast protocols

automatically avoid using them, thereby forming better-correlated clusters.

3.2.2 Link Blacklisting for Better Correlation

For the sake of clarity, we explained the impact of link correlation using a hypothetical

example in the previous section. In this section, we present statistical evidence obtained

from a physical setting. In the experiment, a sender is placed in the center, and the

other 10 nodes are randomly deployed as single-hop receivers to receive 100 packets (i.e.,

a star topology).

In a practical broadcast protocol, some of the forwarder’s neighbors may be dom-

inated by other forwarders. In this experiment, we let the sender cover only five out

of the ten nodes and measured the average number of transmissions to guarantee the

successful reception of a single packet by the selected five nodes. There are (105 ) = 252

different combinations of such five nodes (out of ten). Then, we manually blacklist one

negatively correlated link from the ten links and conduct the experiments again.

Figure 3.2 shows the transmission CDF before and after blacklisting. From Fig-

ure 3.2, we find that the average number of transmissions before blacklisting varies

from 1.76 to 7.13 and is mainly concentrated around 2.8 and 5.5. The results after

blacklisting show that the average number of transmissions for covering arbitrary five

nodes (out of the nine receivers) is around 2.4. In other words, in this particular ex-

periment a simple blacklisting of one link improves the link correlation, leading to a

significantly reduction in the number of transmissions.
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Figure 3.2: The effect of blacklisting on transmissions.

3.3 The Design of CorLayer

Since a wireless network has a much more complex structure than a star topology as we

describe in Section 3.2.2, it is not practical to manually blacklist wireless links and an

advanced design is needed. This section presents CorLayer, which handles link blacklist-

ing automatically and transparently in an arbitrary topology. CorLayer is a supporting

layer above the network topology, such as neighbor discovery and transmission power

control, and beneath the network communication layer in which the broadcast protocol

resides. In what follows, the design principles and core ideas of CorLayer are presented

in Section 3.3.1. We then introduce the basis of CorLayer – the expected transmission

count of broadcast – in Section 3.3.2. To support efficient calculation, we propose a

heuristic to reduce computational cost in Section 3.3.3. The general design is presented

in Section 3.3.4.

3.3.1 Design Insight and Principles

Generally, broadcast algorithms work as follows. Given the network topology, they

select a subset of nodes as forwarders (in a centralized or distributed manner). These

forwarders, called dominators, should be connected so that they alone can forward
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packets. Though different broadcast algorithms differ in their way of selecting the

forwarder nodes, they share the common feature that every dominator is responsible for

covering its one-hop non-dominators (called dominatees), and every dominatee must be

covered by at least one of its one-hop dominators. This feature provides the key insights

we used to exploit link correlation when building CorLayer.

Recalling the example in Figure 3.1, roughly speaking, a dominator needs fewer

transmissions when its covered dominatees have a higher link correlation. In other

words, we can safely blacklist a wireless link and provide a better network topology

to upper layer protocols if we can ensure that (i) the link correlation is increased by

blacklisting the link and; (ii) the whole network is still connected.

The blacklisting procedure involves several key challenges that are addressed in

this section. First, we need an efficient algorithm to assess the cost of covering one-

hop neighbors, taking link correlation into consideration. Second, we need a low-cost

method to deal with changes of link dynamics and maintain fresh values over time.

Third, we need a localized light-weight algorithm for connectivity check. It is worth

noting that CorLayer is constructed in a fully distributed manner where only one-hop

neighbor information is needed. For the sake of description, we first assume that the

link correlation between links within one-hop is known, and explain how to efficiently

obtain the link correlation in Section 3.3.3.

3.3.2 Expected Transmission Count

In this section, we present the model by which a node assesses its cost to cover the

one-hop neighbors in the presence of link correlation. With such assessments, we derive

the relation between node cost and the link correlation, which provides an essential

guideline for CorLayer design.

We assess the cost of a node’ covering its neighbors using the expected transmis-

sion count ϵ(u), i.e., an expectation of how many transmissions u needs to successfully

transmit a packet to all its neighbors. The total cost of a reliable broadcast is thus

ξ =
∑

ϵ(u) where u is a dominator.

From the theoretical analysis in Section 3.2.1, we know that to get ϵ(u) with two

covered nodes, we need to compute (21) + (22) = 3 polynomial terms. Indeed, for more

general cases ofM covered nodes, the computational complexity of ϵ(u) is on the order of
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Figure 3.3: Statistics of receiving probability.

obtaining all possible logical combinations, i.e., 2M − 1. Although in wireless networks,

the number of covered nodes M is relatively small, the exponential growth of complexity

with M shall be avoided when possible. In the following section, we present a novel

approach to exploiting conditional probability in concurrent receptions to simplify the

calculation.

3.3.3 Transmission Count Approximation

Concerning the cost of computing ϵ(u), we seek a more efficient algorithm to approxi-

mate ϵ(u) with lower computational complexity. It is noted that in wireless broadcast,

the nodes with a higher link quality usually receive the broadcast packet before those

with a lower link quality [42]. To further confirm this observation, we deploy 31 nodes

near a sender u, which broadcasts a packet every 0.2s. The total number of packet

broadcasts is 1000. The receivers keep the packet sequence number and time stamp.

After collecting the packet reception trace, for each packet, we compare the reception

between each link pair (there are (312 ) = 465 such pairs). Figure 3.3 shows that the node

with a better link from u receives about 98% of the packets earlier (or at the same time)

than the node with a worse link from u.

Based on this observation, we propose a heuristic algorithm to approximate ϵ(u)
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denoted as ϵ̂(u). For a given node u, we use N(u) to denote u’s one-hop neighbor set

and |N(u)| is u’s out-degree. We define

Definition 1. (Joint Packet Reception Probability) Suppose u is transmitting a

packet to a nonempty neighbor set K(u) ⊂ N(u). We define u’s Joint Packet Reception

Probability (JPRP) as the probability that all the nodes in K(u) successfully receive a

packet, denoted as p(K(u))

When |K(u)| = 1, i.e., u has only one neighbor, JPRP equals to the quality of the

link from u to this neighbor. Without loss of generality, assume the link qualities of the

M covered nodes satisfy p(e1) ≥ p(e2) ≥ . . . ≥ p(eM ), and the set of the first m ≤ M

covered nodes is Km(u) = {v1, v2, ..., vm}.

Definition 2. (Set Link Correlation) Given a source node u, a non-empty neighbor

set K(u) ⊂ N(u) and a receiver v that is not in set K(u) (i.e., v ∈ N(u)−K(u)), the

set link correlation Pr(v|K(u)) between K(u) and v is the conditional probability that

v successfully receives the packet under the condition that all the nodes in K(u) receive

the packet, i.e.,

Pr(v|K(u)) =
p(K(u) ∩ v)

p(K(u))
. (3.2)

We note that the set link correlation more generically characterizes correlations

among links. When |K(u)| = 1, the set link correlation reduces the traditional pair link

correlation defined before [41, 42]. With these concepts, we are able to approximate the

cost that a node delivers a message to its one-hop neighbors.

Lemma 3.3.1. (Approximation of ϵ(u)) Assuming nodes with higher link quality

receive the broadcast packet earlier than those with lower link quality, u’s expected trans-

mission count with M covered nodes is approximated by

ϵ̂(u) =
∑M

i=1

1

p(ei)
−

∑M

i=2

1

p(ei)
· p(Ki(u))

p(Ki−1(u))
(3.3)
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Proof.

ϵ̂(u) =
1

p(e1)
+

Pr(ē2|p(e1))
p(e2)

+ ...+
Pr( ¯eM |

M−1
∩
i=1

p(ei))

p(eM )

=
1

p(e1)
+

p(K1(u))− p(K2(u))

p(e1) · p(e2)
+ ...

+
p(KM−1(u))− p(KM (u))

p(KM−1(u))p(eM )

=
∑M

i=1

1

p(ei)
−

M∑
i=2

1

p(ei)
· p(Ki(u))

p(Ki−1(u))

Special Case: Note that Eq.(3.3) includes the special case that the links are indepen-

dent. When links are all independent, we have

p(Ki(u)) = p(ei) · p(Ki−1(u))

And ϵ̂(u) reduces to

ϵ̂(u) =
∑M

i=1

1

p(ei)
−M + 1. (3.4)

Theorem 3.3.2. The higher the set link correlation, the smaller the expected number

of transmissions ϵ̂(u).

From Eq.(3.3), we find that the expected number of transmissions is composed of

two parts:
∑M

i=1
1

p(ei)
and

∑M
i=2

1
p(ei)

· p(Ki(u))
p(Ki−1(u))

. The first part is involved with the

quality of each outgoing link and the second part is introduced by the link correlation.

As the second part is always positive, the higher the set link correlation, the smaller

the expected transmission count.

Implementation: To calculate ϵ̂(u), we need to get every link’s quality p(e) and

p(Ki(u)) for ∀i = 2, ...,M . Suppose each node maintains a packet reception bitmap

(e.g., [1001]) recording the reception status of a fixed number (e.g., 4) of most recent

packets. The link quality is given simply by the number of 1s in the bitmap divided by

the bitmap length. The calculation of JPRP deserves a little more explanation.

In the design, every node broadcasts a probe packet to its neighbors at an adaptive

time interval, the length of which is adjusted based on the link’s stability. Every probe
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Figure 3.4: Example of Calculating u’s JPRP for {v1, v2, v3}

message is identified by the node ID and a packet sequence number. It is used not only

for neighbor discovery, but also for updating the link quality and JPRP. Each node

exchanges its reception bitmap with its neighbors. Assume the bitmap length is W , we

have

p(Ki(u)) =
1

W

W∑
k=1

Bv1(k)&Bv2(k)& . . .&Bvi(k), (3.5)

where Bvi(k) is a bit representing the neighbor vi’s reception status of the kth probe

packet. Bvi(k) = 1 if node Bvi(k) receives the packet, otherwise Bvi(k) = 0. For

example, in Figure 3.4, node u has 4 neighbors. we calculate u’s JPRP for {v1, v2, v3}.
Suppose the bitmap of node v1 is [1001], which indicates that v1 receives the 1st and 4th

packets and misses the 2nd and 3rd packets. When node u receives the bitmaps from

all its neighbors, it can use Eq.(3.5) to calculate the corresponding JPRP p(K3(u)) =

(1&0&1 + 0&1&1 + 0&0&0 + 1&1&1)/4 = 25%.

Overhead under Link Dynamics: In dynamic network environments, both link qual-

ity and set link correlation change over time. The nature question is that how much

overhead is required to maintain these values fresh? To answer it, we conduct a set of

experiments, in which the source node keeps broadcasting packets to ten receivers in

every 3s while the probe packet is sent in every 32s. The main overhead of the design

comes from two sources. First, we need to broadcast probe packets. The energy cost

of this part is about 3.5% of the total energy in the setting. Note that periodically

sending probe packets has been already required by other protocols [47, 50] to measure

link quality or to improve the robustness of routing structure. We argue such cost is

not introduced solely by the design, hence it should be amortized. Second, we need to
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exchange packet reception bitmaps among one-hop neighbors in order to calculate the

values of set link correlation, which is exclusively introduced by the blacklisting algo-

rithm. Fortunately, binary bitmaps are small and are much less frequently exchanged,

therefore the overhead occupies a tiny fraction (0.9%) of the total energy cost according

to the measurements.

Estimation Accuracy under Link Dynamics: We run the experiments under both

stable and dynamic scenarios in a period of eight hours, during which probe packets

(3.5% overhead) and bitmap exchange (0.9% overhead) are used to fresh link quality

and correlation values. As shown in Figure 3.5 and 3.6, we maintain the estimation of

expected number of transmission ϵ accurately over time. Specifically, Figure 3.5 shows

the CDF of ϵ, from which we can see that the metric ϵ is stable. Figure 3.6 shows

the number of received packets (during a time period of 5 minutes) closely follows the

number of sent packets (i.e., 100) divided by ϵ.

3.3.4 The Process of Link Blacklisting

As mentioned before, the objective of link blacklisting is to increase link correlation

among neighbors of a dominating node (say u) by disabling a subset of its links, so
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that we can statistically reduce the number of transmissions ϵ(u). To achieve this

goal, we implement the design of link blacklisting as a transparent layer – CorLayer.

There are two key steps in the design. One is a connectivity check: a network should

not be partitioned because of blacklisting. The other is a blacklisting efficiency check:

blacklisting should not increase the number of transmissions to cover neighbors via

alternative paths. We explain how we address these two issues in Section 3.3.5 and

Section 3.3.6.

3.3.5 Connectivity Check

Clearly, when blacklisting a link, CorLayer must not disconnect a network. Otherwise,

the broadcast protocols running above CorLayer will not function correctly. Further-

more, we need to guarantee connectivity in a distributed fashion, in which a node needs

only one-hop information and blacklist links asynchronously. the design is simple yet

effective. A link between node u and v can be blacklisted from the network only when

at least a common neighbor (say w) of both u and v exists. In other words, eliminating

a link requires the existence of an alternative path through at least a common neighbor.

A similar idea has been used to guarantee connectivity when GPRS [51] constructs a

reduced planar RNG graph.
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Since blacklisting is performed asynchronously, we need to avoid a race condition.

This is achieved by traditional two-phase locking. A node u that attempts to blacklist

a link u → v first sends a lock messages to both v and their common neighbor w to

“lock” them, requiring that v and w cannot perform link blacklisting at the same time

as u. Only when u has received confirmation from both v and w can u start to blacklist

its link to v. If u does not receive confirmation as expected or experiences a timeout

(we assume a certain timeout period), u gives up the blacklisting. In either case, u

will send a message to “unlock” v and w. v and w also start a timer when receiving a

“lock” message, and release the lock when they receive an unlock message or the timer

expires (for fault-tolerate purpose). This lock/unlock mechanism is very lightweight

as it involves only one-hop neighbors and requires maintaining little state information

(lock/unlock state and a timer), and so incurs negligible overhead.

3.3.6 Efficient Link Blacklisting Rule

In addition to ensure network connectively, more importantly, we need to make sure

network efficiency improves using the CorLayer. Specifically, blacklisting needs to en-

sure that all neighboring nodes of a dominating node u can be covered with a reduced

expected number of transmissions after a link is blacklisted. As shown in Figure 3.7,

the key idea is to blacklist a link from u → v if the source node u could take fewer

transmissions to broadcast a packet to v via intermediate nodes (two-hop broadcast)

than broadcasting the packet directly to v.

Let a link from the transmitter to the receiver be u → v, and the common neighbor

set of nodes u and v be N(u, v). Recall that in the process of connectivity checking,

the algorithm guarantees that there exists at least one common neighbor (say w) of u

and v, that is, |N(u, v)| ≥ 1. Let ϵN(u)−{v}(u) be the expected number of transmissions

for node u to broadcast a packet to all of its neighbors except node v. The efficient

blacklist rule for the link u → v is:

ϵ(u)− ϵN(u)−{v}(u) >
ϵN(u)−{v}(u)

|N(u)| − 1
+

ϵ(w)

|N(w)|
(3.6)

The left-hand part of Eq.(3.6), ϵ(u) − ϵN(u)−{v}(u), is the additional number of trans-

missions for node u to cover node v directly through broadcast, compared with covering
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Figure 3.7: Triangular Blacklist Rule

only the neighbor set N(u)− {v} (denoted as directed broadcast cost in Figure 3.7).

Intuitively, the link u → v is worth eliminating if node u could take fewer transmis-

sions to broadcast the packet to v via the intermediate node w, a cost calculated by the

right-hand part of the Eq.(3.6). Specifically, the right-hand part of the Eq.(3.6) is the

sum of per-link two-hop broadcast: (i)
ϵN(u)−{v}(u)

|N(u)|−1 is the per-link cost for the first-hop

broadcast between u and w, after the link u → v has been blacklisted (Note |N(u)| − 1

is the size of node u’s neighbor set without considering node v). (ii) ϵ(w)
|N(w)| represents

the per-link cost for the second hop broadcast between w and v. These two costs are

shown in Figure 3.7 as “cost for 1st hop” and “cost for 2nd hop”.

In summary, Eq.3.6 presents a Triangular Blacklist Rule shown in Figure 3.7: When

it takes fewer transmissions to deliver a packet via alternative two-hop broadcast paths

than broadcasting the packet to v directly, we blacklist the link. We note that more

aggressive blacklist rules could be tailored for particular broadcast designs; the design

conservatively eliminates links that are clearly detrimental to broadcast performance.

Such a general design ensures that CorLayer, as a middleware, can improve a wide range

of broadcast protocols.

When |N(u, v)| > 1, multiple alternative paths exist. In this case, we shall model

the average cost of these alternative paths among |N(u, v)| paths. Accordingly Eq.(3.6)

shall be revised to a more generic one, which is used in the final design.

ϵ(u)− ϵN(u)−{v}(u) >

∑ ϵN(u)−{v}(u)

|N(u)|−1 + ϵ(wi)
|N(wi)|

|N(u, v)|
(3.7)
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Figure 3.8: CorLayer in the protocol stack

3.3.7 CorLayer Embedding

CorLayer is designed as a generic middleware to assist a wide range of broadcast pro-

tocols and be compatible with other energy efficient MAC layers such as low power

listening (LPL) [52]. To do that, we insert CorLayer beneath the broadcast proto-

col and above the MAC layer. As shown in Figure 3.8, CorLayer provides a reduced

topology to the upper layer broadcast protocols in a transparent manner.

Protocol Name Network Info. Probe Msg Category
S-Tree [27] One-hop ID Tree-based
C-Tree [25] Quazi-Global Global Tree and Cluster-based
Cluster [33] Local ID Tree and Cluster-based
Intermediate [32] Two-hop/One-hop One-hop/Position Cluster-based
Clustering [30] Quazi-Local Degree Cluster-based
P-Clustering [28] Two-hop None Cluster-based
MPR [13] Two-hop One-hop Multi-point relay
Mini-id MPR [24] Two-hop One-hop Multi-point relay
MPR-CDS [24] Two-hop One-hop Multi-point relay
SP [29] One-hop One-hop Pruning-based
DP [29] Two-hop One-hop Pruning-based
Pruning [12] Two-hop One-hop Pruning-based
TDP [12] Two-hop One-hop Pruning-based
RNG [26] Two-hop One-hop Pruning-based
CCH [31] One-hop One-hop + Position Location-based
CODEB [19] Two-hop One-hop Pruning-based+NC

Table 3.2: Sixteen state-of-the-art protocols supported by CorLayer
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(a) Testbed in UMN (b) Testbed in SIAT (c) Testbed in TRIMPS

Figure 3.9: Testbed experiment

Platform Location Environment Nodes/APs

MICAz UMN Lab 36/5

TelosB SIAT Office 30/8

GreenOrbs TRIMPS Outdoor 20/0

Physical Size Degree Channel Power

8m× 2.5m 7 ∼ 23 Ch16 -25dBm

18m× 13m 6 ∼ 21 Ch16, Ch26 -25dBm

15m× 5m 4 ∼ 13 Ch16 -25, -19.2dBm

Table 3.3: Testbed settings and topology properties

We classify the existing reliable broadcast algorithms into tree-based [27, 40], cluster-

based [25, 28, 30, 32, 33], multi-point relays [13, 24, 39], pruning-based [12, 26, 29], and

location based [31]. Recently, network coding (NC) has been adapted to support broad-

cast applications in wireless networks, e.g., COPE [18] and CODEB [19]. CorLayer also

supports these network coding schemes and helps them save transmissions. Besides,

in low-duty-cycle networks, a common wake-up time unit is assigned to nodes sharing

common senders. CorLayer may improve the energy efficiency of low-duty-cycle proto-

cols by helping them form clusters with higher correlation thus the nodes in the same

cluster receive broadcasting packets simultaneously. Thus far, we have successfully im-

plemented sixteen classical algorithms and embedded CorLayer with them. The basic

information of these protocols is shown in Table 3.2.
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3.4 Testbed Experimentation

Packet reception patterns vary significantly across network environments, as they are

affected by environmental noise and external interference. We evaluate CorLayer on

three testbeds, whose basic information is shown in Table 3.3. The first testbed is in a

dedicated lab environment, in which a total of 36 MICAz nodes are randomly deployed

on a 8m×2.5m wall, as shown in Figure 3.9(a). The second testbed consists of 30 TelosB

nodes deployed in an 18m× 13m open office environment following a grid pattern; see

Figure 3.9(b). The third testbed is an outdoor environment (Figure 3.9(c)), in which

20 GreenOrbs nodes were deployed on the grass-covered curb along a river.

In all three testbeds, the default transmission power is set at -25dBm so that the

nodes form multi-hop networks. The default channel is 16. After deployment all nodes

are synchronized and start the neighbor discovery by sending out probe packets, based

on which we get the link quality and set link correlation information about their one-hop

neighbors. For broadcast without blacklisting, two nodes are considered as neighbors

when the link quality between them is greater than 0.2. With CorLayer, it updates

the one-hop neighbor information based on the Link Blacklist Rule (in Section 3.3.6).

Based on the one-hop neighbor information, forwarders and their corresponding covered

nodes are determined by using sixteen existing reliable broadcast protocols. In the

experiment, each protocol sends out 20 data packets with a time interval of 2 seconds.

For performance analysis purposes, each packet includes information – time stamp, hop

count, and previous hop’s node ID. Upon receiving the data packets, the intermediate

node records the number of transmissions for each data packet.

3.4.1 Performance Metrics

We use the total number of transmissions needed to deliver one packet to all the nodes

in the network as the metric for evaluating the energy efficiency of a broadcast protocol

either with or without CorLayer. Furthermore, energy gain is defined as the percentage

of saved transmissions.
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Figure 3.10: Improvements over 16 protocols

3.4.2 Main Performance Results

The experimental results of the sixteen classical reliable broadcast protocols are shown

in Figure 3.10. The upper parts of the bars (in gray) represent the proportion of trans-

missions reduced by the blacklisting method. For example, for the MPR algorithm, the

nodes need 21.1 transmissions on average to guarantee that every node in the network

receives one packet, while the number is 7.6 after blacklisting, achieving a reduction

of 64%. The average transmission of different protocols before and after blacklisting is

17.8 and 9.4, respectively. Compared with the schemes without using network coding,

CODEB saves 41.2% transmissions. the design makes a further 39.3% improvement

upon CODEB. On average, the blacklist design reduces transmissions by 47.2%. The

reason why the design has better performance is as follows: Low link correlation may

cause the nodes in a cluster losing different packets. The source node of a lower cor-

related cluster needs to retransmit more packets. By blacklisting those low correlated

links, the upper layer broadcast protocols automatically avoid using them, thereby form-

ing clusters with high correlation. Besides, in high correlated clusters, a transmission

can recover the lost packet for multiple receivers.

Although we have collected results for all the sixteen protocols, space constraints

do not allow presenting all of them here. Therefore, we choose four representative

broadcast algorithms, namely Multi-Point Relay [13] (MPR for short), Forwarder Node
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Method Blacklist Rule

R B Each node blacklists x% of links (x = 10 in the experiment).

WL B Each node blacklists the worst x% of links (x = 10 in the experiment).

AVG B The design, please refer to Eq.(3.7).

MIN B A link is blacklisted when there exists one alternative path with lower
cost.

MAX B A link is blacklisted when its broadcast cost is higher than all alter-
native paths.

Table 3.4: Different link blacklisting strategies.

Cluster [33] (Cluster for short), Partial Dominating Pruning [12] (Pruning for short),

and CODE-B [19] for the rest of the experiments.

3.4.3 Impact of Blacklisting Rules

In this section, we consider alternative link blacklisting rules, including random blacklist-

ing (“R B” for short), worst link blacklisting (“WL B”), AVG blacklisting (“AVG B”),

MIN blacklisting (“MIN B”), and MAX blacklisting (“MAX B”); see Table 3.4 for a

brief description. We shall use “link blacklisting strategy broadcast algorithm name” to

represent a specified algorithm configuration. For example, WL B MPR means MPR

with the worst link blacklisting strategy.
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Figure 3.11: Impact of blacklist rules
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Figure 3.11 shows the energy consumption of the four broadcast strategies with the

five different blacklisting rules. On average, the design reduces the number of packet

transmissions by 55.8%. The “MIN blacklisting” rule blacklists links when there exists

an alternative path with a lower broadcast cost. This rule may blacklist too many

links, and it is possible that the upper layer broadcast protocols do not select low-cost

paths. For example, the energy consumption of “MIN blacklisting” with the pruning

algorithm is 7.8, which is lower than that of the design. Yet, in the cluster algorithm,

the energy consumption of “MIN blacklisting” is 10.5, while the design has an energy

consumption of 9.1. The “MAX blacklisting” rule blacklists links when the broadcast

cost of the link is greater than all the alternative paths. This rule guarantees that the

upper layer protocols can always obtain energy gain from the blacklist strategy. It is

too conservative, however, to obtain a further energy gain – many black sheep (the

high cost broadcast links) failed to be blacklisted. From Figure 3.11, we see that the

average energy gain of the “MAX blacklisting” rule is 48.9%. The worst link blacklisting

produces an average energy gain of 45.7%. This strategy, however, faces two problems:

(i) a threshold is required to blacklist x% of the worst links, but the threshold usually

depends on the network environment, and (ii) it may remove some good quality links

since it always blacklists x% worst links, which may well contain a good quality link. For

the removed neighbors, there may exist no alternative paths with a lower message cost,

so the removal can only reduce energy efficiency. The random blacklisting algorithm

is a blind method, with an energy gain of only 18.6%. The negative effect of random

blacklisting is understandable since some high-quality links may be removed.

3.4.4 Impact of Network Size

In this experiment, we use the data from the testbed in UMN. Figure 3.12 shows the

total number of packets transmitted for each packet with 20 and 35 MICAz nodes.

In the figure, the protocol x using blacklisting is labeled “B x”. It can be seen that

without link blacklisting, the transmission count ranges from 5 to 30, while with link

blacklisting, it ranges from 5 to 17. On average, the design obtains an energy gain of

31.3%. From Figure 3.12, we can also see that the trend of energy gain with increasing

network sizes is quite stable, suggesting that the design scales well with large networks.
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Figure 3.12: Impact of network sizes

3.4.5 Impact of Different Channels

In this experiment, we explore the impact of channels on the design. We use the data

from the testbed in SIAT that is in an open office environment that includes total of 8

access points. Note that channel 16 overlaps with a co-habiting access point’s 802.11

channel and that channel 26 is free of Wi-Fi interference. We ran the experiments during

normal office time. The power level for transmission is set to -25dBm. Figure 3.13

shows the energy consumption of the eight broadcast strategies for networks using two

different channels – channels 16 and 26. From Figure 3.13, we can see that the broadcast

protocols need more transmissions to finish the same task in channel 16. This is because

the overlapped channel causes more packet losses. Besides, we find that the average gain
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Figure 3.13: Impact of channels

of the design under the four broadcast algorithms is 56% using channel 26, and 50%

using channel 16. This result shows that the design performs better using channel

26, the interference-free channel, because the interference of Wi-Fi signals makes the

transmissions using channel 16 better correlated, a phenomenon consistent with the

observation by Srinivasan et al. [41]. The better correlation thus leaves us less room to

improve the energy efficiency since the gain relies on the improvement of link correlation.

3.4.6 Impact of Power Level

We conducted this experiment in an outdoor scenario where we can control the range

among nodes freely; see Figure 3.9(c). The power level for transmission is set from
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Figure 3.14: Impact of power levels

-25dBm to -19.2dBm to form a multi-hop network. Figure 3.14 shows the transmissions

of the four broadcast algorithms with and without link blacklisting for networks with

different power levels. Again, we find that the link blacklisting greatly reduces trans-

missions for reliable broadcasting. Here we use the pruning algorithm as an example,

although similar results have been observed with the other three algorithms. Under

power level -25dBm, the transmission count for the pruning algorithm is 13.4 on aver-

age, while it is 7.8 after link blacklisting, providing a reduction of 42%. Under power

level -19.2dBm, fewer transmissions are needed for broadcasting because a higher power

level leads to better link quality. In this case, the link blacklisting layer still reduces

transmissions by 20.1%.
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3.5 Simulation Evaluation

In this section, we evaluate our CorLayer design in simulations with various network

settings. To specify, we examine whether our design provides universal support for

existing reliable broadcast algorithms in large-scale networks. Besides, adjusting the

power level in the testbed experiment actually affects two things: link quality and

network density (average node degree). Because both factors cannot be set directly

on the testbed, we use simulations to study the performance trend. The following

simulation results are the average values of 100 rounds over the same network settings.

3.5.1 Main Performance Results in Simulation

In the simulation, 200 nodes are randomly generated in a 1000m × 1000m scenario.

The communication range is 160m. Nodes’ degrees range from 5 to 18 with an average

of 12.1. for each node, we generate all its neighbors’ packet reception information by

modifying the sampling algorithm in [53]. For example, the packet reception bitmaps of

a node’s two neighbors may look like [111001] and [111001], where “1” means a packet is

received and “0” means a packet is lost. In this example, the generated packet reception

bitmaps have a perfect correlation. In this experiment, the worst link quality is 35%

and the average link quality is around 70%.
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Figure 3.15: Improvements on 16 protocols (Simulations)
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Figure 3.15 shows the energy consumption of the sixteen broadcast protocols in

large-scale networks. The performance trends are similar to the testbed results, and we

find all protocols can benefit from our design. In the 200-node network, on average, the

protocols without link blacklisting need 325 transmissions to broadcast a packet. After

blacklisting with CorLayer, the energy consumption is reduced to 238 transmissions,

offering a 27% energy saving. From Figure 3.15, we can also find that the benefit of our

design in simulation is lower than that in testbed. That’s because in simulation, the

link quality is set to be greater than 0.35 while in testbed, some links are probably in a

very bad condition, i.e., less than 0.35 (but greater than 0.2).
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3.5.2 Impact of Link Quality

Let us consider the energy gain of CorLayer for networks with different link qualities.

Since it is impossible to simply set a quality for each link on the testbed, it is necessary

to vary link quality in a controlled way and look at each strategy’s performance in

different cases. In the experiment, we first collect the packet reception trace from the

testbed (a 20-node scenario). Then, we introduce losses to each receiver using a link

correlation packet loss model [53] that makes the one-hop receivers drop packets in a link

correlated way with a controlled loss rate. The results are shown in Figure 3.16, where



35

we can see that the number of transmissions of our design varies from 19.8 to 2.8 when

the average link quality varies from 0.31 to 0.95. The Cluster algorithm without link

blacklisting, for example, needs 47.5 transmissions to finish the broadcast task when

the average link quality is 0.31. Under the same condition, our design saves 58% of

transmissions in this poor link quality scenario. For an increased average link quality

of 0.95, our energy gain reduces to 25%, suggesting that the energy gain of our design

decreases as link quality increases.
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Figure 3.17: Impact of densities

3.5.3 Impact of Network Density

In this experiment, we consider both uniform and non-uniform node distribution. The

network size is 64, and the field size is 800m × 800m with a communication range of

160m. The average link quality is about 0.5. Figure 3.17(a) and 3.17(b) show the

transmission counts of the eight broadcast strategies for networks with different densi-

ties. The average node degrees for side lengths (of the simulated square sensing field)

0.6, 0.8, 1, 1.2, 1.4 are, respectively, 20.2, 13.0, 8.4, 5.9, and 3.9. From Figure 3.17(a)

and 3.17(b), we can see that with variation in density, the transmission count does not

change monotonically. This is because with the increase of network density, a forwarder

needs more transmissions to make sure all its covered nodes receive the packet, but

the number of forwarders decreases in a fixed size (i.e., 64) network. In Figure 3.17(a)

and 3.17(b), the energy gain of our design decreases as the side length increases (and
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thus the density decreases). For example, in uniform case in Figures 3.17(a), the energy

gain of our design under the MPR algorithm is 58.6% at an average node degree of

20.2, and it drops to 19.9% when the average node degree is only 3.9. As the network

becomes denser, a forwarder tends to cover more nodes. This increases the possibility

that links with poor link correlations are put into the same cluster, thus giving our

algorithm more opportunities to improve the link correlation within the cluster.

3.6 Summary

In this chapter, we have presented CorLayer, a link correlation-based layer that en-

hances the energy efficiency of reliable broadcasting. This layer blacklists links with low

correlation by following a triangular blacklisting rule, using only one-hop information.

It is transparent to upper layer broadcast protocols, which can obtain significant gains

without modifications. To test CorLayer’s broad applicability and effectiveness, we in-

tegrated CorLayer transparently with sixteen state-of-the-art broadcast algorithms and

evaluated the design on three real-world multi-hop testbeds: a network with 36 MICAz

nodes, a network with 30 TelosB nodes, and a network with 20 GreenOrbs nodes. The

results indicate that with CorLayer, reliable broadcast avoids unnecessary transmissions

caused by wireless links that are less positively correlated.



Chapter 4

Link Correlation Aware Network

Coding

4.1 Introduction

Wireless communication is essentially based on the broadcast medium with concurrent

receptions. Network coding, which exploits the diversity benefit of wireless broadcast

medium, has great potentials to improve the performance, e.g., the throughput and

energy efficiency, in wireless communication [18, 22, 54]. For example, under the lossy

broadcast channel, several nodes may lose different packets. With network coding, mul-

tiple missed packets are encoded together and then broadcast in a single transmission,

thus improving the transmission efficiency.

Although some researchers are very optimistic about the decent performance of

network coding, others express reservations about the benefits that network coding

can obtain. They claim that network coding may only bring a negligible improvement

while the coding cost may exceed the benefits. In real scenarios, this situation does

happen. Take an extreme case for example, when the wireless links are perfectly positive

correlated, network coding will not provide any improvement but coding overhead since

all the receivers lose the same packets and there are no diversity benefits to exploit.

In this chapter, we introduce link correlation – a concept that captures the relation-

ship of the packet receptions among the broadcast links, to network coding. In detail,

network coding consists of two operations: coding and broadcast. On the one hand, the

37
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coding operation prefers high spatial diversity (i.e., low link correlation). This is be-

cause when all receivers lose the same packets, network coding will not work better than

the traditional routing protocols, as there is no coding opportunity [18] to exploit. On

the other hand, the broadcast operation, in contrast, prefers low spatial diversity (i.e.,

high link correlation). This is because it takes fewer number of transmissions to deliver

a coded packet to all receivers when the receptions of these nodes are correlated [55].

Clearly there exists a trade-off between the coding opportunity and broadcast effective-

ness on the preference of link correlation. Ignoring this correlation in network coding

protocol design may result in under-utilized diversity benefits [18, 41]. Even worse,

because of the inaccurate link independent assumption, unnecessary coding operations

exploited by coding aware routings [56, 57, 58] may lead to extra energy consumption

and delay.

We thus propose correlated coding, a coding technology that (i) estimates the cod-

ing opportunity, (ii) measures the broadcast transmission efficiency, and (iii) quantifies

diversity benefits that network coding exploits. Guided by correlated coding, a coding

operation is executed only when necessary while diversity benefits are maximized. In

summary, the contributions of this work are as follows:

• We experimentally show that the reception results of broadcasting packets at multiple

receivers are not independent. This observation contradicts the widely made link inde-

pendence assumption, which overestimates true diversity benefits that network coding

can obtain in reality.

• A novel coding design named, correlated coding, is proposed to capture the expected

number of transmissions with network coding under the effect of link correlation for

both unicast and broadcast. As far as we know, this is the first work that explores link

correlation both mathematically and experimentally in network coding.

• We experimentally verify the impact of correlated coding on three unicast and four

broadcast protocols with one 802.11 testbed, and three 802.15.4 testbeds running TelosB,

MICAz, and GreenOrbs nodes. The experiment results show that the design consis-

tently enhances the performance of these protocols – the number of coding operations

is reduced while the transmission efficiency is improved by 30% ∼ 50%.

The rest of this chapter is structured as follows. Section 4.2 reviews related works.

Section 4.3 presents the motivation. Section 4.4 introduces the main design followed
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by its applications in Section 4.5. Evaluation results from testbed experiments and

simulations are shown in Sections 4.6 and 4.7. Finally, Section 4.8 concludes the chapter.

4.2 State of the Art

There exist two main bodies of studies, i.e., network coding and link correlation, which

are closely related to this chapter. In the following, we first summary these existing

works and then state the unique position of our work.

Network coding [17], which allows intermediate nodes to combine packets before for-

warding, has the great potential to improve the transmission efficiency of both broadcast

and unicast. Katti et al. propose the first practical network coding scheme named op-

portunistic coding (also known as COPE type network coding) [18]. In opportunistic

coding, the coding strategy exploits the broadcast property of wireless channels and

finds coding opportunities. Using this approach, multiple packets are encoded together

and then broadcast in a single transmission, thus improving the transmission efficiency.

Opportunistic coding does not fully exploit the benefits of network coding since the

coding opportunity is dependent on the routing path and the coding un-aware routing

strategy [18] misses many coding opportunities. Researchers thus propose coding-aware

routings [56, 57, 58] to exploit more coding opportunities.

While some researchers are optimistic about the decent performance of network

coding, others point out the improvement of network coding is marginal while the

coding cost could be extremely high. The empirical study shows that the benefits of

network coding change dynamically under different testbed measurements [41]. The

coding opportunity highly depends on the packet reception information as well as the

routing path construction, and its coding benefits could be marginal [56, 59].

In prior works, researchers explicitly or implicitly assume that the wireless links

are independent [18, 19, 22, 56, 59, 60] when they exploit network coding benefits.

This assumption, however, contradicts the empirical evidence that wireless links are

correlated [41, 42, 61, 62]. For the first time, we introduce link correlation to model

the packet reception information of the broadcast channel, which is further used to

quantify the diversity benefits that network coding can exploit. Compared with the

widely used link independence model, the model is more practical and accurate. With
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the quantified coding benefits, the approach helps network designers decide whether to

apply the network coding technology or not. Besides, the model can be further used to

optimize the coding benefits when network coding is applied.

4.3 Motivation

In this section, we first demonstrate the existence of link correlation. Then, we introduce

the basic idea of network coding, followed by the impact of link correlation on network

coding. v1P1 P22P1P ⊕ v2u
(a) Unicast scenario

P1P2 P1P2uv1 v22P1P ⊕

(b) Broadcast scenario

Figure 4.1: Examples of network coding occurs at unicast and broadcast scenarios.

4.3.1 The Idea of Network Coding

Network coding has great potential to improve the performance of both unicast and

broadcast applications by allowing intermediate nodes to encode multiple packets to-

gether before forwarding. Figure 4.1 shows how network coding benefits both unicast

and broadcast. In Figure 4.1(a), after node v1 and v2 send their packets to the relay

node u, instead of sending packets p1 and p2 separately, node u broadcasts a coded

packet p1 ⊕ p2 with one transmission. In the broadcast scenario, a packet reception

report is shown in Figure 4.1(b), in which a block with a thick borderline means a

received packet, and a block with a thin borderline means a lost one. The receiver v1

and v2 lose packet p1 and p2 respectively. In traditional designs, to make sure that both

receivers get the two broadcast packets, the source node u needs to send packets p1 and

p2 using two transmissions. With the help of network coding, node u broadcasts an

XORed packet p1⊕ p2 using one transmission, thus saving one transmissions. From the
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examples in Figure 4.1, we see that the nature behind network coding is that instead of

sending each target packet one by one, the forwarder encodes all of them together and

broadcasts them with a coded packet using one transmission.P1P2 P1P2uv1 v2
(a) Coding scenario

P1P2 P1P2uv1 v2
(b) Non-coding scenario

Figure 4.2: Impact of link correlation on network coding.

4.3.2 Impact of Link Correlation on Network Coding

From the above discussion, we learn that network coding obtains benefits following

two steps. First, a node finds the coding opportunity based on the reception of its

neighbors. Second, the node encodes several packets together and broadcasts with one

transmission. Correspondingly, the impact of link correlation on network coding comes

from two aspects. On the one hand, the coding opportunity highly depends on the

diversity of each link’s receptions, i.e., link correlation. For example, in Figure 4.2(b),

both receivers lose the same packet p1, i.e., the link uv1 and uv2 are positive correlated.

There are no coding opportunities in this scenario. Compared with the coding scenario

in Figure 4.2(a), we find that we have more coding opportunities when the links are

lower correlated.

On the other hand, network coding could be effective if and only if the encoded

packet is broadcast and received by all receivers that are involved in the coded packet.

We theoretically analyze the expected number of transmissions to cover all potential

receivers and demonstrate that the source node needs fewer transmissions when the

links are higher correlated. We use p(ei) ∈ (0, 1] to denote the probability that a source

node can directly deliver a packet via link ei. Let p(e1) and p(e2) denote the link

qualities for the two receivers respectively. Corresponding packet loss probabilities are

denoted as p(ē1) = 1−p(e1) and p(ē2) = 1−p(e2). Let p(ē1∩ ē2) denote the probability
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Notation Description

e = {u, v} A link or transmission event from node u to v

p(e) Link quality, measured by the transmission successful probability

K The total number of packets (or nodes) involved in a coding operation

l The number of packets in the output queue

Si(u) A subset of i nodes among u’s neighbors with the highest link quality

p(S(u)) A joint probability of links from u to S(u) nodes

Pr(v|S(u)) Set link probability, a conditional probability

ε(u) The expected transmission count for u to reliably broadcast one packet

Table 4.1: Notations used in this chapter

that a coded packet from the source node is not received by either receiver. Then the

expected number of transmissions E[ε] to deliver the coded packet to the two receivers

can be calculated as

E[ε] =
∑2

i=1

1

p(ei)
− 1

1− p(ē1 ∩ ē2)
(4.1)

We note that p(ē1∩ ē2) obtains its maximum value when links e1 and e2 are perfectly

positive correlated while it gets a minimum value when links e1 and e2 are perfectly

negative correlated. Let us revisit the two scenarios in Figure 4.2(a) and 4.2(b). For

the scenario in Figure 4.2(a), the expected number of transmissions E[ε] is 3 based on

Eq.(3.1), given that p(e1) = p(e2) = 0.5 and p(ē1 ∩ ē2) = 0 since uv1 and uv2 are

perfectly negative correlated. In Figure 4.2(b), however, since uv1 and uv2 are perfectly

positive correlated, it is not difficult to get that p(ē1 ∩ ē2) is 0.5. As a result, E[ε] is

2 which is less than the cluster in Figure 4.2(a). This suggests that in the broadcast

procedure, positive correlation is preferred since all the receivers lose the same packets

and few retransmissions are needed. Therefore, there exists a trade-off between the

number of coding opportunity and the broadcast efficiency. Only considering coding

opportunity without taking link correlation into account may not effectively utilize the

broadcast diversity, or even worse – it may lead to a higher transmission cost when an

undesired coding operation is executed.
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4.4 Main Design

From the previous section, we know that there exists a trade-off between broadcast

efficiency and coding opportunity. In this section, we theoretically analyze the broad-

cast efficiency (Section 4.4.1) and coding opportunity (Section 4.4.2). Then, we propose

unified metrics dealing with the trade-off between broadcast efficiency and coding op-

portunity in Section 4.4.3. Some notations used in this chapter are listed in Table 4.1.

4.4.1 Broadcast Efficiency Analysis

We first examine the number of transmissions for node u to reliably broadcast the coded

packet to all the potential receivers such that they can extract the original packet from

the coded one. We denote ε as the number of transmissions needed by sender u to

reliably broadcast a coded packet involved with K original packets to the K potential

receivers – V (u) = {v1, v2, . . . , vK}.
We assume a widely used ARQ model for the reliable delivery. In ARQ, if a sender

does not receive an ACK before the timeout, it retransmits the packet until it receives

an ACK. With ARQ, for each link e with link quality p(e), the expected number of

transmissions needed to successfully send a packet over a single link e is 1
p(e) . Although

link quality of wireless links changes over time, it can be measured and refreshed through

normal data traffic or periodic beacons. Let the link quality between u and the potential

receiver vj be p(ej), j = 1, 2, . . . ,K. The corresponding packet loss probability is

denoted by p(ej) = 1 − p(ej). Without loss of generality, we assume p(e1) ≥ p(e2) ≥
p(e3) ≥ . . . ≥ p(eK). The expectation of ε can be calculated as

E[ε] =

K∑
i=1

1

p(ei)
−

∑
1≤i<j≤K

1

1− p(ēi ∩ ēj)
+

∑
1≤i<j<l≤K

1

1− p(ēi ∩ ēj ∩ ēl)
+ . . .

+ (−1)K−1 1

1− p(ē1 ∩ ē2 ∩ . . . ∩ ēK)
.

(4.2)

Proof. Let Pr(ε > t) be the probability that u needs more than t transmissions to
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deliver a coded packet to K potential receivers, we have

Pr(ε > t) =

K∑
i=1

p(ēi)
t −

∑
1≤i<j≤K

p(ēi ∩ ēj)
t +

∑
1≤i<j<l≤K

p(ēi ∩ ēj ∩ ēl)
t + . . .

+ (−1)K−1p(ē1 ∩ ē2 ∩ . . . ∩ ēK)t.

(4.3)

Taking the difference yields Pr(ε(u) = t) = Pr(ε(u) > t− 1)− Pr(ε(u) > t). Then

the expected transmission count for u to reliable broadcast one coded packet can be

calculated as

E[ε] =

+∞∑
t=1

t · Pr(ε = t) =

+∞∑
t=1

t · (Pr(ε > t− 1)− Pr(ε > t)) =

+∞∑
t=0

Pr(ε > t) (4.4)

Substitute the right part of the above equation with Eq.(4.3), we get

E[ε] =

K∑
i=1

1

p(ei)
−

∑
1≤i<j≤K

1

1− p(ēi ∩ ēj)
+

∑
1≤i<j<l≤K

1

1− p(ēi ∩ ēj ∩ ēl)
+ . . .

+ (−1)K−1 1

1− p(ē1 ∩ ē2 ∩ . . . ∩ ēK)
.

(4.5)

To get ε with K potential receivers, we need to compute (K1 ) + (K2 ) + . . . + (KK) =

2K − 1 polynomial terms where (ab ) is the number of b-element combination of an a-

set. In network coding, although the number of packets that can be encoded together

is relatively small (and thus the number of the potential receivers, i.e., K is small),

the exponential growth of complexity with K shall be avoided when possible. In the

following, we present a novel approach to simplify the calculation.

Transmission Count Approximation

Due to the high cost of computing ε, we seek a more efficient algorithm to approximate

ε with less computational complexity. In wireless networks, the nodes with a higher link

quality usually receive the broadcast packet before (or at the same time) those with a

lower link quality. To confirm this observation, we deploy 30 MICAz near a sender u to

form a star topology. The source node keeps broadcasting packets in every 0.2s until all
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Figure 4.3: Statistics of receiving probability.

the receivers receive 100 packets. In each packet we include sequence number and time

stamp. After collecting the packet reception trace, we compare the reception between

each link pair (there are (302 ) = 435 such pairs). Figure 4.3 shows that the node with a

better link from u receives more than 90% of the packets earlier (or at the same time)

than the node with a worse link from u on both 802.15.4 and 802.11 testbed. In other

words, statistically, the node with a better link needs fewer transmissions for a specified

packet. Based on this observation, we propose an approximate algorithm to estimate ε,

denoted as ε̂.

Lemma 4.4.1. (Approximation of ε) Assuming nodes with higher link quality receive

the broadcast packet earlier than those with lower link quality, u’s expected transmission

count with K potential receivers is approximated by

ε̂ =
∑K

i=1

1

p(ei)
−

∑K

i=2

1

p(ei)
· p(Si(u))

p(Si−1(u))
(4.6)

where Si(u) is a subset of i nodes with the highest link quality among u’s neighbors,

and p(Si(u)) is the probability that all the i nodes in Si(u) successfully receive a packet.

Proof. Based on the observation in Figure 4.3, we first estimate transmissions for the

source node u to reliably send a packet to the node vi with a better link. Then we
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consider the transmissions of delivering a packet to the node vj with a worse link under

the situation that vj fails to receive the packet when u sends it to vi. Let p(Si(u)) be the

probability that all the i nodes in Si(u) successfully receive a packet. The approximation

of ε is given by

ε̂ =
1

p(e1)
+

Pr(ē2|e1)
p(e2)

+ ...+
Pr(ēK |

K−1
∩
i=1

ei)

p(eK)
=

1

p(e1)
+

p(S1(u))− p(S2(u))

p(e1) · p(e2)
+ ...

+
p(SK−1(u))− p(SK(u))

p(SK−1(u))p(eK)
=

∑K

i=1

1

p(ei)
−

K∑
i=2

1

p(ei)
· p(Si(u))

p(Si−1(u))

(4.7)

Thus we have

ε̂ =
∑K

i=1

1

p(ei)
−

∑K

i=2

1

p(ei)
· p(Si(u))

p(Si−1(u))
(4.8)

The computational complexity of ε̂ is O(K2), where K is the number of receivers.

A Special Case: Note that Eq.(4.6) includes the special case that the links are inde-

pendent. When links are all independent, we have p(Si(u)) = p(ei) · p(Si−1(u)). And

ε̂(u) reduces to ε̂ =
∑K

i=1
1

p(ei)
−K + 1.

Estimation Overhead and Accuracy

In real-world environments, both link quality and link correlation change over time. A

natural question is that how much overhead is required to maintain these values fresh

under dynamic scenarios? To answer it, we conduct a set of experiments on both 802.11

and 802.15.4 testbeds in a period of 50 minutes.

The main overhead comes from two sources. The first comes from link status mea-

surement, which is accomplished using reception report from normal traffic data. This

part overhead is thus negligible. Second, we need to exchange packet reception reports

(i.e., [1100]) among one-hop neighbors in order to calculate ε̂. The exchange of re-

ception report has already been required by network coding schemes, e.g., COPE [18].

The difference is that we use the reception report not only for the capture of coding

opportunity but also for the calculation of link correlation. Besides, the binary report

is small and much less frequently exchanged.



47

0 10 20 30 40
0

20

40

60

80

100

 

 
# 

of
 re

ce
iv

ed
 p

kt
s

Time (minutes)

 802.15.4 Lab: Ground Truth            
 802.15.4 Lab: Estimation
 802.15.4 Office: Ground Truth
 802.15.4 Office: Estimation

(a) 802.15.4 testbed

0 10 20 30 40
0

20

40

60

80

100

 

 

# 
of

 re
ce

iv
ed

 p
kt

s

Time (minutes)

 802.11: Ground Truth            
 802.11: Estimation

(b) 802.11 testbed

Figure 4.4: Estimation Accuracy: Received pkts vs. Estimation

In the experiments, the source node keeps broadcasting packets to six receivers in

every 0.3s. The reception report is sent in every 30s to fresh link quality and correlation

values. We run the 802.15.4 experiments on a lab and an open office environment. The

802.11 experiments run on a university building.1 The corresponding estimated number

of received packets and the ground truth are shown in Figure 4.4. Here, the number of

received packets (during a time period of 30s) is the number of sent packets (i.e., 100)

over ε̂. From the figure, we can find that the estimated values closely follows the ground

truth. It indicates that ε̂ is maintained accurately over time. In the above experiment

settings (i.e., the reception report is sent in very 30s), the cost of exchanging reception

reports occupies a tiny fraction (1%) of the total energy cost. Thus, the estimation of

ε will not bring much overhead to the existing protocols.

4.4.2 Coding Opportunities Estimation

The coding opportunity in a sender u is crucially dependent on the packet reception

patterns in its receivers. When node u broadcasts a coded packet to all its receivers,

we need to make sure that all the receivers have already gathered enough packets to

decode the original one. We specify the network coding rule as follows:

Definition 3. (Network Coding Rule) Consider a sender u transmitting an encoded

1The detail information of the testbed scenarios is described in Section 4.6.
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packet p′ = ⊕(p1, p2, . . . , pK). In order to decode p′, each receiver should have already

received K − 1 packets among pi, i = 1, 2, . . . ,K.

Based on the definition of network coding rule, we estimate the benefit of network

coding through the coding opportunity. The formal definition of coding opportunity is

given by:

Definition 4. (Coding Opportunity) For packets buffered in an output queue, if there

exist a number of packets that satisfy the network coding rule and thus can be encoded

together, we call this condition a coding opportunity.

Let the set of nodes involved in node u’s coding operation be V (u) = {v1, v2, . . . vK},
where K = |V (u)|. Assume the number of coding opportunities with i original packets

involved in an encoded packet is ϕ(i), 2 ≤ i ≤ K. Assume the number of packets in

node u’s output queue is l, with the help of network coding, the total number of packets

that node u needs to transmit changes to α, which is given by

α = l −
K∑
i=2

(i− 1)ϕ(i), (4.9)

where
∑K

i=2(i − 1)ϕ(i) is the number of packets reduced by network coding. From

Eq.(4.9), we find that the total number of packets can be greatly reduced when there

are many coding opportunities.

4.4.3 Correlated Coding Metrics

In this section, we aim to optimize the transmission efficiency of network coding with

the consideration of both broadcast efficiency and coding opportunity. We introduce

broadcast correlated coding metric and unicast correlated coding metric, which can

be used in broadcast and unicast protocols. First, we introduce the correlated coding

metrics for broadcast which is defined as follows:

Definition 5. (Broadcast Correlated Coding Metric) The broadcast correlated

coding metric, denoted as BETX, is defined as the number of transmissions needed by

sender u to reliably broadcast a packet (either original packet or coded packet) to all
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the packet’s receivers – V (ui) = {v1, v2, . . . vK}, divided by the number of the potential

receivers, i.e.,

BETX =
α

l
· ε̂

K
. (4.10)

The calculation of the correlated coding metric BETX involves two terms: (i) α
l is

the percentage of packets left in the queue after network coding, and (ii) ε̂
K measures

the broadcast efficiency. The first term α
l prefers low correlation which reduces the

total number of packets need to send. The second term ε̂
K prefers high correlation

which reduces the expected number of transmissions for each coded packet. To deal

with the preference on link correlation, we use the product of these two terms which

represents the expected transmission count for a successful packet delivery with network

coding. The tradeoff between the broadcast efficiency and coding benefit is decided by

the product value.

Definition 6. (Unicast Correlated Coding Metric) Given a sender ui and its

potential receiver set V (ui) = {v1, v2, . . . vK}. The unicast correlated coding metric

UETX is the forwarding cost of the link e(ui, vj), j = 1, 2, . . .K, which is calculated as

follows:

UETX =K ×BETXV (ui) − (K − 1)×BETXV (ui)−{vj}. (4.11)

The items K × BETXV (ui) and (K − 1) × BETXV (ui)−{vj} in Eq.(4.11) represent

the numbers of transmissions needed by sender ui to reliably broadcast a packet to

the receiver sets V (ui) and V (ui) − {vj}. And UETX, which is the difference of K ×
BETXV (ui) and (K − 1)×BETXV (ui)−{vj}, thus represents the forwarding cost of the

link e(ui, vj). The calculation of UETX only involves BETX, which can be calculated

using Eq.(4.10).

4.5 Applications

The correlated coding metric can help a wide range of routing protocols to efficiently

exploit network coding benefits. Thus far, we have successfully implemented seven

classic algorithms and integrated the correlated coding metric with them. The basic

information of these algorithms is shown in Table 4.2.
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Protocol Name Category Network Info. Routing strategy

FMS [63] Multicast One-hop Minimal cost
ST [27] Broadcast One-hop Tree-based
FNC [33] Broadcast Local Cluster-based
PDP [64] Broadcast Two-hop Pruning-based
ZigBee [40] Unicast One-hop Cluster tree
OLSR [39] Unicast Two-hop Multi-point relay
ETX [65] Unicast One-hop Minimal cost

Table 4.2: Seven state-of-the-art protocols supported by correlated coding

4.5.1 802.11 Networks

Flexible Multicast Service

In wireless LAN, flexible multicast service (FMS) is an efficient way to deliver the same

contents to a large number of receivers. Notice that in FMS multiple APs may share

the same upstream service provider. We thus propose a novel communication paradigm

called collaborative FMS. As shown in Figure 4.5, multiple APs are connected via wires

and form an infrastructure, while user devices, i.e., the laptops, are one (wireless) hop

away from the infrastructure. The collaborative FMS design utilizes the infrastructure

for sharing the packet through wires and collaborates to cover every user. With corre-

lated coding, we can further improve the performance of collaborative FMS. In detail,

we calculate UETX – the transmission cost for an AP to cover one receiver under the

receiving status of the rest receivers. When one receiver can be covered by multiple

APs, as shown in Figure 4.5, the receiver is assigned to the AP with minimal UETX.

4.5.2 802.15.4 Networks

Broadcast

We classify the existing deterministic broadcast algorithms into three categories: i.e.,

(i) tree-based [27], (ii) cluster-based [25], and (iii) pruning-based [64]. In the tree based

broadcast [27], a minimal cost spanning tree is constructed in a distributed manner, and

broadcast is performed based on the tree. The cluster-based approach [25] first finds

a maximal independent set, and then connect the nodes in the set with connectors.

The pruning-based broadcast path builds on the multi-point relays, where each relay’s
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one-hop downstream forwarders can cover all its two-hop neighbors.

We briefly introduce how to integrate the correlated coding metric into these three

types of algorithms, thus bring them transmission gain from link correlation and network

coding. In a tree based algorithm [27], instead of finding the nodes with maximum leaves,

we integrate correlated coding by choosing the nodes with min(BETX) as the tree

nodes. To combine the cluster based broadcast [25] with correlated coding, the algorithm

first selects nodes with min(BETX) to form a maximum independent set (MIS). Then,

it finds connectors to link the nodes in MIS. In the pruning based scheme [64], each

forwarder adds its one-hop neighbors with min(BETX) to the forwarder set to cover

its two-hop neighbors. In all three algorithms, if a covered node receives a message

from different nodes in the tree, MIS or forwarder set, the node selects the node with

min(UETX) as its forwarder.

Unicast

Unicast routing protocols can be divided into two categories – (i) backbone based, and

(ii) flat protocols. In the first category, a backbone is built using the tree, cluster or

pruning based method. For example, in ZigBee [40], a cluster tree is built. In OLSR [39],

multi-point relays are selected as backbone nodes. In backbone based unicast routing

protocols, if any node has a packet to transmit, it will first send the packet to its nearby

backbone node. Then, the packet goes through the backbone to the destination. The
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Figure 4.6: Testbed environments

idea of integrating the correlated coding metric to this kind of routing protocols is similar

to the deterministic broadcast protocols, i.e., we select the nodes with min(BETX) to

form the cluster tree or multi-point relay set. For the flat protocols, a classic example

is ETX [65], which selects a routing path with min(
∑ 1

p(e)). With correlated coding, we

select the path with min(
∑

UETX).

4.6 Testbed Implementation

The performance of network coding changes dramatically since the link status as well

as the packet reception pattern in different environments varies significantly. In this

section, we report the experiment results of seven state-of-the-art protocols supported

by correlated coding metrics on one 802.11 platform located in a university department

building, and three 802.15.4 platforms in a lab, an open office, and an outdoor environ-

ment. The experiment scenarios are shown in Figure 4.6, and the testbed settings and

topology properties are shown in Table 4.3.
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Platform Location Environment Physical Size

MICAz UMN Lab 8m× 2.5m

TelosB SIAT Open office 18m× 13m

GreenOrbs TRIMPS Outdoor 15m× 5m

802.11g UMN University building 73m× 30m

No. of Nodes Degree Channel Power

30 7 ∼ 23 Ch16 -25dBm

30 6 ∼ 21 Ch16, Ch26 -25dBm

20 4 ∼ 13 Ch16 -25, -19.2dBm

6 6 Ch3, Ch6 15dBm, 20dBm

Table 4.3: Testbed settings and topology properties

4.6.1 Experiment Setup

802.15.4 testbed

We deploy three 802.15.4 testbeds. The first one is located in a lab environment where

30 MICAz nodes randomly on an 8m×2.5m wall, see Figure 4.6(a). The second testbed

has 30 TelosB nodes which are deployed in an 18m × 13m open office environment, as

shown in Figure 4.6(b). On the third testbed, 20 GreenOrbs nodes are deployed on

an open space along a river, as shown in Figure 4.6(c). On all the three testbeds, the

default power is -25dBm and the default channel is 26.

In the beginning of the experiment, a control node is used to remotely configure

radio parameters, i.e., transmission power and channel. Based on these radio settings,

each node broadcasts 105 packets in turn. Each packet is identified by a sequence num-

ber. All the received packets are recorded in nodes’ flash memory. When all the nodes

finish broadcasting 105 packets, they send their packet reception information to a sink

node which is connected to a PC. We thus obtain the information required by correlated

coding, i.e., the packet receiving patterns, based on which we can calculate the broad-

cast or unicast correlated coding metric. The reception report length for the metric
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calculation is 100. Then, the corresponding nodes on the testbed are selected as for-

warders for unicast or broadcast according to the application description in Section 4.5.

In the broadcast application, the forwarders keep on broadcasting packets until all their

covered nodes receive the packets. In the unicast application, two pairs of data flows

are picked up and the unicast sessions terminate when each source node reliably sends

its packets to the destination.

802.11 testbed

This testbed is located on the 4th floor of the Computer Science Department building

in University of Minnesota, as shown in Figure 4.6(d). From the figure, we can see that

four APs are deployed at the four corners of the floor, while six receivers are placed

in three different rooms, separated by concrete walls. The AP in the testbed is a PC

equipped with an Intel Core2 Duo T5470 processor, 2GB RAM, and an 802.11 wireless

card with the Realtek RTL8101E chipset. The wireless card transmits at a default

power of 20dBm and a default channel of 6. The standard we used is 802.11g. we use

the Lorcon2 packet injection library [66] to generate the traffic. During the experiment,

four APs broadcast 105 packets in turn and the receivers record the packet reception

information. Similar to the experiments on the 802.15.4 testbeds, we obtain the link

correlation information for correlated coding.

4.6.2 Compared Schemes and Performance Metrics

We compare the correlated coding design with the seven state-of-the-art protocols as well

as their enhanced versions which are integrated with network coding, e.g., CODEB [19],

and COAB [58]. Among them, CODEB applies network coding over a wireless backbone

built with a pruning method and COAB is a coding aware routing protocol. For those

unnamed network coding protocols, we label them with “-NC”. For example, ZigBee-

NC means the enhanced version of ZigBee with network coding. the design is labelled

with “-C2”, the abbreviation of correlated coding. We use two metrics for the following

performance evaluation.

•Number of transmissions – the number of transmissions needed by a scheme to

reliably send 100 packets to the receivers.
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•Number of coding operations – the number of times that network coding occurs

when 100 packets are reliably delivered.
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Figure 4.7: Main performance results: broadcast protocols in 802.15.4
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Figure 4.8: Main performance results: unicast protocols in 802.15.4

4.6.3 Main Performance Results

The experimental results of the seven protocols are shown in Figures 4.7, 4.8, 4.9

and 4.10. Figure 4.7 plots the CDF of the transmissions with different broadcast pro-

tocols using correlated coding. As it shows, the correlated coding design significantly

improves the transmission efficiency under the three different broadcast strategies. For

example, for the tree based broadcast algorithm – Spanning Tree (ST), the nodes need

1238 transmissions, on average, to guarantee that all nodes in the network receive 100

packets, while the number is 528 when correlated coding is combined with ST (i.e.,

ST-C2), achieving a reduction of 57%. The average number of transmissions with ST-

CODEB and ST-COAB is 940 and 675, respectively. On average, the design reduces
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transmissions by 44% and 22%. In Figure 4.8, we find that the correlated coding de-

sign improves the performance of the unicast protocols (i.e., Zigbee, OLSR, and ETX),

and their corresponding coding aware designs significantly. The average performance

gain is about 35% and 16% separately. We note that the benefits of correlated coding

in unicast applications are less than that in broadcast applications since the coding

opportunity in unicast is less than that in broadcast. Similar results are also found

on the 802.11 testbed. In Figure 4.9, compared with FMS, FMS-NC, and collaborative

FMS, the correlated coding design, i.e, FMS-C2, saves 45%, 34% and 26% transmissions

respectively.
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Figure 4.9: Main performance results: FMS in 802.11g.

From the experimental results in unicast, broadcast, and multicast on both 802.11

and 802.15.4 testbed, we can see that the correlated coding design outperforms tra-

ditional network coding protocols. the design achieves better performance than those

protocols because we introduce the link correlation model to network coding. Compared

with the traditional link independent model, the link correlation model has better per-

formance on estimating link statuses. Furthermore, with the link correlation model, the

correlated coding design quantifies the benefits of broadcast efficiency and coding op-

portunity and helps those protocols fully exploit network coding benefits while avoiding

unnecessary coding operations.
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Figure 4.10: Main performance results in number of coding operations

Figure 4.10 plots the number of coding operations in broadcast, unicast and FMS

applications. Take the broadcast application as an example (Figure 4.10(a)), we find

that the coding aware routing COAB exploits the most coding opportunities while

CODEB and COPE can not fully exploit the coding opportunities. Although the coding

operation of correlated coding, i.e., C2, is less than COAB, we find that the performance

of C2 is better than COAB. This is because correlated coding only encodes a packet

when it can optimize the transmission gain, and thus avoid those unnecessary coding

operations.

Although we collect results for all seven protocols, space constraints do not allow

presenting all of them here. Therefore, we choose one representative algorithm for each

application, i.e., Forwarder Node Cluster [33] (FNC for short) for broadcast application,

ETX [13] for unicast application, and FMS for the Wi-Fi multicast application. For the

rest of the 802.15.4 experiments, we assign correlated coding upon FNC and ETX,

and compare them with COPE, CODEB, and COAB. For the 802.11 experiments, we

compare correlated coding with FMS, FMS-NC, and collaborative FMS.

4.6.4 Impact of Power Level

• 802.15.4 testbed: The power level for transmission is set from -25dBm to -19.2dBm

to form a multi-hop network. Figure 4.11(a) shows the transmissions of FNC with

CODEB, COAB and C2, and Figure 4.11(b) shows the transmissions of ETX with

COPE and C2 under different power levels. we find that correlated coding greatly
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Figure 4.11: Impact of power levels

reduces transmissions for both broadcast and unicast applications. Under power level

-25dBm, the transmission count for FNC is 1188, while it is 549 with correlated coding,

providing a reduction of 54%. Under power level -19.2dBm, fewer transmissions are

needed because a higher power level leads to better link quality. In this case, correlated

coding still reduces transmissions by 28%.

• 802.11 testbed: We examine the performance of correlated coding under power

level 15dBm and 20dBm. From Figure 4.11(c), the number of transmission of C2 under

15dBm is 205 while it’s slightly lower, i.e, 192 under 20dbm. In both cases, C2 saves

collaborative FMS about 30% transmissions.
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Figure 4.12: Impact of channels

4.6.5 Impact of Different Channels

• 802.15.4 testbed: In this experiment, we explore the impact of channels on corre-

lated coding. We use two different channels – channels 16 and 26. Note that channel
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16 overlaps with a co-habiting access point’s 802.11 channel and that channel 26 is free

of Wi-Fi interference. The power level for transmission is set to -25dBm. Figure 4.12

shows the energy consumption in broadcast and unicast protocols under different chan-

nels. The gains of correlated coding under the broadcast and unicast application are 52%

and 31% under channel 26, and they are 50% and 34% using channel 16. In addition,

we find that on both unicast and broadcast applications, all the algorithms need more

transmissions to finish the same task in channel 16. This is because the interference

introduced by the overlapped channel causes more packet losses.

• 802.11 testbed: In this experiment, we examine the performance of C2 under channel

3 and 6. The transmission difference between these two channels is not as obvious as

the observation on the 802.15.4 testbeds. That’s because both channel 3 and 6 will be

impacted by the nearby APs which usually use channel 1, 6 and 11.

4.7 Simulation

In this section, we provide extensive simulation results about the performance of corre-

lated coding for large-scale networks under different system settings.
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Figure 4.13: Simulation topologies for 802.15.4 and 802.11 networks

4.7.1 Simulation Setup

Given a scenario, we generate correlated reception reports for all the sender-receiver

pairs by modifying the sampling algorithm for Bernoulli random variables in [53]. For

a particular packet, the reception status at receivers could be either 0 or 1. we assume

that the reception reports at different nodes are of the same length.
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• 802.15.4 experiment: we generate network topologies with different network sizes

and densities. By default the network size is 64, and the field size is 700m × 700m

with a communication range of 160m. we conduct the experiments on both uniform

and non-uniform scenarios, as shown in Figure 4.13(a) and 4.13(b). In the broadcast

application, a random selected source node broadcasts 100 packets, and we record the

number of transmissions required to finish broadcasting the 100 packets. In the unicast

application, similar to the testbed experiment, we randomly pick up two pairs of data

flows. The source nodes keep sending packets until the receivers successfully get 100

packets. The experimental results of each scenario are the average values of 100 rounds

over different reception reports (i.e., different link correlations).

• 802.11 experiment: we generate network topologies with varied number of APs

and receivers. All the receiver can be connected to arbitrary AP with link quality varies

from 0.2 to 1. And the average link quality is 0.6. The default number of AP and

receiver is 15 and 300 separately, as shown in Figure 4.13(c).

20 30 40 50 60 70 80 90 100

2000

4000

6000

8000

10000

12000

 

 

N
um

be
r o

f t
ra

ns
m

is
si

on
s

Network size

 FNC
 FNC-CODEB
 FNC-COAB
 FNC-C2

(a) Broadcast scenario

20 30 40 50 60 70 80 90 100

1000

2000

3000

4000

 

 

N
um

be
r o

f t
ra

ns
m

is
si

on
s

Network size

 ETX
 COPE
 ETX-C2

(b) Unicast scenario

Figure 4.14: Impact of network sizes

4.7.2 Simulation Results on 802.15.4 networks

Impact of Network Size

Figure 4.14 shows the performance comparison of the correlated coding schemes (i.e.,

FNC-C2, and ETX-C2) and other coding schemes (i.e., FNC-CODEB, FNC-COAB, and
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COPE) with network size ranging from 25 to 100. The left sub-figure in Figures 4.14

shows the results of FNC, FNC-CODEB, FNC-COAB and FNC-C2 respectively. From

this figure, we can find that the average transmission count of the design is 3940, while

those of FNC, FNC-CODEB, and FNC-COAB are 7585, 5612 and 4746 respectively.

the design saves 47% of transmissions compared to FNC without using network coding.

Compared with FNC-CODEB and FNC-COAB, correlated coding saves about 30% and

20% of transmissions because correlated coding better exploits the necessary coding op-

portunities. In the unicast application in the right sub-figure in Figures 4.14, compared

with ETX and COPE, the transmission gain of correlated coding is 31% and 18%. From

Figures 4.14, we can also see that the trends of transmission gain with increasing net-

work size in both unicast and broadcast application are quite stable, suggesting that

the design scales well with large networks.
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Figure 4.15: Impact of link quality

Impact of Link Quality

Let us consider the transmission gain of correlated coding for networks with different link

qualities. The results are shown in Figure 4.15. From the left sub-figure in Figure 4.15,

we can see that the broadcast transmission count of the design varies from 9302 to 2340

when the link quality varies from 0.3 to 0.9. Compared with FNC, the energy gain of

FNC-C2 decreases from 52% to 29% when the link quality increases. A similar result

is observed in the unicast application in the right sub-figure in Figure 4.15, where the
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transmission gain of ETX-C2 upon ETX decreases from 35% to 23%. The reason is that

with higher link quality, the transmission count of a forwarder to send a packet to its

destinations is already small, leaving only marginal room for the algorithm to improve

the energy gain.
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Figure 4.16: Impact of network density (uniform)
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Figure 4.17: Impact of network density (non-uniform)

Impact of Network Density

we consider both uniform (Figure 4.16) and non-uniform (Figure 4.17) node distribu-

tions. Figures 4.16 shows the number of transmissions of the four broadcast protocols
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and three unicast protocols for uniform networks, under different network densities. The

average node degrees for side length (of the simulated square sensing field) 0.6, 0.8, 1,

1.2, 1.4 are 20.2, 13.0, 8.4, 5.9, and 3.9, respectively. From the left sub-figures in Fig-

ures 4.16 and 4.17, we can see that with variation in density, the number of broadcast

transmissions does not change monotonically. With the increase of network density, on

the one hand, a forwarder has more receivers and needs more transmissions to cover

them. One the other hand, the number of forwarders decreases in a fixed size network.

In Figures 4.16 and 4.17, the transmission gain of C2 decreases as the side length

increases (and thus the density decreases). For example, in the uniform network scenario

in Figure 4.16, the broadcast transmission gain of FNC-C2 over FNC is 52% at node

degree 20.2, and it drops to 34% when the average degree is only 3.9. Similarly, the

unicast transmission gain of ETX-C2 upon ETX decreases from 37% to 26%. we also

find a gain drop in the non-uniform network topology in Figures 4.17. This is because

as the network becomes denser, a node tends to have more one-hop candidates and

thus it overhears more packets, which increases the possibility of finding more coding

opportunities. This explains the increasing energy gain when node density grows.
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Figure 4.18: Experiments on large scale Wi-Fi networks

4.7.3 Simulation Results on 802.11 networks

The left sub-figure in Figure 4.18 shows the performance of C2 with the number of

receivers increasing from 100 to 500. Correspondingly, the transmission of FMS (to
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reliably broadcast 100 packets) increases from 7079 to 69691 while that of C2 increases

from 4229 to 29988. In the right sub-figure of Figure 4.18, with the increase of number

of APs from 5 to 25, the transmission of FMS decreases from 39152 to 32536 while

that of C2 decreases from 19835 to 12760. With either increased number of receivers or

increased number of APs, C2 has more chances to assign the “black sheep” who cause

the APs massive retransmissions to the most suitable APs, and thus saving the number

of transmissions.

4.8 Summary

In this chapter we study the impact of link correlation on network coding. we find

that link correlation can help us decide whether a network coding operation is needed

or not. we introduce correlated coding which optimizes the transmission efficiency of

network coding. the design can be applied in both broadcast and unicast protocols. we

integrate correlated coding with seven state-of-the-art routing protocols, and evaluate

the design with testbed experiments and extensive simulations. The results confirm the

effectiveness of the design compared with the existing network coding protocols under

a wide range of system settings.



Chapter 5

Link Correlation Aware

Opportunistic Routing

5.1 Introduction

Opportunistic Routing (OR), originally proposed by S. Biswas et al. in [67], has great

potential to improve the network performance. The basic idea of opportunistic routing

is fairly straightforward. Given a source and a destination in a multi-hop wireless

network, instead of preselecting a single specific node to be the next-hop forwarder,

a set of candidate forwarders are selected to deliver the packets. Taking advantage

of the reception diversity in the candidate forwarder set, opportunistic routing defers

the selection of the next hop for a packet until it acquires knowledge about the set of

candidate forwarders that have received that packet.

Since the strength of opportunistic routing comes from the packet reception diversity

of the candidate forwarder set, the candidate selection becomes one of the key issues

in opportunistic routing. The selection of different candidates has a high effect on

the performance of opportunistic routing. Extensive candidate selection algorithms

based on the key metric, the expected number of transmissions, have been proposed

in the literature [67, 68, 69, 70, 71, 72, 73]. In these studies, the researchers explicitly

or implicitly assume that the wireless links are independent when they estimate the

transmission cost from a upstream node to the next-hop candidate forwarder set.

Recent studies [74, 75, 76], however, provide clear evidence that wireless links are not

65
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independent because of cross-technology interference and correlated shadowing. Cross-

technology interference, which is caused by the external signal in the unlicensed shared

spectrum, can lead to correlated packet losses since the high-power interferer’s signal

may corrupt nearby low-power links simultaneously. On the other hand, correlated

shadowing, a channel propagation phenomenon that nearby links are affected by the

same shadower, may also introduce correlated packet losses to wireless networks.

The finding of the link correlation phenomenon has significant impacts on network

protocols that utilize concurrent wireless links, which include but are not limited to

(i) traditional network protocols such as broadcast [12], multi-cast [15], and multi-path

routing [16], or (ii) diversity-based protocols such as opportunistic routing [67, 68, 69],

network coding [77], and hybrid routing [78]. Ignoring this phenomenon may cause

serious estimation errors in modeling, which further leads to underutilized benefits or

extra costs.

For example, when the packet loss patterns of the candidate forwarders are highly

positive correlated (which means that they lose the same packets), the performance of

opportunistic routing is the same as the traditional shortest path protocol (which uses

the node with the best link among the candidates), since there are no diversity benefits

to exploit from the candidate forwarder set. In this example, ignoring link correlation

brings opportunistic routing no benefits but extra candidate set schedule costs.

Little research has been conducted to exploit link correlation to improve the perfor-

mance of network protocols [74, 76]. In this chapter, we introduce link correlation to

improve opportunistic routing’s performance by optimizing the forwarder set selection

and avoiding duplicate forwarding. Under link correlation, the forwarder set selection

algorithm prioritizes low correlated nodes to increase the level of diversity while ensuring

that neighboring nodes are close enough to each other such that the forwarded packets

would be heard and duplicates are avoided.

In summary, the contributions are as follows:

• we reveal the impact of link correlation upon opportunistic routing. A novel link

correlation aware metric is proposed to capture the expected number of any-path trans-

missions.

•With the link correlation aware metric, we propose a new candidate forwarder selection

algorithm to help opportunistic routing fully exploit the diversity benefit of the wireless
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broadcast medium.

• we evaluate the work extensively with testbed implementations and simulations. The

experiment results identify the limitation of the traditional opportunistic routing under

the appearance of link correlation. With the link correlation aware design, the number

of transmissions of opportunistic routing is significantly reduced.

The remainder of this chapter is structured as follows. Section 5.2 reviews the

related work. Section 5.3 presents the motivation. Section 5.4 introduces the metric,

followed by its implementation in Section 5.5. Experiment results from the testbed and

simulation are shown in Sections 5.6 and Sections 5.7. Finally, Section 5.8 concludes

the chapter.

5.2 State of the Art

we begin with a brief survey of prior work on opportunistic routing and link correlation.

• Opportunistic Routing: The majority of previous studies in opportunistic routing

are devoted to candidate selection [67, 70, 71, 72, 73], reception acknowledgement [79],

forwarder coordination [80, 81], and rate control [82]. In this work we focus on the

fundamental issue – the candidate selection in opportunistic routing. ExOR [67], the

primary opportunistic routing protocol, uses the single path ETX to select candidates,

where ETX is the average number of transmissions required to send a packet through

a link. The ETX value of a single path is the sum of the ETX for each link in that

path. Using the single path ETX as a metric for candidate selection is an approximation

since it cannot capture the opportunistic paths. To account for the multiple paths that

could be used by the candidates, expected any-path transmission (EAX) [83] is used

in [70, 71, 72, 73] to capture a more accurate expected number of transmissions.

For example, H. Dubois et.al. propose least-cost opportunistic routing (LCOR) [72]

which takes EAX as the metric to select the candidate sets. Similar to the well-known

Bellman-Ford algorithm, LCOR exhaustively searches all possible candidates sets to find

the paths with minimum transmissions. Its computational cost increases dramatically

in dense networks because of the exponentially explosion in the exhaustive search. In

minimum transmission selection (MTS) [71], the authors compute the transmission cost

with EAX from the destination back to the source, using a dynamic programming
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formulation analogous to the Dijkstra’s algorithm. The authors in [73] investigate the

candidate selection with identical maximum candidate set sizes. The result shows that

if the maximum number of candidates is not limited, different opportunistic routing

algorithms have almost the same performance. They prove that this assumption is not

realistic since a large number of candidates may introduce large schedule overheads and

duplicate transmissions.

Our work is different from the previous opportunistic routing schemes which implic-

itly or explicitly assume that packet receptions cross multiple receivers are independent

when they exploit the diversity benefit of the wireless broadcast medium. we propose a

link correlation aware opportunistic routing scheme to fully exploit the potential diver-

sity benefit.

5.3 Motivation

In this section we first report the existence of link correlation. we then introduce the

opportunistic routing framework and explain how wireless diversity serves opportunistic

routing. Finally, we illustrate the impact of link correlation on the diversity benefit of

opportunistic routing.

DATASender

Candidate F1

Candidate F2

ACK

ACK

Candidate F3 ACK

DATA

Figure 5.1: An example showing the opportunistic routing operation.

5.3.1 Opportunistic Forwarding Framework

The opportunistic packet forwarding process is shown in Figure 5.1. The sender selects

a subset of nodes as candidate next-hops and assigns a priority to each of them. When

the sender transmits a packet, it includes the ordered candidate forwarder set in its

headers. Each candidate that receives the packet responds with an ACK. To avoid
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the feedback implosion, candidates defer their ACKs according to their priorities in a

TDMA-like approach. Since the candidates are likely to hear each other’s ACK, they

should include in their ACKs a list of higher priority candidates. In opportunistic

routing, only the candidate with the highest priority forwards the packet to the next

hop. Other candidates refrain from forwarding the packet as long as they overhear a

higher priority ACK. Duplicate forwarding by more than one candidate could happen if

a lower priority candidate cannot hear an ACK from a higher priority candidate. The

whole forwarding process is initiated again by the sender as long as it does not receive

an ACK from any candidates.

5.3.2 Diversity Benefits in opportunistic routing

Without considering link correlation, the previously opportunistic routing schemes do

not fully capture the diversity benefit of the wireless broadcast medium. The following

section will demonstrate the impact of diversity on opportunistic routing.

• Diversity with Link Independence Model: The strength of opportunistic routing

comes from the diversity of the candidates’ packet receptions. In opportunistic routing,

when one candidate fails in receiving a packet, the other candidates may receive the

packet. In the example in Figure 5.2, if node f1 fails to receive a packet, candidate f2

may receive the packet. Similarly if f2 loses the packet as well, f3 may probably receive

it. In other words, the probability that all candidates lose the packet becomes quite low

because of the packet reception diversity among multiple candidates.

The optimistic view of diversity comes from the assumption that the packet recep-

tions cross multiple wireless links are independent. Under such an assumption, the

packet loss in a receiver has no relationship with the packet losses in other receivers.

Let s be the source and d be the destination. Suppose Fs,d is the set of candidate

next-hop forwarders from s to d, and fi is the candidate with priority i (with 1 being

the highest priority). Assume that the packet delivery probability from s to fi is ps,fi ,

and the ACK delivery probability from fi to s is pfi,s.

we now mathematically demonstrate the impact of diversity upon opportunistic

routing with the example in Figure 5.2. In the example, the size of the candidate set

is set to be two, i.e., no more than two nodes are allowed to be candidate forwarders.

Let us start by selecting the first forwarder. The expected number of transmissions
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Figure 5.2: An opportunistic routing example with two candidates.

required for candidate f1 or f2 to successfully receive a packet from s is 1/ps,f1 =

1/ps,f2 = 1/0.5 = 2. Similarly, the expected number of transmissions required by node

f3 is 1/ps,f3 = 1/0.45 = 2.22. Obviously selecting node f1 or f2 would be the optimal

choice. Now consider the case that a second node is added to the candidate set. The

expected number of transmissions for receiving one packet from s to at least one of the

two candidates is given by

E(s, Fs,d) =
1

1−
∏2

i (1− ps,fi)
. (5.1)

In the example, E(s, Fs,d) with candidate set {f1, f2} equals 1.33. Similarly, E(s, Fs,d)

with candidate set {f1, f3} or {f2, f3} is 1.38. As a result, under link independence

model, selecting nodes f1 and f2 as the forwarders will be the best choice in reducing

the transmission cost.

• Diversity with Link Correlation Model: If links are not independent, the ex-

pected number of transmissions for delivering one packet to at least one of the two

candidates is given by

E(s, Fs,d) =
1

1− Pr(Es,f1 , Es,f2)
, (5.2)

where Es,fi is the event that a transmission from source s is lost at forwarder fi. In the

example in Figure 5.2, the links from s to f1 and f2 are 100% correlated. Pr(Es,f1 , Es,f2)

equals 0.5. Thus, E(s, Fs,d) with candidate set {f1, f2} turns out to be 2, which is greater

than E(s, Fs,d) with candidate set {f2, f3} (i.e., 1.38). As a result, selecting nodes f2 and

f3 as candidates is the best choice under link correlation model. From this example, we

find that the link independence assumption overestimates the real diversity of wireless



71

links. In the following section, we further analyze the opportunistic routing framework

under the impact of link correlation.

5.4 Link Correlation Metric

In this section we analyze opportunistic routing under the existence of link correlation.

we explore the impact of link correlation on the candidate set selection process and

reveal how link correlation awareness improves the performance of opportunistic routing.

Finally we propose a novel link correlation aware opportunistic routing.

we define the expected number of any-path transmissions needed for reliably de-

livering a packet from the source s to the destination d, given the candidate set F =

{f1, f2, . . . , fn} with the link correlation awareness, as E(s, F, d). In the design, the

computation of E(s, F, d) is recursive and is executed at individual nodes indepen-

dently. At the receiver d, obviously, E(s, F, d) is zero. The key idea is to radially

calculate E(s, F, d) starting from the destination d outward to the rest of the network.

Specifically, we calculate E(s, F, d) as follows:

E(s, F, d) = α+ β, (5.3)

where α captures the expected number of transmissions for successfully transmitting a

packet from s to at least one of the candidates and getting at least one acknowledgment.

β captures the expected number of transmissions for delivering the packet in turn from

those candidates to the destination.

• Three-candidate Case: we start by considering the 3-candidate case in Figure 5.3,

where the receptions of candidate f1, f2 and f3 are partially correlated. Figure 5.3(b)

shows the Venn diagram representing the events that candidates successfully receive a

transmission from the sender. Es,fi is the event that a packet is successfully received

by forwarder fi with one transmission. The intersection areas represent the correlated

events. For example, Es,f1 ∩ Es,f2 represents the correlation between event Es,f1 and

Es,f2 . Let α0 be the expected number of transmissions for s to successfully deliver a

packet to the candidate set. α0 is the inverse of the total area in Venn diagram, which
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Figure 5.3: Three-candidate case example.

is given by

α−1
0 =ps,f1 + ps,f2 + ps,f3 − Pr(Es,f1 , Es,f2)

− Pr(Es,f1 , Es,f3)− Pr(Es,f2 , Es,f3)

+ Pr(Es,f1 , Es,f2 , Es,f3).

(5.4)

To calculate α, we need to count in the lost ACKs from each candidate to s by

multiplying each term in Eq.(5.4) with the probability of successfully receiving the

ACK. we thus have

α−1 =ps,f1pf1,s + ps,f2pf2,s + ps,f3pf3,s

− Pr(Es,f1 , Es,f2)ps,f1ps,f2

− Pr(Es,f1 , Es,f3)ps,f1ps,f3

− Pr(Es,f2 , Es,f3)ps,f2ps,f3

+ Pr(Es,f1 , Es,f2 , Es,f3)ps,f1ps,f2ps,f3 .

(5.5)

When the candidate f1, f2 or f3 succeeds in receiving a packet, it will take over

the forwarding process as long as it does not receive an ACK from a higher priority

candidate. For candidate f1, it forwards a packet as long as it receives it since f1 has

the highest priority. we thus have

βf1 = α0 ·
(
E(f1, F, d) · (1− γf1)

)
, (5.6)
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where α0 is multiplied because of the implicit condition that at least one of the candi-

dates has received the packet, and γf1 is the probability that candidate f1 will not take

the forwarding process, which equals 1− ps,f1 . For the lowest priority candidate f3, the

forwarding process will not happen when f3 fails to receive a packet, or when an ACK

is received from f1 or f2. The probability that candidate f3 will not take the forwarding

process γf3 can be calculated as follows:

γf3 =1− ps,f3 + pf1,f3Pr(Es,f3 , Es,f1)

+ pf2,f3Pr(Es,f2 , Es,f3).
(5.7)

For candidate f2, an ACK could be received explicitly from candidate f1 or implicitly

from candidate f3 when f3 receives the packet from s and the ACK from f1. γf2 is thus

given by

γf2 = 1− ps,f2 + pf1,f2Pr(Es,f1 , Es,f2)

+(1− pf1,f2) · pf1,f3pf3,f2Pr(Es,f1 , Es,f2 , Es,f3).
(5.8)

Similar to (5.6), we now obtain βf2 and βf3 where γf2 and γf3 can be calculated

with Eq.(5.7) and Eq.(5.8). Finally, β is the sum of βf1 , βf2 and βf3 .

• n-candidate Case: we now extend the problem to n candidates. It turns out to

be an inclusion-exclusion where we should sum the probabilities of individual links but

remove the overlapped intersection:

α =
1∑n

k=1(−1)k−1Pr(fk)
, (5.9)

where fk ⊂ F = {f1, . . . , fn} is any candidate forwarder set with size k, and Pr(fk) is

the probability that the k candidate forwarders successfully receive a packet and send

back the ACK. Pr(fk) is calculated as follows:

Pr(fk) =
∑
fk⊂F

Pr(Es,fk
1
, . . . , Es,fk

k
)

k∏
i

pfk
i ,s

. (5.10)

• Special Case: Eq.(5.9) includes the special link independence case. When wireless

links are independent, we have
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Pr(Es,fk
1
, . . . , Es,fk

k
) =

k∏
i

ps,fk
i
.

And Pr(fk) in Eq.(5.10) turns out to be

Pr(fk) =
∑
fk⊂F

k∏
i

ps,fk
i
pfk

i ,s
.

For the candidates which have received the packet from the transmitter, the expected

number of transmissions to forward the packet to the next hop is calculated as follows:

β = α0 ·
n∑

i=1

(
E(fi, F, d) · (1− γfi)

)
. (5.11)

where γfi is the probability that candidate fi does not forward the packet. To calculate

γfi , we need to consider three cases: (i) candidate fi loses the packet, (ii) candidate fi

receives an direct ACK from a higher priority candidate, and (iii) the candidate receives

an indirect ACK through a low priority candidate. Compared with the first two cases,

the third case can be ignored since it rarely happens. γfi thus can be calculated using

the following equation:

γ = (1− ps,fi) +

j<i∑
k=1

(−1)k−1Pr(fk). (5.12)

Eq.(5.12) consists two parts, i.e., (1 − ps,fi) and
∑j<i

k=1(−1)k−1Pr(fk). The first

part represents the the first case.
∑j<i

k=1(−1)k−1Pr(fk) describes the second case, which

represents the union of the probability of each higher priority candidate in receiving the

packet and sending back the ACK.

5.5 Implementation

In this section, we introduce the implementation detail of the link correlation aware

metric E(s, F, d). The calculation of E(s, F, d) finally goes to find the link quality

(i.e., ps,fi and pfi,s) and the link correlation (i.e., Pr(Es,fk
1
, . . . , Es,fk

k
)). Suppose each
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receiver maintains a packet reception report (e.g., [1101]) recording the reception status

of a fixed number (e.g., 4) of most recent packets. With the reception report, the

link quality is given simply by the number of 1s in the reception report divided by the

length of reception report. The calculation of Pr(Es,fk
1
, . . . , Es,fk

k
) deserves a little more

explanation. Here we use an example to show how to calculate Pr(Es,fk
1
, . . . , Es,fk

k
).

Assume a reception report of length L, we have

Pr(Es,fk
1
, . . . , Es,fk

k
) =

1

L

L∑
j=1

Bf1(j)& . . .&Bfk(j), (5.13)

where Bfi(j) is a bit representing the candidate fi’s reception status of the jth packet.

Bfi(j) = 1 represents candidate fi receives the packet, otherwise Bfi(j) = 0. For exam-

ple, in Figure 5.4, the sender s has three candidates. we calculate s’s Pr(Es,fk
1
, . . . , Es,fk

k
)

when k equals two, i.e., Pr(Es,f2
1
, . . . , Es,f2

2
). Suppose the reception report of candidate

f1 is [1101], which indicates that f1 receives the 1st, 2nd, and 4th packets and misses

the 3rd packet. When the sender s receives the reception reports from the candidates,

it uses Eq.(5.13) to calculate Pr(Es,f2
1
, . . . , Es,f2

2
), i.e.,

Pr(Es,f2
1
, Es,f2

2
) =

1

4
(1&0 + 1&1 + 0&0 + 1&1)

= 50%.

f1

f3

f2s

[     1     1     0     1     ]

[     0     1     0     1     ]

[     1     1     1     0     ]

Figure 5.4: An example of calculating s’s Pr(Es,fk
1
, . . . , Es,fk

k
) for {f1, f2}.

5.5.1 Metric Overhead

• Computational Cost: In opportunistic routing, having a large set of candidates

may reduce the number of transmissions from the source to the destination. On the
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other hand, it may bring serious problems of increasing the schedule overhead among

candidates as well as the chance of duplicated transmissions, which may reduce the

efficiency of opportunistic routing. Moreover, the computational cost of searching the

optimal candidate set increases dramatically due to the exponentially increased combi-

nation [72, 73]. In practice, the number of candidates that can be used is set to a small

number, e.g., 4. Therefore, the computation cost of the metric is low due to the small

size of the candidate set.

•Communication Cost: the metric needs to calculate link quality and link correlation

which may change over time. we now discuss the overhead for maintaining the metric

accurate. we conduct an experiment in a dynamic scenario. In the experiment, the

sender transmits packets every 0.2 seconds while the packet reception report is sent in

every 20s. The total number of packets sent is 8000. The candidates keep track of the

received packets through the packet sequence numbers.

The main communication overhead of the metric comes from the reception reports

which are used to calculate link quality and Pr(Es,fk
1
, . . . , Es,fk

k
). The required infor-

mation for link quality and Pr(Es,fk
1
, . . . , Es,fk

k
) is exactly the same, i.e., the reception

report. It not only helps to calculate link quality, which only uses the bit information

in rows in Figure 5.4, but also provides information of links’ relationship, i.e., the bit

information in columns in Figure 5.4.

To collect reception reports, we adopt the free piggyback mechanism with normal

traffic data, which has been already applied by the existing protocols [47] to measure

link quality or to improve the robustness of the routing structure. The binary reception

report is small and is much less frequently transmitted, therefore the overhead occupies

a tiny fraction (0.9%) of the total energy cost according to the measurements.

5.5.2 Metric Accuracy

we run the experiments in a period of 30 minutes, during which reception reports (0.9%

overhead) are used to fresh link quality and Pr(Es,fk
1
, . . . , Es,fk

k
) values. Figure 5.5

compares the real values with the estimates using the link correlation metric α0 and the

link independent metric ETX. From Figure 5.5, we find that α0 is accurate over time

and the number of received packets by the forwarder set (during 20s) closely follows the

number of sent packets (i.e., 100) divided by α0.
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Figure 5.5: Received pkts vs. Estimation with α0 and ETX.

From Figure 5.5, we also find that the link independence metric always overestimates

the number of received packets. This is because in the testbed environment, the links

are positive correlated because of cross-technology interference and correlated shadow-

ing [74, 75, 76]. Under such an environment, the forwarders in the candidate set lose

similar packets. With the link independence assumption, when one forwarder fails to

receive a packet, others may have a better chance of receiving it. This optimistic view

thus leads to an overestimate of diversity benefit and transmission efficiency.

Algorithm 1 CANDIDATES SELECT(s,d,setsize)

1: F ⇐ ∅; F̂ ⇐ ∅;mp ⇐ ∞;mc ⇐ ∞
2: for all v ∈ N(s) do
3: if ETX(v, d) < ETX(s, d) then

4: F̂ ⇐ F̂ ∪ v
5: end if
6: end for
7: while |F | < setsize do
8: cand ⇐ argmin

c∈F̂

E (s, F ∪ c, d)

9: mc ⇐ E (s, F ∪ cand, d)
10: if mc < mp then

11: F ⇐ F ∪ cand; F̂ ⇐ F̂\cand
12: mp ⇐ mc

13: else
14: E(s, F, d) ⇐ mp; break
15: end if
16: end while
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5.5.3 Metric Embedding

This section describes how we integrate the link correlation aware metric E(s, F, d) into

opportunistic routing to select the candidate forwarder set. The key idea is to select

candidates with good link quality and prioritize them according to the E(s, F, d) value.

The design is specified by the pseudo code in Algorithm 1. we initialize the candidate

set F̂ by adding nodes with smaller ETX values. At this step, we create a directed

acyclic graph from the source s to the destination d and eliminate candidates which

have higher ETX values (Lines 1-6). In lines 7-16, we loop through the initial candidate

set and find the candidate with the minimum E(s, F, d) value. we add the node to the

candidate set F and remove it from the initial set F̂ . we loop the above procedures

until we find enough candidates to meet the predesigned set size.

5.6 Testbed Experimentation

In the real world environment, interference exits everywhere because of the massive num-

ber of uncontrollably deployed wireless devices sharing the same unlicensed spectrum.

In the testbed experiment, we adopt interferers to introduce negatively correlated, pos-

itively correlated and uncorrelated links. we investigate the effect of various correlation

degrees on the performance of the design.

5.6.1 Generating Correlated Links

we deploy 24 MICAz nodes in the indoor 24 feet by 8 feet testbed, as shown in Fig-

ure 5.6(a). It forms a simple two-hop network as shown in Figure 5.6(b), where we

have one source s, one destination d, two interferers, and a set of 20 candidate for-

warders. The two interferers are placed randomly within a pool of forwarders. They

are used to create interference of various patterns. Figure 5.7 shows selected examples

of interference patterns which may further lead to different degrees of link correlation.

we use the maximum transmission power, i.e., 0 dBm, to make sure that the links

from the forwarders to the destination d are perfect. For the links from the source s

to the candidate forwarders, the transmission power is controlled carefully to introduce

the packet loss in the presence of the interference signal. The source s sends packets
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Figure 5.6: The testbed with 24 MICAz nodes.
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Figure 5.7: The interference pattern which is used to generate link correlation.
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with 2-byte data payload in every 0.2s. In the default setting, the source node keeps

on sending packets until the destination returns an ACK. we use 802.15.4 channel 26 to

avoid the effect of Wi-Fi interference.

5.6.2 Performance Evaluation

In this section, we compare the performance of opportunistic routing with and with-

out considering link correlation. we use “CA” to represent the link correlation aware

opportunistic routing. “CU” means the traditional correlation unaware opportunistic

routing. The size of forwarder set is two. In the experiment, we maintain the link qual-

ity from the source to candidate forwarders to be almost the same. In the correlation

unaware opportunistic routing, two forwarders which are the most positively correlated

are selected. In correlation aware opportunistic routing, we select forwarders with dif-

ferent degrees of link correlation. The experiment results are the average values taken

from 1000 samples. In the following, we show the performance results of the correlation

aware and unaware design on the number of transmissions, energy consumption, and

delivery ratio.
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Figure 5.8: The impact of correlation level.
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5.6.3 Results on Transmissions

• Varied Correlation Levels: we start off by showing the impact of link correlation

degree on opportunistic routing. To focus on the effect of link correlation, link quality

is kept constant at 0.5. Figure 5.8(a) plots the distribution of pairwise link correlations

in the presence of the interference pattern of Figure 5.7(a). The achievable performance

gain of the correlation aware opportunistic routing is shown in Figure 5.8(b). From

the figure, we find that opportunistic routing obtains the maximum 33% improvement,

when negatively correlated forwarders are selected. That’s because when one forwarder

fails to receive a packet, the other is very likely to receive it under negative correlated

link correlation. we also find that the improvement decreases when the correlation level

increases and there are no improvement at all when the links are perfectly correlated.

That’s because when the packet receptions of the candidate are highly correlated, link

quality becomes the only factor affecting the selection process, and no diversity benefits

can be exploited.
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Figure 5.9: The impact of link quality.

• Varied Link qualities: In this experiment, we investigate the impact of link qual-

ity on the design. The results are shown in Figure 5.9 where Figure 5.9(a) shows the

number of transmissions needed by correlation aware and correlation unaware designs

and Figure 5.9(b) shows the corresponding improvement percentage introduced by the

correlation aware design. From the figures, we find that the correlation aware scheme



82

obtains significant improvement when link quality is low. For example, the link cor-

relation aware opportunistic routing obtains the best performance – an improvement

of 38% under 1/4 link quality. In the environment where we introduce independent

interferences, we observe that the performance gain of the design is still significant, and

its performance gain is lower than the negative link correlation scenario.
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5.6.4 Results on Energy Consumption

Figure 5.10 plots the experiment results of the correlation aware and unaware designs

on energy consumption from both sending and receiving aspects. From the figure, we

can see that on average the sender takes 11.34 mJ, including Clear Channel Assessment

(CCA) and transmitting operations, to deliver one packet to the destination with cor-

relation unaware opportunistic routing. With the correlation aware design, this part

energy consumption deduces to 8.13 mJ, which thus saves 28.3% energy consumption.

At the receiver side, the energy consumption for CU is 12.33 mJ while it’s 8.90 mJ for

CA. This part energy consumption includes listening and receiving. the design improves

27.8% energy efficiency.

5.6.5 Results on Delivery Ratio

In the default setting, we retransmit as many packets as possible until the source node

receives an ACK from the destination. In this experiment, we limit the maximum
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number of retransmissions to three. The experiment result is shown in Figure 5.11.

From the figure, the reliability of CA, and CU is 100%, and 89%, respectively. With

the packet reception correlation information, the design helps opportunistic routing find

the suitable candidate forwarders and save the number of retransmissions.

5.7 Simulation Evaluation

In this section, we evaluate the link correlation aware design in simulations with various

network settings.

5.7.1 Link Correlation Generation Model

we generate correlated links using the sampling algorithm for correlated Bernoulli ran-

dom variables, described in [84]. The inputs of the algorithm are the mean and the

covariance matrix of the joint Bernoulli distribution. It then uses a dichotomized mul-

tivariate Gaussian distribution to sample the multivariate Bernoulli distribution. we

need to choose the covariance matrix carefully since it cannot be always associated with

a valid Bernoulli distribution. we thus use the algorithm in [85] to obtain the closest

admissible matrix. The algorithm converts the inadmissible matrix using an iterative

projection algorithm into the closest unique admissible matrix in the Euclidean norm.

Link correlation can be either positive or negative depending on the possible cause

that affects the inter-link reception. To accommodate such correlations, we create a

correlation matrix with the covariance matrix randomly selected from [−1, 1]. we gen-

erate a string of 10,000 sequences for each sender to capture the link correlation. we

then run simulations on OMNeT++ and the Castalia Framework using the generated

correlated traces to sample transmission success or failure events.

5.7.2 Simulation Setup

we randomly generate different network topologies using the Waxman model [86], where

the nodes are uniformly distributed in the plane and edges are added according to the

probability that depends on the distance between the nodes. The network size is 50. we

consider both the single-hop and multi-hop scenarios. The logical topologies are shown
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Figure 5.12: The topologies used to investigate the effect of link correlation awareness.

in Figure 5.12, where a sender s has n initial candidate forwarders to the destination d.

The sender s transmits 10,000 packets to the destination d.

Opportunistic routing obtains significant benefit when link qualities are low. That’s

because when link quality is high, the forwarder set is not so necessary and its function

is almost the same as the best link. The performance of opportunistic routing is quite

close to the traditional shortest path routing under such scenarios. In the following

simulations, we mainly focus on low link quality scenarios. Both the links from the

source to the forwarder set and the links from the forwarder set to the destination are

set to be lossy. In the experiments, the default size of the candidate forwarder set is

two.

5.7.3 Main Performance Results

The main experimental results in both single-hop and multi-hop scenarios are shown in

Figure 5.13. The box plot in Figure 5.13(a) shows the experiment result in the single-

hop scenario where the average number of transmissions with CA is 7.05, which is much

less than CU’s 8.06. The CA design obtains the improvement because it replaces the

candidates selected by previous link independent metric when it finds more diversity

benefits can be exploited. The performance of the two algorithms in the multi-hop
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Figure 5.13: Main simulation results in single-hop and multi-hop scenarios.

scenario is shown in Figure 5.13(b), where a similar result, i.e., a 15% improvement, is

observed.
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Figure 5.14: The impact of forwarder set sizes.

5.7.4 Impact of Candidate Set Sizes

In this experiment, we examine the performance of the design with different candidate

set sizes. we investigate the cases with 2, 3, and 4 candidates. The results are shown in

Figure 5.14. From Figure 5.14(a) we can see that increasing the size of the candidate
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set would improve the performance of opportunistic routing with or without correlation

awareness. This happens because the more links we have, the more diverse we can

exploit. From Figure 5.14(b), we find that the percentage of improvement of the design

is reduced when we add more nodes since little improvement room is left when we have

enough candidates.

5.8 Summary

This chapter extensively studies the impact of link correlation on the performance of

opportunistic routing. we provide a detailed analysis of the opportunistic routing frame-

work under the influence of link correlation. we find that diversity benefit is overesti-

mated when we assume that packet receptions of wireless links are independent. A link

correlation aware metric is thus proposed to improve the performance of opportunistic

routing by selecting the nodes with diverse low correlated links as forwarder candidates.

we evaluate the work with testbed implementation and extensive simulations. The ex-

periment result affirms the efficiency of the design in capturing the full advantage of

opportunistic routing.



Chapter 6

Conclusion and Future Work

This dissertation studies the packet reception patterns under cross-technology interfer-

ence and reveals link correlation phenomenon that packet receptions from a transmitter

to multiple receivers are correlated. This finding contradicts the widely made link in-

dependent assumption. A novel link correlation model is thus proposed. The proposed

model has a broad impact on network designs that utilize concurrent wireless links. We

have studied the impact of link correlation on (i) traditional network protocols including

sixteen broadcast protocols, and (ii) diversity-based protocols including seven network

coding protocols and one opportunistic routing protocol. Our system effort is signifi-

cant. We integrate our link correlation model with sixteen broadcast protocols, seven

network coding protocols, and one opportunistic routing protocol. Experiment results

show that link correlation model significantly improves the transmission efficiency of

broadcast, network coding, and opportunistic routing.

This dissertation focuses on (i) building link correlation model under cross-technology

interference and (ii) proposing its corresponding applications in broadcast, network cod-

ing and opportunistic routing. In the future, I plan to propose advanced designs to

resolve the communication failure under cross-technology interference. In detail, I plan

to design robust coding/decoding schemes in physical layers which are able to decode

packets under cross technology interference with high success rate.

Furthermore, building cross technology communication is a novel way to resolve

the cross technology interference problem. Cross technology communication provides

a communication channel for multiple wireless devices with different technologies to

87
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coordinate their communication, and thus resolving the communication failure problem

under cross technology interference.
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