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Abstract—The popularity of R as a programming language has increased substantially over the past few years. Despite this rising popularity, there has been little systematic evaluation of the performance of R execution environments. To help initiate this evaluation process, this work introduces LinpackR, which is a port to the R language of the popular Linpack benchmark program. The use of this new benchmark program is demonstrated by comparing the standard R execution environment with an R environment that has been enhanced with Intel’s Math Kernel Library (MKL), and with an optimized Fortran version of Linpack. Performance tests on a Xeon-based server show that the MKL enhancements increase the maximum performance of R execution up to 13.9 times, from 3.0 to 41.8 GFLOPS, when using a single thread of execution. Increasing the number of threads to twenty increases the performance 4.6 times to a maximum of 192.5 GFLOPS. Its maximum performance is still 40 percent below the maximum performance of optimized Fortran code at 321 GFLOPS, however. Additional tests on a two-core Pentium-based system show that the performance of the LinpackR benchmark increases approximately proportionally to increases in the clock rate, and that the choice of operating systems, either Ubuntu Linux or Windows 10, has no significant effect on performance.
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I. INTRODUCTION

The R programming language and associated execution environment [1] is used extensively for statistical computing, such as regression modeling [2] [3] [4] and a broad range of applied statistical analyses [5] [6] [7]. It also is being used more frequently for general programming applications [8] [9] [10] and high-performance numerical computing [11]. The popularity of R has grown significantly in the past few years [12]. Recently it has been estimated to be the fifth most popular programming language ranking between C++ at fourth [13].

R is typically used in an interactive execution environment where the R code is interpreted rather than compiled. The execution environment has been ported to many different systems making it easy to run R programs across a range of systems. Given its popularity, there has been a surprising lack of systematic performance evaluation of R programs when executed using different interpreters, operating systems, and processor capabilities.

This work introduces the LinpackR benchmark program\(^1\) for measuring the performance of different R execution environments when running on systems with different capabilities. It is a straight-forward port to the R language of the Linpack benchmark program [14] [15]. Linpack has a long history for measuring the performance of high-performance computing systems. It is perhaps best known for its use in the Top500 ranking of the world’s fastest computer systems [16].

The metric of performance for LinpackR is the number of floating-point operations executed per second (FLOPS). This value is scaled by \(10^9\) to provide a GFLOPS rating. There are well-known issues with measuring performance using FLOPS since no single number can adequately capture the complexity of a computer system’s performance [17]. Nevertheless, given the relative simplicity of the Linpack benchmark, its widespread use, and the fact that it provides a good indication of the peak performance of a computer system, it is a useful benchmark program with which to begin evaluations of the performance of R execution environments.

The use of this benchmark program is demonstrated by comparing two different R execution environments, the standard open-source implementation [1] and a version optimized for Intel processors [18]. These results are further compared to an optimized Fortran version of the standard Linpack benchmark. The performance effects of varying the number of parallel threads used to execute the benchmark and the problem size are observed. Finally, the performance impact of different operating systems and different clock speeds is shown.

II. THE STANDARD LINPACK BENCHMARK PROGRAM

The Linpack benchmark program [14] [15] solves a dense linear system of equations. The solution vector \(x\) is found for the system \(Ax = b\) using LU factorization with partial pivoting. The matrix \(A\) is size \(n \times n\) and \(x\) and \(b\) are vectors of length \(n\). Both \(A\) and \(b\) are initialized to random values uniformly distributed between -1 and +1.

The original implementation of Linpack was written in Fortran and specified a fixed problem size, \(n\). It has subsequently been ported to several different languages. Any solution method is allowed as long as the accuracy of the final solution is as good as that produced by the original approach

\(^1\)The LinpackR source code is available at: z.umn.edu/linpackr
using LU factorization with partial pivoting. More precisely, the relative accuracy must be such that:

$$\frac{\|Ax - b\|}{\|A\|\|x\|\epsilon n} \leq O(1)$$  \hspace{1cm} (1)

where $\epsilon$ is the machine precision for 64-bit floating-point arithmetic. If this inequality holds true for the $x$ vector computed by the benchmark program, the solution is said to be valid.

Different solution techniques other than LU factorization may require a different number of floating-point operations. These differences then would affect the performance result as measured by the GFLOPS value. To eliminate this difference when reporting performance results, the total number of floating-point operations, $F$, for the Linpack benchmark is defined to be:

$$F = 2n^3/3 + 2n^2$$  \hspace{1cm} (2)

where $n$ is the problem size.

The final performance metric, GFLOPS, then is computed as:

$$GFLOPS = \frac{F}{10^{9}T}$$  \hspace{1cm} (3)

where $T$ is the time in seconds required to compute the final result, $x$.

III. THE LINPACKR BENCHMARK PROGRAM

The LinpackR benchmark program is a straight-forward port of the standard Linpack program to the R programming language. The key portion of the program that is timed computes the solution vector as follows:

```r
system.time(x <- solve(A,b), gcFirst=TRUE)[3]
```

The actual computation is performed using R's built-in `solve()` function. This function takes the matrix, $A$, and the right-hand side, $b$, as input parameters and returns the solution vector $x$. The enclosing `system.time()` function measures the time required to execute the `solve()` function. The `gcFirst` parameter is set to `TRUE` so that all memory garbage collection operations are performed before the `solve()` function is executed. This operation ensures that the system memory starts in a clean state each time the `system.time()` function is called to measure the execution time.

The `system.time()` function returns a vector consisting of three values - the user time, the system time, and the total elapsed time. The “[3]” appended to the function call selects the third value of the vector returned by the function, which is the total elapsed time, as the execution time used in computing the performance metric. Before the `system.time()` function is called, there is some additional code to initialize $A$ and $b$ to random values uniformly distributed between -1 and +1. Following this function is the code to compute the number of floating-point operations using Equation 2, the GFLOPS performance metric value using Equation 3, and the validation of the final solution with Equation 1.

Using the `solve()` function in LinpackR demonstrates the simplicity of writing in R what would be relatively complex code in many other languages. This simplicity of expression is one of the important advantages of the R language. Additionally, using this function allows the execution environment to use optimized libraries when executing the `solve()` function. One such library can produce substantial performance gains, as we observe in the following sections.

IV. EXPERIMENTAL EVALUATION METHODOLOGY

Two different versions of the R execution environment are compared in this demonstration of LinpackR. The first is the original open source version developed and maintained by the R Foundation for Statistical Computing [1]. This version is referred to as `R-base` in the remainder of this paper. It is the version that most users are likely to find installed on their systems.

The second version of the R execution environment, which is also open source, has been developed by the Microsoft R Application Network (MRAN) [18]. The primary difference compared to R-base is that this version incorporates Intel’s Math Kernel Library (MKL) [19] into the execution environment. The Math Kernel Library includes many functions for numerically-intensive operations that have been highly optimized to take advantage of vectorized instruction sets and multiple computing cores. This version is referred to as `R-MKL` in this paper.

These R execution environments are compared to a compiled Fortran version of the standard Linpack benchmark. This version has been highly optimized by Intel using the MKL functions [20] and is referred to as `Fortran-MKL` in the following performance comparisons. The specific versions of the software used are summarized in Table I.

<table>
<thead>
<tr>
<th>Name</th>
<th>Source</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-MKL</td>
<td>MKL-optimized R interpreter [18]</td>
<td>3.3.2</td>
</tr>
<tr>
<td>R-base</td>
<td>Standard R interpreter [1]</td>
<td>3.2.3</td>
</tr>
</tbody>
</table>

The performance of these different R and Linpack benchmark implementations was evaluated on the computing systems shown in Table II. The Xeon system is a server-class system with ten processing cores. Each core is capable of running two simultaneous threads using Intel’s Hyperthreading technology. The Pentium-based systems are single-user PCs and are actually all the same physical hardware. The system was evaluated once when running Linux and again when running Windows 10. Both operating system configurations were executed at the base clock frequency of 3.2 GHz, and when over-clocked to 4.3 GHz. This system contains two processing cores, each of which can execute a single thread. Note that the MKL-enhanced software can take advantage of all available cores in these systems.

V. PERFORMANCE COMPARISONS

The LinpackR benchmark program was executed under the R-base and R-MKL execution environments on each of the system configurations shown in Table II. The Fortran-MKL
version of the Linpack benchmark also was executed on each of these systems. The problem size, $n$, was varied from 1000 $\times$ 1000 to a value large enough to exceed the size of each system’s physical memory. The performance metric used to compare the results is GFLOPS, as reported by the benchmark program.

Each program was executed multiple times to obtain a measure of the variance of the performance. This variance is plotted as 95 percent confidence intervals in the following graphs. There were no other programs running on these systems during the tests, other than the normal background processes of the operating system. As a result, in most cases the confidence intervals are so small that they are not visible on the graphs. The solution error as measured by Equation 1 is similar for both the R and Fortran versions, which is expected since both versions use 64-bit precision arithmetic.

A. Effect of Parallel Threads

The performance of the various versions of the benchmark program when running on the Xeon system is shown in Figure 1. The two solid lines, one at the top and one near the bottom, show the performance of the standard Fortran-MKL version of Linpack when running with 20 threads and one thread, respectively. Both of these lines show a typical performance characteristic for Linpack as the problem size is varied [15]. When the problem size is small, the execution overheads, such as loop overhead, memory accessing times, cache misses, and so forth, are relatively large with respect to the actual floating-point computations used to solve the system of equations. As the problem size increases, the performance tends to increase as this overhead is amortized over additional useful computations. Eventually, the problem size becomes large enough that it does not fit in the physical memory. This can result in paging to virtual memory on the secondary disk memory, which causes the performance to decrease. The problem size in this figure does not become quite large enough to see this decrease in performance for Fortran-MKL, although it is seen for the LinpackR results.

The bottom-most line in this figure shows the performance of LinpackR when executed under the R-base execution environment. This performance is constant at approximately 3.0 GFLOPS as the problem size is varied. In contrast, the single-thread Fortran-MKL performance levels out at approximately 44.8 GFLOPS. The difference between the R-base performance and the Fortran-MKL performance with a single thread shows the overhead of executing the benchmark using the standard R execution environment compared to a compiled Fortran program. This difference is likely due to R being an interpreted language and that Fortran-MKL uses the optimized numerical libraries while R-base does not. Further study is need to verify this supposition, however.

The dotted lines in the middle of the figure show the performance of LinpackR when executed using the optimized R-MKL execution environment as the number of threads is increased from 1, 2, 4, 8, 16, to 20. Note that the bottom-most dotted line, which shows R-MKL executed with a single thread, mostly overlaps the solid line, which shows the performance of Fortran-MKL executing with a single thread. This result shows that the performance of the R execution environment optimized with the MKL routines is only slightly lower than the optimized Fortran version when executed with a single thread. Note that the performance of R-MKL does begin to drop slightly when the problem size increases to 25,000 while Fortran-MKL continues to maintain its performance.

As the number of threads is increased, the performance of R-MKL also increases until its maximum performance of 192.5 GFLOPS is obtained with twenty threads at a problem size of $n = 22500$. This performance corresponds to a speedup of 4.6 compared to the single-thread performance of 41.8 GFLOPS for R-MKL at this problem size. Fortran-

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>CPU</th>
<th>Clock</th>
<th>Memory</th>
<th>OS</th>
<th>Cores</th>
<th>Max Threads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xeon</td>
<td>Server</td>
<td>Intel Xeon E5-2660 v3</td>
<td>2.6 GHz</td>
<td>16 GB</td>
<td>Ubuntu 16.04.1 LTS</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Pentium-L</td>
<td>PC</td>
<td>Intel Pentium G3258</td>
<td>3.2/4.3 GHz</td>
<td>8 GB</td>
<td>Ubuntu 16.04.1 LTS</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Pentium-W</td>
<td>PC</td>
<td>Intel Pentium G3258</td>
<td>3.2/4.3 GHz</td>
<td>8 GB</td>
<td>Windows 10 Ver. 1607</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table II

The computing systems used in the performance evaluation.
MKL, in contrast, achieves 321.1 GFLOPS with 20 threads at $n = 22500$, as shown in the top-most line in this figure. This corresponds to a speedup of 7.2 compared to its single-thread performance of 44.8 GFLOPS.

B. Effect of Clock Rate and Operating System

The performance of the various configurations of the Pentium-based system is shown in Figure 2. The bottom row in this figure shows the performance when the processor is clocked at the manufacturer’s recommended frequency of 3.2 GHz. The top row shows the performance of the same hardware after it has been manually overclocked to 4.3 GHz. The plots in the left column show the system’s performance when running the Linux operating system while the right column shows the performance when running the Microsoft Windows 10 operating system.

The dashed line at the bottom of each plot is the performance of R-base. The performance of the Fortran-MKL version with two threads is shown by the solid line at the top of the plots. The two dotted lines in between Fortran-MKL and R-base show the performance of R-MKL with one and two threads.

Similar to its performance on the Xeon system, R-base achieves maximum performance of about 3.0 GFLOPS at a clock rate of 3.2 GHz on this system. This performance increases about 10 percent to 3.3 GFLOPS when the clock rate is increased 34 percent to 4.3 GHz. The maximum performance of Fortran-MKL with two threads increases 31 percent when the clock rate is increased, from 24.0 to 31.4 GFLOPS. R-MKL also shows this almost proportionate increase in performance with the increase in the clock rate, improving from 22.9 to 29.9 GFLOPS with two threads, and from 12.1 to 15.9 GFLOPS with a single thread. With two threads of execution, the maximum performance of R-MKL is only 4.8 percent below that of Fortran-MKL at the 4.3 GHz clock rate, and 4.6 percent below at the 3.2 GHz clock rate.

Comparing the left and right columns of this figure shows that there is no significant difference in the performance of the R execution environments or the Fortran implementation as the operating system is changed. This independence of the operating system holds true for all of the configurations and problem sizes at both clock rates.

VI. RELATED WORK

Benchmarking has been widely used to evaluate the performance of computer systems [17]. Benchmark programs have been written in a variety of languages for a broad range of applications. Commonly used examples include the SPEC benchmarks [21] [22] [23] for evaluating workstations; Parboil [24], NAS [25], and Parsec [26] for parallel systems; SHOC [27] and Rodinia [28] for heterogeneous systems; MediaBench [29] and MiBench [30] for embedded systems; TPC [31] for transaction processing systems; and Graph500 [32] for evaluating non-numeric operations.

Benchmarking the performance of R execution environments has been typically more ad hoc with few R benchmark programs being widely adopted by the computer performance evaluation community. Urbanek [33] developed a collection of R functions that are intended to capture a range of operations that are typically performed in R programs. These functions are timed as a series of microbenchmarks to provide an overall measure of performance. Included are operations such as transposing a matrix, raising a matrix to a power, sorting a list of random numbers, computing a matrix cross-product, and performing linear regression over a large matrix.

The rbenchmark package [34] provides a wrapper around R’s system.time() function. It will time the execution of given R expressions multiple times to measure their performance. It is not a benchmark program itself, however. Rather, it is a tool written in R that can assist in developing benchmark programs.

In contrast to prior work, this paper introduces the LinpackR benchmark program to provide a standardized benchmark for systematically evaluating the performance of R execution environments. Since it is ported from the widely used Linpack benchmark, results from LinpackR can be directly compared with any computer system that has traditional Linpack results, as well as providing performance comparisons across R execution environments.

VII. CONCLUSIONS

This work introduced the LinpackR benchmark program. It was used to compare the performance of two different R program execution environments, the standard R Project distribution [1] and a version [18] enhanced with Intel’s Math Kernel Library (MKL) [19]. The R execution results were further compared with an optimized Fortran version of the Linpack benchmark program. Results were obtained on both a Xeon-based server-class computer system and a Pentium-based desktop system while executing with different numbers of threads, different processor clock frequencies, and different operating systems.

The results show that adding the MKL optimizations to the R interpreter increased the performance of single-threaded execution up to 13.9 times on the Xeon system, from 3.0 to 41.8 GFLOPS. On the Pentium system, the optimizations improved the performance of single-threaded execution by a factor of 4.0 times, from 3.0 to 12.1 GFLOPS, when running at a clock frequency of 3.2 GHz. When the clock frequency was increased to 4.3 GHz, the performance improved by 4.8 times, from 3.3 to 15.9 GFLOPS. The performance of the Pentium system increased almost proportionally with a change in the clock frequency for both of the R execution environments, and for the Fortran implementation, when executed with the same number of threads.

Increasing the number of threads from 1 to 20 increases the maximum performance of R on the Xeon system by 4.6 times, from 41.8 to 192.5 GFLOPS. This maximum performance of R on this system (192.5 GFLOPS) is 40 percent below the maximum performance of the optimized Fortran version at 321.1 GFLOPS. Additionally, the R interpreter reaches its maximum performance at a smaller problem size than the Fortran version. Finally, the choice of the operating system, either Windows 10 or Linux, has no significant effect on performance.
This work has shown that the LinpackR benchmark program can be used to effectively measure and compare the performance of R execution environments across multiple computer system configurations. It further showed the advantages of increasing the clock frequency and the number of parallel threads when executing a large numerical function in R. Future work includes a deeper analysis of the causes of the performance differences among the R execution environments and the optimized Fortran implementation.
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