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Abstract

Over the past 25 years, commons-based peer production [Ben02] has be-

come a vital part of the information technology landscape. There are successful

projects in different areas such as open source software (e.g. Apache and Fire-

fox), encyclopedias (e.g. Wikipedia), and map data (e.g. OpenStreetMap). A

common theme in all these communities is that they are mainly volunteer-driven

and that contributors are able to self-select what they want to work on. Studies

on contributor motivation in peer production have found “fun” and “appropriate

challenges” to be strong factors [Nov07; LW05], both associated with the sen-

sation of vital engagement often referred to as “flow” [NC03]. Peer production

contributors also often refer to altruism, the desire to be helpful to others, as a

motivating factor [BH13]. To what extent does this bottom-up, interest-driven,

volunteer-based content production paradigm meet the needs of consumers of

this content?

This thesis presents our work on improving our understanding of how peer

production communities produce quality content and whether said quality con-

tent is produced in areas where there is demand for it. We study this from three

perspectives and make contributions as follows: we investigate what textual

features describe content quality in Wikipedia and develop a high-performance

prediction model solely based on features contributors can easily improve (so

called “actionable features”); we apply a coherent framework for describing and

evaluating quality improvement projects in order to discover factors associated

with the success and failure of these types of projects; we introduce an analyt-

ical framework that allows is to identify the misalignment between supply of

and demand for quality content in peer production communities and measure

the impact this has on a community’s audience.
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The research presented in this thesis provides us with a deeper understand-

ing of quality content in peer production communities. These communities have

created software, encyclopedic content, and maps that in many ways improve

our everyday lives as well as those of millions of others. At the same time we

have identified areas where there is a shortage of quality content and discussed

future work that can help reduce this problem. This thesis thus lays the foun-

dation upon which we can build improved communities and positively impact

a large part of the world’s population.
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Chapter 1

Introduction

Over the past 25 years, commons-based peer production [Ben02] has become a vital

part of the information technology landscape. Open Source Software projects such

as the Linux operating system and the Firefox web browser are well-known examples

of computer software developed through peer production. The area of collecting

knowledge in the form of encyclopedias has been transformed from printed books

edited by select staff into Wikipedia, an online resource that is continuously updated

by thousands of volunteers from all over the world and has become one of the world’s

ten most popular websites1. In a way similar to how Wikipedia has been created,

OpenStreetMap aims to provide geographic data such as maps for the entire globe.

Over the past decade it has gone from an idea to being the basis of geographic

applications such as Mapbox2, and it also supplies maps to Craiglist, the online

classified ad website3. Lastly, there are “community question and answer sites” such

as Stack Overflow, where people can ask questions, typically on a specific topic (e.g.

Stack Overflow is for software programming), and a community of volunteers will

answer them.

A common theme in all these communities is that they are mainly volunteer-
1http://www.alexa.com/topsites ranks Wikipedia fifth as of Nov 1, 2016.
2https://www.mapbox.com
3http://arstechnica.com/tech-policy/2012/08/craigslist-backtracks-drops-

exclusive-licensing-on-posts/

1
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driven and that contributors are able to self-select what they want to work on. While

there are various elements of central coordination and oversight in some of them,

e.g. Linus Torvalds controls the core parts of Linux [LT02], task selection is typically

controlled by the volunteer themselves. Studies on contributor motivation in peer

production have found “fun” and “appropriate challenges” to be strong factors [Nov07;

LW05], both associated with the sensation of vital engagement often referred to as

“flow” [NC03]. Peer production contributors also often refer to altruism, the desire

to be helpful to others, as a motivating factor [BH13].

While the decentralised volunteer-driven process in peer production is different

from more traditional approaches, it produces high-quality content. Yochai Ben-

kler argues that peer production has major advantages in “acquiring and process-

ing information about human capital” [Ben02]. In the software industry the open

source-developed Apache web server was for many years the dominant platform4,

out-competing commercial solutions. Wikipedia’s notion of what constitutes high

quality is similar to traditional encyclopedias [Stv+08a] and the accuracy of its arti-

cles has been found to be comparable to other encyclopedias [Gil05; Che06].

The question is whether this volunteer-driven self-selection process leads to the

creation of quality content with a certain bias. There is the potential of bias in where

content is produced (e.g. topic areas in Wikipedia), as well as bias in the way it is

produced (e.g. content about a specific topic). This thesis concerns itself with the

former of those to, where for instance research on Wikipedia discovered that there

is a much larger amount of content in articles about movies with a dominantly male

audience compared to those with a more female audience [Lam+11]. A study that
4Per the Netcraft web server survey: https://news.netcraft.com/archives/2016/09/19/

september-2016-web-server-survey.html

2
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compared biographies in Wikipedia to those in the Encyclopædia Britannica found

that the former had better coverage and longer articles, but was also more likely to

be missing articles about women [RR11]. The problem is not limited to Wikipedia, a

study of the quality of the map of England in OpenStreetMap found that lower-income

areas have considerably lower coverage and content quality [Hak10]. OpenStreetMap

also uses keywords known as “tags” to describe points of interest, and a study of these

found a much larger variety of tags available to describe places related to prostitution

than those related to child care [Ste13].

This thesis focuses on the production and consumption of quality content in peer

production communities. Specifically, we examine this topic from the following three

perspectives:

1. What is quality content and how can we predict it?

2. How is quality content produced?

3. Is quality content produced where there is demand for it?

We study these issues in two representative peer production communities: Wiki-

pedia and OpenStreetMap. Both are very successful and have a long history, Wiki-

pedia being founded in early 2001 and OpenStreetMap in 2004. They also produce

different types of content. Wikipedia is an encyclopedia and is thereby mainly text,

whereas OpenStreetMap’s content is in the literature referred to as “volunteered geo-

graphic information” [Goo07] (VGI), which is information about the location of things

such as points of interest as well as description of these (e.g. a building may be la-

belled as a restaurant). We study all of the three issues in Wikipedia and examine

the supply/demand imbalance in OpenStreetMap as well.

3



In all three areas we advance the state of the art. First, in Chapter 3 we in-

vestigate what textual features describe content quality in Wikipedia and develop

a high-performance prediction model solely based on features contributors can eas-

ily improve (so called “actionable features”). Secondly, in Chapter 4 we consolidate

and extend existing research using a coherent framework for describing and evalu-

ating quality improvement projects. We then apply this framework to a diverse set

of projects and discover factors related to the success and failure of these projects.

Lastly, in Chapter 5 we identify the misalignment between supply of and demand

for quality content in peer production communities. We also measure the impact

this misalignment has on content consumers and discover characteristics of where the

issue occurs.

Each perspective corresponds to a chapter in this thesis. We cover related work

and background literature in Chapter 2. In Chapter 6 we discuss the broader impact

of this work as well as how it has opened up venues for future research. As we will

see, the work done in this thesis lays down the foundation for future studies that will

further enhance our understanding the underlying issues of where quality content is

created in peer production communities, and development of sociotechnical solutions

that can assist communities with creating or improving quality in areas where it is

going to have a greater impact on the community’s audience.

4



Chapter 2

Background

Peer production communities, or more specifically “commons-based peer produc-

tion” [Ben02], are typically communities made up of volunteers who make contri-

butions to some kind of repository, where said repository is not owned by any specific

individual, hence the term “commons”. These contributions can come in the form of

knowledge (e.g. how to make certain decisions) or as production of content that is

part of the repository (e.g. software code). Because this repository is not owned by

a specific individual or group, anyone is free to adopt it, adapt it, or extend it, thus

making either new or derivative works. The licenses of the repository often specifi-

cally define that derivative works also be openly available, for instance the Creative

Commons License1 defines a “share alike” clause that may be used and this require

any derivative work to also be openly licensed.

There are many types of peer production communities around. Some of the more

successful ones are Open-Source Software projects such as the Linux operating sys-

tem, the Apache web server, or the PostgreSQL database server. This thesis focuses

on two other communities: Wikipedia, which aims to create a freely available ency-

clopedia2, and OpenStreetMap (OSM), where the goal is to “create and provide free

geographic data such as street maps to anyone who wants them.”3 [HW08]. Both of
1https://creativecommons.org
2https://en.wikipedia.org/wiki/Wikipedia:Five_pillars
3https://blog.openstreetmap.org/faq/
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2.1. Peer-produced Content Quality

these communities have been immensely successful towards reaching their goals with

thousands of people making contributions, and these communities also share much

data freely, thereby providing us with a rich resource on which to do research.

2.1 Peer-produced Content Quality

This thesis concerns itself with the production and consumption of quality content

in peer production communities. What does “quality content” mean in this context?

We will describe this in more detail and refer to relevant research, first for Wikipedia,

then for OpenStreetMap.

2.1.1 Content Quality in Wikipedia

The goal of Wikipedia is, as described in the five pillars referred to earlier, to create

a freely available encyclopedia. Encyclopedias have been around for several hundred

years, the French Encyclopédie was started in the mid-eighteenth century. There is

therefore an existing notion of quality of encyclopedias, and studies of content quality

in the English Wikipedia edition have compared the two, finding that what Wikipedia

considers “quality content” is similar to that of traditional encyclopedias [Stv+05b].

What the English Wikipedia regards as quality has not all been static since that

language edition was started in January 2001. When the category for the highest

quality articles, named “Featured Articles” was created, the only criteria for being

included was “brilliant prose” [Stv+08a]. Now articles go through a peer review

process before reaching that status, and are required to be both well-written as well

as meeting other criteria such as all claims referencing relevant external sources,

proper media usage such as illustrative images and/or video [VWM07].

6



2.1. Peer-produced Content Quality

There are over 290 Wikipedia editions4, and their notion of quality differs some-

what. All of them share the “five pillars of Wikipedia” mentioned previously, meaning

that they all have the same goal of creating an encyclopedia, they have to cite reliable

sources, and so forth. At the same time, there are nuances in for instance what crite-

ria they use to define articles as the highest quality, allowing them to be promoted to

“Featured Article” status. In a study, Stvilia et al. [SAY09], found that the English

and Arabic editions had the exact same requirements for promotion, while the Korean

edition differed slightly. It is therefore important to keep in mind that culture might

affect what these communities perceive as quality. The Wikipedia editions are also

very different in size, meaning that a smaller edition might focus on expansion, while

one that has most subjects covered might focus on improving the quality of existing

content, a topic we return to in Chapter 4 when we discuss quality improvement

projects.

2.1.2 Content Quality in OpenStreetMap

Where Wikipedia aims to build an encyclopedia, OSM aims to create freely accessible

maps. This type of content is commonly referred to as “Volunteered Geographic

Information” [Goo07] in the research literature. When it comes to the quality of

geographic information, it has been standardised by the International Organization

for Standardization (ISO) in standard number 19157 [13]. That standard defines

five parameters of quality: completeness, logical consistency, positional accuracy,

temporal accuracy, and thematic accuracy.

Similarly as for Wikipedia, the OpenStreetMap community is concerned about
4https://meta.wikimedia.org/wiki/List_of_Wikipedias

7
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2.1. Peer-produced Content Quality

information quality. On the OSM wiki we can find pages about quality assurance5,

and they also have pages describing issues related to accuracy6 and completeness7.

In addition to these, there is also a vast amount of information regarding the usage

of “tags”, a set of key-value pairs of text that can be used to describe features of the

map8 such as a building being a restaurant (where the key would be “amenity” and

the value “restaurant”). When it comes to these tags, information quality is sustained

through community norms on what is regarded as appropriate usage, which is then

documented on the wiki and implemented in some of the popular map editing tools

built for OSM.

Research on information quality in OSM has mainly studied two of the five pa-

rameters in the ISO standard: positional accuracy and completeness. The common

approach in these studies have been to compare OSM against a gold standard dataset,

for example studies of OSM in England has compared it to datasets from the Ord-

nance Survey [Hak10; Hak+10], the government organisation that has been mapping

the United Kingdom since the 1700s. Other papers have been taken the same ap-

proach in other areas such as Germany [ZZ10; LVK11] and Ireland [Cie+10]. One

study [Ars+13] focuses on the town of Heidelberg, Germany, and assesses three of

the five parameters: positional accuracy, completeness, and semantic accuracy. They

find that OSM to a large degree covered the area with as much data and accuracy as

the golden standard dataset they compared it with.
5http://wiki.openstreetmap.org/wiki/Quality_assurance
6http://wiki.openstreetmap.org/wiki/Accuracy
7http://wiki.openstreetmap.org/wiki/Completeness
8http://wiki.openstreetmap.org/wiki/Map_Features

8
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2.2. How is Content Quality Assessed?

2.2 How is Content Quality Assessed?

2.2.1 Quality Assessment in Wikipedia

Wikipedia’s contributors assess quality of articles using an ordinal scale with seven

categories9. In ascending order they are: Stub, Start, C, B, Good Article, A, and Fea-

tured Article10. Each category comes with a set of criteria which an article needs to

meet, for instance a C-class article is “substantial, but is still missing important con-

tent or contains much irrelevant material.” Wikipedia’s volunteers then individually

assess the articles and apply a category to them, with the exception of “Good Article”

and “Featured Article” status, which requires a peer review process [VWM07].

The readers of Wikipedia might have other criteria for assessing quality. For

instance it has been shown that readers mainly assess quality through the trustwor-

thiness of an article, which they determine by looking at whether the article uses

images and properly references external sources [LS10b]. Other research has utilised

Amazon’s Mechanical Turk to recruit non-contributors and compare their assessment

with that of Wikipedia’s contributors. An early study by Kittur and Kraut [KK08]

found significant overlap (rs = 0.54) between comparable set of categories. A more

recent study [KR16] examined medicine-related articles and found instead that non-

contributors were unable to provide fine-grained quality assessment, they were instead

only able to group articles into a binary high/low categorisation scheme.
9https://en.wikipedia.org/wiki/Wikipedia:Version_1.0_Editorial_Team/Assessment

10There are also categories for other types of content (e.g. lists), and some seldom used categories
(e.g. “B+”). We will not concern ourselves with these additional categories and instead focus on the
most commonly used seven categories in this thesis.

9
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2.3. Can We Automate Quality Assessment?

2.2.2 Quality Assessment in OpenStreetMap

OSM does not have quality assessment categories like Wikipedia does, meaning that

OSM contributors do not define specific areas of the map as having a certain amount

of quality. Instead, research on OSM suggests that completeness can be determined

by looking at map edit patterns over time. As an area moves towards completeness,

in other words higher quality, the level of edit activity diminishes [GBR14]. When it

comes to how users of the map data OSM provides assess quality, the equivalent to

Wikipedia’s readers. there appears to be little research available.

2.3 Can We Automate Quality Assessment?

When it comes to OpenStreetMap, there appears to be a scarcity of work studying

whether it is possible to automate quality assessment. This may partly be due to

the usage of external datasets to determine positional accuracy, as described earlier,

where these other datasets are not freely available. Some of the mapping tools that

have been built to support OSM contributors do feature some forms of automated

error detection11. These appear to rely heavily on OSMs tagging system, for instance

to detect a road crossing a body of water without the road being tagged “bridge”. In

summary, there appears to be potential for a contribution to the literature by looking

at sociotechnical solutions to quality assessment in OSM.

For Wikipedia, the research literature started out by seeking to understand “how”,

meaning they looked at how the content was produced and whether it resulted in

encyclopedic quality. Having established that it does work, focus moved on to whether

technology such as machine learning could be utilised to support the community by
11See http://wiki.openstreetmap.org/wiki/Quality_assurance for a list of tools

10

http://wiki.openstreetmap.org/wiki/Quality_assurance


2.3. Can We Automate Quality Assessment?

easing the effort required to assess quality, an otherwise completely manual process.

We will categorise the Wikipedia research into three main categories, although some

of the work spans multiple categories.

2.3.1 Contributor-based Assessment

Some studies of assessment in Wikipedia have focused on understanding how different

contributors affect quality, or what we could call a “contributor-based perspective”.

One approach is to look at editor reputation, where an editor’s reputation is com-

monly based on whether they contribute content that lasts [AD07; Hal+09]. It is

then possible to predict the quality of an article by looking at the reputation of its

contributors and how much content they contributed to it [SY12].

While editor reputation has been found to play a role, many other aspects of qual-

ity has also been studied. One study investigated the correlation between number

of edits/contributors and quality, finding that higher quality articles have more con-

tributors and more edits [WH07]. At the same time, who these contributors are and

what types of work they do affects quality [LR11]. For instance, it has been found

that the experience of the creator of an article can determine if it reaches higher

levels of quality [SH07]. An alternate approach to experience used a definition of

social capital, and similarly found article’s created by contributors with higher social

capital would end up with higher quality [NGL11].

Contributors in Wikipedia do not act alone, and research has built networks of

collaborators to study how properties of these networks relate to quality. Two studies

added properties to the edges in a network graph and found that this could be used to

predict article quality [Bra+09; WI11]. Wu et al. [WHC12] built a network between

contributors and articles and mined edge patterns, which they referred to as motifs,

11
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from this network. Using these patterns they then predicted article quality with good

success. Recent work studied whether affinity networks provide information that is

not already captured by other approaches [KR16], finding that adding data about

these networks can significantly improve quality predictions.

2.3.2 Article-based Assessment

Research has also focused on the articles themselves, seeking to understand what

properties describe quality and allows software tools to distinguish between varying

levels of quality. High-quality articles have a vastly different edit pattern over time

than low-quality articles [WP09]. When it comes to the words used in the article, the

variety of words, or the “writing style” also has an effect [LS10a; XL11]. However,

it also turns out that just looking at the amount of content in the article to a large

degree defines its quality, higher level articles have more content [Blu08; Hu+07;

WP09].

Some of the research has also used a combination of features. A paper by

Stvilia et al. [Stv+05a] mapped features from the information quality literature on to

Wikipedia’s articles and built a model that combined both properties of the content

as well as who authored it. This model showed good performance at distinguishing

Featured Articles from a random set of other articles. Dalip. et al. [Has+09] tested

a large number of features, aiming to find out which ones were best suited for distin-

guishing between different classes of quality. They found that, again, the amount of

content and the writing style were again the highest performers.

12
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2.3.3 Article Flaw Detection

Where other research typically aims to determine whether an article is of high or

low quality, some research has also aimed to understand if we can detect the flaws

an article might have. Software tools to help contributors identify and remove flaws

could be created, and a flawless article could the be labelled “high quality”. The

main body of research in this area used one-class classifiers and found that it was

able to identify four out of the ten types of flaws they investigated [ASL12]. An

international competition on quality flaw detection was held in 2012 [AS12], where

two of the entries showed promising performance.

2.4 The Production of Quality Content

We now turn our attention to how quality content is produced in peer production

communities. First, we will examine some of the research that has studied how to

increase the amount of content produced both in Wikipedia and VGI communities.

Then we will examine Wikipedia content production in more detail before we round

off with a similar examination of OpenStreetMap.

2.4.1 Increasing the Amount of Contributions

Research has looked at many different ways of increasing the amount of contributions

to a peer production community. Soliciting contributions from consumers of the

content is one way. Halfaker et al. [HKT13] nudged Wikipedia readers into submitting

feedback on article quality, finding that this adds value as long as the system design

makes it easy to weed out low-quality contributions. A study of the Cyclopath bike-
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mapping community found that naturally occurring feedback on user behaviour could

be used to improve suggested bike routes or add annotations to the map [MT14].

Recommender systems can also be used as a tool to match contributors with

tasks related to their interest. This is called “Intelligent Task Routing” (ITR) and

was first used to request contributions from users in a movie recommendation sys-

tem [Cos+06]. They found that some personalised strategies were successful, but

that one of them was outperformed by the random baseline strategy. ITR has also

been studied in the context of Wikipedia in the form of an article recommender called

“SuggestBot” [Cos+07]. In that case, three personalised strategies were about four

times more successful than a random baseline at eliciting contributions to articles.

In the social psychology literature, we find two examples of interventions aiming

to increase contributions. Ling et al. [Lin+05] found that appealing to users’ unique

capabilities and giving them specific and challenging goals resulted in more contribu-

tions. Rashid et al. [Ras+06] did a followup study where they found that displaying

the estimated value of a contribution had a positive impact. Further, identifying with

the member group and the way a person viewed the member group also had positive

effects.

Returning to the Cyclopath VGI community, a study where contributors were

requested to do work [PMT10] found that they would do more work than explicitly

requested. Secondly, user familiarity with a given area would strongly affect the type

of contributions they would make.

The amount of existing content and structure can also affect how contributions are

made to a peer production community. Solomon and Walsh [SW12] studied whether

seeding content in a wiki would alter the contributions made, finding that those who

started from a blank slate would contribute more content. However, the study also
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found that participants who worked on an initial structure would follow it, meaning

that it is possible to steer user behaviour towards certain contributions.

2.4.2 Producing Quality Content in Wikipedia

Content production in Wikipedia has largely focused on the amount of content in the

form of the number of articles. So much so that at the opening plenary for Wikima-

nia 2006, the conference for volunteers working on Wikipedia and other Wikimedia

Foundation-related projects, Jimmy Wales encouraged the projects that already had

a large number of articles to turn their focus towards ensuring content quality12.

Wikipedia is a collaborative environment, so one area of research looks at how

Wikipedia’s contributors coordinate their efforts when writing article content. As

we discussed earlier, high-quality articles have a large number of contributors and

contributions, with intense cooperative behaviour [WH07]. This was further stud-

ied by Kittur and Kraut [KK08], finding that quality would increase faster when a

concentrated group of contributors worked together. Lastly, Arazy and Nov [AN10]

further increased our understanding of this phenomenon by discovering that con-

tributor concentration does not have a direct effect on article quality, it is instead

mediated through how they coordinate their efforts. They also reported that ar-

ticle quality was directly effected by a diverse set of contributors provided that at

least some of them have a lot of Wikipedia experience, similar to how we previously

discussed experienced contributors’ effect on quality [SH07; NGL11].

When collaborating it is also worth asking if simultaneous work is more or less

effective than asynchronous sequential work. André et al. [AKK14] studied this and
12https://wikimania2006.wikimedia.org/wiki/Opening_Plenary_(transcript)#Quality_

initiative_.2833:20.29
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found simultaneous work to be less effective than sequential, but that the effect was

mitigated by assigning specific roles to participants. There are very few formal roles

in Wikipedia, contributors instead assume different roles depending on the situa-

tion [Ara+15; Yan+16]. At the same time, Wikipedia is highly efficient at producing

content during breaking news events [KGC13], a situation where a large number of

contributions typically occour over a short period of time.

The production of quality content is of course also affected by what specific

work contributors do. Wattenberg, Viégas, and Hollenbach [WVH07] found that

Wikipedia’s contributors choose to do particular tasks some of the time. For instance

will they create alphabetical lists of articles that need specific improvements and go

through them in sequence, which shows up as distinct patterns when visualised.

Quality Improvement Projects in Wikipedia

Research has also looked specifically at some of the different quality improvement

projects that take place in Wikipedia, a topic that we study more closely in Chapter 4.

One such type of project is “Collaboration of the Week” (CotW), a focused effort

typically lasting one to two weeks. These efforts are organised by WikiProjects,

which are volunteer groups of Wikipedia contributors that are interested in a specific

topic or task [CRR10; For+12; KK08; KPK09; Mor+13; Mor+14]. Zhu, Kittur, and

Kraut [ZKK12] studied CotW and found that their article improvement goals strongly

motivated project members to increase the nubmer of contributions they made, and

that the effect also spilled over to other article within a WikiProject’s topic area.

The Wikipedia Education Program13 (WEP) is a project where educators and

students across the globe work on improving Wikipedia articles as class assignments.
13https://outreach.wikimedia.org/wiki/Education
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It started in 2010 as the Public Policy Initiative14 (PPI). Lampe et al. [Lam+12]

surveyed PPI participants, asking whether the project motivated them to continue

contributing to Wikipedia after course completion. Students that reported actively

participating and who were aware of Wikipedia’s global reach were also more likely

to say they would continue contributing.

A project related to the WEP is the Association for Psychological Science’s (APS)

Wikipedia Initiative15. This project was studied by Farzan and Kraut [FK13], com-

paring participants against a cohort of similar Wikipedia contributors. Farzan and

Kraut found that participants added considerably more content, and that the content

survived on par with that contributed by subject matter experts with PhDs.

The PPI and WEP has also been studied by the Wikimedia Foundation, although

the results have not been published in peer-reviewed venues. Their findings for the

PPI reported that the average article improved to an intermediate amount of qual-

ity [Rot], while their study of the WEP [WMF] found a smaller increase in quality.

2.4.3 Producing Quality Content in OpenStreetMap

The research literature has revealed less information on how content is produced in

OpenStreetMap, at least compared to the large number of Wikipedia studies. Two

specific aspects of production in OpenStreetMap has received attention: mapping

parties and the Humanitarian OpenStreetMap Team (HOT).

Mapping parties are local workshops that are designed to introduce new users

and contributors to the community by gathering data and updating the map [HW08].

Studying mapping parties in London, Hristova et al. [Hri+13] found that participants
14https://outreach.wikimedia.org/wiki/Public_Policy_Initiative
15http://www.psychologicalscience.org/index.php/members/aps-wikipedia-initiative
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were very active contributors, of whom many joined OSM during its initial phase.

They also tend to be long-time contributors to OSM. Lastly, they also concluded that

these mapping parties were unsuccessful in retaining newcomers to the community.

The Humanitarian OpenStreetMap Team16 is a group of volunteers who come

together to produce VGI content in areas where humanitarian aid is needed. Two key

instances where HOT participated are the Haitian earthquake in 2010, and the 2015

earthquake in Nepal. Oliver et al. [Oli+14] surveyed 252 disaster response volunteers,

of which 118 were OSM volunteers, in order to learn more about the motivation of

these volunteers. Their results indicated that the four main motivational factors were:

personal satisfaction, altruism, increased understanding about a given disaster, and

gaining and improvising geospatial knowledge.

2.5 Consumption of Quality Content

Wikipedia is one of the worlds most popular websites17, but what types of content

is consumed there? Research into reader habits have found that it spans a diverse

range of topics. It might be something casual, such as the relationship status of

their favourite celebrity [Spo07]. Frequently, Wikipedia is also used to look up more

serious information such as facts about a disease with which someone has recently

been diagnosed [Sch+06].

When it comes to OSM, less is known about how it is used. Whereas Wikipedia

is largely a centralised source of information, people go to Wikipedia’s website to

read the information, OSM is to a much larger extent decentralised. OSM content

is reused by other websites and applications, many of them very popular ones such
16https://hotosm.org
17http://www.alexa.com/topsites lists it as number 5 as of October 13, 2016.
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as MapBox18, Apple Maps, and Craiglist19. We can therefore draw some conclusions

about how OSM content is consumed, but know little about the specifics.

2.6 Misalignment Between Production and Consumption

Unlike work allocation processes in traditional content production organisations, peer

production communities generally have no central authority that directs work towards

topics that are in high demand by consumers (e.g. Wikipedia readers). Contributors

to peer production communities generally do work that they perceive as “fun” [Nov07],

work that is simultaneously neither too difficult nor too simple [LW05], or that aligns

with their altruistic interests [Ard08; BH13]. These motivational factors may or

may not lead to the production of high-quality content on topics of most interest to

consumers.

There have been several studies of the similarities and differences between con-

tributors and consumers in peer production communities. West et al. [WWC12] used

browser toolbar data to show that contributors are more active users of various In-

ternet services (e.g. news sites and YouTube) compared to consumers. For medical

topics, Wikipedia has been shown to be a very popular information resource [Hei+11],

but one that does not necessarily supply information “clinically important to patient

safety and care” [Cla+08].

In addition to these differences in the interests of contributors and consumers,

several studies have also looked at how the production of content is affected by bias

in the contributor population. Contributors to Wikipedia and OSM are largely male.
18https://www.mapbox.com
19http://arstechnica.com/business/2012/08/craigslist-is-on-board-openstreetmap-

continues-soaring-to-new-heights/
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This has been shown to for instance affect the amount of content about movies in

Wikipedia [Lam+11], where those with a mainly male audience will have dispropor-

tionally more content. Research on biographies comparing Wikipedia to Encyclopæ-

dia Britannica found that the former had better coverage and longer articles but was

also more likely to be missing articles about women [RR11], and Wikipedia’s related

problems with categorisation of novelists attracted media attention20. Bias in OSM

has also been studied, for instance it was found that there was a much larger va-

riety of tags available to describes places related to prostitution than those related

to child care [Ste13]. Socioeconomic status also plays a role in OSM, where lower-

income areas in England were found to have considerably lower coverage and content

quality [Hak10].

Despite reader demand not appearing high on the list of motivations expressed by

contributors in peer production communities, there is some evidence that it might play

a role. Reinoso [Rei11] studied several different language editions of Wikipedia, and

found that views and edits were highly correlated in some languages (e.g. English),

but not others (e.g. Japanese). In a study of the effects of redirects, which are special

pages that transparently moves the visitor to a different page, Hill and Shaw [HS14b]

also showed that when taking these redirects into account, there is a high correlation

between popularity and number of edits to Wikipedia articles. In a working paper,

Gorbatai [Gor14] found a positive relationship between Wikipedia article views and

novice edits, but also that these novice edits were associated with a decrease in article

quality. Contributions by experienced editors were instead associated with an increase

in quality, but overall there was a very low correlation between popularity and quality.
20http://www.nytimes.com/2013/04/28/opinion/sunday/wikipedias-sexism-toward-

female-novelists.html
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Work by Keegan et al. [KG10] found that higher quality articles were more likely

to attract contributions. Recent work by Kane and Ransbotham [KR16] further

refined the connection between consumption, contributions, and quality, finding that

consumption leads to contributions, but that as an article gains quality it will attract

fewer contributions, there is less work to do.

This thesis is specifically interested in the relationship between production and

consumption of quality content, looking at whether high-quality content is produced

where there is a demand for it. Lehmann et al. [Leh+14] found that among biography

articles in the English Wikipedia, the most popular articles were not necessarily those

of the highest quality, and vice versa. Gorbatai [Gor11] identified a similar mismatch

between popularity and quality. It is this mismatch we study in more detail in

Chapter 5.
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Chapter 3

Predicting Content Quality Using Actionable Features

In this chapter we extend the state of the art in using machine learning to predict

Wikipedia article quality. As we saw in our “background” chapter, previous research

has found that Wikipedia’s notion of article quality correlates well with traditional

notions of encyclopedic quality [Stv+08a]. It has also been found to correlate reason-

ably well with non-Wikipedians idea of what quality articles should be like [KK08].

Lastly, we referred to the extensive body of research on using machine learning for

automatic assessment of article quality.

We saw an opportunity to contribute to the research literature by combining

quality prediction and quality improvement by focusing on actionable features, those

features that contributors can easily work with. By focusing on those features, the

ultimate goal is to build tools that are able to not only accurately assess the quality of

the content produced, but that can also provide contributors with specific suggestions

on how to further improve it. For instance, it is reasonably straightforward to inform

a contributor that an article needs more references to sources and for them to act

on it. If we instead seek a certain distribution of contributor experience, or use a

measure of the longevity of the contributors’ contributions to other articles, it might

be non-trivial to determine how that can be meaningfully changed, and most likely

difficult for a single contributor to go about changing it.

In addition to being able to suggest specific work types to contributors, our re-
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search also aimed to be able to do fine-grained classification in an efficient way. Many

of the larger Wikipedia editions use a six or seven level scale, in the English edition

there are seven levels1 and from lowest to highest degree of quality they are: Stub,

Start, C, B, Good Article, A, Featured Article. Previous literature in this area has

often reduced the problem of predicting Wikipedia article quality to a two-class prob-

lem (e.g. Featured Articles versus “everything else”). Our research was motivated in

being able to implement it as a part of SuggestBot2 [Cos+07], a software tool that

recommends articles to edit to Wikipedia contributors in seven language editions.

We therefore started out with a two-class problem before exploring the feasibility of

predicting all seven of the English Wikipedia’s quality classes. As we will see, the

results of our first study was promising, and in the second study we further improve

performance to a level that enables deeper analysis of quality improvement. Lastly,

we also noted that many of the features used in previous research are costly to cal-

culate (e.g. editor reputation). Aiming to enable large-scale evaluation of quality,

our research preferred using more efficient measurements by focusing on an article

revision’s text instead of metadata (e.g. “number of editors” or “number of reverts”).

The first part of this chapter is based on our paper presented at WikiSym in

2013 [WCR13], where we described the problem and designed the first iteration of

our “actionable quality model”. In the second part of this chapter, published as an

appendix in our 2015 CSCW paper [War+15b], we describe how we made substantial

improvements in the accuracy of this model. In addition to these publications, our

research has had a significant impact on the community, which we will describe in
1https://en.wikipedia.org/wiki/Wikipedia:Version_1.0_Editorial_Team/Assessment

There are also two quality labels for lists, and some groups might use non-standard quality labels
such as “B+”, neither of which are in the scope of our research.

2https://en.wikipedia.org/wiki/User:SuggestBot
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more detail at the end of this chapter in section 3.3.

3.1 An Actionable Quality Model

In this section we will first discuss how we chose a machine learner that would enable

us to learn more about which features were useful for predicting quality. We then dis-

cuss a simpler version of the prediction problem that divides the English Wikipedia’s

seven assessment classes into a “good enough” set and one that “needs work”, followed

by how we created our training and test data sets using that definition. Using the

chosen machine learner and data sets we then evaluate several different feature sets

on our two-class problem, where we end up with our five-feature actionable quality

model. We then test several different machine learners to understand if others sig-

nificantly outperform our initial choice, before finally generalising our classification

problem to all seven assessment classes.

3.1.1 Technology selection and data collection

Selecting an appropriate machine learner

Our aim is to gain an understanding of the predictive power of different features

when classifying article quality, with particular focus on those that are actionable.

We therefore prefer algorithms which allow us to inspect the underlying model di-

rectly. Blumenstock used a logistic regression where the regression coefficients are

exposed [Blu08]. Stvilia et al. used a decision tree classifier, where the tree can be

inspected to learn how specific features are used, to build a fairly complex model with

a combination of actionable and non-actionable features [Stv+05a]. We chose to use
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a decision tree classifier because of the combination of an exposed model and known

good performance from Stvilia et al.

Assessment class selection

A common approach to quality modelling is to classify Featured Articles (FAs) versus

other articles (e.g., [Stv+05a; WP09]). However, we are interested in distinguishing

broadly between articles that need a lot more attention and articles that are already

“pretty good”. Instead of predicting FAs versus others, we choose a split that reflects

whether the articles are in need of more attention from contributors.

From the description of the assessment classes3 we learn that both FAs and A-

class articles are “complete”. It is also clear that Good Articles (GA) have received

a lot of attention, due to the peer review process involved in reaching GA status.

Thus, we choose to split the article space into two classes: one class of articles not in

need of more attention, which we label GoodEnough, containing FA, GA and A-class

articles, and one class of articles needing more attention, which we label NeedsWork,

containing B-, C-, Start-, and Stub-class articles. Because we include all classes of

articles, and set our split not at the best (FA) or worst (Stub and Start) article

classes, but somewhere in the middle, we expect this to be a challenging task.

Data collection

Having chosen a decision tree classifier as our technology and defined our classes as

GoodEnough = FA∪GA∪A and NeedsWork = B ∪C ∪Start∪Stub, we turn our

attention to gathering articles for training and testing the classifier. Decision tree
3https://en.wikipedia.org/wiki/Wikipedia:Version_1.0_Editorial_Team/Assessment#

Grades
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classifiers prefer training sets where there are roughly the same number of items in

each class, so we set out to build such a dataset.

We gathered our data in the period of 27-29 May 2011. First we found the class

with the fewest number of articles, which was A-class articles with 8274. Our plan

was to select the same number of articles from FA, GA, and A, leading to a total of

2,481 articles in the GoodEnough class, then sample another 2,481 evenly distributed

across the B, C, Start, and Stub classes to create a balanced dataset of roughly 5,000

articles. However, when we crawled A-class articles using the category “Category:A-

class articles”, we found only 672 actual articles5.

In the end, we gathered the 672 A-class articles and 800 each from FAs and GAs

for a total of 2,272 GoodEnough articles. We then chose 568 articles from each of the

remaining four classes, for a total of 2,272 NeedsWork articles. These were then split

50/50 into a training set and a test set. Note that these assessments are best guesses;

a limitation of this data set is that the quality assessment assigned to articles may

not reflect their true assessment class, or the underlying distributions in Wikipedia,

because articles change in quality and some articles are not assessed.

3.1.2 Establishing a baseline

We start our exploration of article quality assessment with Stvilia et al.’s early but

well-known model as a baseline. This model was chosen because it has known good

performance and contains a combination of actionable and less actionable features.

There are a total of 18 features in all, some of which are added together to make it

a seven-dimensional model as presented below.
4This was according to “WP 1.0 Bot”, which counts the number of articles in each quality class.
5The difference appears to come from “WP 1.0 Bot” using WikiProject listings of article assess-

ment instead of counting articles tagged with this category.
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1. Authority/Reputation = 0.2∗NumUniqueEditors + 0.2∗NumEdits

+ 0.1∗Connectivity + 0.3∗NumReverts + 0.2∗NumExternalLinks

+ 0.1∗NumRegUserEdits + 0.2∗NumAnonEdits

2. Completeness = 0.4∗NumBrokenWikilinks + 0.4∗NumWikilinks

+ 0.2∗ArticleLength

3. Complexity = Flesch-Kincaid Readability Score

4. Informativeness = 0.6∗InfoNoise - 0.6∗Diversity + 0.3∗NumImages

5. Consistency = 0.6∗AdminEditShare + 0.5∗Age

6. Currency = Current article age in days

7. Volatility = Median revert time in minutes

Connectivity is the number of articles reachable through the editors of a given

article. InfoNoise is the proportion of text content remaining after removing Me-

diaWiki code and stopwords and stemming all words. Diversity is NumUniqueEdi-

tors/NumEdits. Other definitions can be found in the original paper [Stv+05a].

Note that some features, such as the current article age or revert volatility, are

practically impossible to directly change; others, involving the mix of anonymous-

to-registered or admin-to-regular edits, are in principle actionable by recruiting new

editors (or suppressing current ones) but in practise difficult for individuals to enact;

while still others, such as the number of wikilinks6 or images, might be more directly

addressable by individual editors.
6Links to other Wikipedia articles.
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In order to identify reverts to calculate Volatility, we applied the approach of

Priedhorsky et al., which uses regular expressions to match edit comments [Pri+07].

Edit comments are a text field used by contributors to describe the changes they have

made in a revision. While this approach does not correctly identify all reverts [FVS12],

in May 2011 when we collected our dataset more resilient approaches would have

required downloading the text of all revisions of each article to calculate hash values7.

We also used Priedhorsky et al.’s approach to identify anti-vandal work and exclude

anti-vandal edits from median revert time, as much vandal fighting is now handled

by bots and software-assisted humans [GR10] and therefore does not properly reflect

article controversy. Bot edits were identified by making a case-insensitive match of

the username associated with the edit having a part that ends with “bot”, for example

“RamBot” and “MiszaBot III”. The advantage of this approach is that it is fast, but

it will miss bots that do not follow the common naming convention of bot accounts8.

Checking if the account is a member of the “bot” user group should catch most or

perhaps all of the missed bots that are officially registered with Wikipedia.

The Connectivity feature is the cardinality of the set of other articles edited by

the editors of a specific article, after excluding bots and anti-vandal reverting editors

from the set. At the time we gathered our data it was nontrivial to determine how

reverts affect an article’s history [ER09; FVS12]; thus we did not attempt to remove

reverted editors when looking for connected articles.

Some of the data used in Stvilia et al.’s model is power law distributed, e.g.,

number of edits and number of editors. The paper did not specify whether they

chose to log-transform these features, so we tested the model with both non-trans-
7SHA1 hash values for all revisions are now available through Wikipedia’s API.
8https://en.wikipedia.org/wiki/WP:BOTACC
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formed and log-transformed. Non-transformed data had higher performance so we

report it here.

We test this set of features using the C4.5 decision tree classifier and our training

and test datasets described earlier. The overall classification results are listed in the

“2005 model” column in Table 3.2. We report the following measures: True Positive

Rate (TPR) for each class as well as an overall weighted average, which allow us

to judge the classifier’s ability to correctly predict classes; Precision and Recall,

which are widely used to judge performance when one class is more important; F1 (or

F-measure), which represents a harmonic mean between precision and recall; and the

area under the ROC (Receiver Operating Characteristic) curve, which is commonly

used to judge relative performance between classifiers for the trade-off between true

positive and false positive rates.

Because we defined our “GoodEnough” class to include Featured Articles, Good

Articles, and A-class articles, while Stvilia et al. classified Featured Articles versus

Random with Stub-class articles removed, we expect to see somewhat lower perfor-

mance compared to theirs. As we see from Table 3.2, overall prediction performance

comes in at 76.1%, while in their work they successfully classified over 90% of their

articles.

3.1.3 New potential features

In addition to the features used in Stvilia et al.’s model, we are interested in intro-

ducing new features, including actionable features that suggest specific improvements

and features that have become more common in Wikipedia since 2005. For instance

we know that Wikipedia articles require sources for claims9. Previous research has
9https://en.wikipedia.org/wiki/Wikipedia:Verifiability
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Table 3.1: Feature list of all four models

2005 model Full model Hybrid model Actionable model

Authority/Reputation Authority/Reputation Authority/Reputation

Completeness Completeness∗ Completeness∗ Completeness∗

Complexity Complexity

Informativeness Informativeness∗ Informativeness∗ Informativeness∗

Consistency Consistency

Currency Currency

Volatility Volatility

ArticleLength ArticleLength ArticleLength

Diversity Diversity

Tenure Tenure

NumHeadings NumHeadings NumHeadings

NumRefs/Length NumRefs/Length NumRefs/Length

NumReferences

NumHeadings/Length

NumImages/Length

NumWikilinks/Length

HasInfobox

Features marked ∗ are modified as described in section 3.1.4.

Table 3.2: Classification results of all four models

2005 Full Hybrid Actionable

GoodEnough TPR 0.839 0.849 0.899 0.898
NeedsWork TPR 0.683 0.868 0.854 0.833
Overall TPR 0.761 0.859 0.876 0.865

Precision 0.767 0.859 0.877 0.867
Recall 0.761 0.859 0.876 0.865

F1 0.760 0.859 0.876 0.865
ROC AUC 0.792 0.863 0.884 0.883

TPR = True Positive Rate. The classification performance mea-
sures are described in section 3.1.2.
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shown that when readers judge the trustworthiness of Wikipedia articles, references to

sources play an important part [LS10b]. To capture the extent to which claims in the

article are sourced we propose NumReferences, a measure of the number of citations,

by counting the number of <ref>-tags which are used for footnote citations.

We also add a feature to capture the extent to which an article has been organ-

ised into sections (NumHeadings). Appropriate article structure and organisation is

a common theme in the article assessment criteria and many Wikipedia articles have

sections such as “See also” for linking to other relevant Wikipedia articles and “Refer-

ences” for listing the article’s sources. Research has suggested that organising content

in a wiki can help structure future contributions [SW12], meaning this feature can

both reflect current article quality and improve future contributions.

Some of these added features might be good metrics by themselves, but it could

also be that there is a relationship to the length of the article. For instance the

raw number of cited claims is likely to be lower for a short article, but it might be

that relative to its length it has an appropriate number of citations. We therefore

add features to capture the relationship with article length, as in de la Calzada and

Dekhtyar [DD10]:

1. NumReferences/ArticleLength

2. NumImages/ArticleLength

3. NumWikilinks/ArticleLength

4. NumHeadings/ArticleLength

Because many good articles have an infobox, we add a binary (0/1) categorical

feature for that. Lastly we add features for the number of templates and categories an
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article has (NumTemplates and NumCategories). High quality articles are likely to

use templates for formatting of content and following Wikipedia conventions, whereas

low quality articles might lack these. Similarly we suspect that high quality articles

will be assigned to a number of categories, whereas low quality articles may be less

likely to be categorised well.

We also propose an editor tenure metric to replace Stvilia et al.’s administrator

edit share because the proportion of administrators to other contributors on English

Wikipedia is now much lower [Stv+08b]. While this is not an actionable feature, we

are interested in understanding its effect on performance as previous research suggests

that edits by experienced editors positively affect article quality [NGL11; SH07]. We

want to capture a notion of total editor experience accumulated across all edits to an

article, in both age (time since they registered) and number of edits. This leads us

to log-transform the edit count, because it is known to be power-law distributed, and

then linearly combine them for each edit a user makes to a specific article as follows:

tenuretime(t, i) = t− treg,i (3.1)

tenureedits(t, i) = log(neditsi,now ∗ t/(tnow − treg,i)) (3.2)

tenure(t, i) = tenuretime(t, i) + tenureedits(t, i) (3.3)

In the formulae above, t is the time user i edited the article, treg,i is the time

user i registered their account, while neditsi,now is user i’s edit count as of when the

calculation was done (tnow). We then sum tenure(t, i) for all registered non-reverting,

non-bot editors of a given article to get our proposed metric Tenure.
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3.1.4 Building new models

We now turn our attention to investigating how different feature sets and machine

learning technologies affect classification performance. We first modify two of Stvilia

et al.’s features and add our proposed ones to create and evaluate a large model

with 17 features. Then we describe how we iteratively tested and removed specific

features to create a hybrid model with eight features, ending up with a model that

only contains five actionable features. An overview of the different features used in

the four models we developed is shown in Table 3.1, and their performance is listed

in Table 3.2. Lastly we evaluate the performance of other types of classifiers such as

neural networks and random forests.

Full model

We start by modifying the seven dimensions so that the features become more clearly

separated between the actionable and non-actionable, then add our proposed fea-

tures. Separating ArticleLength from Completeness leaves the latter a measure of

the number of wikilinks (0.4∗NumBrokenWikilinks + 0.4∗NumWikilinks). Removing

Diversity from Informativeness leaves the “Diversity” feature a measure of textual

noise and number of images (0.6∗InfoNoise + 0.3∗NumImages). The resulting model

contains 17 dimensions, as previously defined unless noted, and will be referred to

as the “full model”. Table 3.3 lists all features ranked by their overall gain ratio as

calculated by WEKA using cross-validation on the training set. Gain ratio is the

measure used in a C4.5 decision tree to determine which feature to use when splitting

between classes [TSK06].

Training WEKA’s C4.5 decision tree classifier using these 17 features results in
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Table 3.3: Overall gain ratio evaluation for all 17 features

Rank Feature Gain ratio Actionable
1 NumReferences/ArticleLength 0.205 ± 0.018 Yes
2 NumReferences 0.190 ± 0.012 Yes
3 ArticleLength 0.159 ± 0.015 Yes
4 Diversity 0.135 ± 0.006 No
5 Tenure 0.123 ± 0.005 No
6 NumHeadings 0.114 ± 0.007 Yes
7 NumHeadings/ArticleLength 0.105 ± 0.004 Yes
8 Informativeness∗ 0.101 ± 0.005 Yes
9 Completeness∗ 0.101 ± 0.003 Yes
10 NumImages/ArticleLength 0.099 ± 0.002 Yes
11 NumWikilinks/ArticleLength 0.091 ± 0.003 Yes
12 Authority/Reputation 0.081 ± 0.003 No
13 Consistency 0.055 ± 0.002 No
14 Volatility 0.043 ± 0.002 No
15 Currency 0.025 ± 0.002 No
16 HasInfobox 0.018 ± 0.002 Yes
17 Complexity 0.016 ± 0.002 Yes

Features marked ∗ are modified as described in section 3.1.4.

Table 3.4: Classification results for all classifiers on 2-class problem

True Positive Rate
Classifier GE NW Overall Prec. Rec. F1 ROC

RandomForest 0.889 0.856 0.872 0.873 0.872 0.872 0.939
C4.5 0.898 0.833 0.865 0.867 0.865 0.865 0.883
MultiLayerPerceptron 0.889 0.824 0.857 0.858 0.857 0.856 0.904
JRip 0.882 0.800 0.841 0.843 0.841 0.841 0.871
LibSVM 0.886 0.662 0.774 0.789 0.774 0.771 0.774
SimpleLogistic 0.824 0.708 0.766 0.769 0.766 0.765 0.843

All classifiers use the actionable model with five features, and are ranked by their F1-
score. GE and NW are True Positive Rate for the GoodEnough and NeedsWork class,
respectively.
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a tree of size 153 with 77 leaves. It correctly classifies 1,951 articles, or 85.9%, as

shown in the “Full model” column in Table 3.2. This large increase in performance

comes mainly from the NeedsWork class, which the seven feature model only correctly

classified 68.3% of the time, while the full model correctly predicted 86.8% of the

articles in that class.

Hybrid model

One of the reasons for choosing to use a decision tree was the ability to inspect the tree

to understand how the features were used and whether some would be good candidates

for removal. Inspecting the tree trained on the full model, we found that one feature

was never used (NumWikilinks/ArticleLength) while some features (e.g., Authority,

Complexity, and Currency) were mainly used in deep branches to distinguish between

a small number of articles. We saw these features as likely candidates for removal to

prevent over-fitting without a large impact on performance.

We also iteratively added and evaluated specific features or combinations of these

as an alternative to a large feature set that leaves the classifier to figure out which

ones are useful. The complete process is omitted for brevity, consisting of testing

more than 30 models with various combinations of features. We kept features that

created fairly simple trees, indicating they had good information gain, while per-

forming on par with classification performance using the full feature set. Complexity,

Volatility, and Currency were removed without impacting performance. The Consis-

tency feature was dropped in favour of Tenure. The result is our “hybrid model” with

eight features, combining actionable and non-actionable ones: Authority/Reputation,

Completeness, Informativeness, Diversity, Tenure, ArticleLength, NumHeadings, and

NumReferences/ArticleLength.
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The “Hybrid model” column in Table 3.2 shows the overall performance of this

hybrid model being slightly better than the one trained on the full list of features.

It is correctly identifying more GoodEnough articles (89.9% compared to 84.9%) at

the cost of misclassifying some additional NeedsWork articles (14.6% compared to

13.2%).

Actionable model

Because of our interest in actionable features, we next looked at the impact of remov-

ing all remaining non-actionable features from the model, resulting in our “actionable

model” which contains only five dimensions10:

1. Completeness = 0.4*NumBrokenWikilinks + 0.4*NumWikilinks

2. Informativeness = 0.6*InfoNoise + 0.3*NumImages

3. NumHeadings

4. ArticleLength

5. NumReferences/ArticleLength

The “Actionable model” column in Table 3.2 shows that this model has comparable

performance to the full and hybrid models. Our actionable model incorrectly regards

a slightly larger proportion of NeedsWork articles as high quality. This could be due

to a lag in the assessment process, as discussed earlier: it may be that articles edited

by high-profile editors are more likely to be reassessed. It could also be that those

articles are more likely to be of high quality, as we argued when defining our Tenure
10For the definition of InfoNoise, see section 3.1.2.
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metric. Since our five-feature model does not contain features for editor experience,

it will instead regard articles as high quality based purely on content features.

3.1.5 Alternative classifiers

The decision tree was useful for exploring and selecting features, and though it pro-

vided good performance, other classifiers might outperform it. We used some of

WEKA’s other available classifiers, including libSVM (Support Vector Machine),

MultilayerPerceptron (neural network), JRip (rule-based), SimpleLogistic (logistic

regression), and RandomForest with 100 trees. All classifiers used WEKA’s default

options, with the exception of the random forest, which was tested with sizes from

10 (the default) up to 1000. We report results based on a random forest size of 100

as it had the best performance.

We tested both the full model with 17 features and the 5-feature actionable

model11. The results for both feature sets were comparable, with only minor im-

provements in both cases, so we report results for the actionable model in Table 3.4.

These results indicate that we might need a different set of features to tease out the

benefit of specific classifiers, something which future research could look into.

3.1.6 Predicting all assessment classes

Our investigation of actionable features is motivated by our interest in using those

features to help contributors increase the quality of articles. Being able to distinguish

between all seven assessment classes could support other quality-related use cases. We

might be able to identify articles that need reassessment (e.g., candidates to become
11The SVM classifier was not run on the large feature set as the high dimensionality leads to

poor performance.
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Featured Article), allow users to focus on particular quality levels (e.g., avoiding Stub-

class articles or looking for articles near the borderline of quality classes), or highlight

ways the classes differ on specific features. Distinguishing between all seven classes

has also received relatively little research attention, despite its interestingness as a

problem. While the difference between a Featured Article and a Stub-class article

may be large enough to make it straightforward to differentiate between them, the

boundaries between some of the other classes (e.g., between C-class and B-class) are

likely to be less well-defined because there are smaller differences in the assessment

criteria and because of errors and lag in assessment.

In these evaluations we reuse our existing training and test datasets, but do not

collapse them into two classes. We again evaluate both the full model with 17 features

and the actionable model with five features; as before, the results are comparable.

We also tested all of the classifiers described in the last section, and again the random

forest classifier was the highest-performing classifier. Thus, below we report only on

the results for the random forest classifier using the five-feature model. We then

discuss how the results differ depending on the classifier and feature set.

Table 3.5 shows the performance of a random forest classifier with 100 trees using

the actionable model with five features to classify all seven classes. In this table we

also report the false positive rate (FPR), which is the proportion of other articles

predicted to belong to a given class and allows us to judge the confusion between

classes. Overall the classifier only correctly classifies 42.5% of the articles, showing

that this is a very difficult classification problem. Some of the classes are easier to

predict than others, with performance on Featured Article (FA) and Stub-class of

60.3% and 57.7%, respectively. As we speculated above, results are worst in the

middle for A-, B-, and C-class articles.
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Table 3.5: Classification results for all seven assessment classes

Class TPR FPR Precision Recall F1 ROC

FA 0.603 0.165 0.439 0.603 0.508 0.857
A 0.289 0.079 0.388 0.289 0.331 0.733
GA 0.433 0.126 0.424 0.433 0.428 0.806
B 0.327 0.096 0.327 0.327 0.327 0.764
C 0.292 0.102 0.290 0.292 0.291 0.772
Start 0.405 0.088 0.398 0.405 0.401 0.825
Stub 0.577 0.021 0.796 0.577 0.669 0.934

Overall 0.425 0.101 0.436 0.425 0.425 0.813

These results stem from using the actionable model with five features
and a Random Forest classifier with 100 trees. TPR = True Positive
Rate. FPR = False Positive Rate.

Table 3.6: Confusion matrix for classification of all seven
assessment classes

FA A GA B C Start Stub N

FA 241 62 83 11 2 1 0 400
A 123 97 63 19 18 12 4 336
GA 128 58 173 21 17 3 0 400
B 29 18 40 93 74 27 3 284
C 22 9 37 72 83 51 10 284
Start 6 6 11 50 71 115 25 284
Stub 0 0 1 18 21 80 164 284

N 549 408 250 284 286 289 206 2,272

Results from using the actionable model with five features and a
random forest classifier with 100 trees. Rows show correct class,
columns show predicted class. The highlighted diagonal shows
correctly classified articles. Rightmost column and bottom row
shows total number of articles per class.
Abbreviations: FA = Featured Article. GA = Good Article.
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The full confusion matrix is shown in Table 3.6. Two important patterns emerge

from this matrix. First is that there is a lot of confusion between FA, GA, and

A-class articles. Both FA and A-class articles are defined as “complete”, thus they

should mostly differ by what comes out of the FA review process. Our model does

not appear to capture that difference, with 123 of the 400 A-class articles (30.1%)

predicted to be Featured Articles.

The second pattern is that the classifier is pretty good at getting within one class,

and tends to err on the high side. If we allow the classifier to be off by one class12, it

correctly identifies 1,747 articles, or 76.9%. This still might be useful for human-in-

the-loop tasks such as reviewing quality assessments, but probably does not perform

well enough for automatic tasks such as filtering articles out of suggestion lists based

on quality class.

If we relax the requirement that features be actionable, and test the full 17-

feature model, we see a gain in overall performance from 42.5% to 48.3%. FA and

GA are the classes with large gains, improving their true positive rate to 74% and

57%, respectively. The other classes see little or no improvement, indicating that

distinguishing between the remaining classes requires other types of features. This

suggests that use cases which do not need actionability, such as assessment, would

benefit from using a richer feature set.

When it comes to performance differences between different types of classifiers, we

found that some perform very well on certain classes. The neural network and rule-

based classifiers performed well on the Featured Article class, but the latter struggles

with C-class articles. We see this as a good opportunity for future research to look at

ensemble methods to exploit the advantages of some of the classifiers when it comes
12Where FA=FA or A; A=FA, A, or B; Stub=Stub or Start.
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to predicting specific assessment classes.

This completes our initial exploration into building an actionable quality model for

Wikipedia. We have found that a simple set of five numeric features13 provides good

performance for assessing Wikipedia article quality using a decision tree or random

forest classifier. Our initial problem divided English Wikipedia’s seven assessment

classes into two classes depending on whether the articles appeared to need more

attention or not, but we also saw promising performance on predicting all seven

classes, a problem that we tackle in the following section.

3.2 Improving the Actionable Quality Model

In this section we describe how we built our classifier used to study quality improve-

ment projects in our paper published at the 2015 CSCW conference [War+15b]. We

extend the work described in the previous section in several ways. First of all, we

use a Random Forest classifier as our chosen technology since it showed promising

performance in our previous work. Our data gathering process is also improved by

inspecting the history of assessment ratings for each article to find the right version

of the article to include, a process that is explained in more detail below. In addition,

we improve our previous work in four specific ways:

1. A much larger dataset (N=29,828), which requires us to address the class im-

balance problem imposed by Wikipedia’s low number of A-class articles.

2. A larger set of quality features extracted from each article.
13The specific features are listed at the end of section 3.1.4.
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3. Each feature is tested six times using 10-fold cross-validation to determine

how each feature most strongly relates to article quality (raw metric, log-

transformed, and four variants of proportions relative to article length).

4. Classifier parameter tuning (again using 10-fold cross validation) to determine

forest size, the number of features to use in each tree split, and terminating

node size.

There is no gold-standard dataset on which to train a classifier for this task.

To gather a suitable set of candidate articles we copied the behaviour of WP 1.0

Bot14, the software robot that gathers statistics on Wikipedia article assessments.

Using Wikipedia’s category system to find articles in a specific assessment class we

collected 29,828 article assessments, 5,000 from each class with two exceptions: the

Featured Article (FA) class had 4,062 articles at that time, and we only found 766

A-class articles. Official statistics listed 1,279 A-class articles and the discrepancy is

likely due to duplicates.

The low number of A-class articles creates what is known as a class imbalance

problem [JS02]. Random Forest classifiers require reasonably balanced classes, so

without remedial action, this would result in poor classifier performance on A-class

articles. Typical approaches are oversampling the smaller class, or undersampling

the larger classes. We tested both of these approaches and found that they led to

lower classifier performance. The 766 articles accounted for only 0.018% of the total

number of articles in the English Wikipedia at that time, so, statistically speaking,

this article class simply is not used in the encyclopedia. Given the low usage of

this class, the probability of an article in our datasets belonging to it is very low,
14https://en.wikipedia.org/wiki/User:WP_1.0_bot
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which means that removing it does not significantly impact our study. Therefore,

we decided to ignore A-class articles altogether, and we confirmed this significantly

increased classifier performance.

WikiProjects “claim” – and thus assess – articles, and multiple projects can claim

the same article (e.g., the Barack Obama article is claimed by 14 projects). How

do we select an assessment class for an article if different projects disagree on its

assessment? We looked at two methods – (1) choose the highest class, (2) choose

the majority class – and found that these two methods disagreed on only 150 out of

29,828 articles (Cohen’s Kappa = 0.967 with two raters, p-value� 0.001). Therefore,

we chose to use the highest assessment class as an article’s correct class.

For each article in our training dataset, we went through the article’s assessment

history to find the point in time where it first belonged to a given class. If that revision

is not available, for instance revisions sometimes get deleted due to copyright issues,

we used the first available more recent revision. Assessments are mainly done by

volunteers, which means that there’s potentially a delay between an article reaching

a certain quality level and its rating being updated to reflect that. By examining the

assessment history we ensure that we train our classifier on a version of the article that

is either the same as or as close to the rated version as possible. We then retrieved

the revision content (text and wiki markup) and extracted the following 11 features:

1. article length in bytes (log-transformed)

2. number of references (log-transformed)

3. number of links to other articles (log-transformed)

4. number of citation templates
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Table 3.7: Quality Improvement Project classifier
confusion matrix

FA GA B C Start Stub N

FA 546 167 47 9 1 0 770
GA 252 655 54 83 5 0 1049
B 81 151 374 261 129 11 1007
C 25 128 201 471 189 18 1032
Start 1 12 71 201 600 138 1024
Stub 0 0 0 14 166 818 998

Rows are true (assessed) class, columns are predicted
class. Last column (N) is the total number of articles in
each class.

5. number of non-citation templates (log-transformed)

6. number of categories linked in the article text

7. number of images / article length

8. information noise score (as defined by Stvilia et al. [Stv+05a])

9. has an infobox template (binary variable)

10. number of level 2 section headings

11. number of level 3+ section headings

In order to verify classifier performance on this dataset, we chose to split the

dataset using random selection to get a training dataset (80%) and a test dataset

(20%). Using 10-fold cross-validation on the training set we validated our features

and identified optimal classifier parameters. A forest with 501 trees and terminating

node size 8 showed the best performance. Training a classifier on the entire training
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Table 3.8: Quality Improvement Project classifier
prediction error

Distance CotW WEP WikiCup
N % N % N %

5 1 0.1
4 2 0.8
3 2 3.5 7 2.7 26 2.4
2 8 14.0 38 14.8 40 3.7
1 12 21.1 104 40.5 223 20.8
0 27 47.4 96 37.4 699 65.1
-1 7 12.3 7 2.7 49 4.6
-2 1 1.8 3 1.2 31 2.9
-3 4 0.4

Total 57 100.0 257 100.0 1,073 100.0

Prediction errors by distance between reassessed and pre-
dicted class for the Collaboration of the Week (CotW),
Wikipedia Education Program (WEP), and Wikicup.
Positive distance means the prediction was a higher qual-
ity class. “N” is number of articles, proportions are mea-
sured within each improvement project.

dataset and validating its performance on the test set results in the confusion matrix

shown in Table 3.7.

The difference in number of articles per class in Table 3.7 is due to fewer Featured

Articles (FA) and the random selection. We see that the overall error rate is 41.08%.

Similarly as in our previous work, the classifier is often off by one class. If we allow

one class leeway the error rate drops to 10.5%. The classifier also often errs on the

high side, for instance more Start-class articles are predicted as C than Stub.

While the performance of the classifier on the test dataset is promising, we also

wanted to verify its performance on articles that were part of the quality improvement

projects we study in chapter 4 as that would enable us to understand its performance

on data specifically associated with the goals of that research. Three datasets of
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Table 3.9: Comparison between OLR models for reassessments and predictions

Dataset Reassessments Predictions

CotW N collaborators negatively asso-
ciated with quality. Significant
(p < 0.01).

N collaborators negatively asso-
ciated with quality. Significant
(p < 0.01).

WEP Not statistically significant. Not statistically significant.

WikiCup N collaborators negatively asso-
ciated with quality. New articles
positively associated with qual-
ity. Significant (p < 0.001).

N collaborators negatively asso-
ciated with quality. New articles
positively associated with qual-
ity. Significant (p < 0.001)

Results from building Ordinal Logistic Models on each dataset based on reassess-
ments or classifier predictions of the quality at time of reassessment. Project
abbreviations: CotW: Collaboration of the Week; WEP: Wikipedia Education
Program.

articles that were reassessed after a quality improvement project’s completion were

gathered, one each from each of the projects we study in Chapter 4: the Collaboration

of the Week (518 articles), the Wikipedia Education Program (987 articles), and the

WikiCup (1,617 articles).

Many of these reassessments suffer from the delay between quality improvement

and the subsequent rating update we described earlier. For instance in the CotW

dataset the median time to reassessment is 157.6 days. In the intervening time the

article may have gone through substantial changes. We therefore restricted these

datasets to reassessments that occurred within 10 edits, and where the article has

changed by less than 100 bytes. When checking some of our prediction errors de-

scribed below, we also confirmed that this edit/size limitation led to articles only

going through minor changes, e.g. copy edits. After applying this limitation we were

left with 57 CotW articles, 257 WEP articles, and 1,073 WikiCup articles.

For each article, we then predicted their quality class as described earlier in order
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to enable the comparison of predictions against human assessments post quality im-

provement. As we were interested in learning specifically to what extent the classifier

makes prediction errors, and when it does, how severe these errors are, we chose to

measure the error as the distance between predicted and assessed class along the or-

dinal scale listed in Table 4.3 (e.g. a B-class article predicted to be Start has an error

of -2). We then summed these errors across all classes. The distribution of prediction

errors for each reassessment dataset is shown in Table 3.8.

For the WikiCup, the classifier shows stronger performance than on our test set,

while the performance is less for the other two. The large proportion of one-class

errors in the WEP dataset led us to investigate further, finding that the majority of

the errors come from articles reassessed as C-class (23 articles) and Start-class (64

articles). A random sample of 23 Start-class articles and all 23 C-class articles were

selected and verified that they had all gone through only minor changes (e.g. link

fixes or minor copy-editing). The English Wikipedia’s criteria for Start-class assess-

ment states in part that the article “most notably, lacks adequate reliable sources.”

Inspection of the Start-class articles by an expert Wikipedia contributor indicated

that the vast majority (20 articles) appeared to have several, if not many, reliable

sources, suggesting that this subset of articles were not correctly reassessed, an issue

that is also discussed in our “Limitations” section and that opens to future work.

The classifier’s predictions are strongly correlated with Wikipedia’s own article

assessments, more so than using a crowdsourcing approach. This is the case across all

four evaluation datasets: the test set (rs = 0.86), CotW (rs = 0.57), WEP (rs = 0.58),

and the WikiCup (rs = 0.82). In all these cases we have a higher correlation than

what was reported when crowdsourcing was used (rs = 0.54) [KK08].

Using the post-improvement reassessments to perform the same analysis that
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forms the basis for the results described in the next chapter leads to the exact same

conclusions. To determine this we used the same modelling approach with Ordinal

Logistic Regressions for each of the three reassessment datasets, one each using the

reassessment rating and the predicted quality rating as the dependent variable. This

set of models can then be checked for agreement and the results are listed in Table 3.9.

Aside from the lack of statistical significance for WEP, we see in Table 3.9 that in

all cases the pair of models agree with each other. When significant, number of con-

tributors is negatively associated with post-improvement quality, and creating a new

artefact is positively associated with quality. Based on the classifier’s performance

as established in this section and its agreement with post-improvement manual as-

sessments, we therefore concluded that our classifier-based results reported in the

next chapter hold when we are analysing the entire datasets, which also allows us to

gain statistical significance for WEP. That concludes our research into building an

actionable quality model for Wikipedia, and we round off this chapter by describing

the usage and impact this research has had.

3.3 Usage and Impact

The research described in this chapter has had a reasonable impact on the research

community in the time since publication of our first paper at WikiSym/OpenSym

in 2013. Google Scholar reports 28 citations to that paper as of November 4, 2016,

of which only one is our own. Our collaboration with Aaron Halfaker at the Wiki-

media Foundation since our CSCW paper was published in 2015 has led to further

improvements as described below, and that classifier has been referred to as “the

state-of-the-art” [DI16] in peer-reviewed research. When it comes to the Wikipedia
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community, the impact has been significant:

1. The classifier has been used to deliver quality predictions to Wikipedia contrib-

utors who use SuggestBot [Cos+07; Yua+09] since 2011.

2. A Python library called Wiki-Class15 has been developed in collaboration with

Aaron Halfaker at the Wikimedia Foundation. During this work the classifier

performance has been further improved and currently reports 61.9% accuracy16,

an improvement of almost three percentage points.

3. The Wiki-Class library has been incorporated into the Objective Revision Eval-

uation Service17 (ORES), thus allowing anyone access to quality predictions of

Wikipedia articles through an API. While our work focused on the English

Wikipedia, the ORES team has also trained prediction models for the French

and Russian editions.

4. The datasets used for training and testing our classifiers have been published

on figshare18.

15https://github.com/wiki-ai/wikiclass
16https://meta.wikimedia.org/wiki/Objective_Revision_Evaluation_Service/wp10#

enwiki
17https://meta.wikimedia.org/wiki/Objective_Revision_Evaluation_Service
18http://figshare.com/articles/English_Wikipedia_Quality_Asssessment_Dataset/

1375406
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Chapter 4

Understanding Quality Improvement Projects

How do peer production communities like Wikipedia work to improve the quality of

their content? In this chapter we study five different quality improvement projects in

the English Wikipedia to identify factors and mechanisms associated with successful

quality improvement. Our findings can help inform future projects and tools to

support them in order to ensure they are effective at positively improving content

quality.

For us to be able to understand the process of quality improvement, we initiate

the process of developing a coherent framework to describe, analyse, and evaluate

quality improvement projects in peer production communities. Comparisons between

studies of quality improvements projects has been hindered by the usage of different

evaluation methods, as we described in chapter 2. Our work uses a single evaluation

method across all projects, some of which are new and some of which have been

previously studied, thus bringing them all underneath the same umbrella.

4.1 Unified Descriptive Framework

In order to make comparisons across a diverse set of quality improvement projects, it

is first necessary to identify a unified descriptive framework in which to understand

these projects. We considered several candidates from the research literature, be-
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fore settling on Preece’s “Online Communities: Designing Usability and Supporting

Sociability” [Pre00]. Preece divides the social side of online communities into three

components: People, Purpose, and Policies. We use each component as a major

theme in our analysis and further explore the components as follows:

People: What recruitment method is used to find project participants, and is the

work done by individuals or groups? Recruitment can either be internal –

participants are already members of the community; external – participants are

recruited from outside the community; or the project is open to anyone at all.

Purpose: The primary purpose for all the projects we examined was to improve the

quality of Wikipedia. We are more interested in dimensions on which projects

differ and our specific analyses will thus focus on a project’s secondary purpose,

e.g. that students in the Education Program achieve academic course credit.

Policies: These comprise the governing structure for a project. Since Wikipedia

itself has many policies and guidelines that influence all the projects we study,

to avoid confusion, we use the term structure to describe the governing rules

for individual projects.

4.2 The Quality Improvement Projects Studied

We sought a diverse set of improvement projects for our study. The five projects we

study, and how they fit into our descriptive framework, are listed in Table 4.1. Below,

we provide additional details:
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Table 4.1: Characteristics of the studied quality improvement projects

CotW WikiCup WEP CP TAFI

People Recruitment: Internal Internal External Anyone Anyone

Individual or
group work:

Group Individual Both Individual Group

Purpose Purpose: Group
achievement

Scoring
points,
having fun

Course
credit

Improve
articles

Improve
articles

Structure Structure: Group
collaboration

Gamification Academic
coursework

None None

Duration: Weeks Months Months Hours Day

Study period: 2006–2009 2009–2013 2010–2013 Dec 2012 2012–2013
Project size: 852 4,858 2,914 8,246 249

Project abbreviations as follows: CotW: WikiProjects’ Collaboration of the Week;
WEP: Wikipedia Education Program; CP: Community Portal; TAFI: Today’s Article
for Improvement. Project size is measured in number of articles.

• Collaboration of the Week (CotW). Some of the WikiProjects organise

what is known as a Collaboration of the Week, where they focus on im-

proving a specific article or a set of articles.

As we see in Table 4.1 the people in CotW are internal as nearly all of them are

already Wikipedia contributors and members of a specific WikiProject, and the

work is done as a group. The collaboration’s purpose is to achieve the group

goal of improving a specific article or set of articles. Similarly the structure

is a group collaboration. The vast majority of the collaborations last a week or

two, on par with the name, but some last as long as a month.

• The WikiCup1 is a competition for Wikipedia contributors. Since 2009, the

cup’s organisation has been fairly stable, with four initial rounds followed by a
1https://en.wikipedia.org/wiki/Wikipedia:WikiCup
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final round, each round lasting approximately two months. There are compre-

hensive rules, and three judges award points. In each round contestants score

points for achieving specific tasks. For example, contributing significantly to

an article that successfully passes peer review for Featured Article status (the

highest-quality Wikipedia article status) is awarded 100 points. In addition to

the competitive aspects, it also is emphasised that the most important rule of

the cup is “just a bit of fun” (emphasis theirs).

As with CotW, WikiCup people are internal to Wikipedia, with contestants

most likely already experienced members of the Wikipedia community. Work

is done through (and assessed in terms of) individual effort. The purpose of

the WikiCup is described on the cup pages. Of course, its primary purpose is

to improve the encyclopedia, but as noted scoring points and having fun also

are called out. Given the point scoring system, the cup structure involves

gamification [Det+11], and the duration is months.

• The Wikipedia Education Program2 (WEP) started as an organised ef-

fort connecting U.S. and Canadian university instructors and students with

ambassadors from the Wikipedia community. The original intent of the pro-

gram was for students to improve the content of public policy articles as part of

class assignments. It has since expanded to other subject areas, countries, and

languages. The Wikimedia Foundation says that there have been over 6,500

participants who have added “the equivalent of 45,000 printed pages of quality

content”3.
2https://outreach.wikimedia.org/wiki/Education
3https://outreach.wikimedia.org/w/index.php?title=Education/About&oldid=66258
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The people in WEP are external to Wikipedia, specifically students at colleges

and universities. In some courses, the students work individually on articles

while in others they do group work, so we consider the project as having both.

Since the work is done as part of college courses, we define the purpose of

WEP to be course credit. Given the shared context of post-secondary education

and Wikipedia, the structure is academic coursework. Like the WikiCup, the

duration of WEP courses is on the order of months, typically a U.S. semester

of three to four months.

• The English Wikipedia’s Community Portal4 (CP) serves several purposes,

such as helping visitors learn what Wikipedia is about and how to do various

Wikipedia tasks. However, what is relevant to our purposes is that it also

features a list of articles that need improvement. The CP is easily accessed

through a link in the menu on the left-hand side of any page on the English

Wikipedia and is typically viewed about 10,000 times per day.

While the people who visit the Community Portal are already on the Wikipedia

site, they might not be members of the Wikipedia community (i.e., editors).

Most Wikipedia articles do not require a registered account to be edited, and

the Community Portal is a general call to action, which leads us to define the

recruitment target as anyone. The CP does not feature any group collaboration

or awareness mechanisms, so we regard it as individual work. The purpose of

the list of articles that need improvement is simply article improvement. The

CP provides no structure, and articles typically are promoted for one hour.
4https://en.wikipedia.org/wiki/Wikipedia:Community_portal
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• Today’s Article for Improvement5 (TAFI) is a WikiProject started in July

2012 with the goal of identifying “an undeveloped or underdeveloped article”,

which would then be promoted through various channels in Wikipedia. As of

late May 2014 the project had 109 listed members.

The people who participate in TAFI are recruited on Wikipedia through posts

on project members’ talk pages6 and on the Community Portal, but also ex-

ternally. For instance, some TAFI articles have been promoted on the official

Wikipedia Twitter account. Thus, we define this project’s recruitment target

as anyone. Due to TAFI being organised by a WikiProject we see it as primary

group work, but there likely also are individual efforts being made. There is no

obvious secondary purpose, as the project is so clearly organised on improving

a given article. No structure is provided, and the duration of TAFI is a single

day.

4.3 Datasets

4.3.1 Collaboration of the Week

We began with the collection of WikiProjects and articles studied by Zhu et al. [ZKK12]

We removed deleted articles, collaborations that targeted categories, and collabora-

tions where it was unclear which article(s) they worked on. The result is a dataset of

852 articles spanning from 2006 to 2009.
5https://en.wikipedia.org/wiki/Wikipedia:TAFI
6Every Wikipedia user has a talk page where they can be contacted.
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Table 4.2: WikiCup participation

Year Ours Official Prop. (%)

2009 25 81 30.9
2010 53 135 39.3
2011 61 117 52.1
2012 51 111 45.9
2013 66 127 52.0

Total 256 571 46.4

“Ours” is the number of participants per
year in our dataset, “Official” is the num-
ber of WikiCup participants reported for
that year.

4.3.2 WikiCup

Each WikiCup contestant has a page where they submit the work they have done for

scoring review. We mined these pages for contestants in the cups from 2009 through

2013, as those cups have had the same format and a fairly stable scoring system. The

result is a dataset with 256 contestants and 4,858 articles. This number of contestants

is lower than the “official number” listed on the relevant WikiCup pages, Table 4.2

gives a yearly overview. We suspect this difference is because some users sign up but

withdraw from the competition during a round or get disqualified. Therefore, we do

not suspect this results in a distorted sample for our analysis.

4.3.3 Wikipedia Education Program

We mined three sources to gather a dataset covering 258 courses, 2,914 articles, and

2,870 students:

1. The U.S. and Canadian Education Program list of courses7, which includes the
7https://en.wikipedia.org/wiki/Wikipedia:Education_program/Courses
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Public Policy Initiative.

2. The Education Program extension’s database, which covers the more recent

courses in the program.

3. The APS Wikipedia Initiative’s Wikipedia page8. The APS Wikipedia Initia-

tive is to some extent a separate project, but it still fits with the Education

Program since some of the APS Wikipedia Initiative courses are included in

the Education Program lists of courses.

We included data only from courses where individual students selected specific

articles to work on, thus yielding an explicit record of the work done.

There also is an Indian Education Program that has worked on articles in the En-

glish Wikipedia. We did not include this project in our dataset for two reasons. First,

the Wikimedia Foundation published a report9 that described early contributions as

“poor quality and/or ridden with copyright violations”, and second, the remaining

WEP courses form a fairly coherent group. There are now education programs in

several countries and we plan to study these in future work.

4.3.4 The Community Portal

The list of articles that need improvement on the CP is updated automatically by

a bot10 roughly every hour. We mined the edit history of the Community Portal to

gather a dataset of articles listed from December 4, 2012 to January 4, 2013. The

bot updates 40 articles every time, and during the given time span 741 updates were
8https://en.wikipedia.org/wiki/Wikipedia:WikiProject_Psychology/APS-Wikipedia_

Initiative
9https://en.wikipedia.org/wiki/Wikipedia:India_Education_Program/Analysis/

Quantitative_Analysis
10Software robot, ref https://en.wikipedia.org/wiki/Wikipedia:Bots
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made. Some articles were featured multiple times, resulting in a total of 8,246 unique

articles.

4.3.5 Today’s Article for Improvement

Our dataset of TAFI articles was collected from the project’s archived schedule11 as

well as any article having the template “Former TAFI” applied to it. This resulted in

a dataset containing 249 articles from July 2012 through December 2013.

4.3.6 Common properties of all datasets

For each article in each of the datasets, we gather the source (text and wiki markup)

of the article at the start and end of every project. For the WikiCup and WEP, the

end of the project is defined as the last edit by any project participant during the

project. This is to ensure that we do not also capture additional work done by other

editors. The remaining improvement projects are time-bound, e.g. the end of TAFI

is the end of the day an article was selected.

We also gather data on the number of contributors working on each article be-

tween the start and end of each project. In the Education Program students assign

themselves to specific articles, which provides an explicit mapping for us to use. For

TAFI, CotW, and the WikiCup, we search the edit history of each article. We remove

three categories of contributors: bots, because those are automated tools; those who

were reverted by a bot or through common anti-vandal tools since they were likely

vandalistic edits; and those who made reverts using common anti-vandal tools as that

is maintenance work. The remaining set of contributors should be those who tried to

make productive edits to an article.
11https://en.wikipedia.org/wiki/Wikipedia:Today%27s_articles_for_improvement/

Archives/Schedule
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Table 4.3: English Wikipedia’s seven assessment classes

Class: Stub Start C B GA A FA
Quality: Low High

Abbreviations: GA=Good Article, FA=Featured Article.

4.4 Measuring Project Performance

The most important thing to measure about quality improvement projects is how

much they improve the quality of the articles within their scope. This means we need

a way to assess the quality of the articles in the datasets. There are several possible

approaches to doing so, with the majority having appeared in the literature:

1. Using Wikipedia’s own article quality assessments.

2. Gathering expert human assessment of randomly sampled articles

(e.g. [Rot; WMF]).

3. Crowdsourcing human assessment of a random sample of articles

(e.g. [KK08]).

4. Using proxy measures for quality, e.g. words added and word survival

(e.g. [FK13; Hal+09]).

5. Leveraging machine learning techniques for predicting article quality

(e.g. [WCR13]).

Each one of these approaches comes with benefits and drawbacks. Wikipedia’s

own assessments are done by Wikipedia contributors using the seven-class scale shown

in Table 4.3. This notion of article quality in Wikipedia has been shown to correspond

well with existing notions of encyclopaedic quality [Stv+08a]. However, because these
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assessments are done by people, there is a potential time lag between substantial

changes to an article and its subsequent (re)assessment. As we are interested in

measuring the immediate effect of article improvement work, the lag makes us unable

to use the reassessments without further analysis.

The drawback of using experts to assess random samples is that it limits the num-

ber of samples, which can reduce statistical power. We came across a similar problem

in one of our validation datasets described in the previous chapter, where 257 articles

were not enough to tease out the effects we seek to understand. While crowdsourc-

ing assessments has been shown to be significantly correlated with Wikipedia’s own

assessments [KK08], the correlation (rs = 0.54) also suggested disagreements. As we

reported in the previous chapter, we were able to produce higher correlations using a

machine learning approach. Using proxy measures for quality would mean we would

end up not capturing many features associated with article quality (e.g. the presence

of references to sources or illustrative images). A machine learning approach enables

measuring the entirety of the datasets, but will make prediction errors, requiring

analysis of where prediction errors occur and how they affect overall results.

The following section describes our results using the machine learning model to

predict quality. As we saw in the previous chapter these findings are consistent across

the two approaches we used, both machine learning and human assessments.

4.5 Results

We focus on three main findings in this section. The first relates to the people

component of our framework, and the second to the policies/structure component.

Our third finding can be seen as relating either to purpose or policies depending
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on the improvement project’s design. To complete our framework, we discuss this

finding under the purpose component.

4.5.1 People

Result: More People, Less Quality

A fundamental question facing the designer of any effort to improve quality is: does

it pay off to have contributors working individually on each artefact in the effort, or

should they work in groups? Three of the studied projects have varying number of

contributors per artefact, allowing us to investigate this question. Our results suggest

that an increased number of contributors per artefact is associated with a lower rate

of increase in artefact quality.

We examine the relationship between number of contributors and quality in the

Collaboration of the Week (CotW), the Wikipedia Education Program (WEP), and

the WikiCup. In all of these datasets, we have predicted the quality of each article

at the start and end of the project using our quality machine learning model that we

developed in section 3.2. We also calculated the number of contributors to each article

during the project. The distribution of number of contributors is highly skewed in

the CotW and WikiCup datasets. This is not uncommon for contributions to online

communities. We therefore choose to log-transform these variables. The WEP dataset

does not have the skewness issue. Group size in college classes is limited, so the most

common size for WEP efforts is 2-5, and only a few outliers have more than 6 people.

To model the relationship between number of contributors and predicted quality

we use an Ordinal Logistic Regression [LA05; Yee10] (OLR) with the assessment

classes in the order shown in Table 4.3. We have a variable n_contributors for the
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Table 4.4: Model coefficients for Collaboration of the Week

Estimate Std. Error P-value

Intercept: Stub|Start -2.57 0.25 ***
Intercept: Start|C -0.12 0.15
Intercept: C|B 1.30 0.16 ***
Intercept: B|GA 3.07 0.19 ***
Intercept: GA|FA 4.36 0.23 ***
log2(n_contributors) -0.51 0.06 ***

P-values: *** < 0.001

number of contributors per artefact and add a binary variable from_scratch in the

WEP and WikiCup dataset to control for articles that did not exist prior to the start

of the project (thus having an unknown prior quality).

During our model building we also want to control for two additional issues: the

proportional odds assumption and whether there is an interaction effect between our

independent variables. The former is a fundamental assumption upon which OLRs

are commonly built. In our case, it means the coefficients explaining the relationship

between Stub-class (P (Stub)) and higher than Stub-class (P (≥ Stub)) also explain all

other classes (e.g. P (C) and P (≥ C)). We have verified that this assumption holds

in all our OLR models. Second, we also verified that there is no interaction effect

between our independent variables, which would have indicated that the strength

of the effect of starting an article from scratch would be altered by the number of

contributors to the article.

The results of our OLR models, one for each effort, are listed in Tables 4.4,

4.5, and 4.6. All predictors are statistically significant in all models. In the CotW

model, the intercept (cutpoint) between Start and C-class is not significant. Because

this cutpoint is only an estimate of the borderline between the two classes and the
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Table 4.5: Model coefficients for Wikipedia Education Program

Estimate Std. Error P-value

Intercept: Stub|Start -2.94 0.10 ***
Intercept: Start|C -1.26 0.07 ***
Intercept: C|B 0.44 0.07 ***
Intercept: B|GA 2.18 0.08 ***
Intercept: GA|FA 3.25 0.11 ***
from_scratchTRUE 0.47 0.08 ***
n_contributors -0.10 0.03 **

P-values: ** < 0.01, *** < 0.001

Table 4.6: Model coefficients for the WikiCup

Estimate Std. Error P-value

Intercept: Stub|Start -5.35 0.26 ***
Intercept: Start|C -1.23 0.09 ***
Intercept: C|B 0.27 0.09 **
Intercept: B|GA 0.43 0.09 ***
Intercept: GA|FA 3.15 0.11 ***
from_scratchTRUE 1.89 0.08 ***
log2(n_contributors) -0.63 0.04 ***

P-values: ** < 0.01 *** < 0.001

predictor’s P-value < 0.001, this issue does not invalidate the model.

Across all three efforts the number of contributors has a negative sign indicating

that larger numbers of contributors per artefact is associated with slower increase in

quality. We also built additional models where we controlled for the quality at the

start of the effort, to make sure that our model was not influenced by (for example)

a larger proportion of articles starting from a certain quality level. Pre-effort quality

was generally also a significant predictor in those models, but did not cancel out the

effect of number of contributors. This means that consistently across these projects,

an increase in number of contributors per artefact is connected with a negative impact

on the rate of quality increase.
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Discussion

We find it particularly interesting that the negative effect of additional contributors

per artefact is consistent across all three projects, even though the nature of the

“group” is different: in the WEP, participants are explicitly connected to an article,

while in the other two projects we count all likely productive editors as participants.

Wikipedia articles are of course open to anyone to edit, but WEP students are directed

to work in a “sandbox”, a personal space where they can draft an article before

publishing it, as described in the template syllabi12. This usage of personal work

spaces likely isolates many of the WEP articles from contributions from non-WEP

contributors until they are published.

As we will see in the next section, WEP students seldom take articles above B-

class quality, supporting the findings of the Wikimedia Foundation’s studies on WEP

quality [Rot; WMF]. This could be due to a lack of experience with writing Wikipedia

articles, but it could also be due to satisficing [Sim56], they are doing just enough for

a reasonable grade but nothing more. Groups of students might also be experiencing

social loafing [KW93], e.g. that some of the group members are trying to free ride

their way through the course while other members do the work. Future research on

the WEP could try to tease these effects apart.

The groups of contributors in the WikiCup and CotW datasets are more implicit,

and the extent to which participants in these efforts use sandboxes to edit articles

before publication is unknown. It may be that additional contributors to those two

efforts are not aware that they are taking part in an improvement project, which

could alter their edit behaviour. These contributors may also differ in experience
12http://outreach.wikimedia.org/w/index.php?title=Education/Syllabi&oldid=70162
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levels and engagement with the Wikipedia community, previous research has shown

that power users in Wikipedia produce higher quality edits from early on [PHT09].

Additional contributors could also be positive as long as only a few contributors are

doing the majority of the work, as found by Kittur and Kraut [KK08], otherwise they

just cause more maintenance overhead, similar to how adding people to late software

development projects make them even later [Bro75].

These results also beg the question of whether it is better for groups creating arte-

facts to work individually and sequentially. André et al. [AKK14] found simultaneous

work to be less effective than a sequential structure, but the effect was mitigated by

assigning specific roles to participants. In Wikipedia there are few formal roles. Some

users are promoted to become administrators, a role that is supposed to be janitorial

and “not a big deal”13 (yet research indicates it is an increasingly bigger deal [BK08]).

Instead, users assume informal roles, which they may seek to use to their advantage

in conflicts, for instance by questioning other contributors’ expertise [Kri+07].

In order for a peer production community to be successful, there needs to be

collaboration. These results suggests some degree of conflict between individual and

group work, when does one approach benefit the community more than the other? We

see investigations into how contributor roles, work organisation, conflict, coordination,

and concentration of contributor effort affect artefact quality in improvement projects

as a promising venue for future research.
13https://en.wikipedia.org/wiki/Wikipedia:DEAL#History
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Table 4.7: Wikipedia Education Program Quality

Stub Start C B GA FA

NA 3.93 14.88 46.79 18.81 12.50 3.10
Stub 21.43 20.44 37.68 9.61 9.61 1.23
Start 0.95 25.79 44.94 17.25 8.07 3.01
C 0.00 1.49 54.29 25.00 12.87 6.34
B 0.00 1.21 16.92 65.86 6.95 9.06
GA 0.00 0.00 10.58 11.54 61.54 16.35
FA 0.00 0.00 3.08 6.15 7.69 83.08

Prior (rows) and post (columns) predicted qual-
ity. Proportions are relative to prior quality (rows).
NA=Article did not exist prior to start of a course.

Table 4.8: WikiCup Quality

Stub Start C B GA FA

NA 0.90 34.11 37.95 3.60 21.46 1.98
Stub 1.18 28.10 40.26 2.09 26.67 1.70
Start 0.00 24.25 17.55 2.08 51.96 4.16
C 0.00 1.18 47.14 3.16 39.05 9.47
B 0.00 0.00 5.74 36.89 47.54 9.84
GA 0.00 0.19 1.23 0.85 89.26 8.48
FA 0.00 0.33 0.33 0.66 7.95 90.73

Prior (rows) and post (columns) predicted qual-
ity. Proportions are relative to prior quality (rows).
NA=Article did not exist prior to start of a cup round.

4.5.2 Purpose

Result: New Artefacts, Higher Quality

Is it more effective to have participants in a quality improvement project create new

artefacts or work on improving existing ones? Two of our efforts, the WikiCup and

the Wikipedia Education Program include both types of work. Across both of these,

our results indicate that artefacts created from scratch end with a higher final quality.
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Table 4.9: Collaboration of the Week Quality

Stub Start C B GA FA

Stub 29.46 40.31 17.83 6.20 4.65 1.55
Start 1.74 46.52 27.39 18.26 6.09 0.00
C 0.00 0.65 69.48 17.53 10.39 1.95
B 0.00 1.45 14.49 72.83 6.52 4.71
GA 0.00 0.00 4.88 2.44 80.49 12.20
FA 0.00 0.00 0.00 9.09 9.09 81.82

Prior (rows) and post (columns) predicted quality.
Proportions are relative to prior quality (rows).

To investigate this effect, we first look at what level of quality articles reach at the

end of a project. Table 4.7 (WEP) and Table 4.8 (WikiCup) show the relationship

between predicted quality at the start of an improvement project (rows) and at the

end (columns), where Good Article is abbreviated “GA” and Featured Article “FA”.

For the WikiCup, the end of the project is the last edit done by a specific participant

on the article that participant submits for scoring, and for the WEP the end is the

last edit done by any student assigned to a specific article. For convenience, we have

also included the same type of table for the Collaboration of the Week (Table 4.9)

but note that in that project no articles were created from scratch.

In the WEP (Table 4.7), 65.6% of the articles started from scratch (the “NA”

row) reach an intermediate level of quality (C- or B-class). This is not the case for

the WikiCup (Table 4.8), where instead more than one fifth of every new article is

predicted as Good Article (GA) or Featured Article (FA) status. We can also see

that to a certain degree in the WikiCup, and to a much larger degree in the WEP,

many articles do not improve enough to change their predicted quality class.

More generally, our OLRmodels in Tables 4.5 and 4.6 show that the from_scratch

variable is a significant predictor with a positive relationship to end quality. This sug-
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gests that in both the WikiCup and WEP projects, new artefacts have higher end

quality compared to existing artefacts.

Discussion

Here again we have found an effect that is consistent across vastly different improve-

ment projects. As previously noted, many WEP articles are likely isolated from

contributions from non-WEP editors due to the extensive use of sandboxes. In con-

trast, the WikiCup has an “In the news” category for articles that are featured in that

section on the English Wikipedia’s front page, with the contestant scoring 10 points

for each article featured. This will likely lead to the cup containing some breaking

news articles [KGC13], newly created articles where the particularly high interest and

resulting traffic could lead to quicker improvements in quality.

The result also is interesting because both projects have a long duration, namely

months. With that amount of time available, one would not expect there to be

a significant difference in quality improvement between new and existing articles,

particularly one in favour of new articles. Producing high-quality Wikipedia articles

requires access to resources, for instance sources for claims and illustrative images.

For some types of content these might be more difficult to find, particularly using

online resources, and in the case of existing artefacts resources might already have

been exhausted. The lack of online sources could to some extent explain the WikiCup

result where participants might strongly prefer them, but it seems unlikely to explain

the WEP result, since students should have access to good library resources.

Existing artefacts are also more likely to have some contributors monitoring

them. Research on Wikipedia has shown that editors assume ownership of con-

tent [Hal+09; TCG09] although Wikipedia’s own policy states noone owns an arti-
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cle14. This type of territoriality also occurs outside of Wikipedia, expert contributors

to a museum tagging system were found to more strongly express ownership of con-

tent than novices [TCG10]. When participants in a quality improvement project try

to make changes, territoriality by existing contributors is likely a barrier to entry,

resulting in reduced quality gain through coordination overhead.

It is also not obvious that peer production communities should always focus on

creating new artefacts. If the community already has good coverage (e.g. a large num-

ber of articles), it would perhaps instead benefit the most if work was concentrated on

improving existing artefacts. Community managers could combine the understanding

of this trade-off between coverage and quality with information on audience attention

to guide contributions to the areas where they are most needed in order to ensure the

community’s resources are utilised most efficiently.

Perhaps people work differently if they start with a blank slate than if they have

to modify an existing piece of work. In their study on the effect of seeding wikis with

content, Solomon and Wash [SW12] found that not seeding led to significantly more

content added, while those who started with seeded content would instead use that

as a model. We do not know to what extent this finding also is present in the work

WikiCup and WEP participants do on existing articles. There is an opportunity here

for both qualitative analysis of live data as well as lab studies to understand the

effects that are in play and how to most efficiently produce high quality artefacts.

We also found interesting differences between improvement projects in the pat-

terns of change in predicted quality. The WikiCup results (Table 4.8) show that few

articles move into the B-class. Instead, the cup participants push articles upwards to

GA/FA status, a behaviour we interpret to be clearly in line with the cup’s incentive
14http://en.wikipedia.org/wiki/Wikipedia:Ownership_of_articles
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mechanism. Successful Good Article nominations score 30 points and Featured Arti-

cles 100 points, while getting an article only to B-class scores zero. This is similar to

how badges steer user behaviour in Q&A systems [And+13]: when users have nearly

reached a badge threshold, they will modify their behaviour to achieve the badge as

quickly as possible.

The results for WEP (Table 4.7) and the Collaboration of the Week (Table 4.9)

show that for many articles quality does not appear to improve. The CotW’s short

duration, usually a week or two can explain the effect in that project. Most improve-

ments in CotW occur in low quality articles, confirming Zhu et al.’s description of

those articles being the typical collaboration targets [ZKK12]. That the Education

Program also to a large extent leads to improvements that appear to not substantially

change the article quality is more concerning. Students in the program have more

time available to affect change, thus we wonder if they are struggling with learning

how to write articles in the context of Wikipedia, for instance how to correctly source

content with footnotes and citation templates.

4.5.3 Policies/Structure

Result: Structure is Required

Two of the improvement projects we study, Today’s Article for Improvement (TAFI)

and Wikipedia’s Community Portal, do not have a well-defined structure. For exam-

ple, they are open to anyone, have a very general purpose, and lack a clear incentive

mechanism. Our results indicate that unlike the other projects, neither TAFI nor the

Community Portal is particularly successful at improving artefact quality.

First, let us investigate the TAFI project. We predicted the quality of each article
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at the beginning and end of the effort, in this case the day the article was promoted

for improvement. Only 9 out of 249 articles (3.6%) saw an improvement in predicted

class, and of those all but one moved up a single class, the exception being a Start-

class article improving to B-class.

Is the problem lack of participation? TAFI started in mid-2012 and at the end

of 2013 the project’s member list contained 103 usernames. Still, of the 249 articles

in the TAFI dataset 56.2% had no contributors during the day of the effort. We

investigated whether the degree of participation changed over the course of the project

and found that in the first three months, 1 out of 16 articles saw no contributors,

while in the last three months it was 33 out of 47. This is a statistically significant

difference (Fisher exact count test p < 0.001); the project has seen a significant

decline in participation as its membership has increased.

We found a similar problem with participation in the Community Portal. Our

dataset covers Dec 4, 2012 to Jan 4, 2013, during which time the portal, according

to data from the Wikimedia Foundation15, saw 314,534 views, for a daily average of

10,146 views. One would hypothesise that these views would directly affect listed

articles as visitors to the portal follow links to edit them. To investigate this, we

calculated average views/day 14 days prior to being listed for the portal articles

and removed those articles that were listed twice on the same day due to our view

data having a granularity of one day. We sorted the articles into buckets based on

average views/day, using exponential buckets since article popularity follows a power-

law distribution. Lastly we calculated views on the day of listing, as well as average

views/day up to 14 days after.

Articles are typically listed for only one hour, so one would expect the portal to
15http://dumps.wikimedia.org/other/pagecounts-raw/
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Table 4.10: Excerpt of view statistics for the Community Portal

Bucket Prior Views Listing Gain/Loss (%) Post Gain/Loss (%)

0 ≤ x < 2 1.6 126.08 80.34
2 ≤ x < 4 3.1 33.12 12.10
4 ≤ x < 8 5.6 6.74 -4.36
8 ≤ x < 16 11.2 -3.68 -8.50

Articles are placed in buckets based on prior mean views. “Prior Views” is the mean
views of said bucket. “Listing Gain/Loss” shows the increase/decrease in views on
the day of being featured, while “Post Gain/Loss” shows the equivalent for the 14
days after listing.

affect article views less as popularity increases. This is also seen in Table 4.10, which

shows an excerpt of the view results. The remaining part of the table (up to x ≥

16,384 views/day) is left out for brevity as the trend of a decrease in views on the

listed day as well as in the period after continues. Based on the results in Table 4.10

it seems clear that few views appear to come from the Community Portal.

Not surprisingly, since including an article on the Community Portal did not

increase how much it was viewed, it also didn’t increase participation. We selected

portal articles which had no edits in the two weeks prior to being listed, because

those articles are most likely getting contributions from the portal. Out of 4,410

articles only eight of them were edited during the time they were listed. This extends

data from the Wikimedia Foundation during a redesign of the portal in late 2012,

where 220,000 portal views led to 46 saved edits 16. Since the portal does not lead to

participation, there obviously can be no improvements in quality. Therefore it is not

an example of a successful improvement project.
16https://meta.wikimedia.org/wiki/Research:Community_portal_redesign/Opentask
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Discussion

Both of the unstructured projects studied were largely unsuccessful. The short dura-

tion of these projects, an hour in the case of the Community Portal and a day for the

TAFI project, might be posited as the explanation for the lack of success. However,

the Community Portal is easily accessible from the left-hand menu of any Wikipedia

page, and as we saw exposes a lot of readers to its call to action. In our related work

we referenced several successful projects with a much similar approach: Cosley et

al. [Cos+06] suggested edits of movie data on a movie recommender site; a general

call to action solicited contributions in the Cyclopath geo-wiki [PMT10]; Halfaker et

al. [HKT13] asked Wikipedia readers to submit article feedback. In all three cases

more structure and guidance was supplied when necessary, for instance Cosley et al.

had a form for inputting data, and the Cyclopath experiment provided volunteers

with clear instructions for the work needed.

Comparing TAFI and the Community Portal to the other projects, we also see that

these two unsuccessful projects lack a clear purpose, perhaps it is unclear to potential

participants what the benefit is to both them and the encyclopaedia. In contrast,

many of the WEP courses aim to extend Wikipedia’s content in areas where it is

lacking (e.g. public policy or psychology), and the WikiCup’s scoring system appears

to steer participant behaviour, as seen in their movement of articles to the higher

quality classes to score points. Neither TAFI nor the Community Portal implements

similar incentive mechanisms. Where our initial investigation has pointed to a lack

of participation, future work could look at how much structure and what kind of

incentive mechanisms are needed to trigger increased participation to cross the border

into a successful improvement project.
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4.6 Limitations

This research has several known limitations. First, while the English Wikipedia is

the largest peer production community in existence, results from this community

might not generalise. For example, a Q&A system like Stack Overflow is also a peer

production community with some wiki-like features. Research to determine to what

extent our findings also are present there (or in other peer production communities)

would be valuable.

Second, our analysis uses Wikipedia’s own assessment classes. Wikipedia’s no-

tion of article quality has been shown to correspond well with existing notions of

encyclopaedic quality [Stv+08a]. In our analysis of prediction errors, we discovered

that in some cases Wikipedia contributors failed to apply the assessment criteria cor-

rectly, leading to articles being assessed into a lower class. This suggests that there

is room for improvement in the understanding of how Wikipedia contributors apply

the assessment criteria, as well as how these correspond to assessment of quality by

non-Wikipedians, and we plan future work in this area.

This paper brings together a diverse set of improvement projects, which means we

must also consider limitations imposed by them. There is likely a clear difference in

skill levels between some of the efforts. Contestants in the WikiCup and WikiProject

members participating in the Collaboration of the Week are probably skilled members

of the Wikipedia community, while students in the Education Program have little

prior experience with writing for Wikipedia. One way to control for this would be to

introduce measures of tenure, for instance the number of edits a contributor has or

the amount of time since account registration.

We are also limited by how we define a contributor to a specific article. In the
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Education Program we use the course pages’ explicit definition of which students

worked on a specific article, and in the WikiCup we use contestants’ submission pages

to track which articles they worked on as part of the cup. In the other efforts, we

instead use an implicit method of defining participants. This method could potentially

be improved by algorithmic content analysis, for instance to account for different

categories of contributors (e.g. newly registered users, users without an account,

etc).

4.7 Conclusion

In this chapter we studied factors associated with the success and failure of qual-

ity improvement projects in peer production communities. We used Preece’s three

components of online communities (people, purpose, and policies) as building blocks

for a coherent analytic framework to study five diverse quality improvement projects

in the English Wikipedia. In summary, our findings and their implications for the

design of quality improvement projects were as follows:

1. People: Increasing number of contributors per artefact is associated with

slower increase in quality. Consideration should be given to when working

individually can be more effective than group work.

2. Purpose: Artefacts created during the improvement project are connected to a

higher quality level than existing artefacts worked on during the project. There

may even be cases where deleting an old artefact to start over is preferred,

although more research is needed.
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3. Policies/Structure: Unstructured efforts are less likely to succeed. Our re-

sults suggest that new efforts should provide a carefully designed socio-technical

structure, for instance through incentive mechanisms appropriate for the desired

work and the knowledge level of the participants.
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Chapter 5

Misalignment Between Supply and Demand

In peer production communities, individual community members typically de-

cide for themselves where to make contributions, often driven by factors such as

“fun” [Nov07] or a belief that “information should be free” [LW05]. However, the

extent to which this bottom-up, interest-driven content production paradigm meets

the needs of consumers of this content is unclear.

In this chapter we study the relationship between how quality content is consumed

and produced. We introduce an analytical framework we call the Perfect Alignment

Hypothesis and use it to identify a great deal of misalignment between the production

of high quality content and its consumption in two successful peer production com-

munities: Wikipedia and OpenStreetMap. Our framework also allows us to measure

the impact of the misalignment, and we find that almost two billion monthly article

views in Wikipedia go to articles that would be of much higher quality if editors op-

timally distributed their work according to reader demand. Applying this framework

to OpenStreetMap we also find extensive misalignment between supply and demand,

and estimate that 7.3 million people in the US live in areas where the map quality is

much lower than demand would suggest.

We also study the nature of misalignment in both communities. In Wikipedia

we find that reader demand for certain topics (e.g. LGBT issues) far exceeds the

supply, while other topics have a very large number of high-quality articles relative
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to the number of people reading them (e.g. military history). Additionally, we find

that a majority of the articles in the highest demand appear to be continuously in

high demand. This means that high demand is not only driven by short-term trends

(e.g. breaking news). In OpenStreetMap we find that areas of low quality but high

demand are more likely in small towns and have lower socioeconomic status. These

findings will be put into context and discussed in more detail in Section 5.6, where

we also suggest sociotechnical solutions to assuaging the misalignment.

TheWikipedia portion of this research was published in the proceedings of ICWSM

in 2015 [War+15a]. Our study of OpenStreetMap is new work for this thesis. We

rewrote the ICWSM paper to also include the OpenStreetMap results, and that ex-

tended version has been submitted to the journal ACM Transactions on Computer-

Human Interaction. This chapter is an adapted version of said journal submission.

5.1 Research questions

The background research covered in Chapter 2 suggests that the efforts of contributors

in peer production systems do not lead to an information repository whose quality

is aligned with reader demand. Our first research question investigates the extent of

this:

RQ1: How widespread is misalignment in peer production communities?

Misalignment of supply and demand will impact information consumers if topics

of high interest (demand) do not have high-quality content. Therefore, we pose a

second research question that seeks to measure this impact:

RQ2: What is the impact of this misalignment on content consumers?
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If supply and demand of quality content are misaligned, it is useful to understand

the nature of this misalignment. Our third research question has two parts, each of

which sheds a different light on misalignment:

RQ3a: What topics/areas are over-represented amongst artifacts that are low qual-

ity/high demand, and high quality/low demand?

RQ3b: To what extent are low-quality/high-demand artifacts associated with sig-

nificant surges in attention (i.e. “trending topics”)?

We present findings that address these questions in our two results sections, one

each studying this phenomenon in Wikipedia and OpenStreetMap. First, however, we

need a precise way to characterise (mis)alignment between the supply of and demand

for high-quality content in peer production communities.

5.2 The Perfect Alignment Hypothesis

Related work has indicated that supply and demand of content quality may be mis-

aligned in peer production communities; we want a general way to measure this.

We do so with a construct we call the Perfect Alignment Hypothesis (PAH). In this

section, we define the PAH and in the subsequent sections we use it to study mis-

alignment in Wikipedia and OpenStreetMap.

Ideally, all artifacts in a peer production community would be of the highest possi-

ble quality. However, all peer production communities — even the very large English

Wikipedia community — have a limited number of contributors and all contributors

have a limited amount of available time. Given these limitations, some artifacts neces-

sarily will be of lower quality. The Perfect Alignment Hypothesis imagines a situation
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in which the limited supply of contributor work is optimally applied such that the

quality of artifacts perfectly matches the demand for them. In other words, under the

Perfect Alignment Hypothesis, the Spearman’s correlation coefficient between quality

and consumer demand is exactly 1.0.

For example, in the English Wikipedia the quality scale is (from lowest class to

highest): Stub, Start, C, B, Good Article, A, Featured Article. Our dataset from

the English Wikipedia contains 4,353 Featured Articles, and under the conditions of

the PAH, these would also be the 4,353 most viewed articles. The next-most-viewed

793 articles would be in the A class, then 19,914 Good Articles, and so on, with 2.2

million stubs being the least-viewed articles.

While OpenStreetMap does not have a quality scale similar to Wikipedia, geo-

graphic information quality is handled quite differently as we will discuss in more

detail in our methods section, the PAH describes a similar relationship between sup-

ply and demand for quality content. Those areas that have the highest demand would

be completely mapped while those that are accessed more rarely will contain only a

basic set of information. Due to how both supply and demand can be measured in

OpenStreetMap, we model the PAH as the linear relationship between number of

OSM contributors (quality supply) and population (quality demand). This means

the PAH conditions result in a map where high population areas have high quality

and areas that are scarcely populated have lower quality.

In the following sections, we use the Perfect Alignment Hypothesis to understand

exactly how far away our peer production communities are from “optimal”. As we will

see, the PAH allows both an overview of the general amount of (mis)alignment, and

at the same time insight into how the demand varies across the spectrum of quality.
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5.3 Methods and Datasets

To enable the study of (mis)alignment in peer production communities, we needed

examples of successful communities. We study four Wikipedia language editions –

English, French, Russian, and Portuguese – because they all have large amounts of

content, active contributor communities, use a sufficiently fine-grained quality scale,

and members of each community have provided quality ratings for a large proportion

of their articles.

In order to establish generality of misalignment, we sought to study a different

type of peer production community and found OpenStreetMap (OSM) to be a good

fit. Where Wikipedia’s content is primarily text, OSM is “volunteered geographic

information” (VGI) [Goo07], and the community is mapping the entire planet. Started

in 2004, the community has about 36,000 active members1. It is also a community

that has been widely studied in the research literature [NZ14].

5.3.1 Wikipedia Datasets

Supply of Quality Content

Each of these four language editions we studied have adopted a six- or seven-class

assessment scale that editors use to assess the quality of an article. The highest

quality rating, in English called “Featured Article”, is only given to articles that

provide complete coverage of a specific topic in a “professional, outstanding, and

thorough” way2, such as the English article on Barack Obama. The lowest-quality

articles are often called “stubs”, which only provide a “very basic description of [a]

topic” of only a paragraph or two.
1http://osmstats.neis-one.org retrieved June 29, 2016.
2https://en.wikipedia.org/wiki/Wikipedia:Version_1.0_Editorial_Team/Assessment
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Table 5.1: Overview of Wikipedia editions

Language No. articles Rated articles Quality Classes

English 4.67M 3.6M 7
French 1.58M 929k 6
Russian 1.18M 170k 7
Portuguese 862k 444k 6

An article counts as rated if it has at least one quality rating.
“Classes” shows the number of classes used in the rating scale. Ab-
breviations: M=million, k=thousand.

While it is community members without guaranteed subject matter expertise that

are providing article quality ratings, Wikipedia’s notion of article quality has been

found to map closely onto pre-Wikipedia notions of encyclopedic quality [Stv+08a],

and research has also shown that these quality ratings correlate relatively well with

reader judgement of article quality [KK08]. Choosing Wikipedia editions with a fine-

grained quality scale allows us to capture features associated with article quality (e.g.

references to sources, usage of illustrative images) across the full quality spectrum, an

improvement over using a proxy measure like article length as applied by Lehmann

et al. [Leh+14].

All of the four language editions we studied use templates to organise assessed

articles into a well-defined set of article categories reflecting the assessment rating.

We identified the appropriate structure of category names for each language edition

and gathered datasets of articles for each, removing “non-article” types such as lists

and disambiguation pages3. Articles without assessment were also discarded because

their quality is undefined. This data gathering process resulted in the number of

rated articles as listed in Table 5.1.
3Pages listing links from a common term to specific variants, e.g. https://en.wikipedia.org/

wiki/John_Smith
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Demand for Quality Content

We measure demand using Wikipedia article pageviews as made available by the

Wikimedia Foundation4, the best available source for per-article view data. Follow-

ing Hill and Shaw’s [HS14b] suggested best practice for handling Wikipedia article

views, all results in this paper account for pageviews to an article coming in through

redirects.

One of our research questions investigates shifts in article demand. We are most

interested in understanding short-term shifts and expect articles that are in continu-

ously high demand to remain stable through a dataset with a shorter time span. Due

to Wikipedia having a weekly cycle for both reader views and edits across language

editions [Thi+12; YSK12], we define a study period of four weeks to approximate a

calendar month. For the English edition, we gathered data from July 27 to August

24, 2014, while for the other three editions our data gathering spans November 2-30,

2014.

5.3.2 OpenStreetMap Datasets

Supply of Quality Content

Previous work on quality in OSM has mainly focused on positional accuracy [Hak10;

Hak+10; ZZ10; LVK11; Ars+13], comparing the position of objects in OSM such as

the road network against those in a gold standard dataset.

We were interested in ways of measuring overall quality in OSM. This is similar to

how we in Wikipedia decided to use assessment ratings, because they capture a more

human-oriented concept of quality than a proxy like “number of words”. Quality in
4http://dumps.wikimedia.org/other/pagecounts-raw/
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geographic data is defined in ISO 19157 [13] and has five parameters: completeness,

logical consistency, positional accuracy, temporal accuracy, and thematic accuracy.

The number of contributors to an area can be used as reasonable proxy for overall

quality in OpenStreetMap. Haklay et al. [Hak+10] found that as the number of OSM

contributors to an area increased the error in the positional accuracy also decreased

towards an asymptotic minimum. A similar relationship between number of contrib-

utors and other aspects of content quality (e.g. completeness in the form of number

of objects) were found by Girres and Touya [GT10]. Barron, Neis, and Zipf [BNZ14]

proposed a quality framework for OpenStreetMap quality analysis where they suggest

that “a high and increasing number of people who have ever created or edited OSM

data within an area indicates a possibly better data quality.”

To measure the number of contributors, we gathered a dataset of the entire history

of OSM in North America5. This dataset (also called a “full history dump”) is a

geographically filtered subset of all contributions to OSM from its start until February

2014. Analysing geographic data is complicated and previous research has also limited

their studies to single countries as the largest unit. We further divide the country

into smaller units, in our case the focus is on census tracts. Census tracts are “small

[and] relatively permanent subdivisions”6 with a limited population (optimum size

of 4,000) that are used as a part of the US Census. Their boundaries are defined

with the intention of allowing comparisons from one census to another, meaning they

tend to be stable over time. There are also many additional datasets available that

can further our understanding of underlying phenomena, for instance socioeconomic
5See http://wiki.openstreetmap.org/wiki/Planet.osm/full for general information. Our

dataset is from http://osm.personalwerk.de/full-history-extracts/latest/continents/,
which is linked from the OSM wiki page.

6https://www.census.gov/geo/reference/gtc/gtc_ct.html
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status indicators and measures of the urban-rural spectrum.

The OSM datasets consists of three types of objects: nodes, ways, and relations.

Nodes are points with a latitude and longitude, and are used to denote points of

interests (e.g. restaurants, museums) as well as where line segments start and end

(e.g. parts of a road or corners of a house). Ways are collections of nodes that are

used for line-type objects such as roads and the perimeter of buildings. Relations are

a meta-type and can contain combinations of other objects, including other relations.

We omit relations from our analyses because their impact on our calculation of the

number of contributors should be negligible for two reasons: first, they only account

for 0.05% of all objects and 0.08% of all edits; and second, we also count contributors

to a relation’s members (child objects such as nodes and ways).

We counted the number of contributors to an areaA by first identifying all nodesN

that are contained within A (using PostGIS’ ST_Contains function) and all ways W

that are either within A or intersecting it (using PostGIS’ ST_Intersects function).

Ways were allowed to intersect an area so that lines that cross two areas (e.g. roads)

will be counted as members of both, instead of not belonging to any area or having

to apply heuristics to determine the parent area. We then took the union of all

contributors to objects in N and W and defined that set as the contributors to A.

Some of these contributors will have made bulk imports of data into OSM, for instance

as part of the TIGER/Line import that was completed in 2008 [ZHN13].

While this type of activity is atypical of VGI contributor behaviour as it spans

a large area and makes many edits over a short period of time, it has also been

described as “single-user” [QMC14]. These bulk edits can make up a large part of

the activity in OSM, but since we measure the number of contributors they will not

skew our data because they only show up as a single contributor. This means that
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activity such as bulk imports are unlikely to bias our dataset, thus we retained these

data for our analyses.

Demand for Quality Content

Measuring demand in Wikipedia is relatively easy; as previously mentioned the Wiki-

media Foundation makes datasets of article views readily available. The content is

also primarily accessed in a central location, readers go to Wikipedia’s website to read

it. In contrast, measuring demand in OSM is very difficult due to is decentralisation.

OSM content is to a large extent used by external tools, for example Mapbox7, Ap-

ple Maps, and Craigslist8. Therefore, no central resource of view data for OSM is

currently available.

We use population as a proxy for demand; this is reasonable since geographic

interactions occur close to where people live [Ste48; Häg68; FA82]. This means that

the more people who live in an area, the higher the demand will be for geographic

tools. These tools require geographic data such as that supplied by OSM.

This is also reflected in how OSM data is used. Craigslist is a high-traffic site that

uses OSM maps, and Craigslist is localised to specific areas9 where its introduction

has been found to affect the classified ad business of local newspapers [SZ14]. OSM

content is also used in Apple Maps, meaning it will be used for information about

local points of interest (e.g. restaurants) as well as for routing between locations,

further establishing that demand for this type of VGI content is localised.

In addition to population, we also explain some additional factors that affect de-
7https://www.mapbox.com
8http://arstechnica.com/business/2012/08/craigslist-is-on-board-openstreetmap-

continues-soaring-to-new-heights/
9http://www.craigslist.org/about/expansion
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mand. First of all, we account for spatiotemporal dynamics by adding datasets from

Flickr and Twitter. Flickr images will capture tourism-related activity where con-

tributions occur at long distances from a home location [LGX13; Woo+13]. Tweets

from Twitter will capture short-term mobility patterns such as commuting [Nou+12;

LGX13; Jur+15]. Secondly, we use median household income as an indicator of socioe-

conomic status (SES). Median household income has been shown to be an important

SES factor and is commonly used in this type of research (e.g. [YNS15; TTH15]).

In previous research, SES has been shown to correlate with OSM contributions in

such a way that lower-SES areas have lower participation [Hak10]. Lastly, we know

that activity in social media and user-generated content communities varies across

the urban-rural spectrum [HS14a; Joh+16a]. We therefore incorporate the urban-

rural spectrum in our models through the United States Department of Agriculture’s

Rural Urban Commuting Area Codes [MCH99]10. These codes categorise how far

along the urban-rural spectrum a census tract is using 10 different categories based

on whether it is an urban area (core population above 50,000), urban cluster (core

population 10,000 to 49,999), small town (core population 2,500 to 9,999), or outside

of these, and whether the population in a given tract commutes to other areas (e.g.

to an urban area). Using this type of urban/rural classification is a common approach

in this type of research, e.g. [YNS15].

We used the US Census 2012 population estimates11 as our source of population

data. The 2012 estimates were the most recent estimates at the time of our analysis.

For Flickr data we used the Yahoo! 100M CC dataset [Tho+16], which contains

50 million geolocated images. This dataset only contains images that are published
10http://www.ers.usda.gov/data-products/rural-urban-commuting-area-codes/

documentation.aspx
11http://www.census.gov/popest/
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using the Creative Commons license12. It is unknown to what extent this biases the

dataset. Our dataset from Twitter consists of 66.8M geolocated tweets from October

10, 2014 to November 19, 2014, where 51M of them were located within US census

tracts. The one-month timespan of our Twitter dataset is different from our OSM and

Flickr datasets, which both span several years. However, we regard a whole month

as a sufficiently long timespan. This specific dataset has also been used in previous

research on localness in social media [Joh+16b].

Data on median household income was gathered from the US Community Sur-

vey13. For data on the urban/rural classification of census tracts we used the 2010

RUCA dataset available from the US Department of Agriculture14. Lastly we gath-

ered shapefiles for the census tracts from the US Census15.

5.3.3 Appropriately Modelling Geographic Data

Wikipedia’s quality assessment is, as described earlier, done using an ordinal set of

categories. In OpenStreetMap we have a continuous variable (number of contributors)

as our proxy for quality, and we seek to understand the relationship between this

variable and other continuous variables (e.g. population). A standard approach

when studying these types of relationships are linear regressions.

Our analysis of OSM data is based on delineated geographic areas, which in many

cases share borders with each other. As people tend to organise into communities with

other people who are similar to themselves (“birds of a feather flock together” [Mil01]),

our data will contain adjacent areas with similar characteristics. This phenomenon,
12https://creativecommons.org
13https://www.census.gov/topics/income-poverty/income.html
14http://www.ers.usda.gov/data-products/rural-urban-commuting-area-codes.aspx
15https://www.census.gov/geo/maps-data/data/tiger-cart-boundary.html
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called “spatial dependency” (or “autocorrelation”) [Tob70], invalidates the “indepen-

dent and identically distributed” assumption of an ordinary least squares regression.

We can solve the problem of spatial dependency by applying an appropriate spatial

modelling strategy. The spatial lag model (also known as the “spatial auto-regressive

model”) is our primary approach for modelling spatial data. A variation of this

model also incorporates spatial dependency for the explanatory variables, the so-

called “Durbin correction”, which Yang et al. has argued is the best approach for

modelling spatial data [YNS15]. We have confirmed that the Durbin correction leads

to a significantly better fit to our data and will report results based on it. All our

spatial modelling was done using the “spdep” R library [BHK13; BP15].

Lastly, we define an area’s neighbourhood by selecting adjacent areas (also known

as “queen’s neighbours”), a commonly used approach in this type of research. Defining

it using k-nearest neighbours is an alternative approach, and we have confirmed that

the queen’s approach provided the best fit for our data.

5.4 Misalignment in Wikipedia

5.4.1 The Extent of Misalignment

To understand the amount of misalignment in each of our four Wikipedia editions,

we first define a set of “Quality assessment classes”, labelled Q1 through Q7, which

will correspond to the equivalent Wikipedia assessment class in order from lowest to

highest (for editions with six classes, Q6 will be the highest quality class).

We also define a set of hypothesised “Perfect Alignment Hypothesis classes”, la-

belled PAH1 through PAH7. For each Wikipedia edition, the number of articles in a

PAH class will be equal to the corresponding quality class (e.g. in English Wikipedia
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Table 5.2: Alignment in the English Wikipedia

PAH1 PAH2 PAH3 PAH4 PAH5 PAH6 PAH7

Q1 1,710,819 477,687 30,701 6,647 657 16 64
Q2 454,270 477,547 92,585 37,148 6,130 190 852
Q3 43,255 71,012 26,749 19,056 6,259 232 1,344
Q4 14,408 30,669 13,707 12,102 5,447 262 1,351
Q5 3,649 9,416 3,192 2,136 953 62 506
Q6 132 398 128 92 31 0 12
Q7 59 1,994 846 766 438 32 218

Confusion matrix for supply (rows) and demand (columns) in English
Wikipedia. Under perfect alignment all articles would be in the diag-
onal cells.

there are 4,353 Featured articles and 2.2 million stubs, thus Q7 and PAH7 both con-

tain 4,353 articles, and Q1 and PAH1 both contain 2.2 million articles). For each

edition, we rank the articles by total number of views across the defined four-week

window, and assign PAH classes according to rank (e.g. in English Wikipedia the

4,353 most-viewed articles are in the PAH7 class, and the least-viewed 2.2 million

are in PAH1). We can then compare the actual quality assessments against the

classes the PAH suggests articles should be in if supply and demand were in perfect

alignment.

This comparison is shown in the confusion matrices in Tables 5.2-5.5. Under the

PAH, we would expect that all cells off of the diagonal would have a zero in them, and

this is clearly not the case. At a more detailed level, we see that across all languages

there is a considerable number of very popular articles that are also not of the highest

quality, as found in the non-grey cells in the rightmost column. In the English

Wikipedia, 852 articles in the second-lowest quality class (“Start”) are so popular that

under the PAH they ought to be top quality (“Featured Articles”). Two such articles

are “Wedding”, a general topic that one would expect to be popular, and “Cisgender”,
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Table 5.3: Alignment in the Russian Wikipedia

PAH1 PAH2 PAH3 PAH4 PAH5 PAH6 PAH7

Q1 49,363 28,060 4,646 759 203 214 47
Q2 28,969 25,330 6,513 1,618 491 593 167
Q3 3,827 6,906 2,814 909 342 613 234
Q4 666 1,550 787 323 110 297 175
Q5 425 705 72 30 7 8 6
Q6 42 953 525 158 64 139 76
Q7 0 177 288 111 36 93 44

Confusion matrix for supply (rows) and demand (columns) in Rus-
sian Wikipedia. Under perfect alignment all articles would be in
the diagonal cells.

for which Wikipedia has an opportunity to provide important information about a

sensitive topic to readers.

Also visible in each of Tables 5.2-5.5 is the reverse phenomenon: articles being of

significantly higher quality than they would be under the PAH, which are the cells in

the bottom left corner of these tables. We see that in French Wikipedia (Table 5.4),

the demand for 796 (57.6%) of the highest quality articles (“articles de qualité”) does

not justify their quality, landing them in the PAH2 class. Some of these articles are

about rather narrow topics (e.g. the themes in Robert Browning’s poetry), but as we

will later see in our investigation of misaligned topics, many are not.

To get a better understanding of alignment and misalignment, we measure the

overall proportion of aligned articles, the proportion of highest-quality articles that

are in alignment, and the proportion of highest-quality articles that are in PAH1

and PAH2. The results are shown in Table 5.6, and as we can see, in three of the

four Wikipedia editions the majority of articles are in alignment. This is due to most

articles being found in the two lowest quality classes, often named “Stub” and “Start”,

whereas there are much lower numbers of articles in the other classes. For example, as
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Table 5.4: Alignment in the French Wikipedia

PAH1 PAH2 PAH3 PAH4 PAH5 PAH6

Q1 548,038 125,803 6,796 138 243 94
Q2 124,025 78,243 13,712 574 972 578
Q3 8,392 11,402 4,476 345 797 518
Q4 273 490 217 25 67 69
Q5 314 1,370 370 27 66 63
Q6 70 796 359 32 65 60

Confusion matrix for supply (rows) and demand (columns)
in French Wikipedia. Under perfect alignment all articles
would be in the diagonal cells.

Table 5.5: Alignment in the Portuguese Wikipedia

PAH1 PAH2 PAH3 PAH4 PAH5 PAH6

Q1 323,012 39,270 3,520 174 71 48
Q2 38,937 18,483 5,004 455 226 151
Q3 3,346 4,453 3,068 602 361 323
Q4 343 495 307 69 55 91
Q5 369 287 71 15 11 11
Q6 88 268 183 45 40 61

Confusion matrix for supply (rows) and demand (columns)
in Portuguese Wikipedia. Under perfect alignment all ar-
ticles would be in the diagonal cells.

used in our explanation of the Perfect Alignment Hypothesis, our English Wikipedia

dataset has 4,353 Featured Articles (0.1% of the total), but over 2.2 million Stub-class

articles (62.4%). In Table 5.2, 1.7 million Stubs (76.8%) are in alignment, and the

results for French and Portuguese are similar. In contrast, the Russian Wikipedia

appears to have a significantly lower proportion of aligned articles. This might be

due to our dataset of assessed articles in Russian covering a lower proportion of the

total number of articles (5.9%) compared to the other Wikipedias.

Table 5.6 also reveals how these communities have been producing content of the
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Table 5.6: Overall Proportions of (mis)alignment

Language % Aligned % HQ/HD % HQ/LD

English 62.5 5.0 47.2
French 67.8 4.3 62.7
Portuguese 77.6 8.9 52.0
Russian 45.8 5.9 23.6

Overall proportion of alignment, proportion of highest-
quality articles in the highest demand class (HQ/HD),
and proportion of highest-quality articles in the two low-
est demand classes (HQ/LD).

highest quality in areas with a rather narrow audience. Only 4-9% of the highest-

quality articles are in high enough demand to warrant their top quality rating under

the conditions of the PAH. At the same time, we see that approximately 50-60% of

these highest-quality articles are in comparatively low demand as they would be in

one of the two lowest quality classes. Understanding characteristics of these strongly

misaligned articles can help peer production communities decide how and where to

allocate resources, and this will be the focus of Sections 5.4.3 and 5.4.4 where we

answer each of the two parts of our third research question. At the same time,

these results indicate that misalignment has potentially a large impact on content

consumers, which is the topic we turn to next.

5.4.2 The Impact of Misalignment

Priedhorsky et al. [Pri+07] used the notion of a damaged view to understand the

impact of vandalism in Wikipedia. Similarly, we define the notion of a misaligned

view, a view of an article that supplies a quality level not in alignment with its

demand. Based on the confusion matrices shown in Tables 5.2-5.5, we define two

types of misalignment: excess quality (ExQ), where quality is higher than demand
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suggests; and insufficient quality (InQ), where high demand is not met with high

quality.

There are different degrees of misalignment, as shown in our confusion matrices,

varying from no misalignment to articles of maximum quality being minimally popu-

lar. One approach to measure the impact is to use the distance between an article’s

Q and PAH class (e.g. a Q2 article in PAH6 has distance d = 6 − 2 = 4). A

drawback with this approach is that the range of the distance varies depending on

the assessment class; in English Wikipedia the Q7 range is [−6, 0], and Q2 has range

[−1, 5]. Since the number of articles varies greatly between classes, the results will

most likely be strongly skewed. To avoid this problem, we collapse larger degrees of

misalignment into a single category. If the distance between an article’s assessment

class and PAH class is greater than or equal to two, we define it as strong misalign-

ment. For example, a Q2 class article is in strong misalignment if its PAH class is

PAH4 or higher. As there are six or seven classes in total, two classes of misalignment

will typically mean a significant increase or decrease in quality. Similarly, we define

moderate misalignment as one-class misalignment.

Combining the notion of strong and moderate misalignment with excess quality

and insufficient quality, we get a Likert-type scale with five categories: Strong ExQ,

Moderate ExQ, Alignment, Moderate InQ, Strong InQ. We first use this scale to

collapse our confusion matrix rows and columns, then combine them with misaligned

views to aggregate article views over our four-week time span. The result is an

estimate of the monthly impact of misalignment on Wikipedia’s readers, and Table 5.7

provides an overview.

Whereas we previously found large proportions of overall alignment, the results

shown in Table 5.7 make it clear that the misalignment that does exist has an
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Table 5.7: Impact of Misalignment

Language Str ExQ Mod ExQ Aligned Mod InQ Str InQ Total

N 89.9 202.9 858.5 1,072.1 1,696.9 3,920.2English
% 2.3 5.2 21.9 27.3 43.3 100.0

N 7.0 10.4 29.9 41.8 112.3 201.5Russian
% 3.5 5.2 14.8 20.7 55.8 100.0

N 6.7 18.8 105.3 132.9 120.9 384.7French
% 1.8 4.9 27.4 34.6 31.4 100.0

N 2.5 7.9 41.4 45.5 60.6 158.0Portuguese
% 1.6 5.0 26.2 28.8 38.3 100.0

Number (N) of article views in million per (mis)alignment category for each
of the four Wikipedia editions. Proportions (%) are relative to each language
edition’s total number of views in 28 days, as listed in the rightmost column.
Abbreviations: “Str”: Strong; “Mod”: Moderate; “ExQ”: Excessive Quality; “InQ”:
Insufficient Quality.

enormous impact on content consumers. Across these four Wikipedias, two billion

monthly pageviews are to articles that are in the “Strong InQ” category. In other

words, articles that are more than two quality classes lower than they would be if the

supply of quality was in alignment with demand receive 2 billion pageviews a month.

We can also see that the proportion of views going to articles of insufficient quality

varies across the language editions, but is substantial throughout. In all language

editions, well over half of the pageviews go to articles that are either of moderate

insufficient quality or strong insufficient quality. In the English Wikipedia, articles

of strong insufficient quality alone receive close to half of the pageviews, and in the

Russian Wikipedia, they receive more than half. Overall, these results suggest that

the average Wikipedia reader frequently encounters articles that would be of much

higher quality if the community distributed quality optimally according to reader

demand.
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5.4.3 Characterising Misalignment Through Topics

For this research question, we investigated whether the supply and demand of quality

content is especially misaligned for certain topical domains (e.g. biographies). In

order to answer this question, we first had to identify a mechanism for categorising

articles. Many Wikipedia editions have a robust dataset of user-generated category

memberships, but these can be difficult to leverage to assign articles to a set of higher-

level categories [NS08; Hec13]. Fortunately, the English Wikipedia has WikiProjects,

which are groups of Wikipedia contributors interested in the same topic. As article

quality assessments are done by WikiProject members, every article in our English

dataset is associated with at least one project. For example, “WikiProject LGBT

studies” covers articles about LGBT supporters and activists (e.g. Harvey Milk) as

well as articles such as “Gay”. Whereas the projects in the English Wikipedia have

been studied extensively [KPK09; CRR10; Cho+10; For+12; ZKK12; Mor+14], much

less is known about the project infrastructure of the other language editions, leading

us to focus this work on the English Wikipedia.

From our investigation into the extent of misalignment, we find two categories of

misaligned articles that are strong candidates for further analysis. First are the most

popular articles that are not also of the highest quality. Given their popularity and

the huge impact of misalignment as we saw previously, these should be the articles

the community is most interested in improving under the PAH. As we are studying

the English Wikipedia, these articles are found in the rightmost column of Table 5.2,

with the exception of articles already in Q7. There are 4,135 articles in this class,

which we will refer to as the “Needs Improvement” dataset.

The second group of articles are those that have reached the highest quality, but
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Table 5.8: Overrepresented topics in the
Needs Improvement dataset

Rank Topic N Rel. Risk

1 Countries 144 506.9
2 Pop music 97 38.9
3 Internet 84 37.6
4 Comedy 134 21.9
5 Technology 58 15.8
6 Religion 121 15.8
7 Science Fiction 70 15.5
8 Rock music 84 11.4
9 Psychology 60 11.1
10 LGBT studies 136 9.1

Topics most strongly over-represented in the
Needs Improvement dataset, limited to topics
with at least 50 articles in the dataset. “N”
columns lists number of articles.

have relatively low popularity. Studying these should inform us about where the

community exerts excess effort (under the PAH). These articles are found in the

bottom row of Table 5.2. We focused on the leftmost two cells (PAH1 and PAH2) as

they are in particularly strong misalignment and account for almost half (47.2%) of

all top-quality articles. We will refer to these articles as the “Spent Effort” dataset.

The number of articles within the scope of each WikiProject differs, for example

biographies are about five times more common than articles about the United States,

and we have to account for these differences in underlying probability. To do so, we

use Relative Risk (RR) to measure the extent to which a topic is over-represented, as

that tells us “how much risk is increased or decreased from an initial level” [DCT98].

In our case, the relative risk is the probability of encountering a topic in the Needs

Improvement/Spent Effort datasets divided by the probability of encountering a topic

in the entire English Wikipedia.
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Table 5.9: Overrepresented Topics in the Spent
Effort dataset

Rank Topic N Rel. Risk

1 Cricket 65 159.0
2 Tropical cyclones 112 99.3
3 Middle Ages 87 13.4
4 Politics 147 12.0
5 Fungi 53 9.1
6 Birds 78 8.2
7 Military history 404 5.3
8 Ships 88 5.0
9 England 72 4.9
10 Australia 258 4.3

Topics most strongly over-represented in the
Spent Effort dataset, limited to topics with at
least 50 articles in the dataset. “N” column lists
number of articles.

Table 5.8 describes the topics that are most over-represented amongst articles in

the Needs Improvement dataset. In order to filter out extremely specific topics (e.g.

“Human Computer Interaction”: 3 articles), which are affected by very low sample

sizes, and balance specificity and generality, we restrict Table 5.8 to topics with more

than 50 articles in the Needs Improvement dataset. We see that countries is by far

the most disproportionately represented topic. Most articles within the scope of this

topic are general knowledge articles about a specific country, and as we see most of

these are in high demand and have limited quality. There are also some pop culture

topics such as “pop music”, “comedy”, and “rock music”. Lastly, we find two important

topics, psychology and LGBT, making the top 10, indicating that Wikipedia is an

major resource for knowledge about these topics, but needs to deliver more high-

quality content to be in alignment with demand.

Table 5.9 shows the topics most over-represented in the Spent Effort dataset,
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again limited to topics with at least 50 articles. Cricket is the highest ranked topic,

perhaps exemplified by the existence of ten Featured Articles about players on the

Australian cricket team in England in 1948. Articles about cricket were also found

in the Needs Improvement dataset, for instance the article about the game itself has

enough demand to be PAH7 but is now a middle-quality article16. This might be

because it is easier or more exciting [LW05; Nov07] to write biographies about cricket

players than it is to perfect an article about a more general topic.

Our results also contain examples of how groups of volunteers in peer produc-

tion communities are not making “efficient” choices about where to supply quality

improvements. One of the topics listed in Table 5.9, military history, is a very suc-

cessful WikiProject with over a thousand active members [For+12]. Its members have

created several hundred articles that have reached the highest quality, but as we can

see a large number of these articles are not in particularly high demand (e.g. several

articles about battleships). At the same time, this project is also associated with 179

articles in the Needs Improvement dataset (relative risk = 1.16), such as the articles

about NATO, and the Vietnam War. We have shown that misalignment has a big

impact on content consumers, and these results that point to “inefficient” effort focus

motivate socio-technical solutions that we will return to in our discussion section.

5.4.4 Demand Stability in Misalignment

The previously described misaligned topics included ones such as film and music,

where the latest news about a celebrity or event could mean dramatic changes in the

demand for specific articles. In this section we again study our Needs Improvement

dataset, the most popular articles that are not also of the highest quality. As before,
16The article was demoted from Featured Article status in 2008.
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these are arguably the articles the community would be most interested in improving,

but if they seek to do so, to what extent are they chasing a moving target (i.e.

improving an article that will soon be unpopular once the subject is no longer in the

news)? Here we analyse the extent of stability in demand for these articles.

We require a robust way to model temporal patterns in our article view data.

Moving window detection is one approach that has been used on Wikipedia data to

detect bursts [EH13], which would allow us to identify spikes in demand such as the

death of the famous actor Robin Williams. Increases in demand can also be less

dramatic but sustained over a longer period of time. In order to make it possible to

detect both types of changes, we used the popular and well-studied ARIMA models

for time-series data [BD02; HK08].

We first verify that this approach can successfully identify these types of demand

changes in our English Wikipedia pageview data. From the Needs Improvement

dataset, we picked a random sample of 100 articles, manually inspected their article

views during our four-week window, and labelled them as either having a significant

surge in demand or not during this period. In this testset, 50 articles had a surge,

and 50 did not. For each article, we downloaded pageview data for the eight weeks

prior to our study window, and used that data to train an ARIMA model. Then, for

each day in the four-week window, we forecasted a 99.7% confidence interval, labelled

an article as having a surge if its view rate was larger than the confidence interval,

and updated the model with that day’s views. On this testset, all articles with a

surge were labelled correctly, while two non-surging articles were incorrectly labelled

positive due to random fluctuations in demand, for a total accuracy of 98%.

This approach was then applied to all the 4,135 articles in the Needs Improvement

dataset. Of these, 1,918 (46.4%) were predicted as having a significant uptake in
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demand during our four-week window. Since the Needs Improvement articles are the

ones the community should be most interested in improving, discovering that the

majority of these are in a stable state of high demand is an important finding, it

suggests there are fundamental shortcomings in how peer production communities

prioritise effort. At the same time, this result shows that it is important for these

communities to also pay attention to fluctuations in demand, as those are also frequent

amongst these examples of low-quality/high-demand content. This duality will be

brought up again when we discuss the implications of our findings in Section 5.6.

We now turn our attention to studying misalignment in OpenStreetMap in order to

establish misalignment as an issue that is not isolated to the Wikipedia community.

5.5 Misalignment in OpenStreetMap

5.5.1 Methods

We use a linear regression to model the relationship between supply and demand

of quality content in OpenStreetMap (OSM). Our Perfect Alignment Hypothesis de-

scribes perfect alignment as perfect correlation, in other words a linear relationship

between these two variables. As we discussed in methods (Section 5.3.2), supply of

quality is defined by the number of OSM contributors, since that has been shown to

correlate with quality factors such as positional accuracy and completeness. Simi-

larly, demand is defined by population because content usage tends to be localised.

These representations of supply and demand mirror the Q- and PAH-classes we used

in our examination of misalignment in Wikipedia, but whereas in Wikipedia we had

two ordinal sets of categories, in OSM we are comparing continuous variables.

This initial model with population and number of OSM contributors will be called
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our “Misalignment” model. In later sections, we will study how additional factors help

to explain misalignment. The factors we will look at are: the urban-rural spectrum,

because previous research has indicated that the quality and quantity of VGI content

varies across this spectrum;spatiotemporal changes in demand (e.g. sports events and

tourism), because contribution patterns should align with these types of short- and

long-term patterns in demand; and socioeconomic status, because previous research

has shown that OSM quality is lower in areas with lower socioeconomic status [Hak10].

We study misalignment in OSM on the census tract level. Larger enumeration

units can mask local variation, for instance poorer areas of richer counties. This

would make it both more difficult to discover misalignment when it occurs, as well as

hinder our examination of explanations for misalignment.

5.5.2 Measuring Misalignment

We model the relationship between supply (number of OSM contributors) and de-

mand (population) using a spatial Durbin model. As previously discussed, spatial

dependence is most likely an issue in this dataset. We confirm the presence of spa-

tial dependence by applying the commonly used Lagrange multiplier test, which test

for the presence of spatial dependence in the error term as well as whether there

is a missing spatially lagged dependent variable. Using this approach, we confirm

that there is a statistically significant amount of spatial dependence in the dataset

(P < 0.005), and conclude that a standard least squares regression is an ill-suited

modelling strategy.

We find a positive relationship between population and number of OSM contrib-

utors. The estimated coefficients in Table 5.10 are partial derivatives and cannot be

interpreted directly [LP09]. Instead we calculate “impacts”, which take into account
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Table 5.10: Misalignment Model Results

Estimate Lag est.

Intercept 0.346
Population 0.017 -0.012

Rho (spatial lag) 0.74
AIC -98,464

Intercept and population estimates both
have P � 0.001.

Table 5.11: Misalignment Model Impacts

Direct Indirect Total

Population 0.017 -0.000 0.016

Impacts are estimated based on one mil-
lion simulations. Direct and Total impacts
both have P � 0.001, Indirect impact has
P = 0.84.

the spillover effects between tracts and provides interpretable coefficients. Due to the

size of our dataset (72,095 census tracts) an exact calculation was unfeasible, and

we therefore follow common practice [LP09; Fis11; YNS15] and estimate them using

one million simulations. The resulting estimated impacts are listed in Table 5.11,

where we see a positive and statistically significant direct impact, indicating that if

the population in a census tract increases the number of contributors is also expected

to increase (positive correlation). A unit increase in population (1,000) results in

slightly more than one additional OSM contributor (100.016). The indirect impact is

not statistically significant, meaning that this model cannot determine the effect of an

increase in the average population of a census tract’s neighbouring tracts. However,

as we will see later when additional variables are added, the indirect impact is similar

to that of the direct impact.
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Figure 5.1: Locations of example census tracts. Phoenix, Arizona on the left, a part
of the Phoenix/Mesa/Scottsdale metropolitan area. Santa Ana, California on the
right, a part of the Los Angeles/Long Beach/Anaheim metropolitan areas.

The spatial dependence in the number of OSM contributors in a census tract is

strong. In Table 5.10 we see that “Rho (spatial lag)” is 0.74. This means that if the

average number of OSM contributors in neighbouring tracts doubles, the number of

contributors in a tract is expected to increase by 67% (20.74 = 1.67). Another inter-

pretation of this high rho value is that the variation in number of OSM contributors

across the US has a strongly regular pattern.

Misalignment is deviations from perfect alignment in much the same way we

measured it in Wikipedia, except we are now operating with a continuous variable.

To measure the deviations we use the relative error of the model’s predicted values.

The variation in number of OSM contributors between tracts is very large, leading

to the variable being log-transformed in our models to account for its skewness.

Relative error will account for these large differences in magnitude; a prediction of

14 contributors in a tract with 10 has the same relative error as a prediction of 140

contributors in a tract with 100.

To exemplify potential categories of misalignment, Figure 5.1 shows two example

census tracts. On the left is a tract in Phoenix, Arizona, and on the right is a

tract in Santa Ana, California. The census tract in Phoenix covers much of the
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downtown area of the city and has a relative error of 54.4% in the Misalignment

Model. A large positive error means the predicted value (29.2 contributors) is much

lower than the actual value (64 contributors). As the number of OSM contributors

is positively correlated with quality, this tract could potentially be categorised as

“excessive quality”, similarly to how we used that label in Wikipedia. The other census

tract is in Santa Ana, California, a city southeast of Los Angeles, and this census

tract is on the opposite side of the spectrum of the one in Phoenix. In the Santa Ana

tract the relative error is -139.8% with the predicted number of contributors (28.8)

being much higher than the actual (12). If we again carry over the categories from

Wikipedia, this tract is one potentially exemplifying “insufficient quality”.

The relative error in the Misalignment Model appears to follow a log-normal

distribution. This suggests that we might use standard deviations as threshold for

categorising misalignment, for example by defining more than two standard deviations

as “misaligned”. Figure 5.2 shows a histogram of the distribution, where we see the

truncated right side due to the maximum relative error potentially being 100% (with a

prediction of 0 contributors; the maximum relative error in the Misalignment Model

is 96.0%). Based on the shape of the relative error distribution we selected three

three potential candidate distributions: Gamma, Weibull, and log-normal. Table 5.12

shows a summary of the results of fitting each of the candidate distributions against

the relative error, where we can see that the log-normal distribution has the best

fit, which then means that we might be able to categorise misalignment using the

standard deviations of that distribution.

The relative errors listed in Table 5.13 show that many areas have large devia-

tions from alignment. On the side of “Excessive Quality” we see that two standard

deviations is a relative error of 40.2%, which translates to a census tract with 30
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Figure 5.2: Histogram of relative error in percent for the Misalignment Model.

Table 5.12: Goodness-of-fit results for the Misalignment Model

Gamma Weibull Log-normal

Goodness-of-fit statistics:
Kolmogorov-Smirnov statistic 0.0335 0.0888 0.0209
Goodness-of-fit criteria:
AIC 26,089.45 41,405.30 25,736.03

The distributions are fitted against the distribution of relative error
shown in Figure 5.2.

contributors being predicted to have about 18, and for three standard deviations that

prediction drops to less than 15. Given the log-normal distribution, the deviations

are larger on the “Insufficient Quality” side, with a relative error of -81.5% at nega-

tive two standard deviations, and -139.8% at negative three. If we again assume a

census tract with 30 contributors, it would be predicted to have slightly more than 54

contributors for a relative error of -81.5%, and almost 72 contributors with a relative

error of -139.8%. These very large deviations suggest that, similarly to certain topics

in Wikipedia, there are certain areas of the map in OSM that have received large

amounts of effort, and other areas of the map that appear to be lacking in quality.

We will later study the nature of misalignment in more detail as we examine factors

that can help explain it, but first we estimate its impact.
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Table 5.13: Standard deviations for relative error in the Mis-
alignment Model

Standard Deviation
-3 -2 -1 0 1 2 3

Relative error: -139.8 -81.5 -37.5 0 21.1 40.2 54.7

Standard deviations are calculated using a log-normal distribu-
tion fitted against the relative error, and said error is measured
in percent. Mean error is by definition 0%.

5.5.3 Estimating the Impact of Misalignment

We estimate the impact of misalignment in OSM by measuring the size of the total

population in affected areas. Unlike Wikipedia where we had a direct measure of the

number of pageviews, we do not know exactly how many people use OSM and in what

capacity. Therefore, we find two standard deviations of the log-normal distribution

of relative error to be a reasonable and conservative threshold for labelling census

tracts as “misaligned”.

Using this labelling strategy, we find that 1,842 census tracts (2.55%) are cate-

gorised as “Insufficient Quality”, affecting a total population of 7.3 million, and lacking

24,070 contributors. On the opposite side we find 1,452 census tracts (2.01%) are la-

belled “Excessive Quality”, with a total population of 5.7 million, and a surplus of

45,298 contributors.

These results indicate that OSM is more likely to have insufficient quality when

misalignment occurs. The difference in proportions (2.55% vs. 2.01%) is statisti-

cally significant compared to an expected 50/50 split (Chi-square goodness-of-fit test:

χ2 = 46.2, df = 1, p � 0.001). We also see that insufficient quality affects a larger

proportion of the US population (7.3 million) than the number of people who live in

areas of excessive quality (5.7 million). Lastly, the surplus of contributors in high-
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quality areas is much greater than the lack of contributors in low-quality areas. In

other words, OSM’s contributors appear more eager to make additional contributions

to an already crowded area than venture into improving a low-quality area.

These results clearly point out areas where the OSM community has opportunities

for improving the VGI quality for a large part of the US population. In the next

section, we study these areas in more detail by looking at factors that can help

explain why misalignment occurs.

5.5.4 Explanations for Misalignment

Explanation #1: Small Towns Receive Less Attention

The ruralness or urbanness of an area can help explain some of the misalignment

in OSM. Like we discussed in our methods section, previous studies on VGI has

found higher activity levels and content quality in urban areas [Hak10; ZZ10; HS14a;

Joh+16a], although a study focusing on the US state of Florida showed comparatively

higher coverage in rural areas [ZH11].

In order to determine the relationship between quality (OSM contributors) and

where on the urban-rural spectrum a census tract is, we collapse the RUCA classifi-

cation into three binary variables: Metropolitan areas (RUCA code 1, 2, and 3; core

population above 50,000), Micropolitan areas (RUCA code 4, 5, and 6; core popu-

lation between 10,000 and 50,000), and Rural areas (RUCA code 10). This leaves

small towns (RUCA code 7, 8, and 9; core population between 2,500 and 10,000) as

the default label for an area in our model. This approach achieved the best fit and

statistical significance for all variables in the model, whereas other approaches did

not.
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The overall fitness of the model, named “RUCA”, is improved when this dataset

is added. In other words, adding information about how urban or rural tracts are

describes patterns in the distribution of quality in OSM that are not already captured

by population data. We can see this reflected in the lower AIC seen in Table 5.14

(−99, 425) compared to the Misalignment Model’s AIC from Table 5.10 (−98, 464).

It is also seen in the slight reduction in the spread of the relative error in the model,

shown in Table 5.16 and visualised in Figure 5.4.

We find that how urban/rural a tract is has a curvilinear relationship with OSM

quality: urban areas as well as rural areas receive more attention at the cost of small

towns (with a core population between 2,500 and 10,000). The direct impacts listed in

Table 5.1517 are positive for all of the urban-rural spectrum variables (metropolitan:

0.046, micropolitan: 0.038, and rural: 0.060). This means that a census tract in either

of these areas has higher quality compared to one in small towns (with population

held constant). Or conversely, that when it comes to OSM quality, small towns are

on average worse off. These findings align with previous research on urban bias and

quality in VGI as described earlier. The higher quality in urban (Metropolitan and

Micropolitan) areas reflects the higher participation reported in these areas. When

it comes to the rural areas, previous work has pointed to data imports as the most

likely reason for high coverage in those areas. In our methods section we discussed

how these imports would not skew our data, and what we see here is most likely the

cleanup efforts that have occurred after the imports, which then draw attention to

these rural areas that they otherwise would not have seen.

When it comes to indirect effects of how far along the urban-rural spectrum a
17For brevity the table lists impacts for the SES model, which contains all independent variables.

We have confirmed that the impacts are similar for the RUCA and STD models.
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Table 5.14: Census tract spatial Durbin models

RUCA ST SES
Estimate Lag est. Estimate Lag est. Estimate Lag est.

Intercept 0.369 0.396 0.336
Population 0.017 -0.011 0.010 1-0.002 0.009 -0.003
Metropolitan 0.067 -0.090 0.067 -0.088 0.052 -0.066
Micropolitan 0.056 -0.090 0.057 -0.088 0.045 -0.066
Rural 0.071 -0.037 0.065 -0.042 0.057 -0.023
Num. photos 0.062 -0.020 0.061 -0.021
Num. tweets 0.040 -0.047 0.041 -0.044
Median income 0.106 -0.101

Rho (spatial lag) 0.73 0.68 0.70
AIC -99,425 -114,750 -116,490

Abbreviations: RUCA: Urban-rural spectrum; ST: Spatiotemporal dynamics; SES:
Socioeconomic status. All estimated coefficients have P � 0.001 except 1P = 0.18.
Population is in thousands. Number of photos, tweets, and median income are all
log-transformed, as is the dependent variable due to skewed distributions.

Table 5.15: Impacts of spatial Durbin models

Direct Indirect Total

Population 0.010 0.012 0.021
Metropolitan 0.046 -0.090 -0.044
Micropolitan 0.038 -0.108 -0.070
Rural 0.060 0.051 0.111
Num. photos 0.065 0.066 0.131
Num. tweets 0.038 -0.048 -0.010
Median income 0.100 -0.086 10.014

Impacts are estimated based on one million
simulations. All estimated impacts have P <
0.005 except 1P = 0.08.
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Figure 5.3: Map quality differences across the urban-rural spectrum. Upper left
shows a part of Alpine County, California, a rural area with high quality relative
to population (e.g. ski lifts, hiking paths, and forested areas). Upper right shows
Luverne, Minnesota, a small town with lower quality (e.g. no buildings, only points
for churches, a museum, and the post office). Below is Phoenix, Arizona (same as
the red area to the left in Figure 5.1), a central urban area with higher quality (e.g.
foot paths, trees, heliports).

census tract is, we can see from Table 5.15 that the effects are diverging. Both kind

of urban areas have a negative indirect impact (metropolitan: −0.090, micropolitan:

−0.108), indicating that if the neighbourhood of a specific census tract is urbanised we

would expect the neighbourhood to receive attention and improve quality, at the cost

of the given tract. This suggests a competitive relationship for contributor attention

on the border between urban areas and small towns. For rural areas we do not see this

effect, the indirect impact is instead positive (rural: 0.051), indicating that bordering

rural areas is associated with higher quality.

Figure 5.3 exemplifies these differences across the urban-rural spectrum. We iden-
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tified three areas with different urban/rural classifications: Alpine County, California,

a rural area (RUCA index 10); Luverne, Minnesota, a small town (RUCA index 7);

and Phoenix, Arizona, a central urban area (RUCA index 1). In the figure we can

see how the rural area in Alpine County has higher map quality than its population

would predict, with hiking paths, ski lifts, and forest areas plotted in. The small town

of Luverne has its road network entered, but the only buildings shown are there as

“points of interest” (e.g. museums and the post office). Contrast that to downtown

Phoenix, where we can not only see the outline of all buildings, but also see foot

paths, trees, parking ramps, and public transportation.

Coming back to our two example census tracts in Santa Ana and Phoenix, they

are both centrally located in a large urban area (RUCA index 1), with all neighbour-

ing tracts also having the same urban classification. Adding data on urban/rural

classification to the model has different effects on the two, with the Phoenix, Arizona

tract relative error increasing slightly to 55.0%, while the Santa Ana, California tract

relative error decreasing slightly to -139.4%. This is in correspondence with our find-

ing that an urban location is associated with higher OSM quality, as in both cases

it increases the predicted value. If both tracts were located in small town areas, we

would instead see the opposite effect.

Explanation #2: Spatiotemporal Dynamics

Spatiotemporal dynamics can also help explain some of the misalignment. For in-

stance, activity such as attendance of events at the Chase Field baseball stadium

in Phoenix, which is located in our example census tract in that city, can explain

some of the attention given to that area. There are also areas that receive continued

high levels of interests such as tourist destinations. Lastly there are the daily com-
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mutes that bring employees to different areas than where they reside. Our Twitter

and Flickr datasets can encode these spatiotemporal patterns and thereby help align

OSM contributor patterns.

These spatiotemporal patterns are similar to the patterns we previously saw in

Wikipedia. Bursts in activity such as sports events can be compared to the surges

in demand we studied in Section 5.4.4, although they are likely to occur with more

regularity. An example of a less predictable surge in demand for VGI content could

be some kind of natural disaster, e.g. flooding. Continued high levels of interests

such as tourism are comparable to for instance the pop culture topics we found in

Section 5.4.3.

The overall fitness of the model, named “ST”, is greatly improved when these

datasets are added to the model. Similarly as we found for the RUCA model, this

means that these datasets encode patterns in OSM quality that are not captured

by the other two independent variables. This is reflected in the lower AIC seen in

Table 5.14 (−114, 750) compared to the RUCA Model’s AIC (−99, 425). We can also

see a reduction in the spread of the relative error in the model, shown in Table 5.16

and visualised in Figure 5.4.

We find that contribution patterns in OSM align with spatiotemporal dynamics

found in our Flickr and Twitter datasets and have a positive correlation with OSM

quality. In Table 5.15 we can see that both tweets and images have a positive direct

impact. When it comes to indirect impacts, the effect of an increase in photos/tweets

in other tracts, the results diverge. Images, which we interpret as encoding tourism,

have a positive indirect impact, meaning that more activity on Flickr will always

result in higher OSM quality. With tweets, the relationship is instead negative,

suggesting a competitive relationship as we also saw for urban areas. Since our study
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Table 5.16: Standard deviations for relative error in all models

Model Standard Deviation
-3 -2 -1 0 1 2 3

Misalignment -139.8 -81.5 -37.5 0 21.1 40.2 54.7
RUCA -138.6 -81.0 -37.3 0 21.0 40.0 54.5
ST -121.2 -72.1 -33.9 0 18.9 36.9 50.9
SES -118.6 -70.8 -33.4 0 18.6 36.4 50.4

Abbreviations: RUCA: Urban-rural spectrum; ST: Spa-
tiotemporal dynamics; SES: Socioeconomic status. Standard
deviations are calculated using a log-normal distribution fit-
ted against the relative error, and said error is measured in
percent. Mean error is by definition 0%.
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Figure 5.4: Plot of the relative error for each standard deviation on a log-normal scale
for each of our four spatial Durbin models.

is correlational we cannot draw causal conclusions, but future work could seek to

untangle these effects in more detail.

Spatiotemporal dynamics have a similar effect on our example tracts. The tract

in Phoenix, Arizona, which we described as potentially exemplifying “Excessive Qual-

ity”, had a relative error of 55.0%, which is 3 standard deviations of our log-normal

distribution. With the additional data added to our model the relative error decreases

to 29.6%. Being located in downtown Phoenix, this census tract has relatively low

population (2,406), but is in an area with high dynamism in activity, for instance
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because people commute there to work and it has a sports arena. This can explain

the very high engagement in the Flickr and Twitter datasets (almost 10,000 images

and more than 10,000 tweets) compared to the global averages (28.5 images and 384.4

tweets18). Our example tract in Santa Ana, California also benefits from these added

datasets with the relative error dropping from -139.8% to -78.2% due to no images

and few tweets (45) being located in this census tract. In both cases we see that

spatiotemporal dynamics in the population as found in these datasets accounts for

some of the excessive or insufficient OSM activity in these areas.

Explanation #3: Richer Areas Receive More Attention

Socioeconomic status (SES) can also explain some of the misalignment found in OSM.

It could for instance be that contributors need to invest in technology (e.g. GPS units)

thereby requiring a certain amount of disposable income. Participation also requires

time available for it. Lastly, it could be that contributors shy away from lower SES

areas as they regard them as “unsafe”. As we discussed in our methods section,

research on OSM quality found that lower SES areas had lower quality [Hak10], and

participants in the “gig economy” avoided jobs in lower SES areas [TTH15].

A similar type of sociocultural effect is also seen in Wikipedia, where the pro-

portion of women in the contributor community has been found to be only about

16% [Lam+11; HS13]. This has in turn been connected with a difference in the qual-

ity of articles on some topics such as movies depending on the gender balance of their

audience [Lam+11]. Volunteer projects have also been started in order to fill a void

in the article space on certain topics, for instance about women scientists [Bro16].

While we in OSM study a different effect, if lower SES areas consistently receive less
18Geometric means due to skewed distributions, these are close to the medians of both measures.
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attention, similar types of targeted efforts could be initiated in order to alleviate the

problem.

The overall fitness of the model is again improved slightly, and similarly as for

the RUCA and ST models this means that data on socioeconomic status encodes

patterns in OSM quality that is not captured in the other models. We can see in

Table 5.14 the AIC is lower (−116, 490) compared to the ST model (−114, 750). The

spread in the relative error also decreases as shown in Table 5.16 and Figure 5.4. The

effect of adding data on socioeconmic status is reduced by the fact that our Flickr

and Twitter datasets also encode some of that information [LGX13].

We find that socioeconomic status aligns with OSM contributor patterns and has

a positive correlation with OSM quality. The direct impact of socioeconomic status

is positive as seen in Table 5.15, thereby indicating that if the socioeconomic status

of a census tract increases it is expected to see an increase in OSM quality (positive

correlation). Similarly as for our Twitter dataset, we see that SES has a negative

direct impact, in order words that it is more of a competitive relationship. If the

average income in other increases, we would expect the number of OSM contributors

in the tract to decrease.

In general, these results suggests that OSM in the US, similarly to what Haklay

previously found for England, also is likely to suffer from lower quality in low-SES

areas. Previously we pointed to there being a larger surplus of contributors in ar-

eas with excessive quality, indicating “preferential attachment” as contributors make

additional contributions to areas that already have high quality. With OSM content

being reused, for instance in smartphone applications, this type of sociocultural bias

in the quality of information is a serious issue that the OSM community should seek

to combat.
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For our example census tracts, data on socioeconomic status follows the overall

trend and modestly decreases the relative error. The tract in Phoenix, Arizona is

a relatively lower income area (median of USD 22,244 compared to the overall US

median of USD 52,250), and the neighbouring tracts also have income below the US

median with a mean of USD 36,600. This results in a slight decrease in this tract’s

relative error from 29.6% to 29.5%. Our example tract from Santa Ana, California

has median income close to the overall median, at USD 54,802. In this case the tract’s

neighbourhood have comparatively much higher income, with a mean of USD 69,095.

While the higher income in the neighbourhood is associated with lower OSM activity

in a given tract as we would expect the neighbouring tracts to draw attention away,

we also have high spatial dependency in the model (ref Table 5.14, ρ = 0.70), meaning

that higher OSM participation in neighbouring tracts will spill over. This can then

explain why the relative error in our example tract increases from -78.2% to -80.4%, as

the tract is predicted to have slightly higher participation once socioeconomic status

is added.

This concludes our investigation of the extent and impact of misalignment in

OpenStreetMap and answers our research questions. We modelled the relationship

between supply and demand of quality content in OSM using a spatial model and

studied how this relationship differs from perfect alignment. As we have found, several

million people in the US live in areas that appear to suffer from lack of OSM quality,

and these areas are more likely to have lower socioeconomic status and be in small

towns. We now turn our attention to discussing the implications of our findings for

both Wikipedia and OpenStreetMap, as well as other peer production communities.
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5.6 Discussion

Through our modelling of the Perfect Alignment Hypothesis, we investigated misalign-

ment between the supply and demand of quality content in peer production commu-

nities. Across all four Wikipedia language editions we found extensive alignment

for low-quality/low-demand content, but strong misalignment for high-quality/high-

demand content: a large proportion of high-quality content was in low demand, and

the vast majority of high-demand articles were not of the highest quality. In Open-

StreetMap we found extensive misalignment as well, and when it occurs it is signifi-

cantly more likely to be in the form of insufficient quality. This misalignment has a

big impact on content consumers: in Wikipedia several billion monthly views are to

articles that would be of considerably higher quality if quality supply and demand

were more in alignment; in OpenStreetMap our conservative estimate is that a total

population of several million live in areas of insufficient quality.

Our coverage of previous research pointed to studies showing that contributors are

primarily motivated by “fun” [LW05; Nov07] and altruism [BH13]. Previous work has

also identified several types of biases in peer produced content [HG09; Hak10; HG10;

Lam+11; RR11; Ste13]. Our results fit into this greater line of work, suggesting that

the misalignment between supply and demand of quality content is another important

issue that peer production communities need to put continued efforts into solving.

We used the Perfect Alignment Hypothesis as a tool to enable us to characterise

the mismatch between supply and demand. Is the ideal situation described by the

PAH desirable or even attainable? The mission of Wikipedia and OpenStreetMap

are both similar; Wikipedia aims to give everyone access to the world’s knowledge19,
19https://en.wikipedia.org/wiki/Wikipedia:Purpose
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OpenStreetMap aims to “make the best map data set of the world”20. The PAH

argues that Wikipedia should focus its attention where the readers are, which for

instance means that expansion of coverage in the form of new articles cannot occur

before alignment is achieved. In OpenStreetMap, perfect alignment means that qual-

ity follows population. Our results pointed to quality issues in small towns, where

achieving alignment is challenged by the fact that there are more geographic entities

per capita than in urban areas [Joh+16a]. While our analysis has revealed areas in

both communities where attention is needed, areas where for instance newcomers who

are eager to make a worthwhile contribution could be directed, these communities

have to figure out how to best serve their purposes.

We realise that the success of peer production communities has been driven largely

by very prolific editors [Kit+07; Pri+07; NZ12] who maintain high levels of activ-

ity throughout their lifetime in the system [PHT09]. Simplistic attempts to “force”

volunteer contributors to work on high-demand topics rather than topics they find

interesting and valuable may just cause them to leave or reduce their participation.

Creating nuanced work suggestion mechanisms that balance contributor self-interest

and audience demand is a direction of future work that emerges from our findings.

What should the locus of such mechanisms be? Self-organised groups of volunteers

who express interest in improving content on a particular topical or geographical area,

the “WikiProjects” we used in our topic analysis in Wikipedia, or “mapping parties”

in OpenStreetMap [HW08; Hri+13], are both intriguing possibilities. Previous work

has shown that WikiProjects have goal-setting mechanisms that can motivate con-

tributors towards group efforts [ZKK12], but recall that we found that even within

the scope of a project, misalignment occurs. However, some of these groups have cre-
20https://wiki.osmfoundation.org/wiki/Mission_Statement
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ated hundreds of top-quality articles [For+12], meaning their members have acquired

domain-specific knowledge that can benefit other groups as well. To address this,

a tool like SuggestBot [Cos+07] could be modified to suggest good candidate (i.e.

low-quality/high-demand Wikipedia articles). In OpenStreetMap, a similar type of

tool could suggest geographic areas and objects in need of improvement, an approach

that has been found to be effective in soliciting VGI contributions [PMT10]. If the

tool also identifies and suggests candidate sets of editors with the required range of

topic/area and community expertise, it could enable efficient production of content

in alignment with demand.

We also found a duality in whether highly popular articles are connected to a surge

in demand. In the case of Wikipedia, it has been shown that it handles extreme cases

of high demand well [KGC13], but there are also examples of less extreme trends.

One way to address this problem could be to organise groups of contributors who are

willing and able to work on any kind of article, an editorial “rapid response team”. The

development, deployment, and study of tools to support such groups – for example,

to identify trending topics early – are interesting venues for future research.

5.7 Future Work and Limitations

We used Wikipedia’s own assessment scale to measure article quality. Assessments

are done manually by Wikipedians, which has two key implications for our results.

First, while Wikipedia quality assessments correspond well to existing notions of en-

cyclopedic quality [Stv+08a], they may contain noise as contributors differ in opinion

about article quality or make inconsistent assessments. Second, there may be a delay

between significant changes to an article and its subsequent (re)assessment, which in
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our case would translate to the article belonging to a lower assessment class than it

should. We measured quality at the end of the study period to reduce this effect;

we also note that re-assessment delays themselves are a form of misalignment, which

deserves further study.

To measure demand in Wikipedia, we used article pageview data and counted

all pageviews equally. This is a proxy for content demand, as a human reading a

Wikipedia article might not be interested in more than the lead section, or they

might not read the article at all. The Wikipedia view data we used does not account

for visits to Wikipedia’s mobile site21, and it is not known whether mobile views are

uniformly distributed across Wikipedia. While we have no reason to suspect they are

not, this is a source of uncertainty for our estimates of reader demand.

Due to the lack of a central source for demand data such as tile views in Open-

StreetMap we used population to estimate demand, and supported this with addi-

tional datasets to account for other factors such as spatiotemporal dynamics and

socioeconomic status. Similarly, because OSM does not have content quality labels

and estimating it through computation is non-trivial, we proxied quality through

number of OSM contributors to an area. Future work should use other data sources

or different methods in order to confirm our findings, measure the impact of insuf-

ficient quality, study short-term patterns in misalignment, as well as answer new

research questions in this area.
21https://en.wikipedia.org/wiki/Wikipedia:Wikipedia_Signpost/2014-10-15/Traffic_

report
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5.8 Conclusion

In this chapter, we studied alignment between supply and demand of quality content

in peer production communities in the context of four large Wikipedia editions and

OpenStreetMap, reaching the following conclusions:

1. Reader demand and contributor supply for high-quality content in Wikipedia

exhibits a great deal of misalignment, with low demand for many high-quality

articles, and vice versa.

2. This misalignment has a major impact. Across our four Wikipedia editions, 2

billion monthly article pageviews (42.7% of the total) are to articles of much

lower quality than they would be if supply and demand were aligned.

3. Certain topics, e.g. countries and sensitive topics, are over-represented amongst

articles in high demand but of low quality.

4. The misalignment of Wikipedia articles in the highest demand is not solely due

to breaking news or trending topics, as over half of them appear to be in a

stable state of high demand.

5. There is also a great deal of misalignment in OpenStreetMap, where certain

areas of the map indicates low demand but very high quality, but also the

opposite.

6. We conservatively estimate that a population of at least 7.3 million live in areas

labelled “Insufficient Quality”, and these areas are more likely to be small towns

and with lower socioeconomic status.
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We situated these findings in relation to previous research and discussed how we

have established the presence of another issue that appears to be prevalent in peer

production communities. This opens up the opportunity for several future design and

research projects aiming to alleviate a problem that, as we have seen, affects a huge

number of people every day. In the next chapter, we will discuss these findings in a

larger context and describe some of the future work that is motivated by our work.
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Chapter 6

Conclusion

In this thesis, we have studied the production and consumption of quality con-

tent in peer production communities. We have furthered our understanding of how

these communities work and identified areas where there is room for improvement by

making several contributions:

• A quality prediction model for Wikipedia that has high performance and is

considered the state of the art. This model focuses on aspects of content qual-

ity that contributors can easily improve, so called “actionable features”. By

focusing on these features we argue for continued work in applying machine

learning to quality prediction in ways that emphasise the content itself instead

of developing increasingly intricate algorithms that focus on who created the

content. Through collaborations with developers at the Wikimedia Foundation

this prediction model is now widely deployed and used to build tools to support

the Wikipedia community by making quality assessment readily available in

multiple languages.

• A framework for describing and analysing quality improvement projects in peer

production communities that allows us to discover factors associated with the

success or failure of these types of projects. We utilise this framework to study

five diverse quality improvement projects in the English Wikipedia, and report
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three findings; first, that an increasing number of contributors is associated

with a slower increase in quality; secondly, that new artifacts are associated

with higher quality than improving an existing artifact; and lastly, that a lack

of proper structure (e.g. incentive mechanisms) is connected with failing im-

provement projects. These findings provide community organisers with useful

guidance when designing these types of projects, both within the Wikipedia

sphere as well as outside of it.

• An analytical framework for studying the relationship between the production

and consumption of quality content in peer production communities. We use

this framework called the Perfect Alignment Hypothesis to study successful

communities and discover a great deal of misalignment between supply and

demand. This framework also allows us to measure the impact of the mis-

alignment on consumers, where we find that around two billion monthly article

views in Wikipedia go to articles that would be of much higher quality if sup-

ply and demand were in alignment. Similarly in OpenStreetMap, we estimate

that 7.3 million people in the US live in areas of lower quality than demand

suggests. We also study characteristics of areas in which misalignment occurs,

finding that certain Wikipedia topics (e.g. LGBT issues) are more likely to

have lower quality than demand suggests, and that low-income areas and small

towns are more likely to have lower map quality in OpenStreetMap than de-

mand indicates. Lastly, we also show that misalignment in Wikipedia is not

driven only by short-term demand, about half of the most popular articles that

are not top quality show signs of stable high demand. These findings establish

misalignment as an issue that peer production community organisers should be
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aware of as it clearly has a significant impacts on consumers. In our work we

discuss sociotechnical solutions that can help balance the interest of peer pro-

duction contributors, who are typically volunteers, with a community’s interest

of having the greatest impact.

6.1 Broader Implications

The content that is created by peer production communities is widely consumed. As

we saw in our analysis of the impact of misalignment in Wikipedia, just views of

articles that are of lower quality than demand suggests is on the order of billions,

and in OpenStreetMap we estimated a population impact of 7.3 million people just

in the US. Content from both communities is also widely reused, for example maps

in OpenStreetMap being used in smartphone applications through Mapbox. In other

words, what happens in these communities matters and affects a large audience.

Research on peer production communities has discovered several different types

of bias in peer produced content (e.g. gender bias). While misalignment is not a

bias per se, it is clearly an issue that affects peer produced content. It is also worth

noting that our analytical framework for misalignment has allowed us to calculate (or

estimate, in the case of OpenStreetMap) the impact this issue has, whereas for some

of the other issues the impact is currently less well-defined.

Peer production is not going anywhere soon. Yochai Benkler has argued that it

has clear benefits over other approaches such as traditional firms and markets [Ben02],

meaning that it would be irrational to seek to dismantle peer production communi-

ties. A question raised by our work is whether it is possible to blend peer production’s

volunteer-based self-selection with a more traditional notion of supply meeting de-
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mand in order for these communities to increase their impact.

Increased impact on content consumers is the underlying assumption behind our

work on misalignment. This assumption does have certain biases that need con-

sideration. For instance, in our study of OpenStreetMap we defined demand using

population, which results in a bias towards larger cities because they are more densely

populated. Our analysis of overrepresented topics amongst highly popular articles in

Wikipedia discovered many related to pop culture, suggesting that they should re-

ceive more attention from contributors. In essence, this makes a statement about

what we should regard as important content. Is it more important to have a top

quality article about a contemporary popular artist, or should the community de-

velop a top quality article about a historic figure in classical music instead? When we

study misalignment, we argue that the content that is consumed is more important

and that the communities have not historically paid enough attention towards that

type of content. At the same time, we return to the fact that these communities are

volunteers, meaning a balance between self-interest and the interest of the community

is necessary.

This balance between self-interest and the interest of the community also affects

sub-communities. Some of the WikiProjects we studied in Wikipedia have a narrow

scope but are very successful, and they might not be sustainable unless they can

keep their focus. We brought up the example of the military history WikiProject

producing a larger number of high quality articles with a narrow audience, but it

is also a project that is highly successful. The overall impact of a peer production

community’s content might therefore again be limited by having a balance between a

sub-community’s interests and what would benefit the overall community the most.

The communities we have studied are all well established and successful with
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thousands of volunteer contributors. It is worth asking how our findings affect smaller

communities. For instance, the Perfect Alignment Hypothesis assumes that the most

popular content would be of top quality, which in turn means that until there is

alignment there cannot be new content added. In Wikipedia, this would mean that

a new article cannot be added until there is alignment amongst the existing ones.

Historically, Wikipedia had a focus on creating new articles, so much that Jimmy

Wales suggested in his opening plenary at the Wikimania conference in 2006 that

the community shift its focus towards working on the quality of existing articles1.

Similarly as we discussed a trade off between coverage and quality in Chapter 4 after

finding that new articles achieve higher quality, a community that is just getting

started might need to focus on coverage instead of alignment in order to grow and

become successful.

Our work focuses on commons-based peer production, but likely impacts any

community where contributors are volunteers and tasks are self-selected. These com-

munities could be ones that are not commons-based, in other words the content is

not shared using an open license like Wikipedia and OpenStreetMap use. It could

also be that these communities do not use peer production, meaning that a piece of

content would have a limited number of creators. In both of these cases, our work

on using machine learning to determine content quality could be applied and used to

guide contributors. Our framework for describing and analysing quality improvement

projects could be adapted to these types of settings and be used to understand the

conditions for success. Lastly, our work on misalignment again applies as the issue is

most likely the consequence of task self-selection.
1https://wikimania2006.wikimedia.org/wiki/Opening_Plenary_(transcript)#Quality_

initiative_.2833:20.29
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The bottom line is that the work undertaken in this thesis has increased our

understanding of peer produced content quality, how these communities work toward

achieving it, and how there is a possibility for increasing the community’s impact

on content consumers by balancing the interests of the contributors with that of the

consumers. Our findings also open up important venues for future studies, which we

will discuss next.

6.2 Future Work

Our study of misalignment between the consumption and production of quality con-

tent has identified an issue, but we do not know much about the root cause of it, nor

do we know to what extent it is possible to alter contributor behaviour. We pointed

to contributor motivation as a potential cause, but we would like to be more certain.

An important first step would therefore be to survey contributors to these communi-

ties to understand more about their reasoning around these issues. However, survey

responses might be deceiving, meaning we would also want to design experiments that

can reveal underlying attitudes and assumptions, similar to the Implicit Association

Test in social psychology [GMS98]. This would then hopefully allow us to understand

more about how to balance individual autonomy and interests in certain areas with

work that has the most benefit to the community, since as we discussed in Chapter 5

because contributors are generally volunteers we cannot simply tell them what to do.

Once we know more about contributors we can design interventions that seek

to alter the production side of the misalignment issue. It could come in the form

recommendations of high-impact work, thereby making it easier for contributors

to find work that would benefit the community. In Wikipedia, we have been in-
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volved with recommending articles to contributors for several years through Sug-

gestBot2 [Cos+07], and that could be used as a platform for experiments seeking to

alter contributor behaviour. Secondly, these communities rarely make consumption

salient. If you go to an article on Wikipedia, it is not easy to find out how popular it

is, but it is possible to discover3. Learning how popular an area is in OpenStreetMap

is most likely even more difficult due to how decentralised its usage is. Contributors

to these communities therefore have a hard time understanding what the impact of

their contributions will be, meaning their decisions will most likely not be based on

said impact.

Reducing misalignment might also happen through altering the consumption side.

Currently we know little about what consumers of peer produced content do as re-

search on peer production communities have been more focused on the contributor

side. Some studies are being done to understand more about Wikipedia’s readers4,

but we know very little about consumers of OpenStreetMap content. Further work

that can provide us with knowledge on the behaviour of content consumers can point

out where there might be opportunities to steer behaviour towards content of high

quality that is currently being consumed less. The next step would then be to aim

to design and run interventions that would point consumers towards those types of

content. For example, several of the different language editions of Wikipedia feature

a specific article on their front page and we know that this drives traffic to these

articles [Thi+12]. While that is one potential venue for future work, there might also

be possibilities of cross-community work, for example by using recommender systems
2https://en.wikipedia.org/wiki/User:SuggestBot
3http://tools.wmflabs.org/pageviews/ is as of November, 2016, one place to find this infor-

mation.
4https://lists.wikimedia.org/pipermail/wiki-research-l/2016-November/005500.

html points to a presentation of the Wikimedia Foundation’s work on Wikipedia’s readers.
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to promote high-quality Wikipedia content in other communities.

There is also future work to be done in supporting quality improvement projects.

Inside the Wikipedia universe, our work has resulted in the availability of an API for

article quality prediction. This facilitates experimenting with building sociotechnical

tools that can enable individual or groups of contributors to make better decisions

about where to improve quality. While we know quite a lot about these types of

projects in Wikipedia, much less is known about how they work in other communi-

ties. For instance, as mentioned in our discussion in Chapter 5 OpenStreetMap has

“mapping parties”, which there have been a few studies of. With more research and

potentially experiments, we would be able to understand to what extent that is an

effective way or improving quality. There might be similar types of approaches in

other communities such as those in open source software as well, thus providing us

with another possible line of work.

Lastly, there are opportunities for improving our understanding of how quality

assessment is done in peer production communities. Wikipedia’s quality assessments

have been used extensively in the literature to train machine learners as we covered

in Chapter 2, but the actual assessments have received little focus. For instance, we

know little about how consistent the ratings are, both whether a contributor rates

articles of similar quality consistently, and whether different contributors rate the

same article consistently. Studying this might provide us with solutions that can

help provide us with better training data, which in turn can further improve our

machine learners. In OpenStreetMap, studies of quality have focused on quantitative

measures that provide a general overview. Ways of assessing quality and presenting

those assessment to content consumers and contributors has received little attention.

Is there a way to categorise an area of a map as low, medium, or high quality? And if
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so, how do you present that to users in a meaningful way? Similarly to how Wikipedia

had an explosive growth from 2005 onwards and had to deal with handling quality

assurance [Hal+13], OpenStreetMap might reach the same state and have to invent

new techniques, providing us with an opportunity for future work.

6.3 In Conclusion

The research presented in this thesis provides us with a deeper understanding of peer

production communities. These communities have created software, encyclopedic

content, and maps that in many ways improve our everyday lives as well as those of

millions of others. At the same time we have identified areas where there’s a shortage

of quality content and discussed future work that can help reduce this problem. This

thesis has thus laid the foundation upon which we can build improved communities

and positively impact a large part of the world’s population. We look forward to

continuing this work and seeing what future peer production communities will bring.
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