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ABSTRACT 

The central auditory system consists of a series of relay stations at which auditory 

information is processed in stages before reaching the auditory cortex for sound 

perception. However, descending projections and non-auditory inputs into the central 

auditory system also play a vital role in shaping neural coding along the auditory 

pathway. The work in this thesis seeks to investigate the organization and role of these 

modulatory pathways of the central auditory system, particularly to devise and improve 

upon existing neuromodulation strategies for treating neurological disorders related to the 

auditory system, including tinnitus and hyperacusis. Through animal studies, we have 

shown that the descending projections from primary auditory cortex to subcortical 

centers, particularly the central nucleus of the inferior colliculus, exhibit a precise spatial 

organization based on frequency coding, supporting the role of the corticofugal system 

for modulating specific and relevant coding features within the ascending auditory 

system. Further, by combining stimulation of auditory cortex with an irrelevant acoustic 

stimulus, we were able to suppress neural firing throughout the inferior colliculus, 

revealing at least one potential mechanism for gating relevant versus irrelevant sound 

inputs. Targeting this gating mechanism could provide a neuromodulation treatment for 

tinnitus and/or hyperacusis which are associated with hyperactivity across auditory 

centers. Finally, we introduce a new neuromodulation approach using simultaneous 

noninvasive stimulation of multimodal pathways, focusing initially on somatosensory and 

auditory inputs. We present our proof-of-concept studies showing the ability to modulate 
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neural coding in the inferior colliculus up to auditory cortex in a systematic way 

depending on the stimulation parameters (e.g., interstimulus interval and body 

stimulation location). These invasive and noninvasive techniques for modulating the 

brain provide potential options for the treatment of hearing disorders as well as other 

neurological and neuropsychiatric conditions. 
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CHAPTER 1: INTRODUCTION 

CENTRAL AUDITORY SYSTEM 

 Sound is transmitted through the air as pressure waves which are funneled into 

our ears via the external pinna (Yost, 2000, Fuchs, 2010). These waves are translated into 

mechanical motion via the eardrum, which causes the middle ear ossicles to vibrate and 

subsequently transmit the mechanical energy into the cochlea. Within the cochlea lie the 

stereocilia on the organ of Corti that transduce the mechanical vibrations into electrical 

impulses, which are then transmitted into the brain via the auditory nerve. The first 

central processing center is the ipsilateral cochlear nucleus (CN) in the brainstem, at 

which point the auditory information begins to diverge. This divergence leads to auditory 

processing within several regions of the superior olivary complex (SOC) and the lateral 

lemniscus (LL). The majority of auditory information decussates to the contralateral side, 

though some information is processed bilaterally. These pathways then converge 

primarily in the contralateral inferior colliculus (IC) in the midbrain, a nearly mandatory 

relay station for auditory information. From there, information is passed through the 

medical geniculate body (MGB) in the thalamus ipsilateral to the IC before being 

transmitted to the ipsilateral auditory cortex (AC) where perception is hypothesized to 

occur (Rees and Palmer, 2010). This is an oversimplification of the complexity of the 

central auditory system, as shown in Figure 1. For instance, there are multiple converging 

and diverging bilateral projections across these different nuclei up to the auditory cortex. 
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There are also descending projections that modulate incoming acoustic coding that are 

actually more massive than their ascending counterparts (Winer, 2005). These descending 

projections will be discussed in more detail in the section Introduction: Central Auditory 

System: Corticofugal Projections. 

 

 The work in this thesis will focus primarily on two of the later stages in auditory 

processing, the IC and AC, which are discussed in detail in the following sections. All 

experiments were performed in a normal hearing guinea pig model. The guinea pig is a 

common model for human auditory processing due to their similar hearing range to 

Figure 1: Schematic showing the complexity of the central auditory system. Lines in blue represent 

ascending pathways and those in red represent descending pathways. Reproduced with permission from 

(Chandrasekaran and Kraus, 2010). 
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humans (more low frequency representation similar to human speech) and their relative 

ease of handling. 

INFERIOR COLLICULUS 

 The IC is a nearly mandatory relay station in the midbrain for the processing of 

auditory information and is characterized by a convergence of inputs from lower auditory 

centers. The IC is made up of a central nucleus (ICC), which is the primary auditory 

processing region, surrounded by a cortical shell which is made up of the external (ICX) 

and dorsal (ICD) nuclei of the IC. The ICC across species is defined by its fibrodendritic 

laminae made up of disk-shaped and stellate cells (Figure 2), which collectively compose 

the ICC's tonotopic organization, or spatial arrangement of frequencies (Faye-Lund and 

Osen, 1985, Malmierca et al., 1993, Schreiner and Langner, 1997). In the guinea pig, 

laminae located in the ventral-medial portion of the ICC respond to high frequencies 

while laminae located towards the dorsal-lateral portion respond to low frequencies. This 

tonotopic organization is conserved across the central auditory pathway, including the 

cochlea, CN, ICC, ventral division of the MGB (MGBv), and primary auditory cortex 

(A1). The ICC receives a majority its inputs from the CN contralaterally, the ventral LL 

and medial superior olive ipsilaterally, and the dorsal LL and lateral superior olive 

bilaterally (Malmierca et al., 2003, Cant and Benson, 2006). It then sends a majority of its 

outputs to the ipsilateral MGBv in a tonotopic fashion, which mainly continue 

tonotopically to the ipsilateral AC (Rees and Palmer, 2010).  
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 The cortical shell of the IC, on the other hand, is a multimodal processing center 

which receives many of its inputs from non-auditory and descending pathways. These 

regions are characterized by poor or non-existent tonotopy (Aitkin et al., 1975, Faye-

Lund, 1985, Huffman and Henson, 1990, Herbert et al., 1991, Winer et al., 1998, Winer, 

Figure 2: Reconstruction of the isofrequency laminae of the ICC of the mouse. Laminae are made up of 

disk-shaped and stellate cells. Ventral-medial laminae respond to high frequency sounds while dorsal-

lateral laminae respond to low frequency sounds.  Numbers refer to the best frequency of each lamina in 

kHz and the crosshatched areas indicated zones with lowest threshold responses to acoustic stimuli. 

Reproduced with permission from (Stiebler and Ehret, 1985).  
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2006, Malmierca and Ryugo, 2011a). The ICD covers the dorsomedial and caudal 

regions of the ICC and is defined by multiple cellular layers. It receives some of its input 

from lower auditory regions and a significant amount of descending projections from AC 

(Saldana et al., 1996, Saldana and Merchan, 2005). The ICX, which is sometimes further 

segregated into the lateral and rostral nuclei of the IC, covers the lateral and ventral 

aspects of the ICC and also is organized into multiple layers. This region is thought to 

have a role in multisensory integration as it receives multiple non-auditory inputs (Aitkin 

et al., 1978, Zhou and Shore, 2006). 

 In addition to the differences in input and output projections and morphology, the 

ICC and IC cortices also respond differently to acoustic stimuli. The ICC typically 

responds with lower thresholds, stronger responses, and shorter first-spike latencies than 

the IC cortices (Syka et al., 2000). The ICC often has a strong response tuned to the onset 

of an acoustic stimulus played in the contralateral ear and continues to spike in a 

sustained fashion for the duration of the stimulus, while IC cortical responses are usually 

not sustained and have more complex patterns depending on the location within the 

nuclei (Ehret et al., 1997, Rees and Palmer, 2010). 

AUDITORY CORTEX 

 The AC is the region within the auditory pathway that is most differentiated 

across animal species. For instance, mice and rats are thought to have 5-6 distinct cortical 

regions, while primates have 10-12 and humans have over 30 (Galaburda and Sanides, 

1980, Stiebler et al., 1997, Kaas and Hackett, 1998, Rutkowski et al., 2003). One 
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common organization across species, however, is the presence of a tonotopically-

organized A1 which receives a majority of its inputs in a tonotopic manner from MGBv. 

A1 is surrounded by multiple core and non-core auditory processing regions that are 

hypothesized to be involved with higher-order processing, such as interpreting 

vocalizations. 

 

 In the guinea pig auditory cortex, eight distinct cortical regions have been 

described in the literature (Redies et al., 1989, Wallace et al., 2000, Grimsley, 2008) and 

are shown in Figure 3. The largest auditory field, A1, sits medial to the pseudosylvian 

Figure 3: Schematic of the guinea pig auditory cortex. The two core regions (A1 and DC) are characterized 

by their tonotopic organization and share a high frequency border. Reproduced and modified with 

permission from (Wallace et al., 2000). Abbreviations: A1, primary auditory cortex; DC, dorsocaudal area; 

DCB, dorsocaudal belt; DRB, dorsorostral belt; S, small field; VRB, ventrorostral belt; T, transition region; 

VCB, ventrocaudal belt.  
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sulcus and approximately under bregma on the skull. It has a tonotopic organization in 

the rostrolateral-to-caudomedial direction and short first-spike latencies of approximately 

12-20 ms. A1 contains mainly sharply-tuned neurons that respond to the onset of simple 

auditory stimuli, but typically lack the sustained firing commonly seen in the ICC when 

responding to non-preferred stimuli (Wang et al., 2005). The dorsocaudal area (DC), 

another core auditory center, shares a high frequency border with A1 and has a tonotopic 

organization in the rostrolateral-to-caudomedial direction. Outside of the core auditory 

centers, several secondary and belt auditory cortical regions exist which typically respond 

more strongly to complex stimuli such as amplitude or frequency modulated sinusoids 

and vocalizations. The dorsocaudal belt (DCB) lies medial of DC and responds strongest 

to broadband noise, though weak responses to pure tones with best frequencies (BFs) 

around 15 kHz can be elicited. The dorsorostral belt (DRB) lies along the pseudosylvian 

sulcus, rostral of DCB and medial of A1, and shows variable responses to pure tones and 

broadband noise. The ventrorostral belt (VRB) sits lateral of A1 and has a similar 

tonotopic organization as A1 in the rostrolateral-to-caudomedial direction but with longer 

first-spike latency of approximately 25-35 ms and more sustained firing patterns. The 

ventrocaudal belt (VCB) lies caudal of VRB and lateral of DC and responds strongest to 

broadband noise. Field S (S) is the smallest auditory cortical region and has a steep 

tonotopic gradient that shares a low frequency border with A1. The final auditory cortical 

area, the transition (T) region, has been ill-defined in the literature but appears to be a 

belt area at the intersection of A1, DC, VRB, and VCB that responds to pure tones with a 
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short latency. These cortical regions, and how their activation affects subcortical 

processing, are discussed in more detail in Chapter 3: Effect of pairing broadband noise 

with cortical stimulation on firing within the inferior colliculus. 

CORTICOFUGAL PROJECTIONS 

 As mentioned earlier, descending projections in the central auditory system are 

actually more massive than their ascending counterparts (Winer, 2005). Some of the 

major pathways that exist, listed from the lowest to higher order along the auditory 

pathway (Figure 1), include those from the SOC to the CN and cochlea; from the IC to 

the LL and SOC; from MGB to the IC; and from AC to the MGB, IC, SOC, and CN 

(Rees and Palmer, 2010). One of the most abundant and commonly studied projections is 

the corticocollicular pathway from AC to the IC. In the guinea pig, the majority of these 

pathways originate in primary cortical regions from large pyramidal cells in layer V, 

though there is a smaller population of cells that originate in layer VI (Winer and Prieto, 

2001, Winer et al., 2002, Schofield, 2009, Bajo and King, 2013). These neurons project 

primarily to the ipsilateral IC cortices, though some of the projections do terminate in the 

contralateral IC cortices (Rees and Palmer, 2010). Traditionally, it was thought that there 

were no or minimal corticofugal projections directly to the ICC, which is the main 

ascending portion of the IC. However, there has been increasing anatomical evidence that 

there are a reasonable number of projections from A1 to the ICC that are tonotopically 

organized (Andersen et al., 1980, Feliciano and Potashner, 1995, Saldana et al., 1996, 

Bajo and Moore, 2005, Coomes et al., 2005, Bajo et al., 2007, Xiong et al., 2009, 
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Malmierca and Ryugo, 2011a). One study using electrical stimulation of the ICC and 

recording the antidromically activated neurons within A1 in guinea pig confirmed that the 

corticofugal projections to ICC are precisely tonotopically organized in which A1 

neurons only project to ICC neurons within a similar frequency region (Lim and 

Anderson, 2007a). These corticocollicular projections are glutamatergic (Feliciano and 

Potashner, 1995), implying that they are likely excitatory. Further analysis of the 

organization and function of the projections from A1 to the ICC is presented in Chapter 

2: Descending projections from primary auditory cortex to the central nucleus of the 

inferior colliculus. 

TINNITUS 

 Tinnitus is a neurological disorder characterized by a phantom auditory percept in 

the absence of a corresponding sound source. Tinnitus affects up to 10-15% of the 

general population and severely distresses 1-3% of the population (Axelsson and 

Ringdahl, 1989, Heller, 2003, Noell and Meyerhoff, 2003, Eggermont and Roberts, 

2004). In the most severe patients, tinnitus is often associated with side effects including 

insomnia, depression, and suicidal tendencies (Dobie, 2003). In addition, according to the 

American Tinnitus Association, tinnitus is the highest service-connected disability and 

largest war-related health cost for veterans in the United States. Considering its link with 

hearing loss, tinnitus numbers are projected to grow due to increased noise pollution, the 

aging of the population, and an increase in personal music players.  
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PATHOPHYSIOLOGY OF TINNITUS 

 Although tinnitus is highly prevalent in society, the pathophysiology of the 

disorder is still poorly understand. It is currently hypothesized that abnormal peripheral 

input, commonly caused by hearing loss, leads to central maladaptive plasticity that 

manifests itself within several locations in the brain (Eggermont and Roberts, 2004, 

Eggermont, 2007). Proposed biomarkers of tinnitus include tonotopic reorganization, 

hyperactivity, and hypersynchrony across the central auditory pathway (Jastreboff and 

Sasaki, 1986, Chen and Jastreboff, 1995, Ochi and Eggermont, 1997, Muhlnickel et al., 

1998, Eggermont and Komiya, 2000, Kaltenbach et al., 2000, Komiya and Eggermont, 

2000, Kaltenbach et al., 2002, Norena et al., 2003, Seki and Eggermont, 2003). From 

these and other studies, it is apparent that changes in firing rates and coding patterns 

occur throughout the central auditory pathway. However, the types of changes often 

depend on the category of tinnitus (e.g., pure tone or noise-like tinnitus) in patients 

(Lanting et al., 2009) or the method employed to induce tinnitus-like neurophysiological 

responses or behaviors (e.g., ototoxic drugs or noise-induced tinnitus) in animals 

(Eggermont, 2005). Further research also needs to be done to elucidate which of these 

biomarkers are inherent to tinnitus and not just hearing loss, as well as differentiating 

patients' responses to tinnitus treatments based on the tinnitus etiology. 

TREATMENTS FOR TINNITUS 

 There is currently no highly effective or widely established treatments for tinnitus. 

Clinicians typically recommend some combination of sound therapy, acoustic masking, 
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psychotherapy, and unproven pharmaceuticals. Ultimately, patients are often told to 

reduce factors that may worsen their tinnitus, such as stress, caffeine, nicotine, and an 

unhealthy diet. However, with the growth of neuromodulation for the treatment of several 

neurological disorders, neuromodulation has become highly investigated for the treatment 

of tinnitus. On the invasive end of the spectrum, several groups have attempted to 

suppress the tinnitus percept via stimulation in the brainstem (Soussi and Otto, 1994), 

locus of caudate (Cheung and Larson, 2010), nonauditory thalamus (Shi et al., 2009), and 

directly on the surface of AC (De Ridder et al., 2006, Fenoy et al., 2006, De Ridder et al., 

2007, Friedland et al., 2007, Seidman et al., 2008, De Ridder et al., 2010). Using 

moderately invasive stimulation, another group has investigated stimulation of the vagus 

nerve for the treatment of tinnitus (Engineer et al., 2011). In the noninvasive realm, 

transcranial magnetic stimulation and transcranial direct current stimulation have been 

extensively tested in tinnitus patients (Song et al., 2012, Vanneste and De Ridder, 2012, 

Theodoroff and Folmer, 2013). Also, one group has used acoustic stimulation to attempt 

to desynchronize networks that may be associated with the tinnitus percept (Tass et al., 

2012), and another group has investigated using a combination of cognitive therapy and 

acoustic masking to attempt to bring about habituation of the percept (Jastreboff and 

Jastreboff, 2000). Overall, results have been mixed, with most stimulation modalities 

causing only a small reduction in tinnitus severity and only one-third to one-half of the 

patients tested show improvements. Novel therapies need to be established for tinnitus, 
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especially ones that can be personalized to individual patients who often have distinct 

subjective characteristics and neural manifestations of tinnitus. 

THESIS ORGANIZATION 

 This thesis is organized into two main projects: invasive analysis of the 

descending projections of the central auditory system (Chapters 2 and 3) and 

investigation of novel neuromodulation approaches for the treatment of tinnitus (Chapters 

3, 4, and 5), with Chapter 3 encompassing both projects.  

 The first study (Chapter 2) describes an electrophysiological investigation of the 

organization of descending projections leading from A1 to the ICC via orthodromic 

pathways which complements a similar project completed during Dr. Lim's graduate 

work using antidromic stimulation (Lim and Anderson, 2007a). The main findings of this 

study are that descending corticocollicular projections terminate in the ICC in two 

distinct tonotopic patterns (narrow and broad tuned) and project only to one region along 

each isofrequency lamina of the ICC. These findings give further understanding of the 

functional organization of the descending central auditory system and its role in 

modulating the ascending auditory pathway. This study has been published in the journal 

Frontiers in Neural Circuits (Markovitz et al., 2013). The second study (Chapter 3) 

attempts to further understand the function of these projections in directly modulating 

ascending auditory coding, particular in how cortical activation alters acoustic-driven 

activity within the ICC. This study also revealed a new stimulation paradigm for 

potentially treating tinnitus. By pairing cortical stimulation with broadband noise 
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stimulation, we were able to induce extensive inhibition throughout the ICC, which may 

be relevant for suppressing the hyperactivity associated with tinnitus. The use of 

broadband noise, a stimulus with relatively little behavioral relevance to the auditory 

system, may cause the auditory brain to gate or decrease its gain to the stimulus, which is 

then further reinforced by activation of descending pathways. This gating mechanism and 

its relevance for tinnitus treatment are further discussed in Chapter 3.  

 In addition to the invasive cortical neuromodulation approach for treating tinnitus 

described in Chapter 3, Chapters 4 and 5 investigate a novel noninvasive approach that 

takes advantage of the multimodal connections and interactions within the brain. Chapter 

4 describes the initial investigation of multimodal interactions in the ICC and A1, while 

Chapter 5 assesses the effect of specific parameters in altering responses within the 

auditory system relevant for tinnitus. In the pilot study, we found that paired multimodal 

stimulation paradigms (i.e., combining acoustic stimulation with electrical activation of 

the face/body) can induce more modulation of neural activity in the ICC and A1 than 

controls (i.e., acoustic stimulation alone, face/body stimulation alone, no stimulation). 

Interestingly, whether these changes are inhibitory or facilitatory depends on the 

interstimulus delay between the paired stimuli. In the second study, we found that 

stimulation of specific body locations can alter the extent of inhibitory versus facilitatory 

changes within the auditory system. For example, stimulation of ipsilateral body sites 

(relative to the recorded neurons) induces more inhibition in the ICC and A1 while 

stimulation of contralateral body sites induces more facilitation in those brain regions. 
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The ability to systematically induce strong suppression across the auditory pathway is 

encouraging for tinnitus treatment. 

 In order to aid the studies and analyses described above, it was necessary to 

develop a method for identifying the locations of recording sites across the IC. The 

Appendix includes a side project in developing a histological technique used in this thesis 

as well as other projects within Dr. Lim's SONIC lab. This work has been published in 

the journal Frontiers in Neural Circuits (Markovitz et al., 2012). 
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CHAPTER 2: DESCENDING PROJECTIONS FROM PRIMARY 

AUDITORY CORTEX TO THE CENTRAL NUCLEUS OF THE 

INFERIOR COLLICULUS 

INTRODUCTION 

 Physiological studies have demonstrated the role of corticofugal projections for 

various forms of auditory plasticity. For instance, descending pathways can alter 

midbrain coding for sound localization (Nakamoto et al., 2008, Bajo et al., 2010) and 

frequency (Zhang et al., 2005, Suga, 2008). A large extent of research on corticofugal 

effects on auditory plasticity has focused on the interactions between primary auditory 

cortex (A1) and the central nucleus of the inferior colliculus (ICC; (Xiong et al., 2009)), 

the main ascending and tonotopic region of the auditory midbrain. In particular, 

activation of A1 neurons most sensitive to a specific frequency can shift ICC neurons to 

become more responsive to that frequency. This can be achieved through repetitive A1 

stimulation combined with pure tone stimulation (Yan and Suga, 1998, Yan et al., 2005), 

by pairing A1 stimulation with activation of the nucleus basalis or other neuromodulatory 

pathways (Ma and Suga, 2003, Zhang et al., 2005), or using fear conditioning paradigms 

(Gao and Suga, 1998, 2000, Ji et al., 2001). Furthermore, inactivation of A1 has shown to 

prevent or limit frequency shifts in the ICC (Ji et al., 2001, Zhang et al., 2005), further 

signifying the substantial role of the corticofugal system in inducing subcortical auditory 

plasticity. 
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 The ability to induce fine frequency plasticity within the ICC through activation 

of A1 descending pathways argues for the existence of a well-defined tonotopic 

corticollicular organization. However, based on anatomical studies, descending cortical 

projections from layer V (and layer VI to a lesser extent; (Schofield, 2009, Bajo and 

King, 2013)) of A1 terminate predominantly in non-lemniscal midbrain regions, 

including the dorsal (ICD) and external (ICX) nuclei of the inferior colliculus (IC), 

which correspond to poor or non-existent tonotopy (Aitkin et al., 1975, Faye-Lund, 1985, 

Huffman and Henson, 1990, Herbert et al., 1991, Winer et al., 1998, Winer, 2006, 

Malmierca and Ryugo, 2011a). Traditionally, it was thought that there were no or 

minimal corticofugal projections to the ICC. However, there has been increasing 

anatomical evidence that there are a reasonable number of projections from A1 to ICC 

that are topographically organized (Andersen et al., 1980, Feliciano and Potashner, 1995, 

Saldana et al., 1996, Bajo and Moore, 2005, Coomes et al., 2005, Bajo et al., 2007, Xiong 

et al., 2009, Malmierca and Ryugo, 2011a). One study using electrical stimulation of the 

ICC and recording the antidromically activated neurons within A1 in guinea pig 

confirmed that the corticofugal projections to ICC are precisely tonotopically organized 

in which A1 neurons only project to ICC neurons within a similar frequency region (Lim 

and Anderson, 2007a). Considering that the corticocollicular projections are 

glutamatergic (Feliciano and Potashner, 1995), these findings across studies provide one 

way in which the corticofugal projections can potentially elicit excitatory and tonotopic 

effects within the ICC and contribute to the fine frequency plasticity shown in previous 
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studies. However, questions remain as to how this descending activation can cause 

neurons located in neighboring frequency regions of the ICC to shift their tuning towards 

the frequency of the stimulated A1 neuron if the corticofugal projections are organized in 

a point-to-point tonotopic pattern. In addition, most of the corticocollicular neurons 

project to non-lemniscal midbrain regions with poor or non-existent tonotopy, which in 

turn can activate neurons across ICC (Huffman and Henson, 1990, Jen et al., 2001). Thus, 

it is unknown from these previous studies if the descending neurons from A1 can actually 

elicit an excitatory and tonotopic activation pattern within the ICC.  

There have been several studies showing the effects of A1 electrical stimulation 

on neural firing in the IC in bats (Sun et al., 1989, Yan and Suga, 1996, Zhang and Suga, 

1997, Jen et al., 1998, Zhang and Suga, 2000, Jen et al., 2001) and, to a lesser extent, in 

cats (Massopust and Ordy, 1962, Mitani et al., 1983), rats (Syka and Popelar, 1984), mice 

(Yan and Ehret, 2001, 2002, Yan et al., 2005), and guinea pigs (Torterolo et al., 1998). 

These studies have demonstrated that cortical activation can result in excitatory and/or 

inhibitory effects within the IC. However, these studies either looked at residual effects 

(i.e., changes in tuning or responses to acoustic stimuli after electrical stimulation had 

ceased) or were not designed to systematically investigate the cortically-induced 

activation patterns along the tonotopic and isofrequency dimensions of the ICC. Based on 

one previous study in guinea pigs (Bledsoe et al., 2003), there appears to exist differences 

in excitatory and inhibitory patterns across the ICC, but it not yet clear how these 

differences vary along and across the frequency laminae. Therefore, in this study, we 
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investigated if electrical stimulation of A1 could induce responses systematically across 

the tonotopic axis of the ICC, exciting not only neurons sensitive to the same frequency 

but also those in neighboring frequency regions that could enable subcortical shifts in 

frequency tuning. We also investigated if there was any spatial organization of A1 

descending pathways along the isofrequency laminae of the ICC by creating three-

dimensional histological reconstructions of the midbrain. 

METHODS 

ANIMAL SURGERIES AND ELECTRODE IMPLANTATION 

 Experiments were performed on 20 young Hartley guinea pigs (295-410 g; Elm 

Hill Breeding Labs, Chelmsford, MA) in accordance with policies of the University of 

Minnesota Institutional Animal Care and Use Committee. Each animal was anesthetized 

with an intramuscular mixture of ketamine (40 mg/kg) and xylazine (10 mg/kg) with 0.1 

mL supplements every 45-60 minutes to maintain an areflexive state. Atropine sulfate 

(0.05 mg/kg) was administered periodically to reduce mucous secretions in the airway. 

Heart rate and blood oxygenation were continuously monitored via a pulse oximeter and 

body temperature was maintained at 38.0 ± 0.5°C using a heating blanket and rectal 

thermometer.  

 After the animals were fixed in a stereotaxic frame (David Kopf Instruments, 

Tujunga, CA) and a craniotomy was performed to expose the right auditory and visual 

cortices, two 32-site electrode arrays (NeuroNexus Technologies, Ann Arbor, MI) were 

inserted via hydraulic micro-manipulators into the right A1 and ICC. The A1 array 
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consists of four 5 mm long shanks separated by 500 µm with eight iridium sites linearly 

spaced 200 µm (center-to-center) along each shank. Before each experiment, A1 

electrodes sites were activated from iridium to iridium oxide via cyclic voltammetry for 

recording and stimulation capabilities (Lim and Anderson, 2007a), lowering the site 

impedances to approximately 0.1-0.3 MΩ. The array was placed perpendicular to the 

cortical surface and inserted to a depth of approximately 1.6 mm. The four shanks were 

arranged approximately along the tonotopic gradient of A1 (Redies et al., 1989, Wallace 

et al., 2000), which is shown in Figure 4. The ICC array consists of two 10 mm long 

shanks separated by 500 µm with 16 iridium sites linearly spaced 100 µm along each 

shank. The array was inserted 45° off the sagittal plane through the occipital cortex into 

the ICC to align it along the tonotopic gradient of the ICC (Snyder et al., 2004, Lim and 

Anderson, 2006). ICC site impedances ranged between 0.8-3.0 MΩ. After placement of 

the probes, the brain was covered with agarose to reduce swelling, pulsations, and drying 

during the recording sessions. 

RECORDING AND STIMULATION 

 Experiments were performed within a sound attenuating, electrically-shielded 

room using custom software and TDT hardware (Tucker-Davis Technology, Alachua, 

FL). All acoustic stimulation was presented to the animal's left ear canal via a speaker 

coupled to a custom-made hollow ear bar. The speaker-ear bar system was calibrated 

using a 0.25 in condenser microphone (ACO Pacific, Belmont, CA).  
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 Multi-unit neural data was recorded and sampled at a rate of 25 kHz, passed 

through analog DC-blocking and anti-aliasing filters up to 7.5 kHz, and digitally filtered 

between 0.3 and 3.0 kHz for analysis of neural spikes. Spikes were determined as 

voltages exceeding 3.5 times the standard deviation of the noise floor. 

Electrical stimulation of A1 consisted of single biphasic, charge-balanced pulses 

(205 µs/phase, cathodic-leading) ranging from 4-32 µA in 2 dB steps at a rate of 2/s. All 

32 A1 sites were stimulated at each level in a randomized pattern for 20 trials for each 

stimulus condition. Poststimulus time histograms (PSTHs) of the responses recorded at 

32 ICC sites following A1 stimulation were plotted for further analysis. When excitation 

was found in the ICC in response to A1 stimulation, all analyses were performed using 

the lowest threshold cortical site along a given cortical shank, which was generally 

located at a depth of approximately 900-1500 µm and corresponds to layer V in the 

guinea pig cortex (Wallace et al., 2000, Lim and Anderson, 2007a). Typically, one array 

placement (i.e., four shank placements) was made in A1 and multiple array placements 

were made throughout the ICC during each experiment. Each ICC array placement (i.e., 

two shank placements) resulted in sites along each shank that were aligned along the 

tonotopic gradient of the ICC. The ICC array was then moved to multiple locations 

across the laminae during each experiment. The recording ground wire was positioned in 

the neck muscles and the stimulation ground needle was implanted into the brain tissue 

near the intersection of the midline and bregma. 
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HISTOLOGY AND ELECTRODE SITE RECONSTRUCTIONS 

 A full explanation of the computer reconstructions of the midbrain for identifying 

the locations of ICC sites is presented in the Appendix and is only briefly described here. 

The ICC array was dipped in a red fluorescent dye (3 mg Di-I per 100 µL acetone; 

Sigma-Aldrich, St. Louis, MO) prior to its insertion into the brain. Immediately following 

each experiment, the animal was euthanized with an overdose (0.22 mL/kg) of 

Beuthanasia-D Special (active ingredients: pentobarbital sodium (390 mg/mL) and 

phenytoin sodium (50 mg/mL); Merck, Summit, NJ) into the heart and decapitated. The 

brain was immersed in 3.7% paraformaldehyde for approximately 10 days. The midbrain 

was then blocked, cryosectioned into 60 µm thick sagittal slices, and fully reconstructed 

along with the electrode shank tracks (marked with the red Di-I stain) using computer 

software (Rhinoceros, Seattle, WA). To create computer simulations of isofrequency 

laminae, the midbrains were three-dimensionally normalized to each other based on the 

size and orientation of the IC surface across animals, and the electrode tracks were 

superimposed within one standard midbrain. Three planes were identified perpendicular 

to the shank tracks and approximately correspond to low (2.0-3.2 kHz), middle (5.0-8.0 

kHz), and high (10.0-16.0 kHz) frequency laminae. These laminae were chosen to give us 

a representative view of the isofrequency axis of the ICC and were made to 

approximately correspond to two critical bands in thickness (Schreiner and Langner, 

1997, Egorova et al., 2006, Malmierca et al., 2008). All neurophysiological data 

corresponding to a given frequency range was superimposed onto a “pooled” lamina, and 
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the distance in the caudal-rostral and medial-lateral directions were normalized based on 

the most proximal site location in each direction. Though the actual laminae are curved 

and occupy an orientation that is somewhere between the medial-lateral and dorsal-

ventral axes, we will use the “medial-lateral" notation for this dimension since this is 

what is commonly used in other physiological studies that have mapped properties across 

the isofrequency laminae of the ICC (Schreiner and Langner, 1988, Ehret, 1997, Langner 

et al., 2002, Hage and Ehret, 2003). 

 Site locations in A1 were identified by imaging the exposed cortical surface with 

the inserted array shanks using a microscope-mounted camera (OPMI 1 FR pro, Zeiss, 

Dublin, CA). The shank locations across animals were then normalized based on their 

relative distances from the pseudosylvian sulcus, bregma, and the lateral suture line, as 

successfully performed in previous studies (Schreiner et al., 2000, Wallace et al., 2000, 

Eggermont and Roberts, 2004). 
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DATA ANALYSIS 

 Acoustic stimuli were presented to the animal's left ear canal and acoustic-driven 

responses were recorded in A1 and the ICC to determine the functional location of each 

electrode site. Pure tones (50 ms duration, 5 ms ramp/decay) of varying frequencies (0.6-

38 kHz, 8 steps/octave) and levels (0-70 dB in 10 dB steps) were randomly presented (4 

trials/parameter). The acoustic-driven spike rates were calculated for responses recorded 

in the ICC (taken 5-60 ms after tone onset) and A1 (5-20 ms after tone onset) to create 

frequency response maps (FRMs) for each site. Best frequencies (BFs) were calculated 

Figure 4: Stimulation of sites at different locations spanning the isofrequency dimension of A1 results in 

excitation in the ICC. A dorsal view of the right A1 is shown that is approximately perpendicular to the 

cortical surface. A1 locations were normalized based on their relative distances from the pseudosylvian 

sulcus (labeled with white stars), bregma, and the lateral suture line. Site placements are color coded based 

on their best frequency (BF). Circles correspond to locations in which electrical stimulation resulted in 

excitation in at least one recording location in the ICC, while squares are those that did not cause excitation 

on any of the ICC recording sites for a given experiment. Abbreviations: R, rostral; L, lateral. 
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from the FRMs as the frequency centroid at 10 dB above the visually determined 

threshold. 

 To verify the functional placement of our A1 array, FRMs with approximately 

equal BFs for each site along a single cortical shank confirmed that the array was inserted 

perpendicular to the cortical surface along a cortical column. Across shanks, increasing 

BFs along the rostrolateral to caudomedial direction and short response latencies of 

approximately 15 ms verified that our array was within A1, as shown in Figure 4 

(Wallace et al., 2000, Lim and Anderson, 2007b). High frequency (>20 kHz) A1 

locations were generally avoided to prevent confusion with the shared high frequency 

border between A1 and the dorsocaudal cortical area (Wallace et al., 2000). To ensure 

that we positioned sites fully spanning the isofrequency dimension of A1, we initially 

mapped the cortical surface at the medial and lateral edges of A1 by recording and 

assessing FRMs and acoustic-driven properties that distinguish A1 from the non-A1 

regions as described in previous studies (Redies et al., 1989, Wallace et al., 2000, 

Grimsley, 2008). The pseudosylvian sulcus (white stars in Figure 4) generally 

corresponds to the medial edge along the isofrequency dimension of A1. The lateral edge 

along the isofrequency dimension of A1 was identified by observing neural responses 

that were poorly tuned to pure tones or had long acoustic-driven latencies for locations 

beyond that edge. Array placements within the ICC were confirmed by observing FRMs 

that systematically increased in BF with increasing depth (Lim and Anderson, 2007b, 

Markovitz et al., 2012). FRMs for sites outside of the ICC in external regions of the IC 



 

 25 

typically exhibited broad and weak tuning and/or multiple FRM peaks and were excluded 

for the analysis in this paper. 

 The threshold level for ICC activation in response to A1 stimulation was 

determined using signal detection theory (Green and Swets, 1966, Lim and Anderson, 

2007b). Spike rate distributions for a given ICC site in response to 20 trials of A1 

stimulation were plotted for the “signal” condition (using a 30 ms window starting 4 ms 

after the electrical artifact) and the “noise” condition (using a 30 ms window before the 

electrical artifact) on the same axes. The signal time window was selected based on 

visual identification of the stimulus-driven activity across all PSTH responses. By 

adjusting a criterion spike rate level across the signal and noise distributions, the 

percentage of signal trials exceeding that criterion (correct hits) and that of noise trials 

(false alarms) were calculated and plotted for varying criterion levels to obtain a receiver 

operating characteristic (ROC) curve. The area under the ROC curve corresponds to the 

performance level for an ideal observer detecting a stimulus based on the signal and noise 

distributions in a two-alternative, forced-choice task. Using the area under the ROC curve 

for each stimulus level, a neurometric curve was plotted with performance levels ranging 

from 0.5 (chance) to 1.0 (perfect detection). Activation threshold was defined as the 

lowest current level that achieves at least a 76% performance level. This performance 

value was chosen because it sits on the steepest portion of the neurometric curve, making 

it a robust measure. 
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 First-spike latencies for ICC sites in response to A1 stimulation were calculated 

from the PSTHs by taking the first time bin to exceed 3.5 standard deviations above the 

pre-stimulus noise floor, and were visually confirmed to avoid any spurious fluctuations 

in the PSTHs. All ICC latencies were determined at a suprathreshold current level of 2 

dB above threshold.  

For cases with more than one activated site along a ICC shank in response to 

stimulation of an A1 site, two groups were used for latency comparison: (1) BF-aligned, 

consisting of the ICC site with the closest BF to the stimulated A1 site, and (2) BF-

unaligned, consisting of all other ICC sites along the same shank showing a response. 

We then directly compared latencies between these two groups after a normalization 

procedure. We stimulated one site on a given A1 shank and recorded the responses on the 

sites across a ICC shank, which we define as an A1-ICC shank pair. Normalization was 

performed for each A1-ICC shank pair in which the shortest latency across all sites along 

the ICC shank was labeled as time 0 while the remaining latency values along that same 

shank were normalized relative to that time. This normalization procedure enabled us to 

combine latency values across different placements and animals and directly compare 

those values between the BF-aligned and the BF-unaligned groups. All statistical 

comparisons between different latency groups were performed using an unequal variance 

two-tailed t-test on ranked data with significance defined as p<0.01 (Ruxton, 2006). 
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RESULTS 

ICC EXCITATION IS INDUCED VIA STIMULATION THROUGHOUT A1  

 Multi-unit neural activity across the tonotopic axis and along isofrequency 

laminae of the ICC was measured in response to focal electrical stimulation (single 

pulses, 4-32 µA, 205 µs/phase) of deeper output layers of A1 using 32-site electrode 

arrays. For each experiment, the A1 array (4 shanks, 8 sites/shank) was inserted into one 

position, while the ICC array (2 shanks, 16 sites/shank) was inserted into several 

positions with the shanks aligned along the tonotopic axis of the ICC, providing an 

average of 4-5 sites along a given lamina per animal. A total of 2,746 ICC sites were 

sampled with BFs ranging from 1.0-24.8 kHz. Focal electrical stimulation of 57 out of 80 

locations fully spanning across the isofrequency dimension of A1 elicited activation on at 

least one site along a ICC lamina (Figure 4). These data demonstrate that ICC excitation 

can be induced via stimulation throughout most of A1. 

CORTICOCOLLICULAR PATHWAYS ARE TONOTOPIC 

 Across the 20 experiments, we recorded from 87 ICC shank positions which, 

combined with the 80 A1 stimulation locations (i.e., shank locations), resulted in a total 

of 346 A1-ICC shank pairs. Of these, we found 88 A1-ICC shank pairs that exhibited an 

excitatory activation pattern. When excitation was observed in the ICC in response to 

stimulation of an A1 site, there were two highly distinct response patterns that emerged. 

We observed a narrow tuning (NT) type, in which typically only a single recording site 

out of 16 along a ICC shank responded at all levels from threshold up to our maximum 
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current level (Figure 5A). We also observed a broad tuning (BT) type, in which 

activation of multiple ICC sites occurred at threshold with neural activity spreading 

across an increasing number of recording sites in the ICC as we increased the stimulation 

level (Figure 5B). A summary of the NT and BT activation patterns across positions and 

animals is shown in Figure 6. In Figure 6A, only one point along the ordinate (i.e., ICC 

site) is plotted for a given location along the abscissa (i.e., A1 site) since the NT pattern 

did not exhibit activation across more than one site along a ICC shank. This NT pattern 

was tonotopic in which the stimulated A1 sites and the activated ICC sites had similar 

BFs. The BT pattern was also tonotopically organized. However, the BT pattern 

consisted of activation across multiple sites along a ICC shank in which several points 

along the ordinate are plotted for a given location along the abscissa as shown in Figure 

6B. The data in Figure 6 were plotted for a stimulation level of 2 dB above threshold. At 

this level, the BT pattern typically exhibited activity across 3-6 ICC sites (frequency span 

- mean: 0.71, SD: 0.48 octaves). 
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NEIGHBORING ICC FREQUENCY REGIONS ARE ACTIVATED BY A1 STIMULATION 

 For the BT response pattern, A1 stimulation activated several ICC sites that had 

BFs different from the BF of the stimulated A1 sites. In a previous study in guinea pig 

that stimulated the ICC and recorded the antidromically activated spikes within A1 (Lim 

and Anderson, 2007a), it was shown that A1 neurons only project to ICC neurons with a 

similar BF. This monosynaptic projection from A1 to ICC could explain the BF-aligned 

activation observed for both the NT and BT patterns. However, it cannot explain the BF-

unaligned sites activated for the BT pattern. 

 

Figure 5: Examples of NT and BT excitatory response patterns. Each column represents the 16 sites of an 

electrode shank placed along the tonotopic gradient of the ICC. Frequency response maps are labeled with 

the site's best frequency (BF in kHz) in response to pure tone acoustic stimulation, showing a systematic 

increase in BF with depth. Poststimulus time histograms (PSTHs) are plotted for these same sites in 

response to stimulation of an A1 site (BF = 10.1 kHz) at 2 dB and 6 dB above electrical stimulation 

threshold. The PSTHs are summed across 20 trials with 0 ms corresponding to the onset of A1 stimulation. 

PSTHs in black show sites with activity that is significantly higher than spontaneous activity using a signal 

detection theory paradigm (see Materials and Methods). The NT (A) and BT (B) examples represent two 

different isofrequency placements of a ICC shank for the same animal and A1 stimulation site. For the NT 

pattern, only a single ICC site was activated in response to cortical stimulation as the stimulation level was 

increased to our maximum level of 32 µA. For the BT pattern, excitatory activity spread across a greater 

number of sites as the stimulation level was increased. 
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To gain further insight into these different activation patterns, we analyzed the 

first-spike latencies of ICC responses to A1 stimulation. Comparing the first-spike 

latencies for the BF-aligned NT pattern (mean: 8.1, SD:  2.0, range: 5-12 ms) with only 

the BF-aligned sites for the BT pattern (mean: 7.2, SD: 1.5, range: 4-10 ms) resulted in 

no statistical difference (p=0.091). These latencies were consistent with the published 

antidromic latencies of 2-10 ms (Lim and Anderson, 2007a) when accounting for the 

additional synaptic delay within the ICC to record the postsynaptic spikes elicited by A1 

stimulation. Thus, the BF-aligned activation for both the NT and BT patterns could be 

elicited through the monosynaptic projections from A1 to ICC. We next compared the 

Figure 6: Corticollicular pathways are tonotopically arranged. Summary of tonotopic organization of NT 

(A) and BT (B) response patterns across experiments. The NT and BT data correspond to A1 stimulation at 

a level of 2 dB above threshold. Red lines represent a perfect linear correlation (i.e., exact tonotopic match) 

and blue lines are the linear best fit to the data. For the NT data, one A1-ICC shank pair (i.e., one A1 

location along the abscissa) corresponds to only one point along the ordinate. For the BT data, one A1-ICC 

shank pair corresponds to several ICC points along the ordinate. 
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first-spike latencies between the BF-aligned and BF-unaligned sites for the BT pattern. 

The latencies, normalized to the fastest projection for each A1-ICC shank pair (see 

Materials and Methods), were significantly shorter (p=0.003) for BF-aligned (mean: 

1.10, SD: 1.40 ms) versus BF-unaligned (mean: 2.39, SD: 2.51 ms) sites. Based on these 

findings, it is possible that stimulation of A1 activates the monosynaptic and tonotopic 

projections to the ICC that then activate neighboring BF regions through intrinsic 

connections, leading to the longer latencies for the BF-unaligned versus the BF-aligned 

sites. Other possible polysynaptic pathways from A1 to the ICC are presented in the 

Discussion. 

CORTICALLY-DRIVEN RESPONSES ARE LOCALIZED TO CAUDOMEDIAL ICC 

 To determine whether the NT and BT excitation patterns are evenly distributed 

across the isofrequency laminae of the ICC, three-dimensional computer reconstructions 

of the midbrain based on brain slices were created and normalized across experiments for 

localization of the ICC electrode sites. Site locations were superimposed onto a single 

lamina for low (2.0-3.2 kHz), middle (5.0-8.0 kHz), and high (10.0-16.0 kHz) 

frequencies. The three isofrequency laminae shown in Figure 7 have a somewhat 

elliptical shape as can be visualized by the borders created by the points. Previous studies 

have shown that the laminae are not square-like but exhibit more complex shapes across 

layers (Malmierca et al., 1995). A line was drawn from the bottom-left corner to the top-

right corner (approximately perpendicular to and in the center along the major axis of 
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these elliptical laminae) to split each lamina into two regions for further analysis as 

shown in Figure 7. 

 

 

Sites showing excitation (NT or BT patterns) were nearly exclusively located in 

the caudomedial portion of the ICC for each of the three isofrequency laminae. In other 

words, the filled symbols were mainly located within the top-left portion of each box in 

Figure 7. We did not observe any obvious differences in the location of NT (triangles) or 

Figure 7: Corticocollicular activation is localized in the caudomedial portion of the ICC. Computer models 

of isofrequency laminae were created from imaged brain slices and normalized in distance based on the 

most proximal ICC site locations in each direction (C, caudal; R, rostral; M, medial; L, lateral) across 

experiments for low (2.0-3.2 kHz), middle (5.0-8.0 kHz), and high (10.0-16.0 kHz) frequencies. See 

Materials and Methods for further details and justification for creating these pooled laminae. Percentages 

correspond to the number of locations in the ICC showing excitatory responses in the corresponding 

portion of each lamina without differentiating between NT and BT types (i.e., number of points with NT or 

BT symbol divided by total number of points in that portion of the lamina). Placements labeled as "None" 

(open circles) do not necessarily mean that these ICC locations are never affected by cortical stimulation; 

instead, they indicate that there was no activation in response to stimulation of the specific A1 locations 

used for that particular experiment. 
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BT (squares) activation across each of the laminae, and thus combined those data 

together for further analysis. From all sites superimposed onto a lamina, we calculated 

the percentage of those sites that showed excitation (either NT of BT types) in the 

caudomedial and rostrolateral portions of each lamina. We found that 25.3-39.2% of sites 

in the caudomedial portion of the ICC laminae exhibited excitation, while only 2.2-6.5% 

of sites in the rostrolateral portion were activated. 

The caudomedial activation pattern was also consistent regardless of the 

stimulated site location across the isofrequency dimension of A1. Figure 8A shows how 

we divided A1 into three regions corresponding to different locations along the 

isofrequency dimension of A1.We then calculated the percentages of sites that elicited 

excitation in the caudomedial versus the rostrolateral portion along the three laminae 

assessed in our study. Regardless of the A1 region, there was always a higher percentage 

of sites causing excitation in the caudomedial (22.1-44.6%) versus the rostrolateral (0.0-

5.8%) portion of the ICC (Figure 8B). These findings suggest the existence of two 

subregions along the isofrequency dimension of the ICC that may process sound 

information through the lemniscal pathway in different ways. In particular, the 

caudomedial portion compared to the rostrolateral portion of the ICC may serve a more 

modulatory role through descending activation from the auditory cortex, involving 

neurons located throughout  A1. 
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DISCUSSION 

 Our results indicate that focal cortical stimulation can induce excitatory responses 

in the ICC, in accord with previous studies indicating an excitatory corticocollicular 

pathway (Feliciano and Potashner, 1995, Zhang and Suga, 1997, Torterolo et al., 1998, 

Yan and Suga, 1999). These responses can be elicited via stimulation throughout A1, in 

agreement with studies demonstrating that corticocollicular projections originate across 

A1 (Bajo and Moore, 2005, Coomes et al., 2005, Schofield, 2009). Also, the descending 

excitatory pathway, like the ascending lemniscal auditory system (Lorente de Nó, 1981, 

Malmierca, 2003), is arranged tonotopically and can influence neighboring frequency 

Figure 8: Different isofrequency locations in A1 show the same caudomedial (CM) to rostrolateral (RL) 

trend in the ICC as shown in Figure 7. Three A1 regions were created by drawing evenly-spaced lines 

parallel to the middle cerebral artery, which is approximately parallel to the tonotopic gradient of A1 (A: 

modified version of Figure 4). These three groups (medial in red; middle in blue; lateral in green) 

correspond to different locations along the isofrequency dimension of A1. The number of BF-matched A1-

ICC shank pairs located within the RL or CM portion of the ICC is labeled as n, and percentages 

correspond to the number of these pairs exhibiting excitatory activity divided by n. Cortically-driven 

excitation patterns derived from stimulation of all three A1 regions terminate predominantly within the CM 

portion of ICC. 
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regions. This organization may provide a potential mechanism for enabling the 

subcortical frequency plasticity that has been extensively shown in previous studies 

(Suga, 2008, Xiong et al., 2009, Bajo and King, 2013). Additionally, the responses were 

found nearly exclusively in the caudomedial ICC, providing an interesting juxtaposition 

with the ascending lemniscal auditory system further described below. 

TECHNICAL LIMITATIONS 

 The use of electrophysiology and invasive brain stimulation has several inherent 

limitations that need to be discussed for interpreting our results. First, our electrode 

arrays only allowed us to stimulate and record from a few discrete locations in A1 and the 

ICC at any given time. Therefore, several of the values and percentages described in the 

results could be underestimations of true physiological values. For example, when we 

stated that 57 out of 80 A1 locations resulted in ICC excitation, it is possible that a larger 

proportion of A1 sites would have caused excitation in the ICC had we been able to more 

fully map the ICC for each cortical location. We were only able to record from a few 

locations (4-5 per animal on average) along a lamina within the ICC for each cortical 

location. Similarly, the percentages shown in Figures 7 and 8 could have been higher if 

we had been able to sample from a larger number of A1 and ICC locations.  

 Second, electrical stimulation can cause complex functional effects by activating 

a combination of cell bodies and passing fibers (Ranck, 1975, McIntyre and Grill, 2000, 

McIntyre et al., 2004), especially in highly-interconnected regions such as the cortex. We 

attempted to mitigate these effects by analyzing stimulation levels at or close to 
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activation threshold to limit current spreading across A1. It was typical for activation of 

ICC sites to be induced by stimulation of multiple sites along a cortical shank. At our 

highest stimulation level of 32 µA and using a similar stimulation waveform, current 

spreading from a stimulated site within brain tissue has shown to activate neurons at an 

average distance of approximately 100-150 µm (Ranck, 1975, McIntyre and Grill, 2000). 

Since our sites along a cortical shank were spaced at 200 µm, current spreading may have 

caused different cortical sites along a shank to activate overlapping neural populations. 

Also, layer V pyramidal cells, which are the neurons providing the majority of 

descending projections to the midbrain (Schofield, 2009), have extensive connections 

along a cortical column that were likely activated by our stimulation (Winer and Prieto, 

2001). Therefore, our analysis focused on the cortical site inducing the lowest activation 

threshold in the ICC and avoided making comparisons of activation patterns for 

stimulation of multiple sites along a single cortical shank. The four cortical shanks on 

each probe, on the other hand, were spaced 500 µm apart and stimulation of sites on 

different shanks were expected to activate distinct neural populations.  

 Third, our electrophysiological setup does not allow us to make claims regarding 

whether the cortically-driven excitation in the ICC was the result of direct or indirect 

pathways. However, we attempt to describe the potential neural pathways below and, 

based on our results and previous studies, we postulate the likely sources of this 

cortically-driven excitation in the ICC. 
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TONOTOPIC ACTIVATION OF ICC NEURONS 

 Our results indicate that corticocollicular excitatory pathways are arranged in a 

tonotopic manner. This agrees with several anatomical studies which, when compared 

with previously published frequency maps within the ICC, have provided evidence for 

direct corticofugal projections from A1 to the ICC that are topographically arranged 

(Andersen et al., 1980, Feliciano and Potashner, 1995, Saldana et al., 1996, Bajo and 

Moore, 2005, Coomes et al., 2005, Bajo et al., 2007). However, these studies using 

anatomical tracers and histological stains inherently could not prove tonotopicity. A 

neurophysiological study using antidromic stimulation in a similar guinea pig setup 

functionally confirmed that direct projections from A1 to ICC are organized in a precise 

tonotopic pattern (Lim and Anderson, 2007a). Considering the consistency in latency 

values for our BF-aligned responses with the values published from this antidromic 

study, it is likely that the tonotopic activation pattern elicited in the ICC using A1 

stimulation is caused by or involves the direct monosynaptic and excitatory 

corticocollicular projections from A1 to ICC. 

ACTIVATION OF NEIGHBORING FREQUENCY REGIONS 

 In the present study, the BF-aligned projections for the NT and BT pathways and 

their first-spike latencies are consistent with the point-to-point tonotopic corticocollicular 

projections identified in the previous antidromic study (Lim and Anderson, 2007a). The 

BF-unaligned sites in the BT pattern, on the other hand, differ from the antidromic data 

and likely arise from polysynaptic pathways. It is unlikely that the BT pattern was solely 
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the result of current spreading across A1. This expectation is supported by two interesting 

observations. If the BT excitation pattern was due to current spreading from the 

stimulated site that then activated neighboring frequency regions in A1 and thus different 

frequency regions in ICC via corticofugal pathways, then BF-aligned and BF-unaligned 

sites should have been activated nearly simultaneously. Instead, the BF-aligned sites had 

shorter latencies than the BF-unaligned sites. Furthermore, if the BT effect was due to 

spread of current in A1, then broad activation patterns should also have been observed for 

the NT pattern for similar current levels. 

 The BF-unaligned BT projections could, however, arise from several different 

polysynaptic pathways. (1) Since corticocollicular anatomical projections terminate 

densely in the DNIC and ENIC, one possibility is that cortical stimulation induces 

excitation in the DNIC and/or ENIC that then projects to the BF-unaligned sites in ICC. 

Though the DNIC and ENIC have poor tonotopy (Aitkin et al., 1975, Syka et al., 2000), it 

is possible that some underlying topographic descending organization exists that could 

enable frequency-specific activation of neighboring frequency laminae in the ICC 

(Saldana et al., 1996). A study in bats showed that cortical activation could modulate 

activity within the ICC via the ENIC, though this study did not investigate the tonotopic 

effects (Jen et al., 2001). (2) Another possibility is that A1 stimulation may activate other 

nuclei along the auditory pathway that then project to the ICC. For instance, it is known 

that electrical stimulation of the auditory cortex can alter coding properties across 

different frequency regions in the ipsilateral cochlear nucleus (Luo et al., 2008, Liu et al., 
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2010) and that cortical projections synapse on neurons in the cochlear nucleus that then 

project to the IC (Schofield and Coomes, 2005). Furthermore, another study showed that 

two pathways exist from the cochlear nucleus to the IC, a narrow one and a wide one 

(Malmierca et al., 2005), which may be analogous to the NT and BT patterns described in 

this study. (3) It is also possible that A1 stimulation activates local cortical 

interconnections between different frequency regions that then project to the ICC (Winer 

and Prieto, 2001) that could contribute to the BT pattern. (4) Based on our data, we 

suggest that intrinsic projections within the ICC connecting different isofrequency 

laminae, as previously described by (Malmierca et al., 1995), could explain our BT 

results. This organization would allow A1 stimulation to activate BF-aligned ICC 

neurons that could then activate or modulate neurons within neighboring and even distant 

frequency regions. The longer latencies observed for the BF-unaligned versus the BF-

aligned sites in the BT pattern and the broad but systematic tonotopic pattern observed 

for the BT pathway are consistent with this proposed descending organization. It is 

important to note that although the NT pattern consisted of only a single activated BF-

aligned site in ICC, there could also be local projections to neighboring frequency regions 

that are inhibitory, and thus prevents activation across the tonotopic gradient of the ICC 

(Oliver et al., 1994). 

ASCENDING AND DESCENDING LEMNISCAL PATHWAYS 

 In a previous study in the guinea pig, electrical stimulation of the rostroventral 

portion (or equivalently the rostrolateral portion) along a ICC lamina achieved lower 
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thresholds, smaller discriminable level steps, larger evoked potentials, and shorter first-

spike latencies in A1 than stimulation of the caudodorsal (or caudomedial) portion (Lim 

and Anderson, 2007b). Based on those results, the authors suggested that there might 

exist at least two functional subregions along a given isofrequency lamina of the ICC that 

projects in different ways up to the auditory cortex. Interestingly, there are several 

anatomical and functional studies across species that are consistent with this proposed 

sub-projection lemniscal pathway. In gerbil, it was shown that brainstem nuclei project in 

different ways to the caudomedial versus rostrolateral ICC (Cant and Benson, 2006). In 

particular, the lateral lemniscus and cochlear nucleus project throughout the ICC whereas 

the superior olivary nuclei project predominantly to the rostrolateral region of the ICC. 

The rostrolateral ICC in gerbil was also shown to project predominantly to the rostral 

portion of the ventral division of the medial geniculate body (MGBv; approximately 

along the isofrequency dimension) whereas the caudomedial ICC projects predominantly 

to the caudal portion of the MGBv (Cant and Benson, 2007). Both in cat and rat, it was 

shown that the rostral MGBv projects throughout auditory cortex, including A1, but 

caudal MGBv projects predominantly to regions outside of A1 (e.g., ventral auditory 

field in rat or posterior auditory field in cat appear to receive more projections from the 

caudal than the rostral MGBv (Morel and Imig, 1987, Rodrigues-Dagaeff et al., 1989, 

Storace et al., 2010)). There is also a functional study showing that in the thalamus of 

cats in response to acoustic stimulation, neurons in the rostral portion of the MGBv 

(approximately along the isofrequency dimension) have more precise tonotopy and 
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sharper tuning, are more time-locked, and have shorter latencies than the caudal portion 

(Rodrigues-Dagaeff et al., 1989). Therefore, based on these results across species, there 

appears to be two segregated pathways that exist along the ascending lemniscal pathway 

from the ICC up to the auditory cortex. 

 In the current study, we observed that stimulation of A1 resulted in activation 

predominantly in the caudomedial portion along the isofrequency laminae of the ICC. 

Based on the ascending lemniscal organization described above, it is possible that the 

caudomedial pathway may serve a more modulatory role in the processing of ascending 

acoustic information while the rostrolateral pathway is involved with robust transmission 

of acoustic information to A1. It is important to note that different reconstruction 

techniques were performed across the studies described above, and thus further studies 

are needed to confirm if the caudomedial versus rostrolateral ICC regions identified in 

this study are the same regions identified across those other studies and species (and 

consistent with the caudal versus rostral pathways through MGBv). Also, different 

frequency regions were investigated across studies (e.g., 2-16 kHz in this study versus 9-

23 kHz in (Lim and Anderson, 2007b)). However, the consistency in results observed 

across species in terms of this proposed sub-projection lemniscal organization raises the 

possibility that it may be a general feature of the mammalian brain. It is also important to 

note that previous studies in multiple species have shown a differential pattern of 

excitatory and inhibitory activation in various locations within the ICC in response to 

cortical stimulation (Mitani et al., 1983, Syka and Popelar, 1984, Bledsoe et al., 2003). 
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However, these studies did not reconstruct or identify their stimulation and recording 

sites along the frequency and isofrequency dimensions of the ICC and A1, and thus 

further studies across species are still needed to confirm that the caudomedial activation 

pattern in the ICC identified in our study is a general feature of the mammalian brain. In 

addition, the cortically-induced suppressive effects across the frequency and isofrequency 

dimensions of the ICC also need to be investigated. 

IMPLICATIONS FOR FREQUENCY PLASTICITY 

 Our findings provide functional evidence for a precise tonotopic organization 

within the lemniscal corticofugal system that could enable the fine frequency plasticity 

shown in the ICC in previous neurophysiological studies (Xiong et al., 2009). Both the 

NT and BT response patterns show excitation of BF-aligned neurons, consistent with 

direct corticocollicular projections being glutamatergic (Feliciano and Potashner, 1995) 

and tonotopic (Saldana et al., 1996, Bajo and Moore, 2005, Lim and Anderson, 2007a). 

However, the BT pattern also allows A1 to interact with neurons in different frequency 

regions of the ICC. In this way, activation of A1 neurons tuned to a specific frequency 

could cause BF-unaligned ICC neurons to become more sensitive to that frequency. 

Other inhibitory pathways into and within the ICC (Jen et al., 2001, Kelly and Caspary, 

2005, Pollak et al., 2011) would likely be involved in altering the tuning selectivity of 

BF-unaligned ICC neurons in response to A1 activation. As proposed by several studies 

(Schofield, 2010, Hormigo et al., 2012, Hurley and Sullivan, 2012b), cholinergic, 

serotonergic, or noradrenergic input from the pontomesencephalic tegmentum, raphe 
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nuclei, or locus coeruleus, respectively, provide neuromodulatory reinforcement directly 

into the ICC or indirectly through non-lemniscal midbrain pathways. These different 

pathways could in turn sustain the spectral changes induced by lemniscal corticofugal 

activation. Together, these findings provide an initial functional framework for further 

investigating how modulation and plasticity of different sound features can occur within 

the central auditory system through spatially organized interactions among the ascending, 

descending, and neuromodulatory networks (Winer, 2006, Suga, 2008, Xiong et al., 

2009). 
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CHAPTER 3: EFFECT OF PAIRING BROADBAND NOISE WITH 

CORTICAL STIMULATION ON FIRING WITHIN THE INFERIOR 

COLLICULUS. 

 While the findings in Chapter 2 describe the organization of corticofugal 

influences on ICC firing, they do not tell the entire story for how the cortex asserts 

influence on the ascending acoustic pathway. For instance, we only focused on excitatory 

pathways that originate from A1, while the role of inhibition and pathways leading from 

secondary and belt cortical regions were not investigated in order to limit the scope. In 

the next study, we investigated the influence of all auditory cortical areas on subcortical 

firing in the ICC. In addition, we describe changes in acoustic-driven responses in order 

to quantify whether the changes that occur are inhibitory or facilitatory in nature. 

Spontaneous activity in the ICC, especially during anesthetic conditions, is low 

(18.94±10.847 spikes/s) and therefore makes it difficult to attain statistically significant 

inhibition without using a substantial number of trials. 

INTRODUCTION 

 There has been a tremendous growth in the number of studies using invasive or 

noninvasive cortical neuromodulation to treat various brain disorders such as epilepsy, 

depression, pain, tremor, stroke recovery, schizophrenia, addiction, and tinnitus (Gomez 

Palacio Schjetnan et al., 2013, Johnson et al., 2013, Schulz et al., 2013, Zhang, 2013). 

Unfortunately, the results have varied dramatically across patients. Further studies are 
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needed to understand how cortical activation alters descending and ascending networks 

that would be relevant for treatment. 

 Within normal sensory systems, it has been shown that the cortex can shift or 

adjust the gain of coding within the ascending pathways (Massopust and Ordy, 1962, 

Andersen et al., 1972, Ryugo and Weinberger, 1976, Syka and Popelar, 1984, Zhang et 

al., 1997, Yan et al., 2005, Xiong et al., 2009, Suga, 2011, Suga et al., 2011). This 

research has been mostly investigated within the auditory system, though similar trends 

have been observed within the visual and somatosensory systems (Suga, 2011). For 

example, by repeatedly presenting a pure tone paired with electrical stimulation of 

neurons in primary auditory cortex (A1) that were most sensitive to the same frequency, 

neurons within the ventral division of the medial geniculate body (MGBv), central 

nucleus of the inferior colliculus (ICC), cochlear nucleus, and A1 itself became less 

sensitive to neighboring frequencies and/or more sensitive to the presented frequency. 

This type of plasticity has also been observed for other sound features such as threshold, 

duration tuning, spatial tuning, and response latency (Xiong et al., 2009, Suga et al., 

2011).  

 Pairing cortical stimulation with an acoustic stimulus to induce controlled plasticity 

may be relevant for treating various hearing disorders such as tinnitus. Tinnitus is a 

phantom sound percept that is annoying or debilitating for about 5% of the population 

(statistics provided by Centers for Disease Control and Prevention) and is a major health 

issue in our society (Moller et al., 2011). Tinnitus has previously been linked to abnormal 
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tonotopic reorganization within the auditory system (Muhlnickel et al., 1998, Norena et 

al., 2003, Eggermont and Roberts, 2004). Pairing cortical stimulation with specific pure 

tones could potentially restore tonotopic coding in tinnitus patients and has recently been 

investigated in non-tinnitus subjects in a proof-of-concept study using transcranial 

magnetic stimulation (Schecklmann et al., 2011). Vagus nerve stimulation has also been 

paired with pure tones in attempts to treat tinnitus by reorganizing the abnormal tonotopic 

map (Engineer et al., 2011). However, other studies suggest that tinnitus may be coded as 

hyperactivity and/or hypersynchrony across neurons (Jastreboff and Sasaki, 1986, Bauer 

et al., 2008, Lanting et al., 2009, Kaltenbach, 2011b, Moller et al., 2011, Eggermont and 

Roberts, 2012, Middleton and Tzounopoulos, 2012, Chen et al., 2013) and that tonotopic 

map reorganization may not be necessary for tinnitus (Langers et al., 2012). Thus, the 

ability to suppress firing across different neurons may more effectively treat tinnitus. 

 Therefore, we investigated a new approach of pairing cortical stimulation 

simultaneously with broadband noise, which we termed PN-Stim, to potentially suppress 

ascending neural activity. A few animal studies have combined cortical stimulation with 

acoustic clicks and could suppress the firing of subcortical auditory neurons (Massopust 

and Ordy, 1962, Watanabe et al., 1966, Amato et al., 1970, Torterolo et al., 1998). 

However, the extent of inhibitory versus facilitatory effects varied across these studies. 

This variability may be due to stimulation of different subregions of the cortex and/or 

recording of neurons from different locations within subcortical nuclei. Also, a click 

stimulus, which has strong spectral energy only within a limited bandwidth depending on 
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its duration, may not have fully activated neurons across the auditory system. In order to 

activate neurons across the tonotopic map, one study in guinea pig paired cortical 

stimulation with broadband noise. They presented data from three neurons with MGBv 

suggesting that pairing cortical stimulation with broadband noise stimulation may achieve 

stronger inhibitory than facilitatory effects, with shorter cortical-to-acoustic-delays (from 

100 down to 10 ms) producing more inhibition (He et al., 2002). However, questions 

remain as to whether this effect is observed consistently across a larger number of 

neurons throughout the ascending auditory system and whether delays shorter than 10 ms 

would produce an even stronger inhibitory effect. 

 To address some of the questions described above, we investigated the effects of PN-

Stim on ascending auditory activity in guinea pigs, initially focusing on the ICC because 

a large proportion of studies investigating corticofugal effects from auditory cortex (AC) 

have focused on the ICC (Xiong et al., 2009, Suga et al., 2011) and the inferior colliculus 

has shown neural changes associated with tinnitus (Bauer et al., 2008, Melcher et al., 

2009). We stimulated multiple subregions across AC and recorded from neurons fully 

spanning the ICC. In our experiments, we observed that PN-Stim elicited substantial 

suppression of neural activity throughout the ICC, with most stimulated AC regions 

inducing much greater inhibitory than facilitatory changes in ICC activity. The brain may 

be designed to reduce its neural/perceptual gain to noise-like and meaningless inputs and 

corticofugal activation reinforces this mechanism when precisely paired with that noise 

stimulus. Clinically, these findings open up the potential for a new neuromodulation 
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paradigm of pairing cortical stimulation with an irrelevant/meaningless stimulus to 

induce massive suppression across the auditory system for the treatment of tinnitus. 

METHODS 

ANIMAL SURGERIES AND ELECTRODE IMPLANTATION 

 Basic surgical procedures and methods for recording and stimulation were similar to 

those presented in previous studies (Lim and Anderson, 2007a, Markovitz et al., 2013) 

and are only briefly presented here. Experiments were performed on 16 young Hartley 

guinea pigs (282-541 g; Elm Hill Breeding Labs, Chelmsford, MA) in accordance with 

policies of the University of Minnesota Institutional Animal Care and Use Committee. 

Each animal was anesthetized with an intramuscular mixture of ketamine (40 mg/kg) and 

xylazine (10 mg/kg) with 0.1 mL supplements every 45-60 minutes to maintain an 

areflexive state. Atropine sulfate (0.05 mg/kg) was administered periodically to reduce 

mucous secretions in the airway. Heart rate and blood oxygenation were continuously 

monitored via a pulse oximeter and body temperature was maintained at 38.0 ± 0.5°C 

using a heating blanket and rectal thermometer. 

With the animals fixed in a stereotaxic frame (David Kopf Instruments, Tujunga, 

CA), a craniotomy was performed to expose the right auditory and visual cortices and 

two 32-site electrode arrays (NeuroNexus Technologies, Ann Arbor, MI) were inserted 

via hydraulic micro-manipulators into the right AC and ICC. The AC array consists of 

four 5 mm long shanks separated by 500 µm with eight iridium sites linearly spaced 200 

µm (center-to-center) along each shank. Before each experiment, AC electrodes sites 
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were activated from iridium to iridium oxide via cyclic voltammetry for recording and 

stimulation capabilities (Lim and Anderson, 2007a), lowering the site impedances to 

approximately 0.1-0.3 MΩ. The array was placed perpendicular to the cortical surface 

and inserted to a depth of approximately 1.6 mm. In eight experiments, the ICC array 

consisted of two 10 mm long shanks separated by 500 µm with 16 iridium sites linearly 

spaced 100 µm along each shank. In the other eight experiments, the ICC array had four 

10 mm long shanks separated by 500 µm with eight iridium sites linearly spaced 200 µm 

along each shank. In all experiments, the array was inserted 45° off the sagittal plane 

through the occipital cortex into the ICC to align it along the tonotopic gradient of the 

ICC (Snyder et al., 2004, Lim and Anderson, 2006, Markovitz et al., 2012). ICC site 

impedances ranged between 0.8-3.0 MΩ. The recording ground wire was positioned in 

the neck muscles and the stimulation ground needle was implanted into the brain tissue 

near the intersection of the midline and bregma. After placement of the arrays, the brain 

was covered with agarose to reduce swelling, pulsations, and drying during the recording 

sessions. 

RECORDING AND STIMULATION 

 Experiments were performed within a sound attenuating, electrically-shielded room 

using custom software interfaced with TDT hardware (Tucker-Davis Technology, 

Alachua, FL). All acoustic stimulation was presented to the animal's left ear canal via a 

speaker coupled to a custom-made hollow ear bar, which was calibrated using a 0.25 in 

condenser microphone (ACO Pacific, Belmont, CA). Multi-unit neural data were 
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sampled at a rate of 25 kHz, passed through analog DC-blocking and anti-aliasing filters 

up to 7.5 kHz, and digitally filtered between 0.3 and 3.0 kHz for analysis of neural 

spikes. Spikes were determined as voltages exceeding 3.5 times the standard deviation of 

the noise floor. 

ELECTRODE ARRAY PLACEMENT 

 Acoustic stimuli were presented to the animal's left ear canal and acoustic-driven 

responses were used to guide and verify accurate electrode placement within the ICC and 

AC. Pure tones (60 ms duration, 5 ms ramp/decay) of varying frequencies (0.6-38 kHz, 8 

steps/octave) and levels (0-70 dB, 10 dB steps) were randomly presented for 4 

trials/parameter. The acoustic-driven spike rates were calculated for responses recorded 

in the ICC (taken 5-60 ms after tone onset) and AC (5-20 ms after tone onset for most 

cortical regions; 35-50 ms for late onset response types) to create frequency response 

maps (FRMs) for each site. Best frequencies (BFs) were calculated from the FRMs as 

the frequency centroid at 10 dB above the visually determined threshold. 

 Array placement within the ICC was confirmed by observing FRMs that 

systematically increased in BF with increasing depth (Lim and Anderson, 2007a, 

Markovitz et al., 2012). FRMs for sites outside of the ICC in external regions of the IC 

typically exhibited broad and weak tuning and/or multiple FRM peaks and were excluded 

from the analysis in this paper. 
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  The exposed cortical surface with the inserted electrode array was imaged using a 

microscope-mounted camera (OPMI 1 FR pro, Zeiss, Dublin, CA). Guinea pig cortical 

regions, which are based on response properties characterized in previous studies (Redies 

et al., 1989, Wallace et al., 2000, Grimsley, 2008), are labeled in Figure 9. Primary 

auditory cortex (A1) exhibited increasing BFs in the rostrolateral-to-caudomedial 

direction and short first-spike latencies of approximately 12-20 ms. The dorsocaudal area 

(DC) shares a high frequency border with A1 and continues with decreasing BFs in the 

rostrolateral-to-caudomedial direction. A1 and DC, the largest cortical areas in the guinea 

pig, were arbitrarily split in half approximately perpendicular to the tonotopic gradient of 

Figure 9: Location of cortical stimulation sites across experiments. A dorsal view of the right auditory 

cortex is shown approximately perpendicular to the cortical surface. Cortical regions were separated based 

on anatomical locations and response properties to acoustic stimuli. Primary auditory cortex (A1) and the 

dorsocaudal area (DC) were separated into their medial and lateral portions approximately parallel to their 

tonotopic gradients. Electrode shanks were inserted approximately perpendicular to the cortical surface and 

one site along each shank near layer V output neurons was stimulated for the experiment. Each shank 

location is labeled with a colored marker corresponding to the best frequency (BF) of the layer V site 

shown in the scale bar. Black symbols represent sites that respond to pure tones but a single BF could not 

be determined. White symbols represent sites that respond stronger to broadband noise than pure tones. The 

high frequency region separating A1 and DC was generally avoided to prevent confusion between these 

regions. Abbreviations: mA1 (circles), medial portion of primary auditory cortex; lA1 (circles), lateral 

portion of primary auditory cortex; VRB (squares), ventrorostral belt; VCB (pentagons), ventrocaudal belt; 

lDC (triangles), lateral dorsocaudal area; mDC (triangles), medial dorsocaudal area; DCB (stars), 

dorsocaudal belt; DRB (diamonds), dorsorostral belt; BF, best frequency; R, rostral; L, lateral; C, caudal; 

M, medial. 
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these regions for analysis, creating medial A1 (mA1), lateral A1 (lA1), medial DC 

(mDC), and lateral DC (lDC) regions. The dorsocaudal belt (DCB) lies medial of DC 

and responds strongest to broadband noise, though weak responses to pure tones with 

BFs around 15 kHz were often observed. The dorsorostral belt (DRB) lies along the 

pseudosylvian sulcus, rostral of DCB and medial of A1, and shows variable responses to 

pure tones and broadband noise. The ventrorostral belt (VRB) is located lateral of A1 and 

has a similar tonotopic organization as A1 in the rostrolateral-to-caudomedial direction, 

but it is differentiated from A1 by its longer first-spike latency of approximately 25-35 

ms and more sustained firing patterns. The ventrocaudal belt (VCB) lies caudal of VRB 

and lateral of DC and responds strongest to broadband noise. The small field (S) and 

transition (T) regions previously described in the literature have been excluded from this 

study as it was difficult to differentiate these regions from neighboring cortical regions. 

Each placement of the cortical array was verified to have all four shanks within the same 

cortical region before proceeding to the stimulation paradigm, which enabled us to easily 

separate the sites into different cortical regions for offline analysis. The order of cortical 

regions stimulated was randomized within and across experiments to minimize 

cumulative effects. 

STIMULATION PROTOCOL AND ANALYSIS 

The stimulation paradigm consisted of three blocks of trials presented sequentially 

but separated by 5-10 seconds in time. In Block 1, 50 trials of 60 ms broadband noise (6 

octaves wide centered at 5 kHz) were presented to the animal's left ear canal at a rate of 
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2/s and responses in the right ICC were recorded. In Block 2, we presented PN-Stim in 

which broadband noise was paired with AC electrical stimulation. Each trial consisted of 

broadband noise paired with a single electrical stimulation pulse presented 4 ms after the 

onset of the noise stimulus, which was timed to arrive approximately simultaneously into 

the ICC based on previous studies (Lim and Anderson, 2007a, Markovitz et al., 2013). 

Acoustic stimulation was the same broadband noise as presented in Block 1. Electrical 

stimulation consisted of a biphasic, charge-balanced pulse (205 µs/phase, cathodic-

leading) at either 12, 16, 20, or 32 µA, with only one site being stimulated per trial. The 

presented results are generally based on data collected for stimulation of 32 µA, though 

lower levels were used for specific analyses when stated. One cortical site was used from 

each of the four shanks for stimulation and the sites were located at a depth of 

approximately 900-1500 µm, corresponding to the main output layer V in the guinea pig 

cortex (Wallace et al., 2000, Lim and Anderson, 2007a). Each stimulus parameter was 

run for 50 trials and the stimulation was randomized across levels and the four cortical 

sites. The ICC response to PN-Stim in Block 2 for each of the 16 stimulus parameters 

(four cortical sites each at four levels) was then compared to the ICC response to acoustic 

stimulation alone in Block 1, which allowed us to assess how PN-Stim directly alters the 

acoustic-driven activity. Block 3 consisted of 50 additional trials of broadband noise. The 

ICC response to the acoustic stimulation alone from Block 3 was compared to the 

response to acoustic stimulation alone from Block 1, which allowed us to compare the 

"residual" changes caused from PN-Stim. Spike counts for all conditions were measured 
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over a 60 ms window starting from the beginning of the acoustic response. All statistical 

comparisons were performed using an unequal variance two-tailed t-test on ranked data 

across trials with significance defined as p<0.01 (Ruxton, 2006). 

HISTOLOGY AND ELECTRODE SITE RECONSTRUCTIONS FOR ICC 

 A detailed explanation of the computer reconstructions of the midbrain for identifying 

the locations of ICC sites is presented in the Appendix and is only briefly described here. 

The ICC array was dipped in a red fluorescent dye (3 mg Di-I per 100 µL acetone; 

Sigma-Aldrich, St. Louis, MO) prior to its insertion into the brain. Immediately following 

each experiment, the animal was euthanized with an overdose (0.22 mL/kg) of 

Beuthanasia-D Special (active ingredients: pentobarbital sodium (390 mg/mL) and 

phenytoin sodium (50 mg/mL); Merck, Summit, NJ) into the heart and the animal was 

decapitated. The brain was immersed in 3.7% paraformaldehyde for approximately 10 

days. The midbrain was then blocked, cryosectioned into 60 µm thick sagittal slices, and 

fully reconstructed along with the location of all of the electrode shank tracks (marked 

with the red Di-I stain) using computer software (Rhinoceros, Seattle, WA). To create 

computer models of isofrequency laminae, the midbrains were three-dimensionally 

normalized to each other based on the size and orientation of the IC surface across 

animals, and the electrode tracks were superimposed within one standard midbrain. A cut 

perpendicular to the tonotopic axis was made at a depth that corresponded to a specific 

frequency lamina based on our FRM data and previous studies (Markovitz et al., 2012, 

Markovitz et al., 2013, Straka et al., 2014). For plotting purposes, the distances in the 
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caudal-to-rostral and medial-to-lateral directions along an isofrequency lamina were 

normalized based on the most proximal site location in each direction. Though the actual 

laminae are curved and oriented at different angles between the medial-lateral and dorsal-

ventral axes, we use the term “medial-to-lateral" to represent this dimension since this is 

what is commonly used in other physiological studies that have mapped properties across 

the isofrequency laminae of the ICC (Schreiner and Langner, 1988, Ehret, 1997, Langner 

et al., 2002, Hage and Ehret, 2003). 

RESULTS 

 Multi-unit recordings were made from a total of 1,012 ICC sites after removing sites 

that did not show a strong response to broadband noise. The BFs of the recorded ICC 

population ranged from 1.0-25.3 kHz and were distributed across the isofrequency 

laminae. In AC, a total of 176 layer V sites were stimulated throughout the eight cortical 

regions. In the three tonotopic cortical regions, BFs ranged from 1.0-23.7 kHz for A1, 

1.2-23.9 kHz for DC, and 1.5-28.3 kHz for VRB. Since multiple cortical sites were 

stimulated for each ICC site, a total of 7,448 AC-ICC site pairs were sampled. 
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Figure 10: Examples of ICC responses to acoustic stimulation or PN-Stim. Poststimulus time histograms 

for two ICC sites are shown in response to acoustic stimulation (baseline response; left panels), during the 

PN-Stim paradigm (paired cortical and acoustic stimulation; middle panels), and in response to acoustic 

stimulation after the PN-Stim paradigm (residual response; right panels). In the top example, the site's 

response to PN-Stim was inhibited to 0.79 of the baseline response to acoustic stimulation alone 

(comparing columns 2 and 1). This inhibition continued residually, in which the response to acoustic 

stimulation after the PN-Stim paradigm was 0.65 of the baseline response (comparing columns 3 and 1). In 

the bottom example, a different ICC site's response to PN-Stim was facilitated to 1.27 of the baseline 

response, while the residual response remained elevated at 1.14 of the baseline response. The asterisks in 

the middle panels label the bin corresponding to the electrical artifact. The acoustic stimulus was 

broadband noise. Further details on the stimulation parameters are provided in the Methods: Stimulation 

protocol and analysis section. 
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PN-STIM INDUCES STRONG INHIBITORY RESPONSE 

 Cortical stimulation caused a variety of effects on acoustic-driven neural activity in 

the ICC, including inhibiting firing (Figure 10: top panels), facilitating firing (Figure 10: 

bottom panels), and inducing no significant change in firing. Overall, cortical stimulation 

had a much stronger inhibitory than facilitatory effect on neural firing in the ICC. Of the 

7,448 AC-ICC site pairs sampled during PN-Stim, 34.6% (2,577) of them were 

significantly inhibited by cortical stimulation using a ranked t-test with significance 

defined as p<0.01, while only 2.2% (167) of them were significantly facilitated. This 

analysis was performed by comparing the ICC response during PN-Stim with the baseline 

response to acoustic stimulation alone (e.g., columns 2 and 1 of Figure 10). Figure 11 

shows all of the magnitudes of significantly modulated ICC sites in response to PN-Stim 

relative to their baseline response to acoustic stimulation alone. Cortical stimulation 

typically inhibited ICC neural firing to 70-90% of its baseline level, with an average 

magnitude for significantly inhibited sites of 82.4%. Few sites were inhibited to less than 

50% or facilitated to greater than 150% relative to their baseline response. 
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PREDOMINANTLY INHIBITORY EFFECTS ACROSS STIMULATED AC REGIONS 

 To assess how stimulation of different cortical regions affects ICC firing, we 

separated the AC-ICC site pairs based on the stimulated AC region (Table 1). Electrical 

stimulation of each of the eight cortical regions caused primarily inhibitory effects on 

ICC sites (Figure 12). Activation of mA1 inhibited the highest percentage of ICC sites, 

with over half of all sites sampled being significantly inhibited, and nearly no cases were 

significantly facilitated. In addition, if we consider only the significantly inhibited sites 

for each cortical region, stimulation of mA1 inhibited these sites to the strongest extent, 

Figure 11: Magnitude of changes in ICC responses during PN-Stim. The spike count for the response to 

PN-Stim divided by that of the baseline response to acoustic stimulation (e.g., comparing columns 2 and 1 

in Figure 10) is plotted for the 2,744 AC-ICC site pairs (out of 7,448 total) that were significantly inhibited 

or facilitated. A value of 1 (dotted line) signifies equal spiking in both conditions, while data to the left 

(right) of the line signifies inhibition (facilitation) of neural firing. Out of all AC-ICC site pairs, 34.6% 

were significantly inhibited, while only 2.2% were significantly facilitated. 
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with sites being inhibited to an average of 0.777 of its baseline response to acoustic 

stimulation alone (Figure 13). The magnitudes of inhibition and facilitation for 

significantly changed sites based on the stimulated cortical region are shown in Figure 

13. Based on Figures 12 and 13 and Table 1, there are some differences in the extent of 

inhibited versus facilitated ICC sites depending on the stimulated AC region. However, 

all AC regions elicited much greater inhibitory than facilitatory effects on ICC activity. 

 

Cortical 

region 

Number 

of AC-

ICC site 

pairs 

Number 

(percentage) 

of sites 

inhibited at 

p<0.01 

Number 

(percentage) 

of sites 

facilitated at 

p<0.01 

Average (SD) 

magnitude of 

significantly 

inhibited 

sites 

Average (SD) 

magnitude of 

significantly 

facilitated 

sites 

mA1 1,548 792 (51.2%) 2 (0.1%) 0.777 (0.092) 1.286 (0.226) 

lA1 1,664 547 (32.9%) 75 (4.5%) 0.815 (0.085) 1.266 (0.209) 

mDC 1,136 415 (36.5%) 5 (0.4%) 0.844 (0.086) 1.217 (0.186) 

lDC 972 225 (23.1%) 41 (4.2%) 0.885 (0.054) 1.201 (0.068) 

DCB 664 230 (34.6%) 15 (2.3%) 0.835 (0.085) 1.261 (0.163) 

DRB 344 66 (19.2%) 2 (0.6%) 0.904 (0.036) 1.180 (0.009) 

VRB 584 152 (26.0%) 6 (1.0%) 0.869 (0.057) 1.095 (0.037) 

VCB 536 150 (28.0%) 21 (3.9%) 0.876 (0.049) 1.100 (0.033) 

Total 7,448 2,577 (34.6%) 167 (2.2%) 0.824 (0.090) 1.220 (0.167) 

Table 1: Effect of PN-Stim on ICC responses per cortical region 
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ICC DISTRIBUTION OF INHIBITION AND FACILITATION 

 Direct pathways from A1 to the ICC are glutamatergic and tonotopically arranged 

(Andersen et al., 1980, Feliciano and Potashner, 1995, Saldana et al., 1996, Bajo and 

Moore, 2005, Bajo et al., 2007, Lim and Anderson, 2007a, Markovitz et al., 2013). 

Therefore, we wanted to determine whether the acoustic-driven facilitation and/or 

inhibition were organized along the tonotopic gradient. We selected the three tonotopic 

cortical regions - A1, DC, and VRB - and plotted the BFs of the stimulated sites against 

Figure 12: Percentage of ICC sites inhibited or facilitated during PN-Stim for different AC regions. AC-

ICC site pairs were separated based on the stimulated cortical region. The percentages are relative to the 

total number of AC-ICC site pairs sampled for the corresponding cortical region. All eight cortical regions 

had a much stronger inhibitory than facilitatory effect on acoustic-driven firing in the ICC in response to 

PN-Stim. Abbreviations: mA1, medial portion of primary auditory cortex (n=1,548); lA1, lateral portion of 

primary auditory cortex (n=1,664); mDC, medial dorsocaudal area (n=1,136); lDC, lateral dorsocaudal area 

(n=972); DCB, dorsocaudal belt (n=664); DRB, dorsorostral belt (n=344); VRB, ventrorostral belt (n=584); 

VCB, ventrocaudal belt (n=536). 
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the BFs of the ICC sites that were significantly inhibited or facilitated. The medial and 

lateral portions of A1 and DC were combined for this analysis. As shown in the top 

panels of Figure 14, inhibition of the ICC was widespread across the tonotopic axis for all 

three stimulated AC regions. For instance, stimulation of an A1 site with a BF of 20.2 

kHz was able to inhibit ICC sites with BFs ranging from 1.1 kHz - 24.3 kHz. Similarly, 

stimulation of the three tonotopic regions produced facilitation in the ICC with no clear 

trend across the tonotopic axis, though these plots, especially for VRB, had fewer points 

for analysis. Similar trends were found using lower stimulation levels (data not shown).  

 

 



 

 64 

 We do not believe this lack of tonotopic trends is due to current spread since 12-32 

µA would typically activate a span of a few hundred microns (Ranck, 1975, Lim and 

Anderson, 2007a), which is an order of magnitude smaller than the tonotopic span of A1 

and DC. It is also unlikely to be caused by activation of passing fibers since we 

demonstrated the ability to focally activate frequency-specific corticofugal pathways 

from layer V of AC to ICC using a similar stimulation and recording paradigm in a 

previous study (Markovitz et al., 2013). One possible confounding issue in the methods 

for this analysis was that four cortical sites with different BFs were stimulated in a 

random order. For instance, if one of the four cortical sites was truly inhibiting a ICC site, 

this inhibition may have accumulated during PN-Stim, making other AC sites appear to 

be inhibiting that ICC site as well. However, given that the inhibition and facilitation was 

spread so evenly across the entire tonotopic axis, this is also unlikely to be the sole reason 

for a lack of tonotopic organization. 

Figure 13: Magnitude of changes in ICC responses during PN-Stim for different AC regions. In the top 

panel, the number of spikes for the response to PN-Stim divided by that of the acoustic baseline (e.g., 

comparing columns 2 and 1 in Figure 10)  is plotted for the AC-ICC site pairs that were significantly 

inhibited (blue) or facilitated (red) based on the cortical region stimulated. Percentages indicated on the 

abscissa are relative to the total number of AC-ICC site pairs for each cortical region. The bottom panel 

shows which cortical regions are statistically different from the others (in gray) based on the magnitude of 

changes in inhibitory responses using a Bonferroni-adjusted t statistic multiple comparison test with 

p<0.01. None of the cortical regions are statistically different when comparing the magnitude of changes in 

facilitatory responses. 
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 In addition to investigating patterns across the frequency gradient, we were also 

interested in determining whether inhibition could be induced throughout an isofrequency 

lamina. We did not investigate facilitation effects across a lamina due to the limited 

number of cases, as evident in Figure 14. In order to create a model of an isofrequency 

lamina, three-dimensional computer reconstructions of the midbrain were created for 

Figure 14: Lack of tonotopic organization of inhibition and facilitation in ICC during PN-Stim. The best 

frequency of a stimulated AC site used for PN-Stim is plotted against the best frequency of each ICC site 

that was significantly inhibited (top panels) or facilitated (bottom panels) with an electrical stimulation 

level of 32 µA. Only tonotopically organized cortical regions (A1, DC, and VRB) were analyzed. Electrical 

stimulation of each of the three cortical regions caused inhibition or facilitation across different ICC sites 

with no clear tonotopic organization. Note that a single AC site could elicit inhibition or facilitation on 

multiple ICC sites. Abbreviations: A1, primary auditory cortex; DC, dorsocaudal area; VRB, ventrorostral 

belt, ICC: central nucleus of the inferior colliculus. 
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each animal, normalized to each other, and superimposed onto a standard midbrain as 

further described in the Methods. A planar cut through the standard midbrain was then 

made perpendicular to the electrode tracks through the center of the ICC, corresponding 

to an approximately 8 kHz region (Markovitz et al., 2013, Straka et al., 2014). In Figure 

15, each plot is normalized in the caudal-to-rostral and lateral-to-medial directions based 

on the furthest point classified to be within the ICC based on experiments done for this 

study and those performed for a previous study which mapped responses across the ICC 

(Markovitz et al., 2013). The laminae are not perfect squares, but instead exhibit complex 

shapes across layers (Malmierca et al., 1995). Laminae responding to frequencies around 

8 kHz are nearly elliptical with the long axis going from the caudomedial-to-rostrolateral 

direction, most clearly shown in the panels with many points (e.g., mA1 and lDC) in 

Figure 15. Our recordings spanned most of the lamina with a caudal-to-rostral distance of 

2.3 mm and a medial-to-lateral distance of 2.7 mm, which is larger than a previous study 

showing measurements of approximately 1.25 mm by 2 mm, respectively (Malmierca et 

al., 1995). The difference between dimensions may be attributed to several factors: (1) 

We defined the ICC border by functional response properties while Malmierca et al. used 

anatomical staining, (2) We combined results across several animals, and (3) Malmierca 

et al. were unsure of the precise ICC borders due to a lack of distinction in staining 

density between the ICC and outer IC regions. Regardless, our extensive mapping of the 

ICC across multiple studies (Markovitz et al., 2012, Markovitz et al., 2013, Straka et al., 

2014) confirms that we amply sampled the ICC in all directions. Since no tonotopic 
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trends in inhibition were identified based on the analysis in Figure 14, we collapsed data 

across each electrode shank on to this lamina. Therefore, if any site along an electrode 

shank was inhibited by PN-Stim, we counted this as inhibition at the given shank location 

along our modeled lamina, signified by a filled circle in Figure 15.  
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 As illustrated in Figure 15, acoustic-driven ICC inhibition could be elicited 

throughout the lamina by stimulation of each cortical region. Of the few locations where 

inhibition was not induced, it is possible that we simply did not stimulate the correct 

cortical location to elicit inhibition. However, for the majority of locations that did 

exhibit inhibitory responses, we did not observe any noticeable trends in their spatial 

arrangement. In other words, there does not appear to be a specific region of an ICC 

lamina that exhibits more inhibitory versus facilitatory (or non-modulatory) responses. 

Figure 15: Distribution of inhibition across the isofrequency laminae of the ICC during PN-Stim. Squares 

representing an isofrequency lamina of the ICC are plotted for stimulation of eight cortical regions based 

on three-dimensional computer reconstructions of the midbrain. A planar cut was made through the 

midbrain reconstruction perpendicular to the tonotopic gradient at a location that represents a middle 

frequency of approximately 8 kHz. Each panel is normalized similarly in the caudal-to-rostral and lateral-

to-medial directions based on the furthest point determined to be inside the ICC across our mapping studies 

(Markovitz et al., 2013). Filled circles represent locations in which PN-Stim induced significant inhibition 

on at least one site along the shank that passed through this lamina. Open circles represent locations in 

which no ICC inhibition was induced by PN-Stim. These plots show that acoustic-driven inhibition could 

be induced across an isofrequency lamina by stimulating each cortical region. Scale bars in the bottom-

right panel represent 0.5 mm. Abbreviations: mA1, medial portion of primary auditory cortex; lA1, lateral 

portion of primary auditory cortex; mDC, medial portion of dorsocaudal area; lDC, lateral portion of 

dorsocaudal area; DCB, dorsocaudal belt; DRB, dorsorostral belt; VCB, ventrocaudal belt; VRB, 

ventrorostral belt. 
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RESIDUAL EFFECTS OF PN-STIM 

 The data presented above indicates that cortical stimulation induces a predominantly 

inhibitory effect on acoustic-driven firing in the ICC. We were further interested in 

whether this inhibition is maintained in the auditory system after the electrical stimulation 

has ceased. Immediately after the PN-Stim paradigm was completed, an additional 50 

trials of acoustic stimulation was presented to compare its response to its baseline 

response (e.g., columns 3 and 1 in Figure 10). Consistent with what was observed during 

Figure 16: Magnitude of residual changes in ICC responses caused by PN-Stim. The number of spikes for 

the response to acoustic stimulation after the PN-Stim paradigm divided by that of the baseline response to 

acoustic stimulation (e.g., comparing columns 3 and 1 in Figure 10) is plotted for the 716 AC-ICC site pairs 

(out of 1,862 total) that were significantly inhibited or facilitated. A value of 1 (dotted line) signifies equal 

spiking in both conditions, while data to the left (right) of the line signifies inhibition (facilitation) of neural 

firing. Out of all AC-ICC site pairs, 33.1% were significantly inhibited, while only 5.3% were significantly 

facilitated. 
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PN-Stim, residual ICC effects were primarily inhibitory, with 33.1% (617) of the 1,862 

sampled AC-ICC site pairs being significantly inhibited and only 5.3% (99) of them 

being significantly facilitated. Figure 16 shows all of the magnitudes of AC-ICC site 

pairs that were significantly changed residually. Sites significantly inhibited had an 

average spike count of 0.847 relative to their baseline response. 

 

 

Figure 17: Percentage of ICC sites inhibited or facilitated residually by PN-Stim for different AC regions. 

AC-ICC site pairs were separated based on the stimulated cortical region. The percentages are relative to 

the total number of AC-ICC site pairs sampled for the corresponding cortical region. All cortical regions, 

except for VRB, had a much stronger inhibitory than facilitatory residual effect on acoustic-driven firing in 

the ICC after the PN-Stim paradigm. Abbreviations: mA1, medial portion of primary auditory cortex 

(n=387); lA1, lateral portion of primary auditory cortex (n=416); mDC, medial portion of dorsocaudal area 

(n=284); lDC, lateral portion of dorsocaudal area (n=243); DCB, dorsocaudal belt (n=166); DRB, 

dorsorostral belt (n=86); VRB, ventrorostral belt (n=146); VCB, ventrocaudal belt (n=134). 
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 We then separated the residual data based on the stimulated AC region, as shown in 

Table 2. Electrical stimulation of seven of the eight cortical regions caused primarily 

inhibitory effects on ICC sites (Figure 17), with only VRB causing a slightly greater 

percentage of sites being facilitated versus inhibited. While stimulation of mA1 inhibited 

the highest percentage of ICC sites during PN-Stim (Figure 12), mDC caused the most 

sites to remain inhibited residually. Figure 18 shows the magnitudes of inhibition and 

facilitation for significantly changed sites based on the stimulated cortical region. There 

are a few significant differences in inhibitory (blue) distributions between different 

cortical regions. None of the cortical regions are statistically different when comparing 

the magnitude of residual changes in facilitatory responses. 

 

 

Cortical 

region 

Number 

of AC-

ICC site 

pairs 

Number 

(percentage) 

of sites 

inhibited at 

p<0.01 

Number 

(percentage) 

of sites 

facilitated at 

p<0.01 

Average (SD) 

magnitude of 

significantly 

inhibited sites 

Average (SD) 

magnitude of 

significantly 

facilitated sites 

mA1 387 138 (35.7%) 7 (1.8%) 0.805 (0.128) 1.336 (0.242) 

lA1 416 122 (29.3%) 34 (8.2%) 0.862 (0.081) 1.226 (0.161) 

mDC 284 118 (41.5%) 4 (1.4%) 0.844 (0.088) 1.190 (0.061) 

lDC 243 80 (32.9%) 5 (2.1%) 0.909 (0.057) 1.102 (0.052) 

DCB 166 67 (40.4%) 7 (4.2%) 0.81 (0.109) 1.168 (0.071) 

DRB 86 21 (24.4%) 4 (4.7%) 0.880 (0.044) 1.210 (0.067) 

Table 2: Residual effect of PN-Stim on ICC responses per cortical region 
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VRB 146 25 (17.1%) 26 (17.8%) 0.900 (0.060) 1.228 (0.112) 

VCB 134 46 (34.3%) 12 (9.0%) 0.831 (0.069) 1.159 (0.166) 

Total 1,862 617 (33.1%) 99 (5.3%) 0.847 (0.099) 1.214 (0.147) 
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RELATIONSHIP BETWEEN THE EFFECTS DURING AND AFTER PN-STIM 

 The magnitude changes in acoustic-driven ICC responses during PN-Stim versus 

those for residual effects after PN-Stim are shown in Figure 19. For the PN-Stim 

protocol, we electrically stimulated four cortical sites each at four different current levels 

(16 total parameters) in a randomized order across trials to minimize cumulative effects 

(see Discussion for further explanation). Each stimulated cortical site was paired with 

broadband noise stimulation. We recorded the corresponding ICC activity for each PN-

Stim parameter and trial, after which we plotted the PSTH for each of those parameters 

across all 50 trials. We also recorded acoustic-driven activity in the ICC before and after 

each PN-Stim protocol. As a result, we only had one comparison (change in magnitude 

value) for the residual effect but 16 comparisons for the changes during PN-Stim. In 

Figure 19, we only plotted cases in which the residual changes were significant (along the 

ordinate). For each of those significant residual cases, we plotted the case with the 

Figure 18: Magnitude of residual changes in ICC responses caused by PN-Stim for different AC regions. 

In the top panel, the number of spikes for the response to acoustic stimulation after the PN-Stim paradigm 

divided by that of the baseline response to acoustic stimulation (e.g., comparing columns 3 and 1 in Figure 

10) is plotted for the AC-ICC site pairs that were significantly inhibited (blue) or facilitated (red) based on 

the cortical region stimulated. Percentages are relative to the total number of AC-ICC site pairs for each 

cortical region. The bottom panel shows which cortical regions are statistically different from the others (in 

gray) based on the magnitude of residual changes in inhibitory responses using a Bonferroni-adjusted t 

statistic multiple comparison test with p<0.01. None of the cortical regions are statistically different when 

comparing the magnitude of residual changes in facilitatory responses. 
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strongest change during PN-Stim (out of the 16 parameters; along the abscissa). The vast 

majority of points were in the third quadrant, corresponding to inhibition during PN-Stim 

and residual inhibition after PN-Stim. The weak linear trend (R
2
=0.27) reflects the small 

number of scattered facilitatory points as well as the weak relationship between the 

magnitude strength of immediate versus residual inhibition. However, Figure 19 clearly 

shows that AC stimulation causes both immediate and residual inhibition to a much 

larger extent than facilitation. 
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STRONG INHIBITION CAUSED BY PN-STIM IS DUE TO AC STIMULATION OVER TIME 

 To assess if and how repeated PN-Stim is suppressing acoustic-driven ICC activity 

which then leads to residual inhibition after the PN-Stim paradigm, we further analyzed 

our data in two different ways. First, we needed to confirm that these immediate and 

residual inhibitory effects were not simply caused by repeated broadband noise 

stimulation, independent of AC stimulation. In Figure 20, we present the PN-Stim data in 

comparison to a control condition using acoustic stimulation alone. For the control 

condition, we performed an identical protocol as with PN-Stim except that we removed 

the cortical electrical stimulation, using only acoustic stimulation. The number of trials, 

time periods, and stimulation parameters were otherwise similar. As shown in Figure 20, 

acoustic stimulation alone can induce facilitatory or inhibitory changes in acoustic-driven 

Figure 19: Comparison of the magnitude of changes for the ICC responses during versus after PN-Stim. 

Only AC-ICC site pairs showing significant changes residually are plotted. For each of these AC-ICC site 

pairs, we selected the one PN-Stim parameter (out of 16 total; see Methods: Stimulation protocol and 

analysis section for specific stimulation parameters) that exhibited the largest change in magnitude during 

PN-Stim. Points in green correspond to AC-ICC site pairs that exhibited significant changes both during 

and after PN-Stim. Points in black correspond to AC-ICC site pairs that only exhibited significant changes 

residually, suggesting that some cases did not exhibit significant changes during the PN-Stim paradigm and 

there may be a build-up effect over time. The red line is a best fit line to the data, which has the equation 

y=0.57x+0.42 and an R
2
 value of 0.27. Percentages correspond to the number of points in each 

corresponding quadrant out of the 716 total AC-ICC site pairs that exhibited significant changes residually. 

It can be seen that inhibition during PN-Stim generally leads to residual inhibition, corresponding to 

quadrant III.  
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ICC activity in somewhat equal amounts both during stimulation and residually, which 

may partially reflect the inherent fluctuations in firing of neurons over time. However, to 

induce a strong suppressive effect, the broadband noise stimulus needed to be paired with 

AC stimulation for both the immediate and residual cases. 

 Figure 20 demonstrates that PN-Stim, and not just acoustic stimulation alone, induces 

strong inhibitory changes in ICC neurons. The question remains as to how this inhibitory 

effect evolves over time, in which it would be expected from Figure 19 that the 

immediate effects are somehow driving the residual effects. In Figure 21, we plotted the 

spike counts trial by trial during the acoustic baseline, PN-Stim, and acoustic residual 

conditions. For Block 2 (PN-Stim), we used all A1-ICC site pairs which were 

significantly inhibited (n=2,577). For Block 1 (Acoustic baseline) and Block 3 (Acoustic 

residual), we used any ICC sites (n=960) which were significantly inhibited during PN-

Stim by at least one of the four AC stimulation sites. The trial number plotted on the 

abscissa is generally related to time. Within each stimulation block, the trials occurred at 

2/s (500 ms intervals). Between blocks, there was a delay of approximately 5-10 seconds. 

For the Acoustic baseline and Acoustic residual blocks, trial numbers correspond directly 

to the inter-trial separation of 500 ms. For the PN-Stim block, trial numbers don't 

correspond directly to the inter-trial separation since the 16 stimulation parameters for 

PN-Stim were presented in a pseudorandom order, in which each parameter was 

presented on average every 8 seconds (500 ms times 16 parameters; each parameter 

presented once in a random order before being presented again). The critical point of this 
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figure is not to reflect the exact time of changes but to demonstrate the general trend of 

how neural changes evolved across trials of stimulation and between blocks. Significant 

changes across trials within each block were determined by comparing the spike count of 

the last (50th) trial of a block to the first trial of that same block using Welch's unequal 

variance, one-sided t-test with p<0.01. This procedure was the repeated, comparing the 

last trial to the second trial, third trial, and onwards until significance was no longer 

obtained, which assumes that the spike count stabilizes by the last trial (note that we did 

not find any significant differences among later trials, confirming this assumption). 
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 There were several interesting observations from Figure 21. First, broadband noise 

stimulation alone caused the ICC activity to immediately drop after the first trial, which 

reflects some rapid acoustic-driven adaptive process. Second, pairing broadband noise 

with AC stimulation (after a break of approximately 5-10 seconds) immediately 

suppressed the acoustic-driven ICC activity, and the spike count continued to drop after 

the first trial during PN-Stim. However, this decrease in activity occurred to a slower 

extent than what was observed in the Block 1 (note that the inter-trial time is longer for 

the Block 2 compared to Block 1 as explained above). Third, approximately 5-10 seconds 

after the PN-Stim paradigm for Block 3, the acoustic-driven ICC activity remained 

suppressed during broadband noise stimulation in comparison to the acoustic baseline. IT 

is interesting that the first trial in Block 3 partially recovered in spike count and then 

immediately dropped back down to the suppressed level observed in Block 2. 

Figure 20: Changes in ICC activity due to PN-Stim compared to an acoustic stimulation control. The PN-

Stim data for the During Paradigm and Residual conditions were combined across all stimulated AC 

regions and replotted here. The Control data had a similar protocol to that of PN-Stim except without the 

cortical electrical stimulation (i.e., broadband noise stimulation alone). The percentages are relative to the 

total number of ICC sites sampled for each condition for Control (n=49 for During Paradigm; n=241 for 

Residual). These data confirm that the strong inhibitory changes caused by PN-Stim are due to pairing 

broadband noise stimulation with AC stimulation and cannot be achieved with acoustic stimulation alone. 
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Figure 21: Inhibition of neural firing in ICC due to PN-Stim over time. The mean and standard error of 

spike counts per trial are plotted for the Acoustic baseline (blue; n=960), during PN-Stim (red; n=2,577), 

and Acoustic residual (green; n=960) conditions. Within each block, trials occurred at 500 ms intervals. 

Between blocks, there was a delay of approximately 5-10 seconds. For Block 1 (Acoustic baseline) and 

Block 3 (Acoustic residual), we used the ICC sites which were significantly inhibited during PN-Stim by at 

least one of the four AC stimulation sites. For these blocks, trial numbers correspond directly to the inter-

trial separation of 500 ms. For Block 2 (PN-Stim), we used all A1-ICC site pairs which were significantly 

inhibited (n=2,577). For the PN-Stim block, trial numbers don't necessarily correspond directly to the inter-

trial separation since the 16 PN-Stim parameters were presented in a pseudorandom order. There were 

smaller n values for the acoustic baseline and residual conditions compared to the PN-Stim condition 

because there are multiple AC-ICC site pairs for each ICC site used in the acoustic baseline and residual 

conditions. Asterisks correspond to trials with spike counts that are significantly higher than that of the last 

(50th) trial within each block using Welch's unequal variance, one-sided t-test with p<0.01. The significant 

bracket in the PN-Stim block corresponds to trials 1 through 5. 
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 Overall, Figures 19-21 suggest that pairing broadband noise stimulation with AC 

stimulation is suppressing ICC activity over time to a greater extent than what occurs to 

broadband noise stimulation alone and that this inhibitory effect continues to last beyond 

the PN-Stim paradigm in concert with some adaptive mechanism(s) already inherent 

within the auditory system for processing broadband noise stimuli. 

DISCUSSION 

 The presented results demonstrate that focal activation of eight different cortical areas 

using our PN-Stim paradigm all cause extensive suppression of acoustic-driven firing 

throughout the ICC. This inhibition occurs during stimulation and generally continues 

residually after the PN-Stim paradigm. The much larger extent of inhibitory versus 

facilitatory effects caused by PN-Stim is not possible with acoustic stimulation alone, and 

it appears to evolve over several trials during PN-Stim (tens of seconds; see Figure 21). 

The ability to induce plasticity and suppress activity within the ascending auditory system 

may open up a new method for treating tinnitus, which has been linked to hyperactivity 

and/or hypersynchrony across neurons throughout different central auditory nuclei 

(Jastreboff and Sasaki, 1986, Bauer et al., 2008, Lanting et al., 2009, Kaltenbach, 2011b, 

Moller et al., 2011, Eggermont and Roberts, 2012, Middleton and Tzounopoulos, 2012, 

Chen et al., 2013). 

METHODOLOGICAL CONSIDERATIONS 

  There are three topics associated with the methods of our study that need to be 

discussed when interpreting the results: (1) effects of anesthesia on ICC responses, (2) 
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use of 16 different parameters randomized and presented for the PN-Stim paradigm, and 

(3) sampling of only four AC stimulation sites for each set of ICC sites per PN-Stim 

paradigm.  

 Previous studies have shown no or minimal changes in spiking activity within the IC 

when using ketamine or ketamine-xylazine in different animals, including guinea pig 

(Astl et al., 1996, Suta et al., 2003, Syka et al., 2005, Ter-Mikaelian et al., 2007). 

However, we cannot rule out the possibility that ketamine-xylazine may have modified 

the extent or type of plasticity observed within the ICC associated with corticofugal 

activation. Previous studies using ketamine-xylazine-anesthetized or awake animals 

observed similar findings in the ability to shift the BF tuning of ICC neurons using 

cortical stimulation paired with a pure tone (Yan and Suga, 1998, Zhang and Suga, 2000, 

Yan and Ehret, 2002, Yan et al., 2005). Yet, we observed different results (i.e., overall 

suppression of neurons across different frequency regions of ICC) using cortical 

stimulation paired with broadband noise, which is likely related to the actual paradigm 

since such effects were not observed in those previous studies regardless of the anesthetic 

condition or species used. It is also possible that ketamine may have limited the ability to 

induce plasticity within the auditory system since it is a noncompetitive NMDA receptor 

antagonist (Leong et al., 2004). However, even with this limitation, we still observed 

significant amounts of plasticity which may occur to a greater extent in an awake 

preparation. 
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  For the PN-Stim protocol, we randomly presented 16 different parameters (four 

stimulated sites in a given AC region, each at four different levels). We were limited to 

four sites due to the design of our electrode array and the desire to only activate sites 

located in layer V. We used four different levels spanning 12-32 µA because we were not 

certain which level would be effective in modulating ICC. Since we were concerned that 

there may be cumulative effects, we randomized the ordering of sites and levels for 

stimulation. Due to this protocol, we cannot rule out the possibility that there might have 

been fewer stimulation locations within a given AC region that cause inhibition in the 

ICC, and due to their long-lasting effects could make it appear that all other stimulated 

sites also caused extensive inhibitory effects. From our results, we can claim that there 

are at least some locations across each of the eight AC regions that can induce a larger 

extent of inhibitory versus facilitatory changes across the ICC.  

 As mentioned above, we only had four stimulation sites for each array placement 

within a given AC region. The percentages of significantly changed AC-ICC site pairs 

shown in the figures and tables are likely lower estimates since only a subset of AC 

locations could be stimulated for each set of ICC sites per PN-Stim paradigm. We may 

not have stimulated the correct AC site to sufficiently alter the activity on some of the 

ICC recording sites that were listed as “non-significant” cases. Thus, PN-Stim may 

actually have a much larger modulatory effect on neurons across ICC than presented in 

our results.  
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POTENTIAL CORTICOFUGAL MECHANISM FOR ICC INHIBITION VIA PN-STIM 

 One of the most studied pathways in terms of auditory corticofugal function and 

plasticity is the projection from A1 to the ICC (Xiong et al., 2009, Malmierca and Ryugo, 

2011b, Suga et al., 2011). There are both direct and indirect projections between A1 and 

the ICC, in which the direct projections have shown to be tonotopic and glutamatergic 

(presumably excitatory) while some of the indirect projections pass through the dorsal 

and/or external nuclei of the IC that then provide both inhibitory and facilitatory inputs 

into the ICC (Andersen et al., 1980, Feliciano and Potashner, 1995, Saldana et al., 1996, 

Jen et al., 2001, Bajo and Moore, 2005, Lim and Anderson, 2007a, Markovitz et al., 

2013). Inhibitory effects can also occur due to descending activation of GABAergic 

neurons that have extensive local axons within the IC (Nakamoto et al., 2013). Based on 

activation (via electrical stimulation or drugs) or inactivation (via drugs, lesions, or 

cooling) of A1, studies have shown a wide range of inhibitory and facilitatory effects in 

the ICC, with some results contradicting each other (Malmierca and Ryugo, 2011b, Suga 

et al., 2011). Through a series of studies using methods for precisely characterizing 

response properties of the activated and recorded neurons, it was possible to more clearly 

demonstrate that A1 neurons are generally designed to facilitate or residually increase the 

sensitivity of ICC neurons that are tuned to similar acoustic features, such as BF (review 

and a few exceptions presented in (Suga et al., 2011)). This could be achieved, for 

example, by pairing A1 stimulation with its most sensitive acoustic stimulus, such as a 

pure tone at the BF of the A1 neuron. In contrast, ICC neurons tuned to different acoustic 
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features (i.e., BF-misaligned or feature-misaligned) tend to be inhibited to their 

previously tuned feature and/or experience an increase in sensitivity to the features 

associated with the stimulated A1 neurons (e.g., Figures 4 and 7 in (Yan and Ehret, 

2002)). It has been proposed that the A1-to-ICC projections are part of a larger 

corticofugal network interacting with cognitive and limbic centers that may assign 

relevance to certain stimuli and activate the appropriate corticofugal pathways to enhance 

ascending coding of those stimuli while potentially suppressing the salience of other less 

relevant or feature-misaligned sound inputs (Xiong et al., 2009). 

 In contrast to this feature-specific gain control by the corticofugal system, we 

observed a widespread shut-down in acoustic-driven activity across the ICC when pairing 

cortical stimulation, regardless of AC region, with broadband noise. While a pure tone 

activates a local region within each auditory nucleus due to the robust tonotopic 

organization of the auditory system, the broadband noise stimulus used in this study has 

no precise temporal or spectral structure and therefore activates neurons across the 

tonotopic gradient. Based on the pure tone studies described above, it could be expected 

that the non-specificity of the noise stimulus would cause widespread inhibitory effects 

via corticofugal activation due to a greater number of BF-misaligned interactions versus 

BF-aligned interactions. In other words, we were electrically stimulating in only one AC 

or BF location but activating neurons across many BF locations that could result in a 

greater number of BF- or feature-misaligned neurons. 
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 From Figure 21, it also appears that broadband noise stimulation already induces a 

rapid adaptive process, after just one trial of presentation, which may relate to an 

automatic mechanism in which the brain decreases its gain to irrelevant or meaningless 

inputs. It will be interesting to investigate if this adaptive process occurs to a lesser extent 

for pure tones or more behaviorally-salient stimuli, such as speech, using a similar 

paradigm as in our study. It has been shown that stimulus-specific adaptation can occur to 

some extent in the ICC for pure tones (Malmierca et al., 2009, Ayala and Malmierca, 

2012), but it is unclear if this type of adaptation utilizes a similar mechanism as occurs 

for our broadband noise adaptation. In addition, AC stimulation of the corticofugal 

pathway may be reinforcing the proposed gain mechanism to a larger extent that further 

suppresses ascending activity to the noise input both immediately and residually as 

observed in Figure 21. Future studies could assess whether paired cortical stimulation 

with more meaningful stimuli, such as speech, causes greater facilitatory effects due to its 

relevance to behavior, especially in an awake preparation.. 

CLINICAL IMPLICATIONS FOR A NEW NEUROMODULATION APPROACH 

 Currently, cortical stimulation approaches for tinnitus treatment include transcranial 

magnetic stimulation, transcranial direct or alternating current stimulation, and invasive 

cortical stimulation using epidural electrodes. All of these approaches, as is the case for 

the treatment of many other neurological or neuropsychiatric disorders, have shown quite 

variable results across tinnitus patients (Friedland et al., 2007, De Ridder et al., 2011, 

Song et al., 2012, Vanneste and De Ridder, 2012, Hoekstra et al., 2013, Johnson et al., 
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2013, Langguth and De Ridder, 2013, Piccirillo et al., 2013, Kim et al., 2014). Only a 

small proportion of patients obtain full suppression of their tinnitus, and across patients 

the tinnitus typically returns after the termination of the treatment on different time 

scales. Although there have been many studies performed in animals demonstrating the 

ability to induce precise and well-controlled plasticity using cortical stimulation paired 

with acoustic stimuli, to the best of our knowledge, there have not yet been any 

investigations using cortical stimulation paired with an acoustic stimulus in tinnitus 

patients. There was one proof-of-concept study investigating TMS paired with pure tones 

in normal hearing non-tinnitus subjects to demonstrate the ability to alter auditory evoked 

potentials (Schecklmann et al., 2011), which suggests this paired paradigm may have 

potential in tinnitus patients. 

 Assuming that tinnitus can be treated by reducing hyperactive auditory neurons, our 

findings suggest that pairing auditory cortical stimulation with a broadband noise 

stimulus could be a potential treatment option for tinnitus. No previous tinnitus 

treatments have combined stimulation of the brain with broadband noise, which may 

activate the auditory brain with greater inhibitory effects compared to pure tones. 

Furthermore, it appears that PN-Stim of multiple AC regions, particularly within their 

deeper output layers, may be effective in suppressing tinnitus. 

 In future studies, it will be important to assess how long the inhibitory effects 

continue and evolve over time after the termination of PN-Stim to determine the 

frequency of treatment needed in patients. It will also be important to assess the effects of 
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PN-Stim on spontaneous activity and other patterns linked to tinnitus (e.g., 

hypersychrony or temporal firing patterns; (Eggermont and Roberts, 2004, Bauer et al., 

2008, Moller et al., 2011)) across the auditory system, especially within AC which is 

associated with tinnitus perception. In this study, we investigated the effects of PN-Stim 

on acoustic-driven activity because it was easier to monitor changes in activity compared 

to the weaker spontaneous activity and it was less prone to errors associated with multi-

unit recordings compared to synchrony measures. It is possible that the inhibitory effects 

of PN-Stim on acoustic-driven activity may be more relevant for treating hyperacusis, 

which is associated with hypersensitivity to different sound inputs and is also in need of 

an effective treatment. We are planning to investigate these different questions in further 

animal studies and eventually translate our approach to tinnitus patients using PN-Stim 

with different invasive and noninvasive cortical stimulation methods. It will be 

interesting to also investigate if other neurological or neuropsychiatric disorders may 

benefit from the PN-Stim concept. For example, it may be possible to pair cortical 

stimulation of the auditory cortex and/or prefrontal cortex with broadband noise to treat 

auditory hallucinations, or to pair somatosensory cortical stimulation with randomized 

stimulation across multiple body locations to treat phantom limb pain. 
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CHAPTER 4: INVESTIGATING A NEW NONINVASIVE APPROACH 

TO DEEP BRAIN STIMULATION VIA SYNCHRONIZED 

ACTIVATION OF MULTIMODAL PATHWAYS 

 The previous chapter described a potential novel therapy for tinnitus using a 

combination of cortical stimulation with broadband noise to inhibit firing along the 

central auditory pathway. However, this approach, as with many other neuromodulation 

treatments, would likely require invasive methods that would not be suitable for many 

tinnitus patients. As such, we sought to investigate a noninvasive approach to brain 

activation that may be able to reach a broader patient population. The following two 

chapters present a new approach to neuromodulation with an initial focus on treating 

tinnitus. 

INTRODUCTION 

 Neuromodulation is rapidly growing as a treatment option for various 

neurological and neuropsychiatric disorders. These approaches have already been used 

for treating stroke, Parkinson's disease, dystonia, tremor, spasticity, spinal cord injury, 

Tourette syndrome, obsessive-compulsive disorder, depression, tinnitus, migraines, 

chronic pain, sensory impairment, bladder control, and epilepsy and have been proposed 

for treating several other disorders (Johnson et al., 2013). Common neuromodulation 

approaches currently being employed, such as deep brain and cortical stimulation, are 

invasive and cost-prohibitive, limiting their access to patients (Carter and Hall, 2011). 
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Deep brain stimulation systems are associated with the risk of surgical complications 

such as hemorrhage (1-2%) and infection (3-5%) and hardware dysfunction such as lead 

breaking or battery failure (Schuepbach et al., 2013). In addition, these approaches are 

constrained by the need for patient fitting in the clinic, a time-consuming process that can 

lead to the use of suboptimal stimulation parameters (Bronstein et al., 2011) and may be a 

reason for the mixed results shown for patients with neurological disorders that are 

characterized by heterogeneity across individuals, such as tinnitus. Noninvasive brain 

stimulation techniques, such as transcranial magnetic stimulation and transcranial direct 

current stimulation, have shown some efficacy in achieving neuromodulatory effects 

cortically but are limited in their specificity and are generally unable to activate neurons 

located deeper than 2-3 cm from the skull surface (Nitsche et al., 2003, Rossi et al., 2009, 

Sandrini et al., 2011). 

 With these limitations in mind, we propose a new approach to activate deep brain 

and cortical regions in a noninvasive way which we call Multimodal Stimulation Therapy 

(MST). MST takes advantage of the dense and topographic interconnectivity of the 

nervous system in which the brain integrates information cortically and subcortically 

across auditory, visual, somatosensory, motor, cognitive, and limbic pathways (Ledoux et 

al., 1987, Ramachandran and Altschuler, 2009, Gruters and Groh, 2012, Hurley and 

Sullivan, 2012a). By combining stimulation across these modalities at precise timing 

intervals, we propose the ability to achieve localized activation of specific populations of 

neurons while diffusely activating neighboring pathways, based on the assumption that 
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different neurons have varying combinations and timing of these inputs. Several 

examples within the research literature have already shown the clinical potential of using 

multimodal integration to treat various brain disorders. Mirror therapy, which provides 

visual feedback for amputees while performing a motor task associated with their missing 

limb, can significantly inhibit phantom limb pain (Ramachandran and Rogers-

Ramachandran, 1996, Chan et al., 2007, Ramachandran and Altschuler, 2009, Foell et al., 

2013). Trigeminal nerve stimulation, which is associated with somatosensory and motor 

pathways, is currently in clinical trials for treating epilepsy and depression (DeGiorgio et 

al., 2011, Pop et al., 2011, Schrader et al., 2011, Cook et al., 2013, DeGiorgio et al., 

2013). Visual cueing and auditory startle techniques can initiate movement in Parkinson's 

patients with freezing symptoms (Rogers et al., 2011). Also, facial, gaze, and jaw 

movements as well as facial and neck somatosensory sensations can modulate the tinnitus 

percept in a subset of patients (Pinchoff et al., 1998, Levine, 1999, Simmons et al., 2008, 

van Gendt et al., 2012, Cherian et al., 2013, Won et al., 2013). These studies demonstrate 

the brain's immense capacity to integrate multimodal inputs and to modulate neural firing 

via noninvasive techniques. 

 The concept and success of MST is based on four assumptions: (1) the aberrant 

neural populations driving an abnormal brain condition are able to be activated by 

multiple inputs/pathways; (2) some or all of these pathways can be activated 

noninvasively; (3) using appropriate timing of activation, these pathways will elicit 

converging synchronized activation of the targeted neural population while eliciting 
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temporally-diffuse activation of other populations due to difference in latencies of 

convergence; and (4) through repetition, the converging activation can induce long-

lasting neural plasticity relevant for treating the abnormal brain state. Although we plan 

to investigate and test each of these assumptions in animal studies, since the proposed 

stimulation is noninvasive, MST provides the opportunity to perform studies in humans 

in parallel to quickly translate the findings from the animal studies to patients.  

 Our initial target for MST is tinnitus, a neurological disorder in which a phantom 

sound perception occurs in the absence of an external source. Chronic tinnitus affects up 

to 10-15% of the general population, with 1-3% of the population experiencing severe 

side effects including depression, anxiety, headaches, insomnia, and suicidal tendencies 

((Axelsson and Ringdahl, 1989, Heller, 2003, Eggermont and Roberts, 2004); data also 

from Centers for Disease Control and Prevention). Further, tinnitus is currently the 

highest service-connected disability for veterans and the top war-related health cost in the 

United States, with a projected cost of $2.75 billion to compensate veterans by 2016 

according to the American Tinnitus Association. Despite these facts, the pathophysiology 

of the disorder is poorly understood and tinnitus lacks any established or widely effective 

treatment option. 

 We present here an initial proof-of-concept study to determine whether MST can 

induce plasticity within targeted brain regions that may be relevant for tinnitus 

suppression. For this study, the parameters were confined to paired stimulation of 

auditory and somatosensory pathways at different interstimulus delays. Success with this 
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initial study would justify incorporation of other pathways and parameters. We compared 

the neurophysiological changes associated with MST paradigms to those of several 

control paradigms within a deep brain structure and cortical region of the guinea pig 

brain. The deep brain structure chosen was the inferior colliculus (IC), the main auditory 

processing center in the midbrain, and the cortical region was primary auditory cortex 

(A1), which is associated with sound perception. The IC and A1 are two regions which 

show pathological changes in tinnitus animal models (Salvi et al., 1990, Szczepaniak and 

Moller, 1995, Wang et al., 1996, Ochi and Eggermont, 1997, Ma et al., 2006, Bauer et al., 

2008, Dong et al., 2010a, Dong et al., 2010b, Norena et al., 2010, Kaltenbach, 2011a, 

Stolzberg et al., 2011, Wang et al., 2011, Mulders and Robertson, 2013, Munguia et al., 

2013, Niu et al., 2013) and tinnitus patients (Melcher et al., 2000, Smits et al., 2007, 

Lanting et al., 2008, Melcher et al., 2009, Schecklmann et al., 2013). Encouragingly, 

MST achieved stronger and/or more controllable plasticity within both the IC and A1 

compared to the control paradigms. There were also specific parameters that could 

achieve greater inhibitory versus facilitatory changes in neural firing that is relevant for 

tinnitus suppression considering that tinnitus has been linked to hyperactivity across the 

auditory system (Eggermont and Roberts, 2004). 

METHODS 

ANIMAL SURGERIES AND ELECTRODE IMPLANTATION 

 Basic surgical procedures are similar to those presented in previous studies 

(Markovitz et al., 2012, Markovitz et al., 2013) and are only briefly presented here. 
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Experiments were performed on 13 young Hartley guinea pigs (315-430 g; Elm Hill 

Breeding Labs, Chelmsford, MA) in accordance with policies of the University of 

Minnesota Institutional Animal Care and Use Committee. Each animal was anesthetized 

with an intramuscular mixture of ketamine (40 mg/kg) and xylazine (10 mg/kg) with 0.1 

mL supplements every 45-60 minutes to maintain an areflexive state. Atropine sulfate 

(0.05 mg/kg) was injected into the neck muscle periodically to reduce mucous secretions 

in the airway. Heart rate and blood oxygenation were continuously monitored via a pulse 

oximeter and body temperature was maintained at 38.0 ± 0.5°C using a heating blanket 

and rectal thermometer.  

After the animals were fixed in a stereotaxic frame (David Kopf Instruments, 

Tujunga, CA), a craniotomy was performed to expose the right visual and auditory 

cortices. Two 32-site electrode array (NeuroNexus Technologies, Ann Arbor, MI) were 

inserted via hydraulic micro-manipulators into the right central nucleus of the inferior 

colliculus (ICC) and A1 (Figure 22a). The ICC array consists of four 10 mm long shanks 

separated by 500 µm with eight iridium sites linearly spaced 200 µm (center-to-center) 

along each shank. The array was inserted through the occipital cortex into the ICC at a 

45° angle off the sagittal plane to align it with the tonotopic gradient of the ICC (Snyder 

et al., 2004, Lim and Anderson, 2006, Markovitz et al., 2012). The cortical array consists 

of four 5 mm long shanks separated by 500 µm with eight iridium sites linearly spaced 

200 µm along each shank. The array was placed perpendicular to the cortical surface and 

inserted to a depth of approximately 1.6 mm. ICC and A1 site impedances typically 
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ranged between 0.8-3.0 MΩ. One recording ground wire was implanted into the brain 

tissue near the intersection of the midline and bregma and the other was positioned in the 

neck muscles. After the probes were confirmed to be in the correct location, the brain was 

covered with agarose to reduce swelling, pulsations, and drying during the recording 

sessions. 

PLACEMENT OF RECORDING AND STIMULATION ELECTRODES 

 In order to measure the responses properties of neurons near our electrode sites, 

acoustic stimuli were presented to the animal's left ear canal and acoustic-driven 

responses were recorded in the ICC and A1. Pure tones (60 ms duration, 5 ms 

ramp/decay) of varying frequencies (0.6-38 kHz, 8 steps/octave) and levels (0-70 dB in 

10 dB steps) were randomly presented (4 trials/parameter). The acoustic-driven spike 

rates were calculated for responses recorded in the ICC (taken 5-60 ms after tone onset) 

and A1 (5-20 ms after tone onset) to create frequency response maps (FRMs) for each 

site. Best frequencies (BFs) were calculated from the FRMs as the frequency centroid at 

10 dB above the visually determined threshold.  
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Figure 22: Experimental setup. (a) Neural recordings were made with multi-site NeuroNexus arrays in the 

right inferior colliculus (IC) and auditory cortex (AC). (b) The MST paradigm consisted of paired acoustic 

stimulation (presented to animal's left ear) and somatosensory electrical stimulation (presented to tongue, 

neck, left mastoid, and right mastoid in a random order). (c) Single trials (inter-trial interval of 500 ms) are 

shown for each control (top three) and experimental (bottom two) paradigm. The gray bars represent a 50 

ms duration (5 ms rise/fall time), 50 dB broadband noise stimulus presented to the animal's left ear and the 

red lines are electrical stimulation pulses (biphasic, charge-balanced, cathodic-leading) presented to the 

different body locations. Analysis was performed on 100 trials of acoustic-driven activity in response to 70 

dB broadband noise and spontaneous activity that were recorded before and after 4,000 consecutive trials 

of each paradigm. 
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Array placements within the ICC were confirmed by observing FRMs that 

systematically increased in BF with increasing depth (Lim and Anderson, 2007b, 

Markovitz et al., 2012). FRMs for sites outside of the ICC in external regions of the 

inferior colliculus typically exhibited broad and weak tuning and/or multiple FRM peaks 

and were excluded from the analysis in this paper. A1 was identified as the region that 

exhibited increasing BFs in the rostrolateral to caudomedial direction and had short 

response latencies of approximately 12-20 ms based on previous studies (Redies et al., 

1989, Wallace et al., 2000, Grimsley et al., 2012).  

To achieve somatosensory stimulation, subcutaneous needle electrodes were 

placed onto or within the tongue, neck, left mastoid, and right mastoid (Figure 22b). The 

tongue electrode was placed on top of the tongue and extended fully into the mouth, 

taking care not to puncture the tongue which could lead to asphyxiation. The mastoid 

electrodes were positioned in the rostral-to-caudal direction along the mastoid bone 

groove. The neck electrode was placed along the spine of the animal halfway between the 

caudal-most portion of the ears and the shoulder joints. The stimulation ground was 

distributed across four subcutaneous needle electrodes that were placed into and parallel 

with the animal's four limbs, with the front paw needles placed at the midpoint between 

the shoulder and elbow joints and the leg needles placed at the midpoint between the hip 

and knee joint. For this initial study, we used subcutaneous needles rather than surface 

electrodes for stimulating the somatosensory pathways since they were easier to position 

in a stable way and could achieve activation with much lower currents due to the high 



 

 97 

impedance interface for the surface electrodes from the animal’s skin and fur, even after 

hair removal with animal clippers. We also were not certain which somatosensory sites 

would induce sufficient auditory plasticity, and thus we initially stimulated across all four 

sites in a randomized sequence, as further explained in the next section. 

 Experiments were performed within a sound attenuating, electrically-shielded 

room using TDT hardware (Tucker-Davis Technology, Alachua, FL) and custom 

software (Matlab, Mathworks, Natick, MA). All acoustic stimulation was presented to the 

animal's left ear canal via a speaker coupled to a custom-made hollow ear bar. The 

speaker-ear bar system was calibrated using a 0.25 in condenser microphone (ACO 

Pacific, Belmont, CA). Multi-unit neural data was recorded and sampled at a rate of 25 

kHz, passed through analog DC-blocking and anti-aliasing filters up to 7.5 kHz, and 

digitally filtered between 0.3 and 3.0 kHz for analysis of neural spikes. Spikes were 

determined as voltages exceeding 3.5 times the standard deviation of the noise floor. 

STIMULATION PROTOCOL 

 We chose the four body regions (tongue, neck, left mastoid, and right mastoid) for 

stimulation that typically resulted in the lowest threshold of activation within the ICC and 

A1 based on unpublished preliminary studies and literature suggesting that stimulation of 

nerves proximal to these regions alters auditory coding (Young et al., 1995, Shore and 

Zhou, 2006). We performed five stimulation paradigms of 4,000 trials (approximately 33 

minutes each): No Stimulation, Acoustic Only, Electrical Only, MST-EA (in which 

electrical somatosensory stimulation preceded acoustic stimulation by 5 ms), and MST-
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AE (in which acoustic stimulation preceded electrical somatosensory stimulation by 5 

ms; Figure 22c). Acoustic stimulation consisted of a 50 ms duration, 50 dB broadband 

noise (equal energy across 6 octaves centered at 5 kHz) and electrical stimulation 

consisted of three biphasic, charge-balanced, cathodic-leading pulses (205 µs/phase) 

presented at 200 Hz. Electrical somatosensory stimulation levels were set as high as 

possible without inducing any noticeable motor response, varying between 0.22-0.63 mA 

across experiments. This criterion was based on what is established in the acupuncture 

field in which needles are inserted through the skin and electric current is applied to them 

(review provided in (Stux, 2003)). Using current levels below the twitching threshold of 

approximately 1 mA, electroacupuncture generally activates the large somatosensory 

touch fibers rather than the smaller diameter fibers associated with pain and temperature 

that can require current levels 5-10 times larger. For the Electrical Only, MST-EA, and 

MST-AE paradigms, each body location was stimulated one at a time (with all three 

pulses) for 1,000 trials in a randomized order across all four body locations, resulting in a 

total of 4,000 trials. Neural activity in the ICC and A1 were recorded across 100 trials in 

response to 70 dB broadband noise before and after each paradigm to compare the 

changes in neural activity caused by a given stimulation paradigm. For each experiment, 

the five stimulation paradigms were presented in a random order with an hour between 

each paradigm to reduce cumulative effects. 



 

 99 

 

NEURAL ANALYSIS 

 For acoustic-driven activity in response to broadband noise, spike counts were 

measured over a 50 ms window for ICC responses and a 30 ms window for A1 responses 

starting at the onset of the acoustic response. For spontaneous activity, spike counts were 

taken over a 40 ms window at the beginning of each trial for both the ICC and A1 that 

preceded the acoustic-driven activity (Figure 22c). All statistical comparisons were 

performed using an unequal variance two-tailed t-test on ranked data across trials with 

significance defined as p<0.01 (Ruxton, 2006). 

 

Figure 23: Typical examples of the effect of the stimulation paradigms. Poststimulus time histograms of 

multi-unit activity are plotted in response to 100 trials of broadband noise stimulation presented before and 

after a 4,000 trial stimulation paradigm. The left and right columns are ICC and A1 responses, respectively, 

and the top and bottom rows are examples of significant facilitation and inhibition, respectively. The 

abscissa time values are relative to the presentation of acoustic stimulation and the numerical values 

represent the change in acoustic-driven spike count (After) compared to the response for baseline (Before) 

condition. 
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RESULTS 

MST PARADIGMS ALTER ACOUSTIC-DRIVEN FIRING OF ICC AND A1 

 Experiments were performed in 13 ketamine-anesthetized guinea pigs. 

Stimulation paradigms consisted of two MST conditions (MST-EA with electrical 

stimulation leading acoustic stimulation by 5 ms and MST-AE with acoustic stimulation 

leading electrical stimulation by 5 ms) and three controls (No Stimulation, Acoustic 

Figure 24: Percentage of sites in ICC and A1 with significantly changed acoustic-driven responses from 

different stimulation paradigms. The percentage of significantly changed sites (either inhibited or 

facilitated) for each of the five stimulation paradigms are shown for the ICC (left panel) and A1 (right 

panel). Percentages are relative to the total number of sites in the corresponding brain region for the given 

stimulation paradigm. ICC: No Stimulation (n=192), Acoustic Only (n=241), Electrical Only (n=249), 

MST-EA (n=239), MST-AE (n=219); A1: No Stimulation (n=214), Acoustic Only (n=256), Electrical Only 

(n=300), MST-EA (n=300), MST-AE (n=300). 
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Only, and Electrical Only), as shown in Figure 22c. The five stimulation paradigms had 

various effects on acoustic-driven firing in the central auditory system. While some 

recording sites in ICC and A1 exhibited no changes in firing rates, Figure 23 shows 

examples of sites that have been significantly facilitated (top panels) or inhibited (bottom 

panels) as a result of one of the stimulation paradigms. Overall, MST paradigms induced 

more significant changes in acoustic-driven firing than control conditions in both the ICC 

(Figure 24; left panel) and A1 (Figure 24; right panel). The No Stimulation paradigm 

affected the fewest sites overall for both the ICC and A1 as expected, though there were 

still some sites (ICC: 6.8%; A1: 12.6%) that exhibited significant changes in activity. 

These changes may be attributed to inherent fluctuations in firing rates, physiological 

alterations associated with electrode implantation, or changes in anesthetic depth. The 

Acoustic Only paradigm resulted in the next fewest sites showing significant changes in 

activity (ICC: 28.2%; A1: 18.8%). These results may partially explain why acoustic 

stimulation therapies for tinnitus have shown some success in suppressing the phantom 

percept (Surr et al., 1985, Nickel et al., 2005, Folmer and Carroll, 2006, Henry et al., 

2006, Davis et al., 2007, Trotter and Donaldson, 2008, Schaette et al., 2010), possibly by 

altering central auditory neurons. The Electrical Only paradigm affected more sites (ICC: 

44.6%, A1: 35.3%) than the Acoustic Only or No Stimulation paradigms, which is 

interesting in that stimulation of non-auditory pathways could induce greater plasticity 

within the central auditory system compared to direct auditory activation with an acoustic 

stimulus. Encouraging for the objective of this study, both MST paradigms (MST-EA – 
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ICC: 53.1%, A1: 49.3%; MST-AE – ICC: 53.0%, A1: 54.7%) induced the greatest 

number of sites in the ICC and A1 with significant changes in spiking activity. 

 

STIMULUS-TIMING DEPENDENT PLASTICITY IN ICC  

 While the MST conditions produced the most overall changes in the ICC and A1, 

we ultimately were interested in whether we could control the type of modulation by 

varying parameters such as the interstimulus interval. We separated the significant 

changes into inhibition and facilitation for the ICC and A1 which are plotted in Figure 25. 

Interestingly, the two MST paradigms resulted in very different effects. In the ICC, the 

Figure 25: Inhibition and facilitation of acoustic-driven responses in ICC and A1 for different stimulation 

paradigms. The total percentages from Figure 24 are separated into inhibition (black bars) and facilitation 

(gray bars). Percentages are relative to the total number of sites in the corresponding brain region for the 

given stimulation paradigm. ICC: No Stimulation (n=192), Acoustic Only (n=241), Electrical Only 

(n=249), MST-EA (n=239), MST-AE (n=219); A1: No Stimulation (n=214), Acoustic Only (n=256), 

Electrical Only (n=300), MST-EA (n=300), MST-AE (n=300). 
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MST-EA paradigm produced more inhibition than facilitation while the MST-AE 

paradigm resulted in much more facilitation than inhibition. The sole difference between 

these two stimulation paradigms was the relative timing of the stimulation, with MST-EA 

consisting of electrical stimulation presented 5 ms before the acoustic stimulation and 

MST-AE reversing the stimulation order. Therefore, it appears that this stimulation 

paradigm is inducing a form of stimulus-timing dependent plasticity (STDP) in which 

one delay reinforces synaptic strength while the opposite delay produces inhibition of 

firing (Caporale and Dan, 2008). The magnitude changes of ICC firing relative to 

baseline (e.g., the numbers listed in Figure 23 for ICC) for the five stimulation paradigms 

are shown in the left panel of Figure 26. For sites that were inhibited, MST-EA and 

Electrical Only are significantly lower than the No Stimulation and Acoustic Only 

controls. Acoustic Only and MST-AE are significantly lower than No Stimulation. For 

facilitatory sites, the Acoustic Only, Electrical Only, and MST-EA paradigms are all 

significantly higher than No Stimulation. MST-AE is significantly higher than both the 

No Stimulation and Acoustic Only controls. These results indicate that Acoustic Only 

and Electric Only can significantly modify neural activity in ICC to different extents; 

however, by using paired stimulation with MST, varying interstimulus intervals can be 

used to induce different extents of inhibitory versus facilitatory effects. 

 Similarly in A1, the two MST paradigms produced the most and different effects 

on firing rates. MST-EA resulted in much more facilitation than inhibition, which is the 

opposite effect as in the ICC, while MST-AE produced more equal amounts of inhibition 
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and facilitation (Figure 25; right panel). As shown in the right panel of Figure 26, MST-

AE was the only paradigm that exhibited significantly lower magnitude changes for the 

inhibitory sites than that of the No Stimulation and Acoustic Only controls. For the 

facilitatory sites, both MST paradigms are significantly higher than Acoustic Only. 

Although there were only a small percentage of A1 sites that exhibited significant 

changes in activity for the No Stimulation paradigm, we were surprised to see such large 

magnitude changes since there was no actual stimulation for these cases. It is not clear 

what may be causing these changes, though similar possibilities may occur as those 

already described in the previous section. Similar to the ICC results, varying 

interstimulus intervals resulted in differential effects, though the transmission times may 

not have been optimized in A1 to get opposing changes (i.e., relating to STDP) as evident 

in the ICC, which is further discussed in the Discussion. 
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MST PARADIGMS ALTER SPONTANEOUS FIRING OF ICC AND A1 

 Overall, changes in spontaneous activity showed similar trends to those of 

acoustic-driven activity (Figure 27). No Stimulation produced the fewest changes in 

spontaneous firing in the ICC and A1, followed by Acoustic Only. The three paradigms 

using electrical stimulation (Electrical Only, MST-EA, and MST-AE) produced the most 

changes in the ICC and A1. However, as shown in the right panel of Figure 27, there 

were very few changes in A1 spontaneous activity across any of the stimulation 

paradigms. This may be due to the use of ketamine to maintain an areflexic state in the 

animal which alters or limits plasticity changes in spontaneous firing in the cortex but 

less so subcortically (Leong et al., 2004, Ter-Mikaelian et al., 2007). 

 

Figure 26: Magnitude change of acoustic-driven spike counts within ICC and A1 caused by different 

stimulation paradigms. The magnitude change is calculated as the spike count for 100 trials presented after 

the given stimulation paradigm relative to the baseline spike count. The magnitude changes were separated 

into sites that were inhibited (black bars) and facilitated (gray bars) for each stimulation paradigm 

regardless of whether the changes were significant or not. Error bars represent the standard error for 

visualization purposes. Asterisks (*) indicate distributions that are significantly different than the No 

Stimulation paradigm and the pound (#) symbol signify those that are significantly different than the 

Acoustic Only paradigm using a Bonferroni-adjusted t statistic multiple comparison test (p<0.05). ICC: No 

Stimulation (n=192), Acoustic Only (n=241), Electrical Only (n=249), MST-EA (n=239), MST-AE 

(n=219); A1: No Stimulation (n=214), Acoustic Only (n=256), Electrical Only (n=300), MST-EA (n=300), 

MST-AE (n=300). 
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 When comparing the relative amount of inhibition and facilitation, changes in 

spontaneous firing in ICC showed similar trends as those for acoustic-driven activity. 

MST-EA resulted in more inhibition than facilitation while MST-AE resulted in more 

facilitation than inhibition (Figure 28; left panel). When assessing the spontaneous 

magnitude changes in the ICC for facilitatory sites, MST-AE was the only paradigm that 

was significantly higher than the No Stimulation and Acoustic Only controls (Figure 29; 

left panel). The Electrical Only, MST-EA, and MST-AE paradigms were all significantly 

Figure 27: Percentage of sites in ICC and A1 with significantly changed spontaneous responses from 

different stimulation paradigms. The percentage of significantly changed sites (either inhibited or 

facilitated) for each of the five stimulation paradigms are shown for the ICC (left panel) and A1 (right 

panel). Percentages are relative to the total number of sites in the corresponding brain region for the given 

stimulation paradigm. ICC: No Stimulation (n=192), Acoustic Only (n=241), Electrical Only (n=249), 

MST-EA (n=239), MST-AE (n=219); A1: No Stimulation (n=214), Acoustic Only (n=256), Electrical Only 

(n=300), MST-EA (n=300), MST-AE (n=300). 
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lower than the No Stimulation and Acoustic Only controls for the inhibitory sites (Figure 

29, left panel). A1 spontaneous activity, on the other hand, was predominately inhibited 

by all three electrical stimulation paradigms (Figure 28; right panel), though the minimal 

changes observed in A1 diminishes the impact of this result. As shown in Figure 29 (right 

panel), the Electrical Only and MST-AE paradigms exhibited significantly lower 

magnitude changes for the inhibitory sites compared to the No Stimulation and Acoustic 

Only controls. 

 

Figure 28: Inhibition and facilitation of spontaneous responses in ICC and A1 for different stimulation 

paradigms. The total percentages from Figure 27 are separated into inhibition (black bars) and facilitation 

(gray bars). Percentages are relative to the total number of sites in the corresponding brain region for the 

given stimulation paradigm. ICC: No Stimulation (n=192), Acoustic Only (n=241), Electrical Only 

(n=249), MST-EA (n=239), MST-AE (n=219); A1: No Stimulation (n=214), Acoustic Only (n=256), 

Electrical Only (n=300), MST-EA (n=300), MST-AE (n=300).  
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DISCUSSION 

 This study demonstrates that our MST approach using paired auditory and 

somatosensory stimulation is capable of inducing significant neurophysiological changes 

in deep brain and cortical structures. The MST paradigms produced more changes in 

acoustic-driven and spontaneous firing rates in the ICC and A1 than the No Stimulation 

and Acoustic Only control paradigms. Furthermore, switching the relative ordering of the 

two modalities of stimulation for MST could cause vastly different effects on acoustic-

driven firing and spontaneous activity in the ICC and A1, suggesting that we are capable 

of controlling neural modulation by varying stimulus parameters using MST. 
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NEUROMODULATION FOR TINNITUS 

 Several groups have investigated the use of invasive brain stimulation to suppress 

the tinnitus percept, including stimulation in the brainstem (Soussi and Otto, 1994), locus 

of caudate (Cheung and Larson, 2010), nonauditory thalamus (Shi et al., 2009), and 

directly on the surface of AC (De Ridder et al., 2006, Fenoy et al., 2006, De Ridder et al., 

2007, Friedland et al., 2007, Seidman et al., 2008, De Ridder et al., 2010). Though these 

studies have shown somewhat mixed efficacy of their treatments, potentially due to the 

lack of appropriate stimulation patterns and the high inter-patient variability in how 

tinnitus is coded in each brain, they represent an encouraging sign that neuromodulation 

can alter circuits related to the tinnitus percept. Our MST approach aims to build off of 

these successes by noninvasively activating these same as well as other brain regions in a 

patient-specific manner to counteract inter-patient variability. The key advantage of the 

Figure 29: Magnitude change of spontaneous spike counts within ICC and A1 caused by different 

stimulation paradigms. The magnitude change is calculated as the spike count for 100 trials presented after 

the given stimulation paradigm relative to the baseline spike count. The magnitude changes were separated 

into sites that were inhibited (black bars) and facilitated (gray bars) for each stimulation paradigm 

regardless of whether the changes were significant or not. Error bars represent the standard error for 

visualization purposes. Asterisks (*) indicate distributions that are significantly different than the No 

Stimulation paradigm and the pound (#) symbol signify those that are significantly different than the 

Acoustic Only paradigm using a Bonferroni-adjusted t statistic multiple comparison test (p<0.05). ICC: No 

Stimulation (n=192), Acoustic Only (n=241), Electrical Only (n=249), MST-EA (n=239), MST-AE 

(n=219); A1: No Stimulation (n=214), Acoustic Only (n=256), Electrical Only (n=300), MST-EA (n=300), 

MST-AE (n=300). 
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MST approach is that it can be implemented noninvasively, potentially allowing the 

patients to be able to test a wide range of stimulation parameters themselves in the 

comfort of their own home to identify appropriate patterns that work effectively for them. 

STIMULUS-TIMING DEPENDENT PLASTICITY 

 Interestingly, varying the interstimulus interval of the MST paradigm by 5 ms in 

either direction produced vastly different responses in both the ICC and A1, leading us to 

believe we may be inducing a noninvasive form of STDP. Although still not completely 

understood, STDP seems to depend on interactions between NMDA receptor activation 

and the timing of action potentials propagating backwards through the dendrites of the 

post-synaptic neuron (Magee and Johnston, 1997, Linden, 1999, Sourdet and Debanne, 

1999, Caporale and Dan, 2008). STDP has been shown in several regions throughout the 

brain. Within the central auditory system, STDP has been shown in the dorsal cochlear 

nucleus (DCN) in the brainstem within slice preparations (Tzounopoulos et al., 2004) and 

in vivo (Koehler and Shore, 2013) as well as demonstrated in A1 of anesthetized and 

awake ferrets using pure tones of different frequencies (Dahmen et al., 2008). However, 

this is the first time to our knowledge that STDP has been shown at the level of the IC as 

well as being induced with paired acoustic and body/face stimulation. 

 STDP relies on the relative timing of neural activation, which was varied across 

the two MST paradigms. In the ICC, MST-EA (electrical stimulation leading by 5 ms) 

was largely inhibitory while MST-AE (acoustic stimulation leading by 5 ms) was 

predominately facilitatory. In A1, MST-EA was almost entirely facilitatory while MST-
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AE was nearly split being inhibition and facilitation. The differences in plasticity results 

for the two nuclei may reflect the differences in transmission times for acoustic and 

somatosensory stimulation for achieving STDP. Based on our results and previous 

studies, broadband acoustic stimulation takes roughly 7 ms to reach the ICC and 14 ms to 

reach A1 (Mendelson et al., 1997, Syka et al., 2000). The transmission times for 

somatosensory stimulation are less clear, as different body sites were used and their 

relative influence on the results are unknown. It is possible that the timing differences 

were ideal for showing a reversal in neural effects in the ICC for the two paradigms but 

were not optimized for A1. It is also possible that the timing differences were not 

optimized for each neuron, since we did not have complete inhibitory or facilitatory 

effects in the ICC and A1. Numerous studies have shown different types of neurons 

throughout the ICC and A1 with a wide range of acoustic-driven latencies (Mendelson et 

al., 1997, Syka et al., 2000), and it is also expected these neurons would have different 

latencies to somatosensory inputs. Therefore, further research is needed to confirm that 

these varying transmission times were the cause of the different results in ICC versus A1 

as well as for individual neurons, which in turn would open up the possibility to target 

different neurons and induce differential effects appropriate for a given brain condition. 

LOCUS OF CONVERGING PATHWAYS 

An interesting question stemming from our research is whether the observed 

changes induced by MST are intrinsic to both the ICC and A1. It is possible that these 

changes are intrinsic to one region and then transmitted to the other via ascending or 
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descending connections, or are established in other regions (such as DCN) which are then 

transmitted to the ICC and A1. For instance, the fusiform cells of the DCN, which project 

directly to the ICC, serve as a convergence point for integration of auditory and 

somatosensory information (Young et al., 1995, Shore, 2005, Shore and Zhou, 2006). 

Changes in the DCN could then be reflected within the ICC and A1 through ascending 

pathways. Another possibility is the external nucleus of the inferior colliculus, which 

receives inputs from the  dorsal column and trigeminal spinal nuclei (Aitkin et al., 1978, 

Aitkin et al., 1981, Jain and Shore, 2006) and has been shown to modulate ICC activity 

(Jen et al., 2001). Changes in the ICC could then be reflected up to A1. There are also 

pathways in which somatosensory inputs can reach the auditory pathway through the 

auditory thalamus and cortex (Schroeder and Foxe, 2002, Budinger et al., 2006) that can 

then modulate the ICC through descending pathways (Huffman and Henson, 1990, Winer 

et al., 2002, Lim and Anderson, 2007a). We believe it is unlikely that all of the changes 

in ICC were simply transmitted to A1 (or vice versa) as the two regions showed different 

responses to the two MST paradigms, and thus there are likely multiple sources of inputs 

contributing to the observed changes in ICC and A1. Regardless of the transmission 

pathway, since tinnitus is a network disorder, the ability to modulate responses in 

multiple locations across the lemniscal pathway is a promising result. 

SPONTANEOUS ACTIVITY TRENDS 

 Spontaneous activity in the ICC followed similar trends as acoustic-driven 

activity with MST-EA producing inhibition and MST-AE producing facilitation. 
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However, spontaneous activity in A1 showed fewer changes, with the majority being 

inhibitory in nature. One possible explanation for the difference between spontaneous 

activity in the ICC and A1 is our experimental use of the anesthetic ketamine. Ketamine 

has been shown to inhibit or alter neural activity in A1 to a larger extent than the ICC 

(Leong et al., 2004, Ter-Mikaelian et al., 2007). Specifically, the use of ketamine-

xylazine anesthesia has been shown to reduce spontaneous activity in the guinea pig 

auditory cortex by an average of 79% (Syka et al., 2005). This previous study showed a 

multi-unit anesthetized spontaneous rate of 5-25 spikes/s (Syka et al., 2005), which 

matches our spontaneous rate of 18.9±10.8 spikes/s (mean±standard deviation). 

Therefore, the inhibited spontaneous activity may have been reduced such that the MST 

paradigms were not able to significantly alter the cortical firing. Yet, even with the use of 

ketamine, we were able to induce significant plasticity within the ICC and A1 for 

acoustic-driven activity, and within the ICC for spontaneous activity. There were still 

more changes induced within A1 for spontaneous activity when using the MST paradigm 

versus the control paradigms and more inhibition was produced as well. 

FUTURE WORK 

 These findings are encouraging in moving MST forward for the treatment of 

tinnitus and other neurological disorders. One immense challenge as well as opportunity 

in moving MST to the clinic is the vast number of parameters that can be altered, 

including but not limited to the pathways being activated (auditory, visual, 

somatosensory, cognitive, limbic), type of stimulation (acoustic, electric, magnetic, 
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pressure, heat), stimulation level, interstimulus interval, and stimulus waveform. The key 

importance of this large parameter space is that patients would be able to individually 

navigate through different interactions to ultimately identify optimal parameters that fixes 

or suppresses specific neurons driving their abnormal brain network, which would begin 

to address the major issue of inter-patient variability. It is encouraging that this initial 

proof-of-concept study activating only two pathways with somewhat arbitrary parameters 

was able to induce significant neural effects in both deep brain and cortical structures. 

Based on the success of this preliminary study, future work will seek to determine 

optimal parameters for inducing neural plasticity across different auditory and non-

auditory centers and for targeting specific neurons within a nucleus that are involved with 

tinnitus. 

 In conclusion, this study demonstrates that MST warrants further investigation as 

a noninvasive strategy to induce plasticity in deep brain and cortical structures. In order 

for MST to become a viable therapeutic option for clinicians, several questions still need 

to be addressed. First, can MST locally target and alter specific aberrant neural 

populations that are relevant for neurological disorders by using the appropriate 

parameters? In addition, while short-term plasticity was revealed in this study, can MST 

induce long-lasting effects? Furthermore, what is the long-term safety and efficacy of 

such a treatment? Despite these questions, MST offers a new concept and opportunity to 

expand the use of neuromodulation to treat a large patient population that currently lacks 

a reliable therapeutic option.  
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CHAPTER 5: EFFECT OF SOMATOSENSORY STIMULATION 

LOCATION ON EVOKED RESPONSES AND SPONTANEOUS 

ACTIVITY IN AUDITORY PROCESSING CENTERS 

INTRODUCTION 

 Neuromodulation via invasive (e.g., deep brain or cortical stimulation), 

moderately invasive (e.g., vagal or trigeminal nerve stimulation), and noninvasive (e.g., 

transcranial magnetic stimulation or transcranial direct current stimulation) modalities 

have been employed to varying degrees of success for a wide range of neurological and 

neuropsychiatric disorders (Johnson et al., 2013). In the previous chapter, we introduced 

a novel neuromodulation approach to noninvasively activate superficial and deep brain 

regions that we call Multimodal Stimulation Therapy (MST). MST makes use of the vast 

interconnectivity of the central nervous system in which inputs from the auditory, visual, 

somatosensory, motor, cognitive, and limbic centers are integrated to produce a 

comprehensive assessment of the external world. By noninvasively activating these 

pathways with specific timing patterns, we propose that we can modulate and induce 

long-lasting plasticity of specific neural populations that are relevant for treating various 

brain disorders. Our initial target for MST is tinnitus, a neurological disorder in which a 

phantom auditory percept is present in the absence of a corresponding external source. 

Despite the fact that tinnitus affects up to 10-15% of the general population and severely 

distresses 1-3% of the population ((Axelsson and Ringdahl, 1989, Heller, 2003, 
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Eggermont and Roberts, 2004); data also from Centers for Disease Control and 

Prevention), the pathophysiology of the disorder is still poorly understood and it currently 

lacks an effective or widely established treatment option. 

 In the proof-of-concept study described in Chapter 4, we investigated a simplified 

MST paradigm consisting of somatosensory stimulation via subcutaneous needles placed 

in the tongue, neck, right mastoid, and left mastoid paired with broadband noise 

stimulation at two interstimulus delays. Both MST paradigms induced more changes in 

acoustic-driven and spontaneous firing in the central nucleus of the inferior colliculus 

(ICC) and primary auditory cortex (A1) than control paradigms (no stimulation, acoustic 

stimulation alone, and electrical somatosensory stimulation alone). Furthermore, the two 

MST paradigms with different interstimulus delays resulted in drastically different effects 

in the ICC and A1. For instance, in the ICC, the paradigm in which electrical stimulation 

preceded acoustic stimulation by 5 ms (termed MST-EA) primarily inhibited acoustic-

driven firing while the paradigm in which acoustic stimulation preceded electrical 

stimulation by 5 ms (termed MST-AE) actually facilitated acoustic-driven firing. These 

findings lead us to believe we are inducing a noninvasive form of stimulus-timing 

dependent plasticity within the brain (Caporale and Dan, 2008). 

 The encouraging results of our initial study motivates further investigation into 

how MST can be used to more effectively target and alter neural populations that are 

relevant for treating tinnitus as well as other brain disorders. An immense challenge yet 

opportunity of MST is the large parameter space for stimulation, which includes the types 
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of pathways, timing of activation between pathways, stimulus levels, and stimulation 

waveforms. Even confining stimulation to somatosensory electrical stimulation paired 

with broadband noise stimulation leaves many parameters that need to be optimized, 

including the body locations, interstimulus intervals, and current or sound levels. In 

addition, the effects of MST on different brain regions and how these changes relate to 

behavioral aspects of tinnitus also need to be investigated. 

 This follow-up MST study investigates how stimulation of different body regions 

affects acoustic-driven and spontaneous activity in the ICC and A1. For the interstimulus 

delay, we chose to confine it to the MST-EA paradigm (electrical stimulation leading 

acoustic stimulation by 5 ms). This interstimulus delay resulted in primarily inhibitory 

effects in the ICC, which may be more relevant for tinnitus suppression (Eggermont and 

Roberts, 2004). The inferior colliculus (IC) and A1 were chosen for this study as they are 

two regions which show pathological changes in tinnitus animal models (Salvi et al., 

1990, Szczepaniak and Moller, 1995, Wang et al., 1996, Ochi and Eggermont, 1997, Ma 

et al., 2006, Bauer et al., 2008, Dong et al., 2010a, Dong et al., 2010b, Norena et al., 

2010, Kaltenbach, 2011a, Stolzberg et al., 2011, Wang et al., 2011, Mulders and 

Robertson, 2013, Munguia et al., 2013, Niu et al., 2013) and tinnitus patients (Melcher et 

al., 2000, Smits et al., 2007, Lanting et al., 2008, Melcher et al., 2009, Schecklmann et 

al., 2013). Our results demonstrate that MST can induce different types of neural changes 

within the central auditory system that are controllable not only by altering the 



 

 118 

interstimulus delay between acoustic and body electric stimulation but also by using 

different body sites. 

METHODS 

ANIMAL SURGERIES AND ELECTRODE IMPLANTATION 

 Basic surgical procedures are similar to those presented in previous studies 

(Markovitz et al., 2012, Markovitz et al., 2013) and are only briefly presented here. 

Experiments were performed on 7 young Hartley guinea pigs (Elm Hill Breeding Labs, 

Chelmsford, MA) in accordance with policies of the University of Minnesota Institutional 

Animal Care and Use Committee. A mixture of ketamine (40 mg/kg) and xylazine (10 

mg/kg) was injected in the right leg to initially anesthetize each animal and 0.1 mL 

supplements were given in the right or leg muscle every 45-60 minutes to maintain an 

areflexive state. Atropine sulfate (0.05 mg/kg) was periodically injected in the neck 

muscle to reduce mucous secretions in the airway. A pulse oximeter on the right forepaw 

was used to monitor heart rate and blood oxygenation level, and body temperature was 

maintained at 38.0 ± 0.5°C using a heating blanket and rectal thermometer. 

With the animals fixed in a stereotaxic frame (David Kopf Instruments, Tujunga, 

CA), the right visual and auditory cortices were exposed via a craniotomy. Two 32-site 

electrode arrays (NeuroNexus Technologies, Ann Arbor, MI) were then inserted via 

hydraulic micro-manipulators into the right ICC and A1 (Figure 30a). The ICC array 

consists of four 10 mm long shanks separated by 500 µm with eight iridium sites linearly 

spaced 200 µm (center-to-center) along each shank. The array was inserted through the 
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occipital cortex into the ICC at a 45° angle off the sagittal plane to align it with the 

tonotopic gradient of the ICC (Snyder et al., 2004, Lim and Anderson, 2006, Markovitz 

et al., 2012). The cortical array consists of four 5 mm long shanks separated by 500 µm 

with eight iridium sites linearly spaced 200 µm along each shank. The array was placed 

perpendicular to the cortical surface and inserted to a depth of approximately 1.6 mm. 

ICC and A1 site impedances typically ranged between 0.8-3.0 MΩ. The recording ground 

wire for the A1 array was implanted into the brain near the intersection of the midline and 

bregma and the ground wire for the ICC array was positioned in the neck muscles. After 

the probes were confirmed to be in the correct location, the brain was covered with 

agarose to stabilize the recordings and reduce swelling, pulsations, and drying. 

RECORDING AND STIMULATION ELECTRODE PLACEMENTS 

 Acoustic-driven activity in response to pure tones and broadband noise played 

into the animal's left ear (contralateral to recordings) were used to verify that our 

electrodes were correctly placed within the right ICC and A1. A frequency response map 

(FRM) was produced by presenting pure tones (60 ms duration, 5 ms ramp/decay) of 

varying frequencies (0.6-38 kHz, 8 steps/octave) and levels (0-70 dB in 10 dB steps) for 

4 trials/parameter. The acoustic-driven spike rates were calculated for responses recorded 

in the ICC (taken 5-60 ms after tone onset) and A1 (5-20 ms after tone onset). Best 

frequencies (BFs) were calculated from the FRMs as the frequency centroid at 10 dB 

above the visually determined threshold. Array placements within the ICC were 

confirmed when sites systematically increased in BF with increasing depth (Lim and 
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Anderson, 2007b, Markovitz et al., 2012, Markovitz et al., 2013). FRMs for sites outside 

of the ICC in external regions of the IC typically exhibited broad and weak tuning and/or 

multiple FRM peaks and were excluded from the analysis in this paper. Array placements 

with A1 were identified by BFs that increase in the rostrolateral to caudomedial direction 

and short response latencies of 12-20 ms based on previous studies (Redies et al., 1989, 

Wallace et al., 2000, Grimsley et al., 2012). For somatosensory electrical stimulation, 

subcutaneous needle electrodes were placed in the tongue, neck, right mastoid, left 

mastoid, right shoulder, left shoulder, and back (Figure 30b). The tongue electrode was 

placed on top of the tongue and extended fully into the mouth, taking care not to puncture 

the tongue which could lead to asphyxiation. The neck electrode was placed along the 

spine of the animal halfway between the caudal-most portion of the ears and the shoulder 

joints. The mastoid electrodes were positioned in the caudal-to-rostral direction along the 

groove in the mastoid bone. The shoulder electrodes were placed at the shoulder joints, 

and the back electrode was placed along the spine halfway down the animal's back. The 

stimulation ground was distributed across four subcutaneous needle electrodes placed 

into and parallel with the animal's four limbs, with the front paw needles placed at the 

midpoint between the shoulder and elbow joints and the leg needles placed at the 

midpoint between the hip and knee joint.  
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 Experiments were performed within a sound attenuating, electrically-shielded 

room using custom software integrated with TDT hardware (Tucker-Davis Technology, 

Alachua, FL). The acoustic stimulation was presented to the animal's left ear canal via a 

speaker coupled to a custom-made hollow ear bar and was calibrated using a 0.25 in 

condenser microphone (ACO Pacific, Belmont, CA). Multi-unit neural data was sampled 

at a rate of 25 kHz, passed through analog DC-blocking and anti-aliasing filters up to 7.5 

kHz, and digitally filtered between 0.3 and 3.0 kHz for offline analysis of neural spikes. 

Spikes were determined as voltages exceeding 3.5 times the standard deviation of the 

noise floor. 

STIMULATION PROTOCOL 

 Three stimulation paradigms were used in this study: No Stimulation (control), 

Acoustic Only (control), and MST (Figure 30c). For MST paradigms, we utilized the 

Figure 30: Experimental setup. (a) Neural recordings were made with multi-channel Michigan arrays in the 

right inferior colliculus (IC) and auditory cortex (AC). (b) Stimulation consisted of paired acoustic 

(presented to animal's left ear) and somatosensory electrical stimulation (presented either to the tongue, 

neck, right mastoid, left mastoid, right shoulder, left shoulder, or back via subcutaneous electrodes). (c) The 

experimental protocol started with 100 trials of baseline spontaneous and acoustic-driven responses to 70 

dB broadband noise, followed by one of three stimulation paradigms: No Stimulation, Acoustic Only, or 

MST-EA. Each paradigm was repeated for 1,000 trials (500 ms each). The gray bars represent 50 ms long 

(5 ms rise/fall time), 50 dB broadband acoustic stimulation presented to the animal's left ear and the red 

lines are electrical stimulation pulses (biphasic and charge-balanced) presented to the body. After the 

stimulation paradigm, an additional 100 trials of spontaneous and acoustic-driven responses were recorded 

and compared to the baseline responses.  
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MST-EA interstimulus timing (electrical stimulation preceded acoustic stimulation by 5 

ms) because it resulted in more inhibition than facilitation in the ICC in the initial MST 

study, which may be crucial for suppressing hyperactivity linked to the tinnitus percept 

(Eggermont, 1992, Chen and Jastreboff, 1995, Ochi and Eggermont, 1996, Eggermont 

and Kenmochi, 1998, Zhang and Kaltenbach, 1998, Brozoski et al., 2002, Kaltenbach et 

al., 2002, Zhang et al., 2003, Kaltenbach et al., 2004, Bauer et al., 2008, Mulders and 

Robertson, 2009, Kaltenbach, 2011a, Vogler et al., 2011). Each body site was 

individually paired with acoustic stimulation for 1,000 trials (approximately 8 minutes of 

stimulation). Body sites used for this study include the tongue, neck, right mastoid, left 

mastoid, right shoulder, left shoulder, and back. Acoustic stimulation consisted of 50 ms 

long, 50 dB broadband noise (equal energy across 6 octaves centered at 5 kHz) and 

electrical stimulation consisted of three biphasic, charge-balanced pulses presented at 200 

Hz. Electrical somatosensory stimulation levels were set as high as possible while 

preventing any noticeable motor twitch, varying between 0.32-0.63 mA across 

experiments. Responses in the ICC and A1 to 100 trials of 70 dB broadband noise were 

compared before and after each paradigm to determine its effect. The stimulation 

paradigms were presented in a pseudorandom order across experiments to minimize 

cumulative effects. For acoustic-driven activity, spike counts were measured over a 50 

ms window for ICC responses and a 30 ms window for A1 responses starting at the onset 

of the acoustic response. For spontaneous activity, spike counts were taken over a 40 ms 

window at the beginning of each trial for both the ICC and A1. All statistical 
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comparisons were performed using an unequal variance two-tailed t-test on ranked data 

across trials with significance defined as p<0.01 (Ruxton, 2006). 

 

 

 

RESULTS  

EXPERIMENTAL PROTOCOL 

 The goal of this study was to determine how stimulation of different body regions 

elicits changes in neural activity within the ICC and A1. Spontaneous activity and 

acoustic-driven responses to broadband noise were recorded in the ICC and A1 of seven 

Figure 31: Typical examples of the effect of stimulation paradigms. Poststimulus time histograms of multi-

unit activity are plotted in response to 100 trials of broadband acoustic stimulation presented before and 

after the 1,000 trial stimulation paradigms. The left and right columns are ICC and A1 responses, 

respectively, and the top and bottom rows are examples of significant inhibition and facilitation, 

respectively. The abscissa time values are relative to the presentation of acoustic stimulation and the 

numerical values represent the change in acoustic-driven spike count compared to the baseline condition. 
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anesthetized guinea pigs using 32-site electrode arrays. Neural activity before and after a 

stimulation paradigm were compared using an unequal variance two-tailed t-test on 

ranked data across trials with significance defined as p<0.01 (Ruxton, 2006). Each MST 

paradigm consisted of 1,000 trials of acoustic stimulation paired with electrical 

stimulation of one body region with a 5 ms interstimulus interval (electrical leading). 

Body locations included the tongue, neck, right mastoid, left mastoid, right shoulder, left 

shoulder, and back. Two control paradigms (Acoustic Only and No Stimulation) were 

also performed for 1,000 trials (Figure 30).  
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CHANGES IN ACOUSTIC-DRIVEN ACTIVITY IN THE ICC AND A1 

 The nine stimulation paradigms (including the two control paradigms) all yielded 

some changes in acoustic-driven activity in the ICC and A1. Figure 31 shows typical 

examples of sites in the ICC and A1 that were significantly inhibited or facilitated by one 

of the stimulation paradigms. Overall, each of the MST paradigms induced more changes 

in the ICC and A1 than the control paradigms (Figure 32). More changes were produced 

in the ICC compared to A1 for most body sites. For both the ICC and A1, there was some 

variability in the percentage of sites that were significantly altered depending on the 

stimulated body location. For instance, stimulation of the tongue and left shoulder 

produced the most changes in the ICC and relatively few sites in A1 were changed by 

stimulation of the back. 

Figure 32: Percentage of sites in ICC and A1 with significantly changed acoustic-driven responses. The 

percentage of significantly changed sites (either inhibited or facilitated) for the two control paradigms and 

the seven body locations are shown for the ICC (left panel) and A1 (right panel). Percentages are relative to 

the total number of sites in the corresponding brain region for the given stimulation paradigm. ICC: No 

Stimulation (n=122), Acoustic Only (n=55), Tongue (n=135), Right Mastoid (n=115), Right Shoulder 

(n=104), Neck (n=132), Back (n=90), Left Mastoid (n=128), Left Shoulder (n=136); A1: No Stimulation 

(n=118), Acoustic Only (n=114), Tongue (n=108), Right Mastoid (n=62), Right Shoulder (n=86), Neck 

(n=79), Back (n=57), Left Mastoid (n=90), Left Shoulder (n=58). 
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 Separating the overall changes into inhibitory versus facilitatory effects provides 

greater insight into the effect of stimulating different body locations. Figure 33 shows the 

percentage of sites that were significantly inhibited or facilitated in response to each 

stimulation paradigm. There appears to be high variability across body locations, but the 

trends are more clearly evident when plotting the numbers of sites changed as a ratio of 

facilitated sites to inhibited sites as shown in Figure 34. Stimulation of the tongue and 

right body sites inhibited firing to a greater extent in the ICC and A1, while stimulation 

of the neck and left body sites facilitated firing to a greater extent in both regions. 

Stimulation of the back exhibited mixed effects, facilitating more responses in the ICC 

Figure 33: Inhibition and facilitation of acoustic-driven responses in ICC and A1. The total percentages 

from Figure 32 are separated into inhibition (black bars) and facilitation (gray bars). Percentages are 

relative to the total number of sites in the corresponding brain region for the given stimulation paradigm. 

ICC: No Stimulation (n=122), Acoustic Only (n=55), Tongue (n=135), Right Mastoid (n=115), Right 

Shoulder (n=104), Neck (n=132), Back (n=90), Left Mastoid (n=128), Left Shoulder (n=136); A1: No 

Stimulation (n=118), Acoustic Only (n=114), Tongue (n=108), Right Mastoid (n=62), Right Shoulder 

(n=86), Neck (n=79), Back (n=57), Left Mastoid (n=90), Left Shoulder (n=58). 
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but inhibiting more responses in A1. It is interesting that stimulation of left and right 

body locations caused vastly different effects, with locations on the left causing greater 

facilitatory responses in the ICC and A1 while locations on the right causing greater 

inhibitory responses in both regions (Figure 35). Assuming we want to inhibit 

hyperactivity within the central auditory pathway in tinnitus patients, this may imply that 

treatment should target body locations ipsilateral to the side in which neurons are coding 

for the phantom percept in patients with lateralized tinnitus (assuming tinnitus is 

predominantly coded on only one side of the brain), which is further explained in the 

Discussion.  

 

 

 

Figure 34: Ratio of facilitation and inhibition. For each body location stimulated, the number of sites 

significantly facilitated was divided by the number of sites significantly inhibited to get a ratio of 

responses. Bars in black are predominantly inhibitory and bars in gray are predominantly facilitatory.   
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 In order to statistically quantify differences between MST and control paradigms, 

we investigated the magnitude changes in the acoustic-driven responses caused by each 

paradigm. The spike count in response to broadband noise stimulation was measured 

before and after a stimulation paradigm, and the magnitude change was calculated by 

dividing the spike count after the paradigm with the baseline before the paradigm 

(examples shown in Figure 31), with a value of 1 indicating no change in firing. We 

separated responses into two populations based on whether a site was inhibited or 

facilitated and plotted these results in Figure 36. Using a Bonferroni-adjusted t statistic 

multiple comparison test (p<0.05), we found several of the body locations to be 

significantly higher or lower than the control paradigms. The magnitude changes did not 

fully match the trends observed for the percentages shown in Figures 33-35. In other 

words, the body locations (e.g., tongue, right mastoid, right shoulder) that exhibited a 

Figure 35: Stimulation of left versus right body locations. Lateralized body locations (shoulders and 

mastoids) were grouped according to the side of the body stimulated and the percentage of sites 

significantly changed are plotted. ICC: Left (n=264), Right (n=219); A1: Left (n=148), Right (n=148). 
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greater percentage of inhibitory versus facilitatory sites did not always exhibit larger or 

more significant inhibitory versus facilitatory changes compared to the control 

paradigms, and vice versa. This is the case for the right mastoid and left shoulder for 

responses in the ICC, though it can be seen in Figure 33 that they both have somewhat 

equal amounts of facilitatory and inhibitory sites. In A1, we observed fewer body 

locations that induced significantly larger magnitude changes than the control paradigms. 

In summary, MST with a given body location may induce significant inhibitory or 

facilitatory changes on a higher percentage of sites within the ICC and/or A1 compared to 

the control paradigms, but this does not mean that those response sites will necessarily 

have larger inhibitory or facilitatory changes in magnitude, respectively, and vice versa.    
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CHANGES IN SPONTANEOUS ACTIVITY IN THE ICC AND A1 

 Changes in spontaneous activity were more complex than those of acoustic-driven 

activity (Figure 37). In the ICC, all stimulation paradigms produced more changes than 

the No Stimulation paradigm. However, the Acoustic Only paradigm actually produced 

the highest percentage of sites that were changed within the ICC, which was an 

unexpected finding based on what was observed in our previous study and is further 

discussed in the Discussion. Overall, there were much fewer changes in spontaneous 

activity than in acoustic-driven responses, with the highest percentage being 14.6% for 

spontaneous activity compared to 55.2% for acoustic-driven activity. In A1, all 

stimulation paradigms produced more changes than the two control paradigms, except for 

stimulation of the right shoulder, which did not result in any significantly changed sites. 

Figure 36: Magnitude change of acoustic-driven spike counts of ICC and A1 sites. The magnitude change 

is calculated as the spike count for 100 trials presented after the given stimulation paradigm relative to the 

baseline spike count. The magnitude changes were separated into sites that were inhibited (black bars) and 

facilitated (gray bars) for each stimulation paradigm regardless of whether the changes were significant or 

not. Error bars represent the standard error for visualization purposes. Asterisks (*) indicate distributions 

that are significantly different than the No Stimulation paradigm and the pound (#) symbol signify those 

that are significantly different than the Acoustic Only paradigm using a Bonferroni-adjusted t statistic 

multiple comparison test (p<0.05). ICC: No Stimulation (n=122), Acoustic Only (n=55), Tongue (n=135), 

Right Mastoid (n=115), Right Shoulder (n=104), Neck (n=132), Back (n=90), Left Mastoid (n=128), Left 

Shoulder (n=136); A1: No Stimulation (n=118), Acoustic Only (n=114), Tongue (n=108), Right Mastoid 

(n=62), Right Shoulder (n=86), Neck (n=79), Back (n=57), Left Mastoid (n=90), Left Shoulder (n=58). 
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Similar to ICC responses, spontaneous activity in A1 had much fewer changes than 

observed for acoustic-driven responses in A1.  

 

 In both the ICC and A1, nearly every MST paradigm resulted primarily in 

inhibition of spontaneous activity (Figure 38). Only stimulation of the right shoulder 

caused more facilitatory versus inhibitory changes in spontaneous activity in ICC, and 

stimulation of the left mastoid caused equal amounts of inhibitory and facilitatory effects 

in A1. When comparing the magnitude changes of the different MST paradigms to those 

Figure 37: Percentage of sites in ICC and A1 with significantly changed spontaneous responses. The 

percentage of significantly changed sites (either inhibited or facilitated) for the two control paradigms and 

the seven body locations are shown for the ICC (left panel) and A1 (right panel). Percentages are relative to 

the total number of sites in the corresponding brain region for the given stimulation paradigm. Asterisks 

signify that no sites were significantly changed in response to the given stimulation paradigm. ICC: No 

Stimulation (n=128), Acoustic Only (n=55), Tongue (n=210), Right Mastoid (n=135), Right Shoulder 

(n=179), Neck (n=207), Back (n=164), Left Mastoid (n=148), Left Shoulder (n=211); A1: No Stimulation 

(n=118), Acoustic Only (n=114), Tongue (n=108), Right Mastoid (n=62), Right Shoulder (n=86), Neck 

(n=79), Back (n=57), Left Mastoid (n=90), Left Shoulder (n=58).  
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of the control paradigms for the inhibitory cases, no MST paradigms were significantly 

different than both controls in the ICC, but several of the MST paradigms were 

significantly inhibited compared to one or both controls in A1 (Figure 39). There were 

only a few cases in which a given MST paradigm exhibited significantly different 

facilitatory changes compared to the No Stimulation paradigm, and there were no cases 

significantly different from the Acoustic Only paradigm. In summary, it appears that 

MST for most body locations tested in this study can induce inhibitory versus facilitatory 

changes in spontaneous activity on a greater percentage of sites in ICC and A1 as well as 

stronger inhibitory changes in magnitude compared to the control paradigms, at least in 

A1. These results are encouraging for tinnitus suppression, in which the phantom percept 

has been linked to hyperactivity of spontaneous activity across the central auditory 

system, especially in the auditory cortex (Eggermont and Roberts, 2004).  
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DISCUSSION 

 The purpose of this study was to determine how varying one parameter of MST, 

the stimulated body location, can alter neural coding in the ICC and A1. Most MST 

paradigms produced more changes in acoustic-driven and spontaneous activity than the 

control paradigms. Additionally, acoustic-driven activity could be inhibited or facilitated 

to a greater extent depending on the stimulated body location. Left (contralateral to the 

recorded regions) body and neck sites more predominantly facilitated ICC and A1 

responses while right (ipsilateral) body and tongue sites predominantly inhibited ICC and 

A1 responses. These encouraging findings demonstrate that neurons within both ICC and 

A1 can be systematically facilitated or inhibited by using MST with different body 

locations. 

Figure 38: Inhibition and facilitation of spontaneous responses in ICC and A1. The total percentages from 

Figure 37 are separated into inhibition (black bars) and facilitation (gray bars). Percentages are relative to 

the total number of sites in the corresponding brain region for the given stimulation paradigm. Asterisks 

signify that no sites were significantly changed in the given direction in response to the given stimulation 

paradigm. ICC: No Stimulation (n=128), Acoustic Only (n=55), Tongue (n=210), Right Mastoid (n=135), 

Right Shoulder (n=179), Neck (n=207), Back (n=164), Left Mastoid (n=148), Left Shoulder (n=211); A1: 

No Stimulation (n=118), Acoustic Only (n=114), Tongue (n=108), Right Mastoid (n=62), Right Shoulder 

(n=86), Neck (n=79), Back (n=57), Left Mastoid (n=90), Left Shoulder (n=58). 
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LOCATION OF MULTIMODAL INTEGRATION  

 Multimodal integration of auditory and somatosensory inputs occurs in several 

locations in the brain. Within the central auditory system, the dorsal cochlear nucleus 

(DCN) receives somatosensory input from the dorsal column and trigeminal brainstem 

nuclei and auditory input from the ventral cochlear nucleus and auditory nerve (Osen, 

Figure 39: Magnitude change of spontaneous spike counts of ICC and A1 sites. The magnitude change is 

calculated as the spike count for 100 trials presented after the given stimulation paradigm relative to the 

baseline spike count. The magnitude changes were separated into sites that were inhibited (black bars) and 

facilitated (gray bars) for each stimulation paradigm regardless of whether the changes were significant or 

not. Error bars represent the standard error for visualization purposes. Asterisks (*) indicate distributions 

that are significantly different than the No Stimulation paradigm and the pound (#) symbol signify those 

that are significantly different than the Acoustic Only paradigm using a Bonferroni-adjusted t statistic 

multiple comparison test (p<0.05). ICC: No Stimulation (n=128), Acoustic Only (n=55), Tongue (n=210), 

Right Mastoid (n=135), Right Shoulder (n=179), Neck (n=207), Back (n=164), Left Mastoid (n=148), Left 

Shoulder (n=211); A1: No Stimulation (n=118), Acoustic Only (n=114), Tongue (n=108), Right Mastoid 

(n=62), Right Shoulder (n=86), Neck (n=79), Back (n=57), Left Mastoid (n=90), Left Shoulder (n=58). 
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1970, Itoh et al., 1987, Weinberg and Rustioni, 1987, Kirzinger and Jurgens, 1991, 

Wright and Ryugo, 1996, Li and Mizuno, 1997, Luthe et al., 2000, Oertel and Young, 

2004, Zhou and Shore, 2004, Haenggeli et al., 2005, Kanold et al., 2011). Bimodal 

stimulation of auditory and somatosensory inputs has been shown to alter coding 

properties in DCN pyramidal cells (Saade et al., 1989, Davis et al., 1996, Kanold and 

Young, 2001, Shore, 2005, Koehler et al., 2011, Basura et al., 2012), which then project 

to the IC (Malmierca, 2004). Multimodal integration also occurs at higher order auditory 

processing centers. The external IC (ICX) responds to both somatosensory and auditory 

inputs (Aitkin et al., 1978, Aitkin et al., 1981, Coleman and Clerici, 1987, Szczepaniak 

and Moller, 1993, Li and Mizuno, 1997, Casseday et al., 2002, Jain and Shore, 2006, 

Gruters and Groh, 2012) and stimulation of ICX has been shown to alter neural activity in 

the ICC (Huffman and Henson, 1990, Jen et al., 2001). Both the auditory thalamus and 

cortex also respond to converging somatosensory and auditory inputs, altering their 

normal responses to sound (Ledoux et al., 1987, Bordi and LeDoux, 1994, Foxe et al., 

2000, Schroeder et al., 2001, Schroeder and Foxe, 2002, Fu et al., 2003, Schroeder et al., 

2003, Kayser et al., 2005, Hackett et al., 2007, Lakatos et al., 2007, Sperdin et al., 2009, 

Basura et al., 2012). Outside of the traditional auditory pathway, an established 

multimodal integration center is the superior colliculus (Drager and Hubel, 1975, 

Meredith and Stein, 1986, Meredith et al., 1992, Wallace and Stein, 2001, Stein and 

Stanford, 2008), which has reciprocal projections with the IC (Moore and Goldberg, 

1966, Benevento and Fallon, 1975, Edwards et al., 1979, Jiang et al., 1997, King et al., 
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1998, Doubell et al., 2000, Harting and Van Lieshout, 2000). Any combination of these 

pathways may be implicated in contributing to the neural changes shown in this study, as 

each of the auditory processing centers also have direct and indirect reciprocal 

projections to each other (Rees and Palmer, 2010). 

COMPARISON TO PILOT MST STUDY 

  Our previous study described in Chapter 4 showed that MST paradigms using two 

different interstimulus delays both resulted in more neural plasticity than the control 

paradigms. The MST paradigms consisted of 4,000 trials in which four different body 

locations (tongue, neck, right mastoid, and left mastoid) were each stimulated for 1,000 

trials in a random order. The MST-EA paradigm induced greater inhibitory versus 

facilitatory effects, at least in the ICC. However, since four different body sites were 

randomly stimulated for the paradigm, it was unclear the relative contribution of each 

individual body site to this result. For this study, we only focused on MST-EA (rather 

than MST-AE; further explained in Methods) but with individual body sites. Our results 

indicate that MST using the tongue or right mastoid causes the greatest overall amount of 

inhibitory versus facilitatory effects across the ICC and A1 for both acoustic-driven and 

spontaneous activity. Furthermore, this effect could still be induced using only 1,000 

trials versus the 4,000 trials performed in our previous study, which is important in 

translating the MST concept to humans to minimize the required duration of treatment. 

Future work will need to assess the minimal number of trials necessary to induce 
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sufficient changes for tinnitus suppression and to determine how long such changes 

remain present in the system. 

BODY LOCATIONS FOR TINNITUS THERAPY 

 The results of the present study indicate that MST combined with ipsilateral body 

locations relative to the recorded ICC and A1 generally inhibit acoustic-driven firing, 

while stimulation of contralateral body locations generally facilitate firing. This is 

indirectly supported by previous studies which have indicated that inhibition of the DCN 

could be induced via ipsilateral somatosensory stimulation (Young et al., 1995, Kanold 

and Young, 2001).This result is significant as one of the proposed biomarkers of tinnitus 

is hyperactivity across the central auditory system (Eggermont, 1992, Chen and 

Jastreboff, 1995, Ochi and Eggermont, 1996, Eggermont and Kenmochi, 1998, Zhang 

and Kaltenbach, 1998, Brozoski et al., 2002, Kaltenbach et al., 2002, Zhang et al., 2003, 

Kaltenbach et al., 2004, Bauer et al., 2008, Mulders and Robertson, 2009, Kaltenbach, 

2011a, Vogler et al., 2011). Therefore, it would be logical to attempt to suppress this 

hyperactivity by using MST with body locations ipsilateral to the hyperactive brain 

regions. Since the hyperactivity would be manifested as a percept on the contralateral 

side, we would want to target body locations contralateral to the lateralized tinnitus 

percept. 

 Stimulation of the tongue for MST also had drastic effects on neural activity 

along the central auditory pathway, including inhibiting the largest percentage of 

acoustic-driven sites in the ICC and the second highest percentage in A1. This is not 
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surprising, as several previous studies have demonstrated that the tongue can be 

effectively used to modulate activity in the central nervous system (Bach-y-Rita and 

Tyler, 2000, Sampaio et al., 2001, Tyler et al., 2003, Chebat et al., 2007, Lozano et al., 

2009). Tongue stimulation has been often used as a sensory substitute for balance-

impaired or blind subjects. For instance, sustained electrical stimulation of the tongue 

improved behavioral measures and induced sustained neuromodulation of the balance-

processing network in individuals with balance dysfunction (Wildenberg et al., 2010, 

2013). Such improvements in balance could be sustained for weeks beyond the final 

stimulation session (Danilov et al., 2007, Kaczmarek, 2011). Tongue stimulation was 

recently shown to also improve gait in patients with chronic multiple sclerosis (Tyler et 

al., 2014). The tongue does provide an attractive interface for neurostimulation with its 

lower impedance compared to skin. The question is whether MST using the tongue will 

induce sufficient neural plasticity to suppress the tinnitus percept or if other body sites 

(e.g., those contralateral to the lateralized tinnitus percept as explained above) are also 

needed for treatment. 

FUTURE WORK 

 Overall, the results in the present study are encouraging for moving MST to the 

clinic. While the pilot study in Chapter 4 gave sufficient evidence that changes could be 

induced in deep brain and cortical regions via MST paradigms with different 

interstimulus delays, the true advantage of MST lies in the ability to tune the multitude of 

available parameters to induce controllable plasticity within the central auditory system. 
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The present study shows that by adjusting another of these parameters, the stimulated 

body location, it is possible to induce systematic and drastically different 

neurophysiological effects across auditory neurons. The objective and subjective aspects 

of tinnitus, along with their neurophysiological manifestations, can be highly variable 

across patients depending on how it was induced (e.g. head/neck injury or hearing loss), 

the length of time the patient has shown symptoms, and the type of tinnitus (e.g. tonal, 

buzzing, unilateral/bilateral). Therefore, MST may allow us to tune the therapy directly to 

each patient's needs. 
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CHAPTER 6: CONCLUSIONS 

SUMMARY OF RESULTS 

 The work in this thesis sought to investigate the organization and role of 

descending and non-auditory projections on processing along the auditory pathway in 

order to develop and improve upon established neuromodulation approaches for the 

treatment of chronic tinnitus. The main findings of the research are as follows:  

(1) Descending projections from A1 to the ICC are organized into two distinct 

tonotopically-organized subsets, narrowly tuned and broadly tuned, and terminate 

primarily within the caudomedial portion of an isofrequency lamina within the ICC. 

These findings suggest a possible pathway by which auditory cortex modulates 

subcortical structures to enhance the representation for relevant coding features 

such as frequency. 

(2) Pairing AC stimulation with a behaviorally-irrelevant acoustic stimulus 

(broadband noise) leads to extensive inhibition of acoustic-driven activity 

throughout the ICC that occurs during stimulation and continues residually. This 

inhibition was observed regardless of the stimulated cortical region, and it may be 

related to a gating mechanism within the auditory system for decreasing the gain to 

irrelevant inputs. Activation of this gating mechanism may be a potential treatment 

option for reducing the hyperactivity across the auditory system associated with 

tinnitus or hyperacusis. 
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(3) Pairing noninvasive somatosensory stimulation of the neck, tongue, right 

mastoid, and left mastoid with broadband noise produces more changes in acoustic-

driven and spontaneous activity in the ICC and A1 than control paradigms and 

results in stimulus-timing dependent plasticity based on the relative ordering of the 

presented stimuli. These initial findings are encouraging for the development of a 

noninvasive approach for treating tinnitus. 

(4) Stimulation of body locations ipsilateral to the recorded ICC and A1 neurons 

paired with broadband noise inhibits ascending auditory processing, while 

stimulation of contralateral body locations paired with broadband noise facilitates 

auditory processing in these brain regions. Stimulation of the tongue and ipsilateral 

mastoid and shoulder induced the greatest amounts of inhibitory effects. These 

findings demonstrate the ability to systematically alter coding patterns within the 

central auditory system by varying stimulation parameters associated with non-

auditory pathways, opening up the potential for a new form of neuromodulation that 

takes advantage of multimodal pathways to fix or suppress pathogenic neural 

populations. 

 Overall, these results indicate that activation of non-traditional auditory inputs can 

be used to alter neural coding along the ascending auditory pathway and can potentially 

be used for the treatment of a variety of neurological disorders related to hearing, 

including tinnitus. The tinnitus percept is likely the result of network dysfunction, and 
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these approaches may provide a less invasive strategy to interfere with or modulate this 

system. 

FUTURE WORK 

 Further research needs to be performed on each of the presented studies in order 

to expand upon the claims made in this thesis and to eventually translate the research into 

viable clinical treatments. The following sections briefly summarize several questions 

and goals for future studies relating to this thesis. 

DESCENDING CORTICOCOLLICULAR PROJECTIONS 

 The study in Chapter 2 sought to understand the organization and role of 

descending projections from A1 to the ICC using electrophysiological techniques. While 

interesting locations trends were found, further questions remain as to why the 

corticocollicular pathways would terminate only within the caudomedial portion of an 

isofrequency lamina. Particularly, if the role of these projections is to modulate ascending 

information as hypothesized in the literature, how do these pathways then alter coding 

within the rostrolateral portion of the lamina? One possibility are intrinsic axons within 

the ICC that are hypothesized to constitute the anatomical basis for across-laminae 

interactions (Malmierca et al., 1995). More detailed studies should be done to analyze the 

arrangement and connectivity of intrinsic ICC fibers to determine whether they synapse 

on the dendrites of descending pyramidal neurons. Furthermore, it would be interesting to 

determine if a similar arrangement of descending projections exists from A1 to the 

MGBv and other subcortical centers. Through electrophysiology and anatomical studies, 
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we've hypothesized that the cortex modulates subcortical processing in order to enhance 

representation of relevant stimuli. To test this theory, behavioral studies should be 

performed, such as training animals to specific sound features while activating or 

inactivating A1. 

PN-STIM AND ROLE OF CORTEX ON SUBCORTICAL FIRING 

 Chapter 3 described how pairing focal cortical stimulation with broadband noise 

(PN-Stim) results in extensive inhibition of ICC acoustic-driven firing during stimulation 

and residually. The obvious next step in this work is to determine the time course for the 

ICC to return to baseline activity. While we found approximately 30% of sites remained 

inhibited 5-10 seconds after stimulation ceased, knowing how long the ICC remains 

inhibited may drive future development of a clinical therapy for tinnitus based on this 

stimulation paradigm. If the ICC returns to baseline within minutes, this stimulation 

would likely need to be delivered via a chronic cortical implant with constant stimulation. 

However, if the ICC were to remain inhibited for hours, days, or weeks, there is the 

potential that a therapy based on this stimulation could have two potentially preferred 

options: (1) Patients are implanted with a chronic cortical stimulator but receive 

intermittent stimulation, saving battery life, or (2) The clinical care pathway operates 

similar to physical therapy in which the patient would go to a treatment facility (or 

perform the stimulation at home) on a regular basis and receive the stimulation via a less 

invasive cortical stimulation technique such as TMS or tDCS. 
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 While PN-Stim was able to inhibit normal acoustic-driven firing in the ICC, 

several questions remain to be answered to determine whether it would be an effective 

treatment for tinnitus. For example, can PN-Stim inhibit neurophysiological features 

more closely linked to the tinnitus percept such as hyperactivity and hypersychrony, as 

well as modulate neurons across other auditory and non-auditory centers involved with 

tinnitus? Similarly, can PN-Stim actually inhibit the tinnitus percept in animal tinnitus 

models? And can less invasive cortical stimulation via TMS or tDCS produce similar 

results to focal direct cortical stimulation? 

 Scientifically, we hypothesized that the use of a behaviorally-irrelevant stimulus 

(broadband noise) led to the cortex inhibiting ascending activity. To test this hypothesis, 

we would need to repeat these procedures using more relevant stimuli such as pure tones 

and vocalizations.  

MST 

 Chapters 4 and 5 described preliminary studies investigating the use of MST to 

modulate acoustic-driven and spontaneous activity in the ICC and A1. Similar to PN-

Stim, further research needs to performed in animals to determine whether this 

stimulation paradigm can alter other features and brain regions linked to tinnitus and 

whether it can actually inhibit the percept in a tinnitus animal model. However, since 

MST consists of noninvasive, safe modes of stimulation, it would be advantageous to try 

MST directly in tinnitus patients. Therefore, by performing initial feasibility studies 

directly in tinnitus patients, we would be able to further evaluate the MST concept and 



 

 146 

determine parameters that may work in a larger clinical study. We are currently in the 

process of planning and obtaining IRB approval for an initial human feasibility study to 

be run at the University of Minnesota. 
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APPENDIX A: THREE-DIMENSIONAL BRAIN 

RECONSTRUCTIONS OF IN VIVO ELECTRODE TRACKS 

INTRODUCTION 

 The neuroscience field has experienced rapid technological advances over the past 

decade, including the development of multi-site array technologies that can record or 

stimulate across more than 100 sites (Lehew and Nicolelis, 2008, Falcone and Bhatti, 

2011, Stevenson and Kording, 2011), the discovery of optogenetics in which neurons can 

be genetically altered to become excited or suppressed to different lights (Bamann et al., 

2010, Fenno et al., 2011, Miesenbock, 2011), and advances in magnetic resonance 

imaging (MRI) techniques that have enabled non-invasive functional and anatomical 

mapping of the brain (Yacoub et al., 2008, Lenglet et al., 2009, Leergaard et al., 2010, 

Van Essen et al., 2012). These advances have led to more detailed and intricate studies in 

understanding how individual neurons interact and function as a network, leading to 

perception and action. In parallel, there have also been significant developments in brain 

stimulation approaches for treating various sensory, motor, and neurological disorders 

(Lozano and Hamani, 2004, Zhou and Greenbaum, 2009, Tierney et al., 2011). Two main 

examples are deep brain stimulation (DBS) for treating neurological disorders (e.g., 

Parkinson’s or Essential Tremor; >75,000 DBS patients worldwide (Zrinzo et al., 2011)) 

and central auditory prostheses for hearing restoration (within the brainstem or midbrain; 

>1,000 patients worldwide (Lim et al., 2011)). The increased knowledge gained from 
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basic neuroscience research has provided some insight into the function of neural 

circuitry relevant for brain stimulation devices. However, one major bottleneck in 

successful implementation of these different neural prosthetics has been the identification 

of optimal locations for stimulation to treat the health condition (Johnson et al., 2008, 

McCreery, 2008, Lim et al., 2009, Hemm and Wardell, 2010). 

 Neurophysiology experiments can provide spatial mapping of the brain down to a 

cellular scale. Thus it would seem that understanding neural function at a sufficient 

spatial resolution for identifying appropriate brain locations for prosthetic stimulation 

would not be a major hurdle. However, neurophysiological studies are not typically 

accompanied by detailed brain reconstructions identifying the actual locations of the 

recording and/or stimulation sites. For example, there are over a thousand studies related 

to auditory coding in the inferior colliculus (IC), the main auditory structure of the 

midbrain (e.g., using key words “inferior colliculus” and “auditory” in PubMed). In 

contrast, there are only a handful of IC neurophysiology studies that provide detailed 

histological reconstruction of their recording or stimulation site locations (e.g., 

(Merzenich and Reid, 1974, Malmierca et al., 2008, Loftus et al., 2010)). Histological 

confirmation of the sites is typically used to indicate general placement within a nucleus 

rather than to systematically identify coding features across that nucleus. With the recent 

developments of an IC-based auditory prosthesis (auditory midbrain implant, AMI), it 

has become increasingly important to identify which regions of the IC are well-suited for 

electrical stimulation to restore intelligible hearing (Lim et al., 2007, Lim et al., 2009). 
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Detailed neurophysiological mapping studies with sufficient spatial information are 

necessary to guide future IC stimulation strategies. Unfortunately, there is no consistent 

histological method used across labs that enables functional and anatomical data to be 

pooled across studies to lead to a more spatially complete picture of auditory coding in 

the IC. These limitations are not only observed in auditory research but throughout the 

neuroscience field. 

 Three-dimensional brain reconstruction and modeling is not a new concept, yet is 

one that needs to be revived in neurophysiology labs, especially as brain stimulation 

approaches become more widely implemented in patients. MRI techniques have provided 

a successful pathway for fusing anatomical organization with neural function (Yacoub et 

al., 2008, Lenglet et al., 2012, Van Essen et al., 2012). However, in parallel, 

neurophysiological mapping studies are still needed to understand the neural coding 

features at multiple spatial and time scales, rather than focusing solely on the indirect 

measure of the slow hemodynamic response captured by functional MRI (Sutton et al., 

2009, Glover, 2011). The cellular structure and neurochemical function can also be 

investigated in stained histological slices and correlated with the neurophysiological 

mapping results (Cant and Benson, 2005, Dauguet et al., 2007, Bohland et al., 2009, 

Kleinfeld et al., 2011).  

 As a step towards bridging the gap between cellular function and network coding 

organization, especially in identifying appropriate locations within specific nuclei for 

neural prosthetic applications, we developed a simple and relatively inexpensive three-
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dimensional brain reconstruction method that uses standard histological techniques and 

equipment commonly available in research labs. The process uses a three-dimensional 

rendering software (Rhinoceros; Seattle, WA) that is inexpensive (~$200 for a student 

version). Although preparing the slices and creating the reconstructions requires a 

significant time commitment, the entire process is easy to learn and we have been able to 

recruit volunteer students to perform the reconstructions. The students benefit from this 

arrangement by participating in the neurophysiology experiments and being provided an 

initial reconstruction project to learn brain anatomy. Thus in an academic setting, it is 

possible to perform inexpensive, detailed brain reconstructions to supplement 

neurophysiology data using this approach. 

 The overall goal of this method is to establish a relatively simple and accessible 

standard for how different labs perform brain reconstructions that will be available online 

and enable data to be pooled across studies. Initially, we investigated our approach for 

reconstructing the IC due to immediate interests in guiding AMI stimulation strategies. In 

this paper, we will first present the detailed steps involved with the reconstruction 

approach in the Methods. The error analysis and the ability to consistently reconstruct 

electrode tracks and sites positioned across the frequency axis of the IC will then be 

presented in the Results. Finally, potential improvements and new directions for brain 

reconstructions will be presented in the Discussion. 
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METHODS 

We have developed a reconstruction method combining histological brain slices and 

neurophysiological recordings to identify the tracks and site locations of acutely 

implanted electrode arrays in the IC. The detailed steps in performing the brain 

reconstructions are presented below. Additionally, a video simulation of the entire 

computer reconstruction process using Rhinoceros can be downloaded from 

soniclab.umn.edu. 

 

ANIMAL SURGERY AND ELECTRODE ARRAY PLACEMENT 

  Electrophysiological experiments were performed on young Hartley guinea pigs 

(Elm Hill Breeding Labs, Chelmsford, MA) under ketamine (40 mg/kg) and xylazine (10 

mg/kg) anesthesia in accordance with policies of the University of Minnesota 

Institutional Animal Care and Use Committee. Further details on the anesthesia and 

Figure 40: Microscope image of acutely-implanted Michigan electrode array (NeuroNexus Technologies, 

Ann Arbor, MI) consisting of 2 shanks (10 mm long) each with 16 contacts (~400 µm2 site area) spaced 

100 µm apart center-to-center. 
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surgical approach have been presented previously (Lim and Anderson, 2007b, Neuheiser 

et al., 2010) and are only briefly described here. All animals had a mass of 330-380 g at 

the time of experiment. A silicon-substrate, multi-site Michigan electrode array (Figure 

40; NeuroNexus Technologies, Ann Arbor, MI) was acutely implanted into the right IC. 

The probe consists of two shanks separated by 500 µm, with each shank having 16 

iridium sites linearly spaced 100 µm apart (center-to-center). Before placement, the 

shanks were dipped ten times in a red fluorescent dye (3 mg Di-I [1,1'-dioctadecyl-

3,3,3',3'-tetramethylindocarbocyanine perchlorate] per 100 µL acetone; Sigma-Aldrich, 

St. Louis, MO), alternating between ten seconds in and ten seconds out of the dye. The 

Di-I is visible in brightfield images of brain slices, fluoresces for added visualization, and 

has been used successfully in previous studies without noticeably altering neural activity 

(DiCarlo et al., 1996, Jain and Shore, 2006, Lim and Anderson, 2007b). The probe was 

stereotaxically inserted at a 45° angle off the sagittal plane through the occipital cortex 

into the IC, with one shank placed approximately rostral to the other. The 45° angle 

aligns the probe along the tonotopic axis of the IC, while the bi-shank design allows for 

simultaneous recordings within isofrequency laminae. The fixed-distance bi-shank design 

is also crucial for identifying the location of individual electrode sites as described later 

in the Methods. The probe only needed to be stained prior to the first implantation 

location and the stained track could be visualized across multiple locations (up to 12 

placements corresponding to 24 shank tracks) throughout the entire experiment. Each 
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placement lasted approximately one hour for recording acoustic-driven neural activity 

that was later used for offline characterization of the functional organization. 

HISTOLOGICAL SLICE PREPARATION 

 After our in vivo experiment, the animal was euthanized with an overdose (.07 

mL/mg) of Beuthanasia-D Special (Merck, Summit, NJ) into the heart. The animal was 

then decapitated and the head was fixed in 3.7% paraformaldehyde and stored in a 4ºC 

refrigerator for 3-6 days, during which time most of the skull overlying the cortex was 

also removed to increase diffusion of the fixative into the brain. This duration sufficiently 

fixed the tissue to allow removal of the brain from the skull without damaging its bottom 

surface, which is used to later align and cut the tissue to extract the midbrain. The brain 

was immersed in fixative for about three more days after its removal from the skull. 

Future protocols should include transcardial perfusion to improve fixation of deeper 

structures, especially when attempting to histologically characterize cellular organization 

and function. However, based on previous studies (Bledsoe et al., 2003, Lim and 

Anderson, 2007b, Neuheiser et al., 2010) and as shown later in the Results, this simpler 

fixation protocol was sufficient to consistently reconstruct our brain tissue and electrode 

tracks.  

To block the midbrain, a custom-made slicing box (specifications found at 

soniclab.umn.edu) was built to assure straight-edge cuts. Commercial brain blockers have 

a set mold that the full brain rests in and do not work for slicing partial brain regions, 

such as the midbrain. The custom slicing box has holes through which the brain can be 
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pinned down and allows the full brain or partial regions to be blocked carefully along 

appropriate planes. Although this custom-made slicing box was used for the histological 

preparations in this paper, any preferred apparatus or method can be used to make 

straight-edge cuts. This slicing box was originally designed and used to increase the 

consistency in how different midbrains were blocked to improve normalization of data 

across animals. However, it was frequently observed that anatomical variations between 

brains could cause them to lie in the box with slightly different orientations, leading to 

different angled cuts across the edges of the extracted midbrains. Similar cutting issues 

occur when using commercial brain blockers (e.g., Kopf Instruments, Tujunga, CA). As 

described in detail in Section 3.9, a unique solution to this problem has been to identify 

consistent anatomical landmarks that can be used to align and normalize brains across 

animals without relying on the sliced edges. The only critical requirement for any slicing 

apparatus used for blocking the midbrain is that it can create a straight-edge cut along the 

correct midline of the midbrain important for the normalization procedure.  

There are several steps that were used to block the midbrain. Initially, with the 

brain sitting on its ventral side and pinned down through the frontal lobes and the 

cerebellum, a coronal cut was made caudal to the cerebellum to remove the back portion 

of the spinal cord, allowing the brain to sit flat in the box (Figure 41A). Another coronal 

cut, made through the center of the temporal lobes, removed the rostral half of the brain 

(Figure 41B), and the cortex was peeled away from the midbrain (Figure 41C). Using a 

small razor, the cerebellum was then carefully pulled and cut away from the midbrain 
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(Figure 41D). Finally, the left midbrain was pinned down in the box and a sagittal cut 

was made through the visible midline track to extract the right midbrain (Figure 41E). 

 

 

 For accurate alignment of the midbrain slices during reconstruction, three 

reference tracks were created in the lateral-to-medial direction in the right midbrain. With 

the midbrain resting on its medial edge, a small needle stained with Di-I was 

stereotaxically inserted perpendicular to the lateral surface and left for 15 minutes to 

allow the Di-I to diffuse into the tissue, while dripping a sucrose solution (15 g sucrose 

per 100 mL of 0.1 M PBS) on the midbrain to keep it moist. The first track was inserted 

into the intersection point of the superior colliculus (SC), thalamus, and the lateral 

extension from the IC as shown in Figure 42C (black arrow). This is a consistent 

Figure 41: Standard blocking procedure for extracting the midbrain. With the brain pinned to the custom-

made slicing box through the frontal lobe and the cerebellum, a coronal slice was made caudal of the 

cerebellum to remove the spinal cord (A), while a second coronal slice was made through the center of the 

temporal lobes to remove the rostral half of the brain (B). A frontal view of the cortex being peeled away 

from the midbrain is shown in (C), followed by removal of the cerebellum (labeled Ce in D) using a small 

razor. Finally, with the left midbrain pinned down, a mid-sagittal cut was made to extract the right midbrain 

(E). Red dots on the right inferior colliculus show where the dyed shanks entered through its surface during 

the in vivo portion of the experiment. 
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anatomical landmark across animals (termed the "consistent reference track") and is 

critical for accurate alignment of the slices. As discussed later in the Methods, the lateral 

edge of this reference track is used to normalize across multiple brains, making its 

consistent placement vital to the method's success. To avoid misalignments due to slice 

rotation errors and tearing along the reference track, two additional perpendicular 

reference tracks were arbitrarily created within the tissue but outside of the IC as to not 

interfere with the electrode shank placements (gray tracks in Figure 42E and F). It is also 

possible to create angled reference tracks if angled electrode trajectories are not available 

to later aid in the alignment process. After creating the three reference tracks, the 

midbrain was placed into a sucrose solution until the tissue sank (~1 day). The midbrain 

was then dipped in saline and frozen on its medial edge to -18°C for cryosectioning. 

Sagittal sections (60 µm thickness) were cut using a sliding microtome (Leica, Buffalo 

Grove, IL) and placed in wells filled with a phosphate buffer (9:1 di-ionized H20 to PBS). 

The slices were dipped in a sodium acetate buffer and mounted onto slides for imaging. 

Each slice was labeled with the distance from the lateral edge of the IC and any slice with 

extreme tearing was discarded. Sagittal sectioning ensured that each slice showed a single 

point for each electrode track (placed at a 45° angle off the sagittal plane) and reference 

track (placed at a 90° angle off the sagittal plane). 
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IMAGING OF SECTIONS 

 Slice images were taken within a week of sectioning using a Leica MZ FLIII 

fluorescent stereomicroscope (Leica, Buffalo Grove, IL), Leica DFC420 C peltier cooled 

CCD camera, and Image-Pro software (MediaCybernetics, Bethesda, MD). At least two 

fluorescent images using a filter set with a 546/10 nm excitation and 590 nm emission 

were taken of each slice with varying degrees of exposure (Figure 43). Fluorescent 

images were taken while varying the exposure time (3-3.5 s) and gain (2.5-4x) to 

optimize the visualization points (i.e. higher values to see dull points, lower values to 

remove flare in bright points).  A single reflective white light image using a variable 

intensity fiber optic light source (Fiber-Lite-PL800, Dolan-Jenner Industries, 

Boxborough, MA) was taken to determine the outline of each slice for tracing. 

Fluorescence images were later superimposed on the reflective white light images for 

visualization of the reference and electrode shank points. The images were then saved as 

.tif files and labeled with their distance from the lateral edge of the IC. All images were 

Figure 42: Histological computer reconstruction of the midbrain overlaid on a top view (A, B) and lateral 

view (C, D) of the fixed midbrain. Images were digitally enhanced to improve visualization of the borders. 

The reconstructed midbrain was also slanted in A and B to align it with the angled view of the fixed 

midbrain, which was purposely presented in this way to visualize the lateral side of the right inferior 

colliculus. The placement of the “consistent reference track”, which is through the intersection of the 

superior colliculus, thalamus, and lateral extension from the inferior colliculus, is indicated by the black 

arrow in (C). Computer reconstructions are rotated to view them from the medial (E) and lateral (F) sides. 

The consistent reference track is shown in black, the two arbitrarily-placed reference points are in gray, and 

the two bi-shank probe pairs are in red and blue. C, caudal; D, dorsal; L, lateral. 
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taken at the same zoom for consistency, and an additional image of a 1-mm scale ruler 

was taken to later calibrate the image size in the modeling software. 

 

 

 

Figure 43: Fluorescent images of the same 60 µm thick sagittal slice with reflective white light (A) and 

fluorescence (B) settings. Each slice was outlined in white and three reference points (large white circle) 

and two pairs of electrodes (small white circles) were identified. IC, inferior colliculus; SC, superior 

colliculus; C, caudal; D, dorsal. 
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TRACING IMAGES 

 The .tif images were imported into Rhinoceros, a three-dimensional modeling tool 

for designers (Seattle, WA). A detailed view of the Rhinoceros interface is shown in 

Figure 44. Grid lines were placed (major every 100 µm, minor every 10 µm) and the snap 

spacing was enabled and set to 1 µm. At this point, distances within the Rhinoceros 

interface were arbitrary, but once all of the images were placed and traced, the 1-mm 

ruler image was used to scale all of the tracings to the correct physical size. The first 

bitmap was placed at the origin and a frame was created around the outline to place 

subsequent bitmaps (Figure 44A and B). Once the frame was in place, grid line snap was 

turned off and grayscale was turned off to better visualize the slices. Each slice was 

traced using the InterpolateCurve command, ignoring tears that extended beyond the 

obvious border of the slice, and saved as a new layer. Any slice with significant tearing or 

folding was discarded (typically <5% of total slices). Once a reflective white light image 

outline was traced, the same slice's fluorescence image was overlaid to identify the 

reference points and shank placements, which were chosen using the Circle command 

with 3 µm and 1 µm radii, respectively (white circles in Figure 43B). Lastly, each 

completed tracing was moved to the correct sagittal depth based on its distance from the 

lateral edge of the IC and spaced 60 µm from the neighboring slices assuming no torn 

slices were removed (Figure 44C).  
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Figure 44: Screen shots of the Rhinoceros software interface at various steps in the reconstruction process. 

A single slice was placed in a frame of arbitrary size (shown in blue) at the origin and traced as shown from 

a medial (A) and an oblique (B) view. This process was repeated for each slice that was also placed at the 

correct location on the medial-to-lateral axis (C). Damaged slices that could not be accurately traced were 

not included, leaving larger gaps between the surrounding slices. The slices were then aligned using the 

three reference points as shown from a top view (D), an oblique angle (E), a medial view (F), and from the 

caudal side (G). Larger spacing in (D) and (G) indicate where torn slices were removed from the 

reconstruction. These slices were also scaled using a 1-mm ruler (shown in blue; E and F). Finally, the 

wireframe was meshed using approximately 50 control points around the shell of the midbrain, and the 

reference points (white) and electrode array tracks (multiple colors; bi-shank probe pairs are color-

matched) were meshed to create tube-like trajectories (H). The white menu on the right indicates the 

number of layers that can be turned on or off to increase visualization of specific features at any given time. 
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ALIGNING SLICES 

 With the tracings in the correct position, they needed to be rotated and aligned to 

each other using the reference tracks and the electrode trajectories. First, the ICs were 

approximately arranged across slices, and slices that were mounted on the slides 

backwards were mirrored. The consistent reference track at the intersection of the SC, 

thalamus, and the lateral extension from the IC was aligned across slices. The tracings 

were then rotated to align the other two reference tracks through the midbrain and match 

the straight rostral edge created from the frontal cut during the blocking process (Figure 

44D-G). The 45° angled electrode trajectories combined with the three reference tracks 

provided multiple axes to align all the slices while minimizing shifting of each slice 

relative to each other. Finally, the image of the 1-mm ruler was imported into 

Rhinoceros, traced, and used to scale the arbitrary distances within Rhinoceros to the 

actual physical dimensions of the slices. 

CREATION OF BEST FIT LINES FOR ELECTRODE TRACKS 

 To visualize the complete electrode shank trajectories, we created a best fit line 

through the electrode shank placements across all the traced slices, examples of which are 

shown in Figure 44H. To create each best fit line, a new layer in Rhinoceros was created, 

the center snap feature was turned on, and the points making up a given track were 

selected across all the slices. Using the LineThroughPt command, a best fit line through 

all of the points was created and saved as the final trajectory. A similar fitting procedure 

was also performed for the reference tracks. 
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CONSTRUCTION OF 3D MESH  

 With all of the tracings aligned at the correct orientation, they needed to be 

meshed to create a complete surface. In a new layer, the Loft command in Rhinoceros 

was used. At least 50 control points were chosen on the outline of the tracings and a mesh 

was formed around those points. If more control points were selected, the mesh around 

the tracings became tighter and created a more jagged rendering of the three-dimensional 

surface. Also, the electrode best fit lines and the reference tracks were meshed for 

visualization purposes using the Loft command, creating tube-like trajectories (Figure 

44H). 
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IDENTIFYING THE LOCATION OF ELECTRODE SITES 

 To identify the location of each electrode site along a shank track, a few extra 

steps and probe requirements were needed.  First, during the in vivo portion of the 

experiment, the electrode array was initially inserted only partially within the IC. Neural 

activity was recorded on each site in response to 100 trials of 70 dB broadband noise (6 

octaves wide centered at 5 kHz). The border of the IC, as shown in Figure 45, was 

identified as the location halfway between the last site showing a significant response 

(i.e. >76% correct in a signal detection theory paradigm (Green and Swets, 1966, Lim 

and Anderson, 2006, Middlebrooks and Snyder, 2007)) and the next superficial site 

(spaced 100 µm away). The electrode array was then inserted using a hydraulic micro-

manipulator into the final location for experimentation, noting the additional distance the 

array was inserted into the midbrain. 

 Though the physical distance of each electrode site along a track within the IC 

was known for the in vivo preparation, the fixation process could cause the midbrain to 

change in size and modify the track and site locations. To address this issue, an electrode 

array with two shanks separated by a fixed distance (500 µm apart) was necessary for 

assessing how much the tissue changed during fixation. Assuming the brain changes size 

Figure 45: Poststimulus time histograms of eight sites in the inferior colliculus (IC) in response to 100 

trials of broadband noise (70 dB SPL, 6 octaves centered at 5 kHz). The red bar corresponds to the acoustic 

stimulus (60 ms duration) and depths are labeled relative to the superficial edge of the IC, which was 

approximated as the center point between the last electrode site responding significantly to the stimulus and 

the next site outside of the IC. 
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in a homogenous and isotropic manner, it was possible to take the average change in 

distance between pairs of shanks across all placements throughout the IC for a given 

animal and use that scaling factor to adjust the distance from the edge of the IC of each 

site measured in vivo to match the reconstructed IC dimensions. The scale factor across 

animals showed that the midbrain shrank an average of <4% from its in vivo size. Other 

studies have observed tissue shrinkage up to 10-15% (Cant and Benson, 2005, Dauguet et 

al., 2007), which was not observed for the protocol used in this study. The creative use of 

probes with fixed-shanks can partially correct for morphological changes that occur 

during the fixation process. Considering recent advances in multi-site array technologies 

in which three-dimensional configurations with micron level precision can be developed 

and are commercially available (e.g., NeuroNexus Technologies, Ann Arbor, MI), there 

are numerous opportunities for improving functional mapping of the brain through 

combined histological and neurophysiological reconstructions.  
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NORMALIZING ACROSS MULTIPLE MIDBRAINS 

 While the previous steps detail reconstruction of electrode locations for a single 

midbrain, mapping studies typically require researchers to pool data across multiple 

brains. Therefore, it is necessary to be able to align and normalize midbrains of different 

sizes and shapes (Figure 46). First, a standard midbrain, having the most average size and 

shape across the data set, was chosen. To normalize a new midbrain to the standard 

Figure 46: (A) Medial and (B) lateral views of two midbrains (green and gray) normalized to each other. 

The consistent reference track is shown in black and three pairs of electrode tracks in red. Three of the 

landmarks used to normalize the midbrains are highlighted, including the caudal-dorsal surface of the 

inferior colliculus (IC; blue arrow), the curvature of the IC extending from the dorsal to the lateral surface 

(orange arrow), and the caudal surface of the IC (red arrow). The midbrains were anchored together on the 

lateral edge of the consistent reference track (gray arrow) and rotated and scaled relative to that point until 

the new midbrain (green) was normalized to the standard midbrain (grey). C, caudal; D, dorsal; L, lateral. 
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midbrain, both were imported into Rhinoceros. All movements, including resizing and 

rotations, were done on the new midbrain only. The new midbrain was first translated to 

the correct sagittal location to align the medial surfaces of the two midbrains, and then 

scaled 1-dimensionally to match the medial-to-lateral distance of the standard midbrain. 

The consistent reference tracks of each midbrain were aligned and the new midbrain was 

rotated so that both reference tracks were approximately in the same orientation. The 

consistent reference track of the new midbrain was then anchored only at the lateral edge 

(point of insertion, grey arrow in Figure 46B) and all scaling and rotations were 

performed relative to that point. This is a new approach developed for the normalization 

procedure in this paper that has produced quite consistent results across animals. It also 

minimizes alignment errors created during the blocking protocol. During the cutting 

process, the brain was placed into the customized slicing box and cut with straight edges. 

However, due to shape variations of each brain and how they laid in the box, each 

midbrain may have been cut and extracted with slightly different angles relative to each 

other. The anchoring process enabled the reconstructed midbrains from different animals 

to be rotated relative to a consistent landmark to minimize the errors associated with 

these cutting misalignments. Animals of similar age were used to minimize differences in 

size of the midbrains for normalization. However, to account for additional differences in 

size and shape of the midbrains across animals, a second two-dimensional scaling process 

was performed on the new midbrain. The new midbrain was iteratively scaled and rotated 

in different orientations to match surfaces of interest, including the caudal surface of the 
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IC (red arrow), the caudal-dorsal surface of the IC (blue arrow), and the curvature of the 

IC extending from the dorsal to the lateral surface of the IC (orange arrow) as shown in 

Figure 46. The dip between the IC and SC was used as an additional landmark for 

normalization. The other edges and surfaces were not used since they depended on 

subjective and inconsistent cuts made during the blocking process. 

CORRELATING LOCATION WITH FUNCTION 

 A key advantage of this reconstruction method is the ability to correlate functional 

neural activity with several anatomical locations for extensive mapping studies across 

animals. In this study, the spatial organization of three general frequency laminae within 

the central nucleus of the IC (ICC) across animals was reconstructed from the 

neurophysiological and anatomical data. In vivo experiments were conducted within a 

sound attenuating, electrically-shielded room and controlled by a computer using TDT 

hardware (Tucker-Davis Technology, Alachua, FL) and custom software written in 

MATLAB (MathWorks, Natick, MA). The TDT-MATLAB system digitally generates 

acoustic stimuli at a 200-kHz D/A sampling rate (24 bit sigma-delta). Acoustic 

stimulation was presented via a speaker coupled with the left ear canal by a custom-made 

hollow ear bar. The speaker-ear bar system was calibrated by coupling the tip of the ear 

bar with a 0.25-in ACO Pacific condenser microphone (Belmont, CA) via a short plastic 

tube that represents the ear canal. The neural data was sampled at a rate of 25 kHz (16-

bit), passed through analog DC-blocking and anti-aliasing filters up to 7.5 kHz, and later 

digitally filtered between 0.3 and 3 kHz for spike analysis.  
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 Neural activity was recorded in response to 100 trials of 70 dB SPL, 50 ms 

duration (0.5 ms rise/fall ramp times) broadband noise (6 octaves centered at 5 kHz) and 

post-stimulus time histograms were plotted for visualization. Additionally, frequency 

response maps were plotted by varying 50 ms (5 ms rise/fall ramp times) pure tones (1-40 

kHz in 8 steps/octave) from 0 to 70 dB SPL and recording the normalized spike rates for 

4 trials of each stimulus (Figure 47). The spike rate was calculated by finding when the 

voltage exceeded 3.5 standard deviations above the noise floor within a window of 5-65 

ms following the onset of the acoustic stimulus. The best frequency (BF) of each 

electrode site was determined by taking the centroid of activity across frequencies at 10 

dB above the visually-identified threshold level. This BF measure was used instead of 

characteristic frequency (i.e., frequency corresponding to the maximum activity at 

threshold) because it was less susceptible to noise and more consistent with what was 

visually estimated from the frequency response maps. 
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Figure 47: Frequency response maps for two electrode shanks separated by 500 µm placed in the central 

nucleus of the inferior colliculus (ICC). ICC placements are characterized by sharp tuning and a consistent 

tonotopic shift from low (superficial sites) to high (deep sites) frequencies. Spike rates were normalized to 

the maximum number of spikes for each site across all stimuli. Every other site (200 µm spacing) along the 

electrode shank is plotted. The colorbar was adjusted to remove spontaneous activity to enhance 

visualization of the response maps. 
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RESULTS  

 The first validation of our method was to qualitatively compare our computer 

model (Figure 42E and F) of the midbrain to images of the midbrain taken a day before 

slicing. Overlaying our reconstruction on the fixed midbrain (dorsal view shown in 

Figures 42A and B and lateral view in Figures 42C and D) shows a close correspondence 

in shape and size of the midbrain. We also quantified the errors associated with the 

reconstruction process, starting with the accuracy of aligning slices. Another major 

source of error is due to the subjectivity involved with tracing and aligning the different 

slices together. Four trained individuals independently reconstructed the same midbrain 

and we calculated the variation in electrode and reference track locations across slices 

and for a fully reconstructed midbrain. When normalizing across different midbrains, 

there is the additional variation of midbrain size and shape that cannot be avoided. Even 

with this animal variation, we were able to consistently reconstruct several frequency 

laminae of the ICC across 3 different animals.  

ALIGNMENT ERROR: ANALYSIS OF ELECTRODE SHANK BEST FIT LINES 

  The accuracy of aligning slices throughout a brain was determined by analyzing 

the variability in electrode shank points from the best fit line placed through them. 

Sources of error include tissue deformation while slicing and mounting the sections on 

slides and manually determining electrode shank locations. Twelve total electrode shanks 

were randomly chosen from three brains for the analysis. For each electrode shank 

location within a slice, a perpendicular line was drawn from the placement to the best fit 



 

 194 

line and measured. Across all of the placements, we found an average distance of 31 µm 

(standard deviation (σ) = 21 µm, maximum = 260 µm). A distribution of the measured 

distances (Figure 48) encouragingly shows that ~75% of the electrode shank locations are 

within 50 µm of their best fit line. 

 

SINGLE SLICE ERROR: SELECTION OF ELECTRODE AND REFERENCE POINTS 

 The second analysis performed was to quantify the error of different individuals 

reconstructing slices and choosing the locations of electrode and reference points (Figure 

Figure 48: Histogram of the distance of electrode shank points from their best fit line. Twelve total 

electrode shanks were randomly chosen from three brains. For each electrode shank, a perpendicular line 

was drawn between the electrode shank location (i.e., point) in each slice and the best fit line across slices. 

The distance of this perpendicular line was measured across slices, shanks, and animals, and the values are 

displayed in the histogram, which presents the accuracy of alignment across slices. N = 290 electrode shank 

points. 
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49). Variations in measurements arise from several sources. For example, the Di-I 

diffuses through the tissue and the trained individual has to estimate the center of the 

electrode or reference point. Additionally, the reference needle can cause tearing in the 

surrounding tissue requiring subjective estimation of the center of the reference point. In 

order to quantify the individual variation, four individuals reconstructed the same five 

slices of a midbrain independently. Each slice consisted of three placements of the bi-

shank electrode (for a total of six electrode points) and three reference points. The 

tracings for each slice were then superimposed directly on top of each other by aligning 

the frame used in Rhinoceros for tracing the slices and the distance between 

corresponding points across the four individuals were measured. The electrode 

placements were found to have an average distance of 12 µm (σ = 9 µm, maximum = 61 

µm) across all the points and slices. As expected, the reference points had a larger 

average error of 18 µm (σ = 13 µm, maximum = 61 µm). Consistent localization of 

reference points is especially important as all of the slices are aligned according to these 

three points. 
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SINGLE MIDBRAIN ERROR: IDENTIFYING ELECTRODE TRACKS 

 While the second analysis provides the individual error associated with simply 

tracing the slices and selecting points of interest, the next step was to analyze the error 

associated with the entire three-dimensional reconstruction process, including differences 

between individuals and the subjective normalization process (Figure 50). Four 

individuals independently reconstructed the same midbrain. The midbrains were then 

normalized together as described in the Methods and shown in Figure 46, and five 

Figure 49: A fluorescent image of a sagittal slice traced by four separate individuals for the second error 

analysis. The large white circles correspond to the three reference points and the small white circles 

correspond to the different electrode track placements (three bi-shank placements). Tracing error between 

individuals was determined by measuring the distance between the estimated electrode track point or 

reference point (i.e., the center of the circles indicated by white dots) between each pair of individuals, and 

averaging across all pairs of individuals and placements for five different slices. 
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random slices each with six electrode track points (taken from the best fit lines for each 

electrode shank) were used for analysis. Using this technique and measuring the absolute 

distances between points for each track across individuals for the different electrode 

tracks and slices, the average electrode track error was 64 µm (σ = 43 µm, maximum = 

201 µm; Figure 50i), which is an error of ~1.5% relative to the entire IC structure (4-5 

mm diameter sphere). Since the true electrode track location is likely somewhere between 

the points estimated by each individual, we performed another analysis that would more 

closely depict the error of our reconstruction method (Figure 50ii). We calculated the 

average of the four individuals' best fit lines and assumed this was the actual electrode 

location for each track (white circle in Figure 50ii). Measuring the distance of each 

individual's electrode position to this averaged placement across electrode tracks and 

slices, we found an average error of 31 µm (σ = 19 µm, maximum = 84 µm), 

corresponding to ~0.7% of the IC structure. 
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Figure 50: Error analysis procedure incorporating all errors in the reconstruction process. The same 

midbrain was reconstructed by four different individuals (purple, pink, cyan, and green), aligned, and 

normalized to each other. The consistent reference track for each midbrain and three pairs of electrode 

tracks from one of the four midbrains (red) are displayed. A single slice was removed for analysis (top 

right), and a box around one electrode placement is shown in inserts (i) and (ii). The error was either 

calculated (i) by taking the distance between each of the four electrode track points (center-to-center of the 

circles), or (ii) by finding the average of the four placements (white circle) and calculating the distance 

from its center to each electrode track point. The distances for each of the six electrode points across five 

slices were averaged to obtain the total error for this analysis. C, caudal; D, dorsal. 
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NORMALIZING ACROSS MIDBRAINS: ISOFREQUENCY LAMINAE ANALYSIS 

 The final analysis sought to qualitatively determine whether our anatomical 

modeling method could reconstruct electrode site locations across 3 animals by aligning 

the neurophysiologically confirmed frequency layers of the ICC (Figure 51). This 

analysis incorporates both reconstruction errors and inter-animal variability. Based on the 

literature, layered isofrequency laminae in the ICC are generally accepted to be consistent 

across animals (Malmierca et al., 1995, Ehret, 1997, Schreiner and Langner, 1997, 

Oliver, 2005, Malmierca et al., 2008); thus we expected to see aligned frequency layers 

across the three animals assuming sufficient accuracy with our reconstruction method. 

Each midbrain was reconstructed by the same individual and the locations of the 

isofrequency laminae were determined using in vivo recordings. Isofrequency laminae 

0.6-octaves thick, likely corresponding to two critical bands (Schreiner and Langner, 

1997, Egorova et al., 2006, Malmierca et al., 2008), were determined. We used 0.6 

octaves to have a sufficient number of points per lamina for reconstruction of the layers 

and because it was not possible with our current method to spatially resolve individual 

laminae. Electrode site locations with BFs within three ranges - low (2-3.2 kHz), middle 

(5-8 kHz), and high (10-16 kHz) frequencies - were identified across the three animals 

and normalized to each other as shown in Figure 51 using the standard midbrain. 

Encouragingly, the site locations for each lamina aligned consistently across animals and 

the planes displayed the characteristic ~45° angle (Figure 51B, coronal view).  
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Ideally, these reconstructions can achieve accurate localization of the electrode 

track and site placements within and across animals. However, due to animal variability, 

distortions in midbrain shape due to the fixation and reconstruction process, and 

reconstruction subjectivity, there will always exist some errors that cannot be avoided. 

Also, this method does not yet possess the resolution to differentiate neighboring 

isofrequency laminae within the ICC. By using an array with closer sites and improving 

the reconstruction steps, it will be possible to increase the spatial resolution of the 

reconstructions. However, as shown in Figure 51, we were still able to differentiate 

isofrequency laminae separated by 1-2 octaves and map out locations across the ICC 

laminae. This is useful for studies investigating how coding properties vary within 

different subregions along the ICC laminae. Although our approach is not yet able to 

characterize the organization along a single, specific lamina, close-by laminae will likely 

exhibit similar properties and dimensions, and can be pooled together into one general 

lamina (Malmierca et al., 1995, Oliver, 2005, Seshagiri and Delgutte, 2007). For 

example, the low frequency laminae could have different shapes and dimensions than the 

high frequency laminae (Malmierca et al., 1995). Functional properties as well as afferent 

and efferent projections can also vary differently between low and high frequency ICC 

laminae (Ramachandran et al., 1999, Cant and Benson, 2003, Loftus et al., 2004, 

McMullen et al., 2005). Therefore, separating the ICC into several frequency groups that 

each may span several critical bands and reconstructing the functional properties and 

projection pathways along those grouped ICC laminae would provide important and 
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useful information for central auditory processing and organization. Encouragingly, our 

lab has already identified the existence of functional subregions across and along the ICC 

laminae using many of the reconstruction steps presented in this paper. This includes both 

ascending and descending functional and anatomical patterns (Lim and Anderson, 2007a, 

b, Neuheiser et al., 2010, Markovitz et al., 2013). 
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DISCUSSION 

 In this study we presented a relatively easy and consistent approach for creating 

three-dimensional reconstructions of electrode tracks within the IC as well as identifying 

BF laminae using functional data obtained via electrode sites along those tracks. While 

electrode locations cannot be perfectly determined due to processing errors, subjectivity 

within the method, and variability between animals, general functional trends can be 

correlated with anatomical locations using this process. The reconstruction process 

requires a significant time commitment for tracing and aligning of the slices. However, 

since the method can be quickly learned, it can serve as a starting project for 

undergraduate students and even high schools students interested in obtaining initial 

exposure to neurophysiological and anatomical studies. Automating the different 

reconstruction steps has been attempted with varying degrees of success by other groups 

(Ju et al., 2006, Dauguet et al., 2007, Chklovskii et al., 2010, Cifor et al., 2011, Kleinfeld 

et al., 2011), but these algorithms may miss tissue abnormalities that can generally be 

fixed through visual and manual correction of the imaged tissue. The customized 

Figure 51: Isofrequency laminae from three midbrains that were aligned and normalized together and 

shown within the standard midbrain in an isometric view (A), and magnified in a caudal (coronal; B) and 

lateral (sagittal; C) view. Dots correspond to individual electrode sites with best frequencies measured in 

vivo via frequency response maps. The curved planes were created in Rhinoceros as a best-fit to the 

electrode sites. The red, blue, and green planes correspond to low frequency (2-3.2 kHz; n=26), middle 

frequency (5-8 kHz, n=72) and high frequency (10-16 kHz, n=80) sites, respectively. C, caudal; D, dorsal; 

L, lateral. 
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software packages and additional equipment required for automatic and semi-automatic 

reconstruction steps can also be quite expensive and not readily available to most 

neurophysiology labs. For example, four commonly used software packages, Neurolucida 

(MBF Bioscience, Williston, VT), Amira (Visage Imaging, Richmond VIC, Australia), 

Avizo (Visualization Science Group, Burlington, MA), and Analyze (AnalyzeDirect, 

Overland Park, KS), cost between $4,000 and $6,500 per license, which can become 

quite expensive when multiple licenses are required. As long as the software is low in 

cost and multiple licenses and computers can be purchased (e.g., we have 4 workstations 

for <$1,500 each), a volunteer student infrastructure can provide sufficient personnel 

time to carefully assess the tissue slices and perform reliable reconstructions, making it 

more feasible to implement for typical neurophysiological labs. Other costs involved with 

the procedure can also be minimized, such as by preparing histological slices within the 

lab instead of outsourcing them to a histology center. While the training and equipment 

costs are greater initially, this approach is financially beneficial and ensures consistency 

in the long run. 

 While this study focused on reconstructing the guinea pig IC using sagittal slices, 

the process can be utilized across multiple brain regions, species, and slicing planes. One 

of the most crucial steps in this process is to identify consistent landmarks for 

normalizing across animals, which would need to be developed for the region of interest. 

The intersection of the SC, thalamus, and lateral extension from the IC (black arrow in 

Figure 42C) was used as the consistent landmark for IC reconstructions in guinea pigs. 



 

 204 

This landmark can be used regardless of the slicing plane, as long as additional reference 

tracks are made perpendicular to the slicing plane to initially align the slices. The 

consistent reference track can then be reconstructed and anchored at its lateral-most point 

for normalization. This landmark can also be used to reconstruct other surrounding and 

connected brain regions, such as the SC, various thalamic areas, and other brainstem 

regions. Reconstruction of cortical regions, such as the auditory cortex, may be possible 

by using the indentation along the pseudosylvian sulcus combined with the edges of the 

visual, temporal, and frontal cortices and the midline for normalization (cortex is shown 

in Figure 41A and B). However, since cortical regions are more easily warped during the 

histology process, other steps such as embedding the tissue in albumin-gelatin or paraffin 

wax, or slicing on a cryostat may be necessary for increased accuracy (see below for 

additional improvements). 

STEPS FOR STANDARDIZING ACROSS LABS 

There are still several hurdles that need to be overcome to create a standard 

reconstruction method that can be reliably used across research groups. A non-trivial 

issue with combining data across multiple labs using different software systems is the 

compatibility of data files. One of the formats that can be used in the Rhinoceros program 

is AutoCAD.dxf, which is compatible with files produced in Neurolucida, Amira, Avizo, 

and Analyze. In addition, Rhinoceros files can be saved in over 30 different file formats, 

allowing for easy manipulation of the data and the potential to fuse files developed from 

different software programs and research groups. Another issue with combining data 
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across research groups is ensuring that similar fixation and slicing protocols are used to 

minimize size and shape variations that can affect the reconstructions (Bohland et al., 

2009). Transcardial perfusion would improve reconstructions, and should be used for 

histological protocols to analyze cellular morphology and function. In our study, we did 

not perform transcardial perfusion since the various experiments in our laboratory 

typically last 15-20 hours and it is not uncommon for the animal to die from the 

anesthesia before euthanization, preventing successful perfusion of the tissue. However, 

perfusion can be employed in place of our simple fixation method without changing the 

rest of the procedure. Even with transcardial perfusion, tissue deformations and shape 

changes can occur throughout several steps of the reconstruction process (Dauguet et al., 

2007). There are global deformations and shrinkage caused by extraction of the brain 

from the skull and the fixation process as well as loss of cerebrospinal fluid and 

dehydration. There are also additional local deformations caused by the slicing, mounting 

of tissue onto the slides, and any additional staining or manipulations of the slices. As 

further discussed below, MRI reconstructions can be used to identify and address the 

global deformations, though this approach is not readily available to all labs and can be 

expensive for a large number of brain reconstructions. One solution is to embed the tissue 

in a gelatin albumin to prevent deformations cased by mounting the tissue. Another 

solution is to take images of the blocked tissue surface (i.e., blockface photograph) after 

each slice of tissue is removed (Dauguet et al., 2007, Bohland et al., 2009). Then the 

image of the slice mounted onto the slide can be adjusted using various software 
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algorithms to match the blockface photograph. It is possible to also perform three-

dimensional reconstruction of the blockface photographs with greater accuracy than with 

the histological slices. However, the fine anatomical features cannot be clearly identified 

without the use of appropriate stains that are possible with the histological slices. For our 

track reconstructions, it was not possible to consistently detect and reconstruct the red-

stained track trajectories in blockface photographs. Attempting to create a green filter 

microscope system combined with the microtome device for capturing both fluorescence 

and blockface photographs is not trivial and can be expensive. At this stage, it is more 

realistic to use the blockface photographs to fix the local deformations in the slices, and 

then use those imaged histological slices for the actual reconstruction process. 

ANIMAL VARIABILITY 

 Another major hurdle is how to address animal variability, especially when 

attempting to normalize brains across different animal strains and ages. The 

normalization process depends on the consistency of anatomical landmarks and edge 

shapes across animals. For this study, we used guinea pigs that were the same strain and 

similar in age and weight. Based on visual inspection, we generally observed consistent 

brain shapes and landmarks across animals, though there were slight variations as 

observed in Figure 46. One approach to assess how much of these differences are due to 

the fixation and reconstruction process versus true animal variability is to use MRI to 

image the in vivo brains of the animals with high spatial resolution (Dauguet et al., 2007). 

While MRI images could provide confirmation of the histological brain reconstruction 
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method and its consistency across different strains and ages, MRI facilities are not 

accessible to all neurophysiology labs. Also, morphological and neurochemical 

assessment of the tissue on the cellular level would not be possible with MRI alone. If 

MRI facilities and resources are readily available with reduced costs, then it could be 

possible to complement the histological reconstructions with MRI images. In terms of 

reconstruction of actual electrode locations throughout the target structure, it may be 

possible to induce electrolytic lesions large enough to be detected in the MRI images. In 

our study, we did not use lesions to mark the electrode locations to avoid excessive 

damage to the tissue, especially since several array placements were made during the 

experiment. Developing methods for marking the actual electrode locations in vivo 

without further compromising the neural tissue or functional responses will provide 

improvements for both histological and MRI reconstruction methods.  

SUMMARY 

  The results presented in this study, in addition to the financial and personnel 

infrastructure described above, are encouraging for developing a standard reconstruction 

approach that can be performed by multiple labs and used to pool data across animals for 

creating a more detailed three-dimensional functional model of the brain. One possibility 

is to have different labs provide their brain models online (i.e., as a Rhinoceros or other 

compatible file), allowing the community access to the data for further interpretation of 

coding properties. As long as consistent landmarks are used, groups can normalize the 

downloaded reconstructions to align with their models. This approach can also be used 
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for brain reconstructions and functional mapping in humans. There has been a significant 

increase in patients being implanted with neural implants in different brain regions (Zhou 

and Greenbaum, 2009, Lyons, 2011, Tierney et al., 2011). Coupled with these implants is 

an enormous amount of perceptual data relating to the effects of stimulation of different 

locations. Initial identification of the electrode locations are currently achieved through 

non-invasive CT-MRI techniques. However, confirmation of these locations can also be 

achieved through histological reconstructions of the implanted brains that become 

available for research purposes. The functional trends found in humans can then be 

compared with those from animals.  

In summary, our described method allows reconstruction of electrode sites at a 

spatial resolution of about 100 µm. Additional variability across animals and processing 

deformations limit identification of absolute locations throughout a structure. However, 

the use of reliable landmarks and proper normalization as described for our method 

enables consistent identification of electrode locations across animals to observe general 

spatial trends along a target nucleus. More sophisticated yet accessible methods and 

technologies will be necessary to achieve more spatially resolved reconstructions, 

especially at the cellular and synaptic levels (Bohland et al., 2009, Kleinfeld et al., 2011), 

and for pooling these data across studies and research groups. Clinically, better 

understanding of function versus location will help guide optimal electrode placements 

for neural prosthetic applications and brain-machine devices. 


