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Abstract

The new computing paradigm of IoT (Internet of Things) is carried out by globally and massively interconnected devices. This is founded on the unprecedented proliferation of heterogeneous wireless technologies in the last decade, each offering convenience in different aspects of our daily lives – WiFi enables hassle-free Internet access and Bluetooth allows prevalent healthcare with its wireless heart monitors. However, wireless technologies are victims of their own success; dense deployment of wireless devices intensify the interference between them, which recently has become a major cause of performance degradation. My dissertation work is an effort to address the issue with practical and cost-effective solutions.

The dissertation consists of two main parts. The first part proposes approaches to achieve high-performance networking under arbitrary interference from unknown sources. Namely, cETX [1] and CorrModel [2] are proposed, where they enable efficient unicast and broadcast under severely interfered channel. This is achieved by observing the different aspects of interference including volume as well as temporal/spatial pattern and dynamics. To maximize the adaptability, both cETX and CorrModel are designed as generic techniques to support networks running different protocols, under a wide range of settings. Indoor and outdoor testbed evaluations performed on twelve unicast and nine broadcast protocols demonstrate that they bring 20-30% performance gain.

The second part of the dissertation takes a step further, to explore the opportunity behind the coexistence of heterogeneous wireless technologies. The dissertation introduces FreeBee [3], which extends direct connectivity beyond wireless technologies to enable collaboration and mutual supplementation. By doing so FreeBee not only enables cross-technology interference mitigation but also brings advanced services such as context-aware smart operation. Evaluations reveals that FreeBee achieves reliable communication in under a second and supports mobility of up to 30mph.
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Chapter 1

Introduction

IoT (Internet of Things) envisions improving the quality of everyday lives through pervasively interconnected objects, covering every corner of our living space. To this end, my dissertation is an effort to bring wireless networking into the picture of a realistic IoT environment; massive number of devices operating under diverse, specialized networks. According to ABI Research, 3B Bluetooth, 1.5B WiFi, and 70M ZigBee devices were deployed in 2014, with the exponential growth expected with emerging technologies ranging from wearable gadgets to smart buildings. I have investigated resolving the issues as well as exploring opportunities behind these crowded devices; from harmonious coexistence to co-prosperity via collaborative networking.

First, I introduce networking techniques to enable heterogeneous technologies harmoniously utilize the spectrum, the limited resource in nature. The key issue of coexistence is interference between devices that cause spectrum under-utilization, where the degree and pattern are dynamic with the number of interferers and their activities (e.g., video streaming/web surfing). My work within this category, cETX [1] and CorrModel [2], proposes to autonomously accommodate the temporal and spatial aspects of interference. To take it a step further, collaborative networking is designed to exploit the full potential of the dense, heterogeneous devices in IoT. Technologies are specialized, possessing strengths in distinct areas and carrying particular data. For example, WiFi has a high data rate and Internet accessibility, while Bluetooth is energy-efficient and often holds health information. The best of both worlds is achievable via collaboration, where the cross-connectivity is required and critically beneficial. My work of
FreeBee [1], for the first time, establishes direct communication among heterogeneous wireless entities without additional spectrum usage.

Cost is often the biggest hurdle for a new technology to attract users and vendors. All my work is commonly built upon the mindset of practicality, pursuing immediate impact while minimizing cost, achieved by (i) implementation/verification on multiple, easily attainable off-the-shelf devices, (ii) retaining compatibility to industry standards such as IEEE 802.15.4 and 802.11, and (iii) evaluations in diverse realistic settings spanning across both indoors and outdoors. These principles enable utilizing readily deployed platforms and minimize conflicts with legacy systems to significantly cut down the adaptation cost. Specifically, the contributions of the dissertation is as follows:

- I introduce cETX, a network metric that enable efficient unicasting under arbitrary interference from heterogeneous wireless technologies. To the best of my knowledge, this is the first work to introduce a unified metric embracing full aspects of interference: volume, patter, dynamics. The highlight of the cETX metric is its broad applicability and effectiveness. Evaluations on ZigBee (802.15.4) and Wi-Fi (802.11b/g/n) testbeds deployed in a lab, corridor, and on a bridge reveal that: Simply replacing ETX with cETX (i) cuts down the error by 70.2% and 62.1%, respectively, and (ii) saves averages of 22% and 37% communication cost in three unicast [4, 5, 6] and nine broadcast protocols [7, 8, 9, 10, 11, 12, 13] at the price of only 0.7% additional overhead.

- I propose CorrModel, an online scheme that effectively captures spatial patterns of interferences to enable energy-efficient broadcasting under coexisting environment. CorrModel is a general framework that uses SINR (Signal to Interference plus Noise Ratio) to detect interference patterns, followed by modeling for in-network use. It is shown that my design is light-weight, both computation and storage-wise. CorrModel is applied to opportunistic routing and network coding on a physical 802.15.4 test-bed for energy savings of 25% and 15%.

- A novel cross-technology communication of FreeBee is presented. It enables direct unicast as well as cross-technology/channel broadcast among three popular wireless technologies: WiFi, ZigBee, and Bluetooth. The design aims to shed the light on the opportunities that cross-technology communication has to offer including,
but not limited to, cross-technology interference mitigation and context-aware smart operation. The key concept of FreeBee is to modulate symbol messages by shifting the timing of periodic beacon frames already mandatory for wireless standards without incurring extra traffic. Such a generic cross-technology design consumes zero additional bandwidth, allowing continuous broadcast to safely reach mobile and/or duty-cycled devices. A new interval multiplexing technique is proposed to enable concurrent broadcasts from multiple senders or boost the transmission rate of a single sender. Theoretical and experimental exploration reveals that FreeBee offers a reliable symbol delivery under a second and supports mobility of 30mph and low duty-cycle operations of under 5%.

The dissertation is organized as follows. Chapter 2 offers background knowledge on IoT networking and the issue of wireless coexistence. Chapters 3 and 4 introduces unicast and broadcast techniques under coexistence. Chapter 5 presents collaboration framework between heterogeneities, followed by future research plan presented in Chapter 6. Finally, Chapter 7 concludes the dissertation.
Chapter 2

Background

In the aim to provide sufficient context, this chapter discusses essential background concepts related to this dissertation, namely, IoT networking and wireless coexistence.

2.1 IoT Network

![Heterogeneous networks in IoT](image)

The emerging computing paradigm of IoT envisions massively and seamlessly connected devices covering every corners of our living spaces as well as our bodies via wearables, which is anticipated to be as many as 50 billion devices by 2020, according
to Cisco [14]. Through global connectivity these devices offer ubiquitous services ranging from data collection to actuation to improve our daily lives by supporting diverse applications in the domains including, but not limited to, smart healthcare, intelligent transportation systems, and manufacturing. It should be noted that all these applications are built on top of ad-hoc and Internet connectivity of the devices. Therefore networking naturally plays a fundamental and essential role in IoT, where majority of them are expected to be connected wirelessly for non-intrusiveness.

Figure 2.1 demonstrates IoT networking scenario within a smart hospital environment, where heterogeneous networks operating at different scales are utilized; Among them, WiFi, and Bluetooth form Local Area Network (LAN), and Personal Area Network (PAN), respectively. Aforementioned technologies are commonly used today, where IoT also consists of a new layer of network referred to as Network of Things. This embeds diverse everyday objects including thermostat and humidity detector, where via Machine-to-Machine (M2M) communication they collaboratively and autonomously controls the hospital environment without human intervention.

### 2.2 Wireless Heterogeneity and Coexistence

<table>
<thead>
<tr>
<th></th>
<th>ZigBee (IEEE 802.15.4)</th>
<th>Bluetooth (IEEE 802.15.1)</th>
<th>WiFi (IEEE 802.11n)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Modulation</strong></td>
<td>OQPSK, DSSS</td>
<td>GFSK, 8DPSK</td>
<td>64-QAM, OFDM</td>
</tr>
<tr>
<td><strong>Range</strong></td>
<td>30m</td>
<td>100m</td>
<td>250m</td>
</tr>
<tr>
<td><strong>Data rate</strong></td>
<td>250kbps</td>
<td>3Mbps</td>
<td>600Mbps</td>
</tr>
<tr>
<td><strong>Operating freq.</strong></td>
<td>2.4GHz ISM</td>
<td>2.4GHz ISM</td>
<td>2.4, 5GHz ISM</td>
</tr>
<tr>
<td><strong>E consumption</strong></td>
<td>Very low</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>

As demonstrated in the previous subchapter, IoT network consists of diverse wireless technologies, so as to take advantage of unique strengths of each technology. Table 2.1 enlists differences between the technologies, where the clear differences indicate their specialized usage. For example, WiFi offers high communication speed of 600Mbps suitable for delivering large-size data including multimedia files. While the ZigBee exhibits a low rate of 250kbps, it is extremely energy efficient – making it a great option for devices with small form-factor that operate on a limited energy source, such as a
coin cell battery.

As in Table 2.1, the technologies all share the common wireless medium of the unlicensed 2.4GHz ISM (industrial, scientific and medical) band. However, as much as they are specialized, they are incompatible with each other. In other words, the technologies lack the functionality of harmonious and cooperative sharing of the resource; instead, they compete with each other and cause destructive wireless interference, which is known as the \textit{coexistence problem} \cite{15, 16, 17, 18, 19, 20}. This has become a significant issue, reported in various domains including healthcare and mobile communication. Figure 2.2 depicts the number of news articles on wireless interference over the last decade (according to Google), which has increased by $57 \times$ to reach more than 12K in 2015. Moreover, the issue is expected to be intensified in the coming years, with ever-increasing wireless devices penetrating into every corner of our daily lives.
Chapter 3

Unicast under Coexistence
3.1 Introduction

Wireless links are unreliable and prone to losses due to noise and interference \( [21, 22, 23, 24, 25] \). To effectively utilize these unreliable wireless links, research calls for metrics that can accurately estimate the qualities of individual links as well as end-to-end paths. Among the extensive volume of admirable studies dealing with routing under lossy links \( [26, 27, 28] \), expected transmission count (ETX) \( [27] \) is the most popular for its generality and effectiveness, and has been cited over 3,000 times according to Google Scholar.

My further studies on link characteristics, however, reveal that ETX suffers from a few limitations. First, recent work on the temporal property of wireless links \( [29, 30] \) shows that transmissions over a link within a short time interval are highly dependent, indicating the existence of temporal correlation among transmissions. This property is not taken into account in the design of the ETX metric, imposing a limitation on its ability to reflect the true link quality. This is because ETX is defined as the inverse of packet reception ratio (PRR). This value is in fact the mean of the geometric random variable with independent trials, indicating that ETX is implicitly built on the independence assumption among transmissions.

Another link characteristic enlightened by current work \( [31, 32] \) is the existence of a reception correlation among the receivers of broadcast packets due to cross-network interference and correlated shadowing. Simply put, the receptions of broadcast packets at adjacent nodes are correlated at the same time instant, indicating spatial correlation. In this work, it is observed that spatial correlation interplays with temporal correlation to exhibit reception correlation at consecutive links. In other words, there exists spatiotemporal correlation, i.e., the packet reception of a link is dependent on the recent reception at preceding links along a path. Since existing metrics including ETX are hop-by-hop designs, they fail to take spatiotemporal correlation into account.

This chapter reveals why ETX cannot represent the true quality of links in the face of temporal and spatiotemporal correlation. To address this issue, I design an enhanced version of ETX, called correlated ETX (cETX) that explores the phenomena to reflect the true performance of links and paths more precisely compared to ETX. In detail, I provide a unified metric embracing both temporal and spatiotemporal correlation.
factors. While keeping the intuitive idea of ETX intact (i.e., explicitly quantifying expected number of transmissions), my metric selects better links and paths that leads to less transmissions, thus achieving energy savings. In summary, my contributions are as follows:

- I experimentally reveal the phenomenon of spatiotemporal correlation and its potential impact on routing designs.

- I propose a new metric – cETX, capable of capturing temporal and spatiotemporal properties of wireless links. To the best of my knowledge, this is the first work to embed the two effects into a unified metric.

- I demonstrate how to incorporate cETX into (i) classical shortest path unicast algorithms and (ii) classical/collaborative broadcast algorithms, while maintaining the unicast path optimality and minimizing network-wide broadcast overhead distributively.

- I compare the accuracy of cETX and ETX through ZigBee and Wi-Fi testbed experiments, and via analysis on the Roofnet [33] trace to demonstrate error reduction of 70.2%, 62.1%, and 33.2%, respectively.

- I experimentally validate the applicability and effectiveness of cETX by replacing ETX with cETX in three unicast and nine broadcast protocols utilizing diverse network structures. cETX cuts down averages of 22% and 37% communication cost at the price of only 0.7% additional overhead via parameter piggybacking.

This chapter is organized as follows. Subchapter 3.2 motivates the work. Subchapter 3.3 follows with the underlying model and reasoning. Subchapter 3.4 and Subchapter 3.5 present the design and implementation of cETX, where its applications are introduced in Subchapter 3.6. Subchapter 3.7 evaluates cETX, followed by in-situ deployment demonstration in Subchapter 3.8. I summarize related work in Subchapter 3.9 and conclude in Subchapter 3.10.
3.2 Motivation

Spatiotemporal correlation occurs with the interference and shadowing spanning through multiple links and last for a duration of multiple packets. Figure 3.1 shows the interference captured under an office environment where many of the spike bursts last over tens of milliseconds. The captured signal strength ranges from -70 to -90dBm, a level of typical Wi-Fi signals. In sum, the observed interference from Wi-Fi is not only explosive, but also strong enough to simultaneously affect multiple low-power 802.15.4 links, suggesting that it is one of the causes of spatiotemporal correlation.

\[
\text{6000 packets originated from } v_1 \quad \text{Relay if success on link } e_1
\]

\[
\begin{array}{c}
\bullet v_1 \\
\overline{e_1} & \overline{e_2} & \overline{v_3} \\
\end{array}
\]

\[
\text{6000 packets originates from } v_2
\]

Figure 3.2: Experiment Topology

3.2.1 Spatiotemporal Correlation Revealed

I experimentally validate the phenomenon of spatiotemporal correlation in practice, among consecutive wireless links along a path. A simple two-hop network is formed as shown in Figure 3.2 operating on 802.15.4 channel 12 with a transmission power of -25dBm. Ten such networks are deployed for statistical significance. In each network, two cases are tested. Case #1: Node $v_1$ transmits 6000 packets to $v_2$. Upon successfully receiving a packet, $v_2$ relays the packet to $v_3$ five times, each after 2, 8, 14, 20, and 26ms delay. Case #2: Node $v_2$ transmits 6000 packets generated by itself to $v_3$. Please note that, in case #1, transmission over link $e_2$ only occurs upon success on $e_1$. Therefore
the reception success probability on $e_2$ in this case is conditional, given the success on preceding link $e_1$. On the other hand, the success probability over $e_2$ in case #2 is considered marginal, as it is irrelevant to $e_1$.

![Figure 3.3: Spatiotemporal correlation validation](image)

Figure 3.3: Spatiotemporal correlation validation

Figure 3.3 shows the experiment results of $e_2$'s reception success probabilities, where conditional curves are obtained from case #1, and the marginal is from case #2. There exists a significant difference between the conditional probability with 2ms delay and the marginal probability. This supports the existence of spatiotemporal (positive) correlation between $e_1$ and $e_2$. That is, success on the preceding link ($e_1$) strongly implies success on the following link ($e_2$). Moreover, 20 and 26ms curves nearly overlap with the marginal curve, indicating spatiotemporal correlation fades away after 20ms. To conclude, the experiment result gives us a simple but effective design guidance: I can increase the chance of a successful reception of a packet by simply relaying it within a short time interval, e.g., within 20ms in my experiment.

![Figure 3.4: Temporal correlation effect](image)

Figure 3.4: Temporal correlation effect
3.2.2 Impact of Temporal Correlation

I illustrate the effect of temporal correlation via a simple example in Figure 3.4. In the history of ten transmissions of two links, $S$ and $F$ represent transmission success and failure. Since both links experience five $S$ and five $F$, ETX indicates that the two links have equal performance, i.e., $10/5=2$ expected transmissions. However, the true average transmissions are not equal. Let’s consider the case where I start transmitting at $t_0$. On Link1, the transmission succeeds at $t_1$ which causes two transmissions (i.e., fail at $t_0$, success at $t_1$). It costs four on Link2 as it succeeds at $t_3$ after three failures. Similarly, when I start the transmission at $t_1$, Link1 succeeds in a single transmission, while Link2 requires three.

When the start of a transmission occurs with equal probabilities across $t_0 - t_9$, I obtain the true average number of transmissions by repeating the above process up to $t_9$ and taking the average. This yields $(2 + 1 + \cdots + 1)/10 = 1.6$ and $(4 + 3 + \cdots + 1)/10 = 1.9$ for Link1 and Link2, indicating that Link1 is indeed a better link, despite their equal ETX. The performance difference of the two links can be described via conditional probability of failure followed by success, i.e., $Pr(S^n|F^{n-1})$ for $1 \leq n \leq 9$. This represents the link’s ability to recover from failures. Thus, larger value indicates better performance. The values are 0.8 and 0.4 for Link1 and Link2, which confirms my argument.

![Figure 3.5](#)

**Figure 3.5: Temporal Correlation in empirical traces**

The observation is further verified on the real traces in Figure 3.5 collected from two pairs of MICAz nodes. Each trace from two links holds a record of $10^3$ packet transmissions. Black bars indicate failures while whites indicate successes. The packet reception ratios of Link3 and Link4 are 0.49 and 0.5, leading to approximately the same ETX of 2 for both links. However, the difference in the true average transmissions is quite large;
2.05 and 2.98 for Link3 and Link4, respectively. This is due to the consecutive failure chunks demonstrated in Link4; it is less able to recover from the failure than Link3. This difference again can be represented by the conditional probability. The values of $P_r(S^n|F^{n-1})$ are 0.49 and 0.29 for Link3 and Link4.

![Figure 3.6: Impact of spatiotemporal correlation](image)

**3.2.3 Impact of Spatiotemporal Correlation**

In Figure 3.6, I use two two-hop paths to show how spatiotemporal correlation affects the network performance that ETX fails to capture. The packet reception ratios of every link in the figure, $e_1$-$e_4$, are equally 1/2. This yields ETX value of $2 + 2 = 4$ for both upper and lower paths. However, the links in the lower path, $e_3$ and $e_4$, are more positively correlated to each other than those ($e_1$ and $e_2$) in the upper path. Starting with the upper path, suppose that node $v_1$ has a packet to deliver to node $v_3$ and starts sending at time $t_0$. The packet successfully reaches $v_2$ after four transmissions (i.e. $F\rightarrow F\rightarrow F\rightarrow S$). The transmission on $e_2$ starts at $t_4$ but succeeds at $t_6$, consuming three transmissions ($F\rightarrow F\rightarrow S$). Therefore, end-to-end delivery in the upper path consumes a total of seven transmissions. This forwarding flow is demonstrated in Figure 3.6 as arrows. Similarly, I can easily see that the lower path requires five transmissions. This indicates that the lower path performs better than the upper path, despite their equivalence in the ETX values.

This example suggests that spatiotemporal correlation can improve the network performance. That is, when consecutive links in a path are strongly (positively) correlated, forwarding a packet shortly after receiving it from the preceding link has a high chance of successful receptions in the following link. Therefore, spatiotemporal correlation should be considered for an accurate performance measurement in multi-hop scenarios. To do
so, I represent the degree of spatiotemporal correlation with conditional probability, i.e., $Pr(S^n_i | S_{i-1}^{n-1})$ at arbitrary time $t_n$ when $e_{i-1}$ precedes $e_i$. To verify, the conditional probability in this example yields $0.33 = Pr(S^n_2 | S_1^{n-1}) < Pr(S^n_4 | S_3^{n-1}) = 1$, correctly reflecting the relative performance of the two paths under spatiotemporal correlation.

### 3.3 Design Background

In this subchapter, I first present the model that lays the foundation of my design. Then, I provide empirical evidences and analysis on the suitability of such a model for my purpose of capturing correlation.

![Gilbert Model](image)

#### Figure 3.7: Gilbert Model

### 3.3.1 Underlying Model

This subchapter presents the underlying model to help understand my design presented in the next subchapter. Recall in Subchapter 4.2 I showed that both temporal and spatiotemporal correlations can be quantified by conditional probabilities. A simple way of modeling with conditional probabilities is the Markov representation. My design starts off from the *Gilbert Model* [34] in Figure 3.7, a famous channel model based on two state Markov chain. In the model, $S$ indicates error-free state, while $F$ is when the channel is erroneous. The state transition probabilities are denoted as $p$ and $q$. That is, by letting $Pr(F^n)$ and $Pr(S^{n-1})$ denote the probabilities of being at states $F$ and $S$ at times $t_n$ and $t_{n-1}$ respectively, then $p = Pr(S^n | F^{n-1})$. Similarly, $q = Pr(F^n | S^{n-1})$. Moreover, steady state probabilities of the two states are computed as

$$\pi_S = \frac{p}{p + q}, \quad \pi_F = \frac{q}{p + q}$$

(3.1)

where they indicate the chance of being at the corresponding state at an arbitrary time instant regardless of the initial state, after a sufficient number of state transitions. I
follow this model to represent status of a single link. That is, a transmission over the link succeeds if and only if the link is in state $S$, while fails in state $F$. This lets transition probabilities, $p$ and $q$, to indicate temporal correlation within the link. Extending the model to capture spatiotemporal correlation will be discussed later in Subchapter 3.4.

### 3.3.2 Validity of 1st Order Markov Design

My design is based on the Gilbert Model which is a first-order Markov model. In other words, the design benefits from the success/failure information obtained from the previous transmission to infer success of the following transmission. This raises a natural follow-up question: Can I even better estimate the success/failure of the next transmission, given the information on the last two, or even three transmissions? In other words, will a higher order Markov model help to further improve the quality of estimation? To this end, I analyze experimental data to show that the first order Markov model is the right choice; adopting higher order models will not make noticeable differences, while imposing additional complexity to the design and computation.

I achieve this by applying the concept of *entropy* from the information theory, which quantifies the uncertainty within a random variable as number of bits. Higher bit indicates higher uncertainty, which leads to lower estimation quality. Let $X^n$ be a bernoulli random variable indicating reception success or failure at an arbitrary time instant, $t_n$. Then, the entropy within $X^n$ is denoted as $H(X^n)$, indicating the marginal entropy. I further let $X^{n-1}$ and $X^{n-2}$ indicate reception success or failure at $t_{n-1}$ and $t_{n-2}$, respectively (i.e., one and two time instants preceding $X^n$). Then, the conditional entropy expresses the amount of uncertainty in $X^n$ when the value of $X^{n-1}$ or both
$X^{n-1}$ and $X^{n-2}$ are known, denoted as $H(X^n|X^{n-1})$ and $H(X^n|X^{n-1}, X^{n-2})$. For brevity entropy computations are given in the appendix at the very end of the chapter.

Since success or failure can be expressed in a single bit, the maximum uncertainty is 1, when I do not have any clue on success or failure. Conversely, the uncertainty of 0 is when it can be perfectly estimated. Figure 3.8 shows marginal and conditional entropies in the face of two correlations. Figure 3.8(a) was obtained from experimental data of $5 \times 10^5$ consecutive packets over 50 links with packet interval of 6ms, where experiment in Figure 3.8(b) was done similarly to that in Subchapter 3.2.1. While achieving the entropy of 0 is impossible due to natural randomness in links caused by shadowing and multipath fading, two clear observations can be made from the figures:

(i) The gaps between conditional and marginal entropies indicate that the knowledge on previous transmission is helpful in estimating the success or failure of the following transmission, again verifying the existence of spatiotemporal and temporal correlations.

(ii) $H(X^n|X^{n-1})$ and $H(X^n|X^{n-1}, X^{n-2})$ are very close in both figures, suggesting 1st order is as good as higher order design in the estimation quality, despite its lower complexity. This supports the effectiveness and sufficiency of my 1st order Markov-based design.

### 3.4 Main Design

Based on the observations in the previous subchapter I design cETX on top of the Gilbert Model. However, this model is only capable of representing the status of a single link. This means that the model is not enough to express spatiotemporal correlation, which is a relationship across multiple links. In this subchapter, I address this issue by proposing an extended model, from which my metric cETX is derived.

#### 3.4.1 Design Overview

As an extension of ETX, cETX inherits the main idea of ETX to represent link quality by the expected number of transmissions. It is shown later in this subchapter that cETX also retains the additive property of ETX, such that the path cost is simply the sum of cETX. Nevertheless, unlike ETX which assumes the packet receptions are independent, I take both temporal and spatiotemporal correlations into account to more
accurately estimate the link/path cost. In fact, cETX is a generalized version of ETX, extended to incorporate knowledge on any degree of correlation into the link/path cost. For example, cETX simply reduces to ETX when there is no correlation among links.

### 3.4.2 Extended Gilbert Model

I propose an extended representation of the Gilbert Model for a few distinctive features that the original model does not possess. Specifically, it enables (i) the straightforward model extension to multi-hop scenarios, (ii) tracking the packet forwarding status to allow the computation of cETX directly from the model, and (iii) capturing spatiotemporal correlation among consecutive links in a path.

![Image](image.png)

**Figure 3.9: Single-hop network Gilbert Model representation**

The Extended Gilbert Model describes the forwarding status of each packet in the form of 1st order Markov chain. For ease of understanding I start from a single-hop network and its corresponding model depicted in Figure 3.9. The three states, $S_1$, $F_1$, and $I$, express packet forwarding on $e_1$. States $S_1$ and $F_1$ indicate the success and failure of the transmission over $e_1$, while $I$ stands for the initial state indicating that the transmission has not yet taken place. Then, the packet forwarding process on the model follows intuitive steps: starting from state $I$, a transition to either $S_1$ or $F_1$ occurs depending on the transmission success or failure. Upon failures, retransmission attempts are made to transit from $F_1$ to $S_1$, until $S_1$ is reached.

From the definition of state $I$, it is clear that its initial probability is 1. Now let us describe the transition probability introduced in the model. Keeping notations consistent to the previous subchapters, let $S_1^n$ and $F_1^{n-1}$ denote the transmission success and failure over $e_1$ at time $t_n$ and $t_{n-1}$, respectively. Then, $p_{1,1}$ denotes the probability of a
successful transmission after a failure in the previous time instant, $p_{1,1} = Pr(S_1^n | F_1^{n-1})$. Note that the subscript $1,1$ used in $p_{1,1}$ denotes these two transmissions occur on the same link, $e_1$. Essentially $p_{1,1}$ represents the temporal correlation between consecutive transmissions within $e_1$. On the contrary, $q_{0,1}$ simply indicates the probability of failure in the initial transmission over $e_1$. Zero in the subscript implies that no previous transmission exists. Because I do not retransmit a packet that has already been received, the transition probability from $S_1$ to any other state is 0. In other words, the forwarding process over link $e_1$ terminates once $S_1$ has been reached.

![Figure 3.10: N-hop Linear Network](image)

### 3.4.3 Multi-hop Gilbert Model

In the previous subchapter I proposed the extended Gilbert Model for a single-hop network. I now further expand the model to a multi-hop scenario depicted in Figure 3.10.

![Figure 3.11: N-hop Gilbert Model](image)

The multi-hop Gilbert Model for the corresponding network is given in Figure 3.11, where it is an extension from the model in Figure 3.9 to express multiple links. As shown in the figure, the extension is as simple as adding a pair of $S$ and $F$ states per link. Then, the spatiotemporal parameter is introduced between consecutive links. In the multi-hop path once a successful transmission takes place in the preceding link, an immediate transmission follows in the next link. For instance, $v_2$ starts its transmission over $e_2$
shortly after the transmission success from $v_1$ to $v_2$ over $e_1$. The dependency between these two consecutive events is spatiotemporal correlation, which can be represented as $q_{1,2} = Pr(F_2^n | S_1^{n-1})$ where the subscript $1,2$ on $q_{1,2}$ denotes that success at previous time $t_{n-1}$ occurred on $e_1$, where the following failure was on $e_2$. Generally, spatiotemporal dependency is considered between any two consecutive links, indicated as $q_{i-1,i}$ for $2 \leq i \leq N$ in the multi-hop Gilbert Model. Clearly the multi-hop model captures both temporal and spatiotemporal correlation via $p$ and $q$ parameters.

### 3.4.4 cETX Computation

I now show how symmetric cETX can be computed from the multi-hop model in Figure 3.11. Note that cETX over a link is defined as the estimated number of transmissions to deliver a packet over the link. Suppose I want to compute cETX for an arbitrary link, $cETX_{e_i}$. Transmission on $e_i$ starts on state $S_{i-1}$, and ends when $S_i$ has been reached ($I$ and $S_1$ for $e_1$). Since the state transition occurs for every transmission, the cETX $cETX_{e_i}$ value equals the expected number of transitions to reach state $S_i$ from $S_{i-1}$. This is often referred to as the expected first passage time in Markov chain theory, which can be computed as follows:

$$cETX_{e_i} = 1 + q_{i-1,i} \times \frac{1}{p_{i,i}}$$ (3.2)

The equation can be intuitively understood by referring to my model. The first term in Eq.(3.2), i.e., 1, indicates the initial transmission which is mandatory. The second term indicates the product of the initial transmission failure probability, i.e., $q_{i-1,i}$, and the expected number of transmissions under the failure of the initial transmission, i.e., $\frac{1}{p_{i,i}}$. Therefore, the equation simply implies that a low cETX value is achievable where there are two conditions: (i) a small chance of the failure in the initial transmission, and (ii) a high chance of recovering from the failure in case the initial transmission fails.

**Special Case:** Eq.(3.2) shows that cETX is a function of spatiotemporal $(q_{i-1,i})$ and temporal $(p_{i,i})$ correlation parameters. However, the initial link $e_1$ is a special case as there is no link preceding it. In other words, $e_1$ has no link to be spatiotemporally correlated to it. Therefore $q_{0,1}$ is expressed solely in terms of temporal correlation parameters, $p_{1,1}$ and $q_{1,1}$, to be the steady state probability of $F_1$. Please note that $q_{1,1}$
is found in the original Gilbert Model ($q$ in Figure 3.7). Borrowing the steady state probability in Eq. (3.1) and rewriting with my notations, I have

$$q_{0,1} = \frac{q_{1,1}}{p_{1,1} + q_{1,1}} \tag{3.3}$$

The rationale behind this equation is as follows. The first transmission on the initial link is triggered at an arbitrary time instant, whenever the sender has a packet to transmit. This indicates that I need to estimate the link state at time $t_n$ without the knowledge of the state at $t_{n-1}$. In this case, my best estimate becomes the steady state probability of $S_1$, which is simply the ratio of the time $e_1$ spent in $S_1$. Now, I can finally obtain $cETX_{e_1}$ by plugging in Eq. (3.3) to Eq. (3.2).

$$cETX_{e_1} = 1 + \frac{q_{1,1}}{(p_{1,1} + q_{1,1}) \cdot p_{1,1}} \tag{3.4}$$

**Path cETX:** my metric retains the additive property of ETX, indicating that path cETX is the sum of link cETXs in the path. This serves as the key that allows us to find the optimal path with cETX with appropriate modifications to traditional shortest path algorithms, which will be discussed in later part of the chapter. For a proof on the additive property, let us again consider the network and its model in Figures 3.10 and 3.11, where $cETX_E$ represents the cETX of the entire $N$-hop path. Then, $cETX_E$ is the expected first passage time from state $I$ to $S_N$. Let the first passage time from state $I$ to $S_1$ be denoted by a random variable $Y_1$, from $S_1$ to $S_2$ as $Y_2$, and so on until $Y_N$. Then, by definition $cETX_E$ is the expected value of the sum of all $Y_i$, i.e., $cETX_E = E[\Sigma_{i=1}^{N} Y_i]$. Due to the linearity of expectation and since $cETX_{e_i} = E[Y_i]$, I have

$$cETX_E = \sum_{i=1}^{n} cETX_{e_i} \tag{3.5}$$

Hence the additive property holds. I also note that cETX is indeed a generalized version of ETX, and it simply reduces to ETX under independent packet receptions. Proof on the relationship between cETX and ETX under different degrees of correlations is given in the appendix at the end of the chapter.
3.5 Implementation Issues

This subchapter describes how to obtain the parameters $p$ and $q$ for cETX computation, and shows *burst probing* enables precisely measuring the true performances of wireless links.
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Figure 3.12: Parameter Computation Example

3.5.1 Parameter Computation

Among the parameters required by my design, those related to temporal correlation within a link are $p$ and $q$. I again use $S_n$ and $F_n$ to denote the transmission success and failure at $t_n$. Let us compute the $p$ and $q$ values for $e_2$ in Figure 3.12. Maximum likely estimation for these parameters can be obtained simply by counting the number of transitions between success and failure, which turns out to be $p_{2,2} = Pr(S_n \mid F_{n-1}) = 1/3$ and $q_{2,2} = Pr(F_n \mid S_{n-1}) = 1/5$ for $0 < n \leq 11$. Similarly, the spatiotemporal correlation parameter when $e_1$ precedes $e_2$ is also computed as $q_{1,2} = Pr(F_n \mid S_{n-1}) = 1/2$.

3.5.2 Measurement in Practice

Probing refers to the technique of transmitting a small number of packets to support some fundamental functions including link quality measurement and neighbor discovery. Thus probes are commonly utilized in various state-of-the-art link metrics [29, 35, 36, 37]. Specifically, they adopt the classical periodic probing, where a single probe message is broadcast every fixed interval. However this mechanism suffers from limitations in measuring link performances; I observe that immediate retransmissions and relays induce a stream of packets within a short time interval to impose correlations between transmissions, which cannot be captured by periodic probes. To address this issue, I propose burst probing, where a batch of consecutive probes are sent at a short time interval. In the meantime, to keep the overhead at a reasonable level, the interval between probe bursts is set such that the number of probe packets per unit
time is kept the same as that of periodic probing. This ensures the equivalent amount of overhead when cETX replaces ETX.

Unlike temporal parameters, measuring the spatiotemporal parameter via probing incurs additional overhead. This is because the spatiotemporal parameter for a link needs to be measured for every preceding link. To avoid such overhead, I obtain spatiotemporal parameters via the normal data traffic. Recall that the spatiotemporal correlation parameter is simply the failing probability of the initial transmission, just after the packet is received from the preceding link. This statistic can be easily collected; whenever a node receives a data packet, it records the preceding link, as well as the transmission success/failure of the initial transmission. This information is piggybacked on probes to be broadcast to its neighbors. To sum up, cETX assumes spatiotemporal independence under data traffic volume insufficient to obtain spatiotemporal parameter, where the accuracy of cETX nevertheless exceeds that of ETX due to the consideration of temporal correlation. Spatiotemporal correlation is reflected as the traffic increases, where multiple data flows in the network offer cETX with more opportunity to select better routes considering spatiotemporal correlation.

3.5.3 Overhead under Link Dynamics

I run an experiment to compare the link estimation performances of cETX and ETX in relation to the overhead they induce. To summarize, my result indicates estimation error for cETX is only 1/3 of ETX, at the cost of only 0.7% additional overhead. Experimental details are as follows: Burst probing in cETX occurs every 40s, where five consecutive probes are sent each time. ETX sends one probe every 8s. Both probing schemes induce overhead of 1/8 probe per second, indicating a fair comparison. To further maintain fairness, both metrics use the history of up to 90 probes, the value suggested by ETX [27]. In other words, when there is a data packet to be forwarded (every 10s in my case), both metrics use the history of the last 90 probes to estimate the number of (re)transmissions until a successful delivery. Then, the estimations are compared to the number of transmissions that actually occurs, to verify their accuracies. The 80-minute experiment consists of 11 MICAz nodes, \(v_1\) through \(v_{11}\). One node \((v_1)\) serves as the sender while all others are receivers.

Figure 3.13(a) shows the result on a link between \(v_1\) and \(v_8\). The ground truth
indicates the actual number of transmissions, while other curves are estimations based on probe history. Furthermore, Figure 3.13(b) exhibits the distribution of the estimation error (i.e., the absolute difference from the ground truth). I note that there are two versions of ETX in the figure, where one is the original ETX with periodic probing and the other is the modified ETX with burst probing. From the figures, I find that the estimate of cETX is far better than both versions of ETX. The average estimation error of cETX, ETX with burst probing, and original ETX in all ten links are 0.16, 0.42, and 0.48. The performance of ETX with burst probing sits in between cETX and the original ETX because it benefits from burst probing which mimics the data (re)transmission scenario, but it fails to accurately capture the correlation within. I note that the degree of cETX’s advantage in accuracy applies to the link metrics built on top of ETX, such as 4B [35].

The overhead incurred by probes is approximately 3.2% of the total energy consumed. Since probing is adopted in the majority of the link metrics, its overhead should be amortized. On the other hand, exclusive overhead introduced by my design is the extra information piggybacked on probe packets. This takes up a tiny portion of about 0.7% of the total energy consumption.
3.5.4 Compatibility with Different MAC

The generality of cETX allows it to be applied to networks running various MAC protocols. This is because (i) both contention-based [38, 39, 40] and reservation-based [41, 42] MACs adopt a quick-retransmission policy for lost packet, which incurs temporally correlated, consecutive loss captured by cETX. For example CSMA commonly serves as the basis function for contention-based MACs, where the retransmission for a lost packet is made after a short duration of ACK timeout – 864us and 372us for ZigBee [43] and Wi-Fi [44], respectively. (ii) Spatiotemporal correlation captured via data traffic in cETX naturally reflects the forwarding scheme adopted by the network. That is, the corresponding degree of spatiotemporal correlation is captured regardless of immediate or delayed (e.g., duty cycled networks) packet forwarding. Immediate forwarding is likely to exhibit spatiotemporal correlation. On the other hand, when the delay is sufficiently large, cETX reflects the independence between consecutive links (i.e., no spatiotemporal correlation) where cETX still remains more accurate than ETX due to its consideration on temporal correlation.

3.6 Unicast/Broadcast over cETX

Replacing the popular metric of ETX, cETX can be generically applied to many protocols. This subchapter presents how optimality is maintained in unicast protocols, followed by the benefit to broadcast schemes.

3.6.1 Application to Unicast

When spatiotemporal correlation is considered, the cETX value of a link is dependent on the preceding link. In this subchapter I demonstrate via an example, how optimal shortest path can be found in a distributed manner using distance vector with two-hop information.

Let us consider a simple four-node network in Figure 3.14, where $cETX(i, j)$ indicates cETX from node $v_i$ to $v_j$. Initially, nodes attain local information about their two-hop neighbors by exchanging information between one-hop neighbors. Then the problem becomes: How cETX beyond two hops can be obtained through further iterative exchanges. That is, how the gray box in $v_i$’s distance vector (i.e., $cETX(i, l)$)
can be found. First, I note that $cETX(i, l) \neq cETX(i, j) + cETX(j, l)$, as $cETX(j, l)$ does not reflect the effect of correlation among the link between $v_i$ and $v_j$ and the link between $v_j$ and $v_k$. Instead, $cETX(i, l)$ can be obtained via the below relationship:

$$cETX(i, l) = cETX(i, k) + cETX(j, l) - cETX(j, k)$$

where last the term, $cETX(j, k)$, is the cost of link between $v_j$ and $v_k$ not considering the correlation with the link between $v_i$ and $v_j$ (i.e., the special case in Subchapter 3.4.4).

Referring back to Figure 3.14, the above equation implies that $v_i$ can obtain $cETX(i, l)$ via exchange of distance vector with its direct neighbor, $v_j$. In fact, the equation can be generally applied to finding $cETX$ to any multiple hops (i.e., $v_l$ of any hop distance from $v_i$), given that $v_j$ and $v_k$ are one and two-hop neighbors to $v_i$.

The case of convergecast: Support of unicast, the most fundamental data delivery mechanism, indicates $cETX$’s applicability to a wide range of protocols whom unicast serves as their basis operation. Convergecast is one example, which consists of unicasts whose destinations are the sink. In convergecast the impact of spatiotemporal correlation is determined by immediate or delayed forwarding, where $cETX$ inherently covers both the cases via its unicast support.

3.6.2 Application to Broadcast

This subchapter presents how $cETX$ can help improve the performance of broadcast protocols. First, let’s consider the positively correlated case in Figure 3.15(a). If $v_l$ starts broadcast at $t_0$, the two receivers will both receive the second packet at $t_1$, causing two transmissions to deliver the packet to both receivers. If the broadcast starts at $t_1$, the
two receivers immediately receive the packet, indicating that a single transmission is consumed. Similarly, at $t_3$, only one transmission is required. Therefore, an average of $(2 + 1 + 1)/3 = 1.25$ transmissions are needed for the network in Figure 3.15(a) while it is $(2 + 2 + 1)/3 = 1.66$ in Figure 3.15(b). Here I calculate the expected number of transmissions – $E(T)$ for a source node to reliably broadcast one packet to all the receivers with the consideration of temporal and spatial correlation using cETX.

Without loss of generality, I assume that the link quality of the $N$ receivers satisfies $Pr(S^n_1) \geq Pr(S^n_2) \geq \ldots \geq Pr(S^n_N)$. Since the node with a better link receives most of the packets earlier than the node with a worse link [45], I have

$$E(T) = \frac{1}{Pr(S^n_1)} + \sum_{i=2}^{N} \frac{Pr(F^n_i | S^n_{i-1})}{Pr(S^n_i)} Pr(S^n_i)$$

$$= \sum_{i=1}^{N} cETX_{e_i} - N + 1$$

Figure 3.15: Benefit of cETX in broadcast

Figure 3.16: Collaborative broadcast in Wi-Fi
This lets cETX to be integrated within various broadcast protocols by selecting forwarder which minimizes $E(T)$.

Eq. (3.6) can be further applied to a novel communication paradigm for Wi-Fi networks, demonstrated in Figure 3.16. In collaborative broadcast multiple APs connected via wires share the same data to collaboratively deliver it to all users. Grouping and assigning users to APs are done via Eq. (3.6). Both ordinary and collaborative broadcasts are further described and evaluated in the next subchapter.

![ZigBee (lab)](image1)

![Wi-Fi (university building)](image2)

Figure 3.17: ZigBee and Wi-Fi Testbeds

### 3.7 Testbed Experimentation

In this subchapter I show that my design can be universally applied to various wireless technologies under different scenarios: I evaluate the performance of cETX in indoor
testbeds on ZigBee (802.15.4) and Wi-Fi (802.11) platforms, under unicast and broadcast scenarios with twelve protocols.

3.7.1 Baseline

Various representative studies in unicast and broadcast domains are implemented for cETX evaluation.

- **Unicast**: I adopt cETX in three representative unicast routing protocols. (i) LQSR [5]: Extends the DSR [46] protocol by taking unreliable links into account. (ii) srcRR [4]: Similar to LQSR, but without path switching to improve network robustness. (iii) OLSR [6]: Routing is executed only through a subset of nodes (i.e., Multi Point Relays) to reduce the control overhead. The three protocols offer different degrees of freedom in path selection to affect the benefit of cETX.

- **Broadcast**: I integrate cETX to nine classical broadcast protocols with diverse underlying network structures, showing the wide applicability of cETX. (i) tree based: C-Tree [7], (ii) cluster based: forwarding node cluster (Cluster) [13], (iii) Multi-Point Relay: MPR [12], (iv) pruning based: Self Pruning (SP [10]), Dominating Pruning (DP [10]), Partial Dominating Pruning (PDP [11]), and Total Dominating Pruning (TDP [11]), (v) RNG based: RNG relay subset (RNG [8]), and finally, (vi) network coding based broadcast protocols: CODEB [9].

3.7.2 Performance Metrics

The following performance metrics are adopted through my evaluation.

- **Number of Transmissions**: The average number of (re)transmissions to deliver one packet to the destination. Less number of transmissions indicate energy savings.

- **End-to-End Delivery Delay**: The average latency for a packet to be delivered to the destination.

- **End-to-End Delivery Ratio**: The success probability of a packet delivered end-to-end. That is, the number of (re)transmissions in each link in a path do not exceed the retransmission limit.
3.7.3 Experiment Setup

Experimental results in this subchapter are obtained from two physical testbeds, ZigBee and Wi-Fi, with below settings.

- **ZigBee:** I randomly deploy 22 MICAz motes running TinyOS as shown in Figure 3.17(a). Transmission power is set to be -25dBm to ensure multi-hop network, up to 5 hops. Node placement is kept the same for all evaluated metrics for fairness. Experiment for each metric lasts for two hours, during which an end-to-end packet delivery is made every four seconds, for a total of 1,800 deliveries per metric. CSMA is performed for each (re)transmission with random delay, where the average interval between re-transmissions is approximately 6ms. I limit the maximum number of retransmissions for each packet to be 7 (unless otherwise stated) following most practical systems to safeguard networks from being overwhelmed by retransmissions and collisions. Lastly, time stamps and sequence numbers of the delivered packets are logged in the nodes’ flash, and uploaded to a PC at the end of the experiment.

- **Wi-Fi:** Depicted in Figure 3.17(b), five APs are installed in the corners of the floor, where I use laptops with the Lorcon2 packet injection library [47] to play the role of AP generating downstream traffic. It is a reasonable approach since laptops/PCs are frequently used as APs in practice via software AP [48]. Six receivers are placed in three different rooms, separated by concrete walls. Although mainly 802.11g on channel 6 is used for its popularity, analyses later in the subchapter implies a similar benefit in 802.11b and 802.11n as well. A total of 10^5 packet transmissions are made in 40 minutes, with the power of 20dBm. Links with packet reception ratios from 10% to 95% are observed, where I commonly apply EWMA (Exponential Weighted Moving Average) on every metric. Control overhead of different probing (i.e., burst probing in cETX and ETX(BP), and periodic probing in ETX) is kept consistent for fairness.
Figure 3.18: cETX in unicast

Figure 3.19: End-to-End Delay

Figure 3.20: End-to-End Delivery Ratio
3.7.4 Unicast

Figure 3.18 depicts the performance of cETX on unicast, obtained from the ZigBee testbed in Figure 3.17(a). Compared to ETX, cETX saves 27.8%, 24.1%, and 15.8% of transmissions for LQSR, srcRR, and OLSR. This demonstrates that cETX makes wiser routing decisions than ETX. Compared to ETX(BP), the percentage of savings becomes 21.6%, 17.5%, and 7.7%. This is because ETX(BP) benefits from burst probing for a slight performance enhancement over the original ETX. Furthermore, the advantage of cETX is the largest for LQSR and smallest for OLSR. The reason for this lies in the number of paths to choose from. While LQSR grants the most freedom in selecting paths, srcRR and OLSR restrict the frequent path switch to avoid high control overhead. Especially, OLSR only allows paths with MPR (Multi Point Relay) nodes. Figure 3.19 shows the end-to-end delay of metrics in the three protocols. cETX again exhibits the best performance, where the average reduction in delay ranged from 10.7% to 26.7%. Again LQSR obtains the biggest performance improvement due to the largest selection of paths.

- **Impact of Retransmission Limit:** Now I vary the limitation in the number of retransmissions from 3 to 10 and investigate its effect on the performance. Packet in delivery is dropped whenever the number of transmissions in a single link exceeds the limit, indicating failure in the end-to-end delivery. Note that exceeding the limit requires a link exhibiting continuous failures, which cETX precisely avoids to select. On the other hand, ETX blindly selects paths without considering this issue, leading to a worse delivery ratio. As shown in Figure 3.20, regardless of protocol cETX consistently achieves delivery ratios of over 94% for retransmission limit of 7 or higher.

3.7.5 Broadcast

The experimental results on nine classical reliable broadcast protocols, tested on ZigBee testbed, are shown in Figure 3.21. On average, the protocols need 20.5 transmissions to guarantee delivery of a packet to the entire network, while the number becomes 14.7 and 12.2 for ETX and cETX. Knowing that CODEB saves 31.6% of transmissions compared to the schemes without network coding, my design makes a further 21.4% improvement upon CODEB due to following reasons: a low link correlation may cause
the nodes in a cluster to lose different packets, causing more retransmissions. With the consideration on spatial and temporal correlations, the protocols benefit from cETX to select forwarders with the minimum transmission cost (i.e., \( \min\left(\frac{E(T)}{N}\right) \)), thus forming clusters with high correlations.

Figure 3.22 shows the improvement achieved for collaborative broadcast on WiFi testbed depicted in Figure 3.17(b). Five APs collaboratively deliver 10^5 packets to all six receivers. As cETX allows grouping highly correlated receivers to minimize retransmissions, its transmission cost is consistently less than or equal to that of ETX. The reduction can be as large as 34.1%.
3.7.6 Performance Insights

This subchapter provides analysis on why cETX performs better than ETX. Results on ZigBee platform are obtained from the 11-node experiment in subchapter 3.5.3. For Wi-Fi, experiments with six receivers and $2 \times 10^5$ packets are analyzed for each 802.11 variant: b, g, and n. I also analyze large-scale public Wi-Fi traces ($5.6 \times 10^5$ packets from 560 links) from the MIT’s Roofnet project [33] to validate the generality of my design.

- **Interpretation accuracy in unicast:** I first show the metrics’ abilities to accurately interpret the probe reception history. That is, given the history, I observe how precisely a metric captures the performance of the corresponding link. This is done by comparing ETX and cETX values to the true value, introduced in subchapter 3.2.2. I use error as the measure of interpretation quality, which is the absolute difference between the metric and the true value. The result on ZigBee platform is depicted in Figure 3.23(a). Error for cETX is less than that of ETX for most of the time, where it is 70.2% less on
average. This is because ETX fails to capture highly correlated burst failures. This trend continues to Wi-Fi in Figure 3.23(c) regardless of its variants; ETX errors exceed those of cETX by 45.1%, 84.7%, and 160.3% in 802.11b, g, and n. Analysis on the Roofnet trace, which is a mixture of 802.11b and g, indicate the error is 49.6% larger in ETX. I note that error in Roofnet trace is generally smaller compared to my experiments; Roofnet is measured in outdoor deployment, where the degree of interference (i.e., the main cause of burst failures) is limited.

- **Interpretation accuracy in broadcast:** In both traditional and collaborative broadcasts, multiple receivers form a cluster in which members receive the packets from the designated sender. (i.e., APs) A smart grouping of receivers and assigning them with the right sender play a key role in determining the efficiency of the network. With the consideration of link correlation, cETX shows an improved accuracy compared to ETX in computing the expected number of transmissions required for a cluster for a given sender, as presented in Figure 3.23(b). Similarly to the unicast case, error is defined to be the absolute value of the difference of the true value and the values computed by cETX and ETX. The figure shows adopting cETX reduces the error by up to 67.6% in Wi-Fi where in ZigBee it is as high as 91.4%. This is because multiple low-power ZigBee links can easily be victims of cross-network interferences, inducing correlation among links. On average, cETX reduces the error by 21.5% and 75.3% in Wi-Fi and ZigBee, respectively. This advantage provides a rational explanation of the transmission (i.e., energy) saving achieved in the broadcast protocols shown earlier in the subchapter.

![Figure 3.24: Insight into cETX performance](image)

- **Estimation accuracy and route selection:** An inaccurate interpretation leads to
an imprecise link quality estimation and further, a sub-optimal route selection. I show how this occurs in practice via Figure 3.24, showing the estimated and real number of transmissions on two distinct links for 30 minutes. The figure conveys two ideas: (i) cETX estimation is more precise and thus (ii) cETX makes better routing decision. When making a selection between links 1 and 2, ETX suggests link 1 should be chosen over link 2, due to the lower ETX value. However, the ground truth indicates otherwise, i.e., link 2 always has a better or similar (at 17th min) performance than link 1. cETX is free from this problem, explaining the performance gain obtained in the unicast and broadcast algorithms in the earlier parts of the subchapter.

3.8 In-situ Deployment

In this subchapter I conduct experiments under practical indoor and outdoor settings, in the aim to give a better understanding on the impact of my design in real-world applications. Forty MICAz nodes are deployed in a corridor in a university building and
on a bridge crossing a river – common sites for popular applications including tracking and maintenance/safety monitoring – as shown in Figure 3.25. Nodes are deployed every 1.8m spanning 70m end to end. The transmission power is set to be -15dBm to assure multiple neighbors, where each node roughly has 10-12 neighbors (i.e., 5-6 neighbors to the node’s right and left). Other parameters are kept the same as previous experiments. A thousand end-to-end (i.e., from node 1 to 40) packet deliveries are made, via LQSR embedding either ETX or cETX.

Results on delivery delay, shown in Figure 3.26(a), suggests that cETX’s performance gain is more significant in the corridor (21.5% reduction) than on the bridge (8.9% reduction). This is due to the degree of wireless interference; In the university building hundreds of Wi-Fi users are connected to over fifty Wi-Fi access points, creating excessive amount of wireless interference. This causes burst failures in the experiment, forcing ETX to select poorly performing paths suffering from long delivery delays well above 1 second. Similar observation can be made in Figure 3.26(b). The average number of transmissions are 28.8 and 36.9 for cETX and ETX in the corridor, respectively, indicating 21.9% reduction. Due to the same reason as in the delay case, smaller degree of reduction (9%) is observed on the bridge, compared to what is achieved in the corridor.

3.9 Related Work

My work is built on top of two phenomena addressed in separate studies, namely, temporal and spatiotemporal correlation. I briefly summarize how the two phenomena
have been studied so far in relation to my work.

The impact of temporal correlation in ZigBee network, as well as in Wi-Fi, has been demonstrated clearly via extensive measurements and analyses in [49], where the authors propose a metric to quantify the degree of correlation. Furthermore, the works including BRE [50], 4C [36], and TALENT [37] exploit short-term dynamics based on packet overhearing to utilize intermittent and burst links. In RNP [29] and mETX [51], temporal properties of links were considered in routing, by counting consecutive failures and taking the variance of failure probability, respectively. However, the works in this category pays little or no attention to correlation across different links.

The comprehensive study on packet-level spatial correlation in [32] suggests a metric to predict performances of diversity-based protocols based on the intensity of correlation. To date, the phenomenon has been exploited in a wide range of wireless domains including ZigBee [52], Wi-Fi [32], and cellular networks [37]. For instance, it was utilized in network coding for efficient multicast [53] and broadcast [54]. Furthermore, Spatial correlation was studied in the presence of constructive interference to achieve fast data dissemination [55]. In this work I consider spatiotemporal correlation, which expands the effect of spatial correlation to the time domain. The unified design allows us to improve the unicast performance as well as the broadcast performance. In addition, the previous studies focus on particular protocol designs, while this work provides a generalized form of the widely-adopted ETX. My work can broadly improve a wide range of protocols.

3.10 Conclusion

My empirical study on temporal and spatiotemporal correlations in packet receptions shed light on the possibility of further improvement in network performance. In this work, I reveal that the most widely adopted link metric, ETX, fails to reflect the true link performance due to the ignorance of correlations. To address this issue, I propose cETX, a generalized version of ETX capturing not only temporal correlation but also spatiotemporal correlation. Because my design keeps the intuitive idea of ETX intact, I can simply replace ETX with cETX in existing protocols to obtain better routing performance. My evaluations on both ZigBee and Wi-Fi testbeds demonstrate that cETX
cuts down the metric error by 75.8% and 62.1%, and saves 22% and 37% communication cost for three unicast and nine broadcast protocols with only 0.7% additional overhead.

Appendix: Entropy Computation

Introduced in the information theory, entropy defines the the amount of uncertainty contained in a random variable. Let $X^n$ be a Bernoulli random variable indicating reception success or failure at time instant $t_n$. Then $H(X^n)$ represents the entropy within $X^n$, where it is computed as

$$H(X^n) = - \sum_{x^n \in \{\text{succ, fail}\}} \Pr(x^n) \log_2 \Pr(x^n)$$

which is a marginal entropy as it only considers one random variable, without any given conditions. Furthermore, let $X^{n-1}$ and $X^{n-2}$ be Bernoulli random variables for reception success or failure at one and two time instants prior to $X^n$. Then, the conditional entropy is the degree of uncertainty in $X^n$, when the value of $X^{n-1}$ or both $X^{n-1}$ and $X^{n-2}$ are known a priori, denoted as $H(X^n|X^{n-1})$ and $H(X^n|X^{n-1}, X^{n-2})$. The conditional entropies are found by the following equations.

$$H(X^n|X^{n-1}) = H(X^n, X^{n-1}) - H(X^{n-1})$$
$$H(X^n|X^{n-1}, X^{n-2}) = H(X^n, X^{n-1}, X^{n-2}) - H(X^n|X^{n-1}) - H(X^{n-2})$$

where the joint entropies, $H(X^n, X^{n-1})$ and $H(X^n, X^{n-1}, X^{n-2})$, are computed similarly to Eq. (7). That is, by replacing the marginal probability $\Pr(x^n)$ by joint probabilities, $\Pr(x^n, x^{n-1})$ and $\Pr(x^n, x^{n-1}, x^{n-2})$.

Appendix: The Properties of cETX

In this appendix I provide the relationship between cETX and ETX, under various degrees of correlations.

• **Under independence:** cETX is a generalized version of ETX, where cETX simply reduces to ETX when packet receptions are independent. For simplicity, I omit the
subscript for the following parts of the subchapter. For an arbitrary link, spatiotemporal independence turns \( cETX \) from Eq. (3.2) to the form of Eq. (3.4). Then, when transmissions are temporally independent,

\[
Pr(S_n|F_{n-1}) = Pr(S_n|S_{n-1})
\]

which leads to \( p + q = 1 \). By plugging in this condition within Eq. (3.4), I have

\[
cETX = \frac{p + q}{p} = \frac{1}{Pr(S_n)} = ETX
\]

where I used Eq. (3.3) and the rationale behind it. Thus, cETX is equivalent to ETX when transmissions are independent.

- **Effect of correlation:** Here I show how cETX is determined in relation to the correlation. For clarity, in direct comparison to ETX, I use cETX in Eq. (3.4). When link faces failure burst, the following condition holds:

\[
Pr(F_n|F_{n-1}) > Pr(F_n|S_{n-1})
\]

I thus have \( p + q < 1 \). Plugging in the condition within Eq. (3.4), I obtain

\[
cETX = \frac{q}{(p + q) \cdot p} + 1 > \frac{q}{p} + 1 = ETX
\]

Therefore, cETX is larger than ETX when the link experiences burst failure. In other words, ETX normally underestimates the transmission cost because of the ignorance of correlations.
Chapter 4

Broadcast under Coexistence
4.1 Introduction

Currently, most existing radio link status studies focusing on the individual link or path quality are based on the assumption that receptions among links are independent. However, the unprecedented popularity of wireless technology has created an emerging need for taking link correlation into consideration because of (i) the increasing cross-technology interference due to co-existence of different wireless technologies and (ii) the correlated shadowing introduced by dynamic environments.

Correlation of concurrent receptions at nearby receivers was experimentally revealed in recent works, contradicting the popular assumption that wireless links are independent. Then, the significant impact of link correlation was demonstrated, where noticeable performance gain were achieved by incorporating correlation-aware designs into a wide range of applications including: flooding, code dissemination, reliable broadcast, opportunistic routing, protocol performance analysis, and more.

Despite various representations of link correlation introduced in the works up to date, they all share the common idea of measuring link correlation at the link layer; correlation is solely determined by the similarity of reception success and failure patterns between links. For example, by representing reception success and failure as 0 and 1, measuring link correlation simply turns to be a comparison between two Bernoulli processes. Although the link level correlation measurement is simple, it provides limited information on the phenomenon due to the ignorance on the root cause.

In this work I propose CorrModel, a framework that addresses the issues in the previous studies, to accurately capture and model link correlation. CorrMoe utilize SINR, which embeds fine-grained PHY layer information, to replace binary reception status to obtain high granularity measurement. I note that SINR is a well-known metric. Therefore, instead of reinventing the wheel, the focus of this work is in exploring the causes and intensities of link correlation using SINR, and showing how they are modeled. My contributions are three-fold:

- Although the phenomenon of link correlation has been mentioned in previous literatures, I provide the first extensive study to explore the root causes of link correlation.
• Through test-bed experiments consisting of 41 MICAz nodes, I show SINR’s superiority in capturing correlations in comparison with RSSI (Received Signal Strength Indicator) and LQI (Link Quality Indicator). I then demonstrate how correlations are modeled via SINR for in-network use.

• I apply CorrModel to two popular routing protocols, opportunistic routing and network coding, on a test-bed with 15 MICAz nodes. Experiment results show that my design helps opportunistic routing and network coding to save about 25% and 15% transmissions on average.

The rest of the chapter is organized as follows: Subchapter 4.2 presents what motivated this work. Means to capturing the link correlation and distinguishing the root causes follows in subchapters 4.3 and 4.4. Subchapter 4.5 illustrates the link correlation model, where its performance is evaluated in Subchapter 4.6. Subchapter 4.7 demonstrates two applications. Related works are discussed in Subchapter 4.8. Finally, Subchapter 4.9 concludes the chapter.
4.2 Motivation

In this subchapter I first introduce link correlation, where the root causes of the effect is experimentally revealed. Then, the importance of identifying the causes and their intensities, which the existing studies fall short on, is illustrated.

4.2.1 Existence and Causes of Link Correlation

Link correlation is a phenomenon where broadcast packet receptions among closely-positioned receivers are not independent. That is, successful packet reception at one receiver strongly indicates success (i.e., positive correlation) or failure (i.e., negative correlation) in nearby receivers. The existence of link correlation was reported and its effect were exploited in recent works [64, 45, 65]. However they do so without considering the underlying causes, hindering accurate measurement of correlation and thus limited utilization of the phenomenon. Here I introduce the two causes, which are empirically revealed in the following subchapter.

- **CTI (Cross-Technology Interference)**: Multiple wireless technologies used today share unlicensed band. For instance 802.11b/g/n and 802.15.4, all reside on the 2.4 GHz ISM band. This leads to CTI, as high-power wireless networks (e.g., Wi-Fi) introduce
destructive interference in low-power networks (e.g., ZigBee) throughout a large region, causing correlated packet loss in multiple links simultaneously.

- **Correlated Shadowing:** Wireless signals suffer shadow fading caused by the presence of obstacles in the propagation path of the radio waves. This affects closely positioned receivers altogether, leading to correlation among them [70].

### 4.2.2 Impact of the Two Causes

I now demonstrate the two distinct causes of link correlation, i.e., CTI and correlated shadowing. Based on the experimental result I show that they ought to be treated separately in order to accurately capture correlation. I run an experiment with three MICAz nodes, equipped with IEEE 802.15.4 compliant TI CC2420 radio. Two receivers are placed 1.6m apart while the sender sits in between them. While the sender broadcasts 1,200 packets, the two receivers listen and record the sequence numbers of the received packets, which is downloaded to a PC at the end of the experiment for analysis.

This experiment has two states to isolate CTI from correlated shadowing, and vice versa. In state one, nodes tune to channel 26 to avoid CTI from Wi-Fi, while people walk freely between sender and receivers, causing shadow fading. On the other hand, state two uses channel 12 to take the effect of CTI into account, while no obstacles are allowed. The nodes periodically switch between the two states every 100 packets. The reception traces obtained from the two receivers is shown in Figure 4.1(a) where the correlation is hardly observed. However, the trend becomes much more clear when CTI and correlated shadowing are distinguished from each other, as shown in figures 4.1(b) and 4.1(c). In Figure 4.1(b) the two receivers are positively correlated via CTI, due to powerful Wi-Fi signal propagating throughout a long distance to corrupt packets at multiple 802.15.4 receivers. Negative shadowing correlation in Figure 4.1(c) is a result of obstacles that block either one of the two. I note that, This result not only shows the existence of correlation induced by CTI and correlated shadowing, but also offers insight on the importance of differentiating one cause from another for an accurate correlation measurement.

The walk-through example in Figure 4.2 clarifies that the lack of the capability of differentiating the two causes leads to incorrect correlation measurements. In the
example I have two receivers, $R_1$ and $R_2$, receiving broadcast packets from a sender. The white boxes indicate successful receptions. The black boxes imply failures, where the letters indicate the cause; i.e., $I$ and $S$ stand for CTI and correlated shadowing. It is clear that receivers are perfectly positively correlated in CTI, and negatively correlated by correlated shadowing. However, treating CTI and correlated shadowing altogether falsely diagnose the receivers as independent. Let $H_1$ and $H_2$ denote $R_1$ and $R_2$’s histories, where 1 indicates a success (white box) and 0 indicates a failure (black box). Then, I have $H_1 = \{0,0,1,1,0,1,0,1\}$ and $H_2 = \{0,1,0,1,1,1,0,0\}$. In this case, the correlation, computed by Pearson’s rho, becomes $\rho = 0$, indicating independence.

### 4.2.3 The Need for High-granularity Measurement

Existing works on link correlation measures the phenomenon at the link layer, where they simply consider the relationship between the reception success or failure on different links, without taking the quality of the reception into account. Let us assume link correlation is to be measured between $R_1$ and $R_2$. Under existing approach, observing link correlation is simplified to measuring the chance of reception failure on $R_2$ given failure on $R_1$. Although simple and intuitive, this method lies on a rather strong assumption: all reception failures on $R_1$ implies the same chance of failure on $R_2$. However, this is often not the case in practice. The probability of failure on $R_2$ when $R_1$’s reception has failed, is highly dependent on the intensity of the cause for the failure. For example, if failure on $R_1$ has occurred due to high-power CTI, the chance of $R_2$ facing a failure is high. Low-power CTI imposes lower chance of failure on $R_2$. The same applies to correlated shadowing. The degree of the cause can be obtained from the reception quality at $R_1$, from the PHY layer. In other words, link correlation should account for information from both link and PHY layer for accuracy.
4.3 Obtaining SINR

This subchapter shows how SINR is obtained. Computed for each packet based on the RSSI, I adopt an improved RSSI sampling to overcome the limitation present in the default sampling method.

4.3.1 Partial-sampling Problem

In 802.15.4-compliant radios (e.g., CC2420), RSSI is measured for the first 8 symbols, following the very beginning of a packet indicated by SFD (Start of the Frame Delimiter) [71]. Therefore RSSI only reflects a small initial portion of the packet, and is unable to detect any event that occurs in the following parts; an issue I call the partial-sampling problem. This imposes a significant limitation on accurately presenting the quality of a packet reception, especially when Wi-Fi is identified as the main source of CTI in low power networks [72]. Specifically, there exists a high possibility of partially corrupted packet in 802.15.4 networks, as Wi-Fi packets usually have much shorter in-air durations than those of 802.15.4. For instance, the duration of the maximum-sized packet in 802.11b and 802.11g networks are 1,906µs and 542µs, whereas 802.15.4 packets can span up to 4,256µs [69]. To address the partial-sampling problem, I directly access the RSSI register on the radio chip to acquire series of RSSI samples throughout the whole duration of a packet. I refer to this approach as full-sampling, which is discussed in detail in the following subchapter.

Figure 4.3: 6.4kHz RSSI Sampling
4.3.2 Full-sampling

Packet duration can be detected via SFD pin, where it rises upon beginning of a packet reception and falls at the end. RSSI series that cover the entire packet can be obtained by sampling RSSI values between SFD pin rise and fall at a high frequency. My 6.4kHz RSSI sampling rate is achieved using 32.768kHz watch crystal on MICAz’s Atmega128 [73]. The rate is chosen to appropriately capture CTI induced by the minimal 802.11g packets. Referring to Figure 4.3, an RSSI sample is computed as an average during 8 symbols, which corresponds to 128µs. The 6.4kHz sampling rate indicates a sample interval of 156µs. Therefore, the duration of the blind spot where I cannot sense the interference comes to be only 28µs, which is sufficiently small to ensure capturing of a minimum-sized 802.11g packet (194µs) or even ACK (112µs).

![Figure 4.4: Full-sampling of RSSI to capturing CTI](image)

The effectiveness of full sampling is validated via an experiment. A pair of closely-positioned MICAz receivers, \( R_1 \) and \( R_2 \), listen to a broadcast from a sender in the presence of a Wi-Fi interferer that generates CTI. Figure 4.4 depicts RSSI series obtained from the receivers. The figure demonstrates two properties of full sampling: (i) It is capable of capturing CTI in partially corrupted packets. It exhibits a steep increase for the duration of CTI, which is 608µs (456-byte PHY Protocol Data Unit at 6Mbps data rate) in the figure. (ii) Link correlation caused by CTI is clearly observable via similar trend on the two series. In fact, the packet did not pass CRC checks on both receivers, indicating a correlated packet loss.
4.3.3 Computing SINR

Now I describe how SINR can be computed from RSSI series obtained via full-sampling, with the help of the noise floor. Figure 4.5 shows $R_1$’s RSSI series borrowed from Figure 4.4. The signal corresponds to the packet being received. Note that when CTI occurs, its power simply adds up on top of the signal. The noise floor is acquired by the RSSI value as soon as the link turns idle after packet reception, in order to best reflect the noise floor at the time of reception. Let $R = \{r_1, r_2, ..., r_m\}$ indicate the RSSI series obtained during receiving a packet when $r_i$ represents the $i$-th sample in the series. Finally, let $r_n$ denote the noise floor level. Then, I can compute the power of signal $p_s$, noise $p_n$, and CTI $p_i$ as follows:

$$
\begin{align*}
  p_n &= 10^{r_n/10} \\
  p_s &= 10^{\min(R)/10} - p_n \\
  p_i &= 10^{\max(R)/10} - p_s - p_n
\end{align*}
$$

where $\min(R)$ and $\max(R)$ indicate the minimum and maximum elements in $R$. The minimum value is used for the signal power simply to exclude the effect of CTI. The rationale behind taking the maximum value for the CTI power is to consider a part of the packet that is the most vulnerable to corruption. This is because 802.15.4 does not support correction codes, and thus an error in any part of the packet directly leads to packet loss. Then SINR in $dB$ can be computed as:
$SINR_{dB} = 10\log_{10} \frac{p_s}{p_n + p_i}$

$= 10\log_{10} \frac{10^{\min(R)/10} - 10^{r_n/10}}{10^{\max(R)/10} - 10^{\min(R)/10} + 10^{r_n/10}}$

where the subscript $_{dB}$ is omitted from now on for simplicity. The strength of SINR lies in its capability to capture both correlated shadowing and CTI. Moreover, I note that the computation for SINR offers CTI power (i.e., $p_i$) as a byproduct. This allows us to distinguish the causes of correlation, which is another key point for accurate correlation measurement. Correlation capturing as well as differentiating the causes are further discussed in the next subchapter.

4.4 Performance of SINR

In this subchapter I experimentally demonstrate that SINR successfully captures both correlated shadowing and CTI. In comparison, I validate the performance of two well-known metrics, RSSI and LQI. I also show how SINR can express the distinct correlation trends with the help of CTI power, $p_i$.

4.4.1 Experimental Setup

SINR, RSSI, and LQI are tested in three distinct experiments under correlated shadowing, CTI, and both. Each experiment consists of 41 MICAz nodes, where one is the sender and the rest are receivers. Deployment scenario depicted in Figure 4.6(a) is installed on an indoor test-bed as in Figure 4.6(b). Specifically, the test-bed takes
place in a large conference room in a university building where a high volume of Wi-Fi traffics (i.e., CTI) with more than 20 access points are present.

Figure 4.7: Experimental Scenarios

Figure 4.8: Capturing corr. shadowing

Figure 4.9: Capturing CTI correlation
In all three experiments, the transmission power of the sender is tuned to 0dBm. The sender periodically broadcasts 54-byte payload packet at a rate of a packet per second for an hour for the scenarios in figures 4.7(a) and 4.7(b) and for 4 hours for the case in Figure 4.7(c) (a total of 21,600 packets). In the correlated shadowing scenario depicted in Figure 4.7(a) I allow people to walk or stand around the sender to induce shadowing. I avoid the CTI by running the test-bed on channel 26, which does not overlap with Wi-Fi. I do the opposite in the second experiment in Figure 4.7(b) where I tune the test-bed to channel 12, which overlaps with Wi-Fi channel 1 to introduce CTI. Meanwhile, this time I avoid obstacles. Finally, in the last experiment I test the case where both CTI and correlated shadowing are present; the scenario where most of the real-life situations fall into.

4.4.2 Capturing Correlation

Figure 4.8 shows the correlation between receivers 10 and 12 (i.e., $R_{10}$ and $R_{12}$), which share the same LOS path from the sender. The three results for RSSI, LQI, and SINR are from the same series of broadcast packets for a 10-minute duration, to enable direct comparison of the performances. RSSI and SINR in figures 4.8(a) and 4.8(c) show a clear drop under correlated shadowing, between sequence numbers of 200 and 500 during which $R_{10}$ experiences continuous packet reception failures. For example, when the RSSI of $R_{12}$ is below -80dBm, PRR (Packet Reception Ratio) on $R_{10}$ drops to 28.6%. Similarly, for $R_{12}$ SINR smaller than 13dB, $R_{10}$ PRR is only 22.6%. This trend is also observable on LQI in Figure 4.8(b) but is not as clear compared to RSSI and SINR.

The limitation of RSSI and LQI is clearly revealed in Figure 4.9. In this result obtained from the CTI scenario in Figure 4.7(b), both metrics fail to show a clear relationship between $R_{10}$ and $R_{12}$ (figures 4.9(a) and 4.9(b)). This is because both RSSI and LQI suffer from partial-sampling problem, where only the first 8 symbols of the packet are considered. Partial-sampling brings fundamental limitation in detecting CTI, which often corrupt packets partially. Meanwhile, Figure 4.9(c) demonstrates that SINR successfully addresses this problem and effectively detects correlation under CTI: At $R_{12}$ SINR above 2dB, $R_{10}$ PRR is 90.5%, where otherwise is only 4.8%.
4.4.3 Distinguishing the Causes

Now that I know SINR is capable of detecting both correlated shadowing and CTI separately, I look into the real-life scenario in Figure 4.7(c) where both phenomena occur simultaneously. The result for 1 hour duration is depicted in Figure 4.10(a) in which two trends are observable, which can be distinguished via the value of $p_i$. Recall that $p_i$ is a parameter in computing for SINR, representing CTI power; therefore $p_i = 0$ indicate CTI-free case (i.e, under shadowing) while $p_i > 0$ implies the existence of CTI. This essentially enables SINR to offer clear trends from the two independent phenomena as shown in Figure 4.10(b). Therefore, SINR is capable of capturing correlations in full under mixture of the two phenomena.
4.5 Link Correlation Model

This subchapter discusses how the effects of CTI and correlated shadowing are modeled with SINR, which we call CorrModel.

4.5.1 Applying Logistic Regression

As demonstrated in Figure 4.10(b), the relationship between SINR and PRR of two receivers induces two separate curves due to correlated shadowing and CTI. I adopt logistic regression to model each curve, a technique widely adopted especially in the field of machine learning. To offer a better idea on the technique, I first show the results in Figure 4.11, where the left-most plot in the figure shows the result when it is applied between $R_{10}$ and $R_{12}$ (cf. Figure 4.10(b)). Black curve indicate CTI correlation ($p_i > 0$), whereas correlated shadowing ($p_i = 0$) is presented in gray. The figure clearly shows that two logistic regression curves are very different, again justifying the need to separately model the two correlations. Note that $R_{19}$ and $R_{29}$ are negatively correlated by shadowing. This is because the two receivers are on the other side of the sender, where obstacle are only big enough to block one side of the sender.
Among various modeling techniques, logistic regression was selected due to its exclusive advantages for my purpose: (i) The y-axis of the model ranges from 0 to 1, which can be directly interpreted as probability. (i.e., PRR) (ii) Computational simplicity makes logistic regression feasible even under strict resource constraints, such as in sensor nodes [74]. Now I move on to how logistic regression is applied to express the relationship between $R_A$’s PRR and $R_B$’s SINR. Let $Y$ be a Bernoulli random variable denoting reception success and failure on $R_A$, where 1 and 0 indicate reception success and failure, respectively. Next, let $X$ be a $2 \times 1$ vector, $[X_0 \ X_1]^T$, where $X_0$ is fixed to 1 (intercept term) and $X_1$ is SINR measured at $R_B$. Finally, according to logistic function, the success and failure probabilities of $R_A$ given $R_B$’s SINR is denoted as:

$$
Pr(Y = 1|X) = \frac{1}{1 + e^{-(\theta^T X)}} = h_\theta(X)
$$

$$
Pr(Y = 0|X) = \frac{e^{-(\theta^T X)}}{1 + e^{-(\theta^T X)}} = 1 - h_\theta(X)
$$

(4.2)

where $\theta = [\theta_0 \ \theta_1]^T$ indicates the parameters to be adjusted; that is, $\theta_1$ is the slope of the function and the function shifts along x-axis according to $\theta_0$. Now, let $(X^i, Y^i)$ $1 \leq i \leq m$ indicate $m$ training samples, where each sample is obtained from a packet. Then, training, or adjustment of $\theta$, is done such that it maximizes the log likelihood below:

$$
J(\theta) = \sum_{i=1}^{m} Y^i log(h_\theta(X^i)) + (1 - Y^i)log(1 - h_\theta(X^i))
$$

(4.3)

I apply Newton’s method to solve for the maximum, where for each iteration $\theta$ is updated to

$$
\theta \leftarrow \theta - H^{-1} \nabla_\theta J
$$

(4.4)

where $H$ is Hessian matrix and $\nabla_\theta J$ is the gradient vector with respect to $\theta$. They are
computed as

\[ \nabla_\theta J = \sum_{i=1}^{m} \left( Y^i - h_\theta(X^i) \right) X^i \]

\[ H = \sum_{i=1}^{m} h_\theta(X^i) \left( h_\theta(X^i) - 1 \right) (X^i)(X^i)^T \]

(4.5)

4.5.2 Optimization

As shown in Eq. 4.3 and 4.4, logistic regression adjusts its parameter, \( \theta \), such that it closely matches the measured relationship between SINR of one node and PRR of the other (by maximizing log-likelihood). There are different optimization techniques that can achieve this, including batch gradient descent, SGD (stochastic gradient descent), and Newton’s method. Among these I chose Newton’s method for several reasons, described in the following.

The main advantage of Newton’s method is its converge speed. In my data, the method took less than 3 iterations to converge, sufficiently light to be adopted even on platforms with low computational power including wireless sensor nodes. SGD was also tested on the same dataset; it returned worse curve fit even after taking more than 30 iterations under step size of 0.1. Moreover, Newton’s method does not require step size parameter, which is a considerable benefit in terms of adaptability and simplicity. Meanwhile, the main disadvantage of the technique is the heavy computational complexity in obtaining the inverse of \( H \) in Eq. 4.4. However, this is not a severe issue in my case, since \( H \) is only a square matrix of size 2×2.

I note that, at the first glance, techniques that allow on-line learning (e.g., SGD) might appeal as a better candidate, due to their advantage in accommodating newly obtained samples without the need to reconstruct the entire model. However, I argue that such on-line update techniques suffer from keeping the old samples intact, which degrades their performance in the face of dynamically changing correlation over time. This issue will be further discussed in Subchapter 4.6.4 when I examine the effect of temporal dynamics.
4.6  Model Evaluation

4.6.1  Baseline and Terminologies

My model is evaluated against conditional reception, or CR in short. Recent studies have shown that CR offers considerable amount of benefit in reception estimation \[68, 66, 65\].

For a brief idea on CR, let there be two receivers \( R_A \) and \( R_B \) that hear a broadcast packet from a sender. When the event of reception success at each receiver is indicated as \( S_A \) and \( S_B \), \( CR = Pr(S_A|S_B) \). Note that CR differs from \( PRR = Pr(S_A) \) due to correlation between \( S_A \) and \( S_B \). CR is a link-level metric, as it only uses the information on reception success or failure. On the other hand, my model, which I refer to as CM(correlation model), takes advantage of information from the PHY layer.

Denoting the dataset from which both CM and CR is computed as the training set, whereas the dataset on which estimation is performed as the test set, my model is evaluated in terms of accuracy, estimation performance, and the cost of maintaining estimation quality in the face of temporal link dynamics. The results in this subchapter is based on the data obtained from the real-life experiment shown in Subchapter 4.4, Figure 4.7(c). Specifically, since the estimation is very obvious for links with very high and very low PRRs, evaluation is performed among 18 links (i.e., \( \binom{18}{2} = 153 \) link pairs) that exhibit intermediate PRRs from 19.2% to 80.8%, with an average of 63.9%.

![Figure 4.12: Model Accuracy](image)

Figure 4.12: Model Accuracy
4.6.2 Accuracy Verification

I first show how accurately my model reflects the training set. That is, I verify the estimation performance of CM when the test set is equal to the training set. After constructing CM, estimation is done per-packet basis, by taking SINR of one packet at a receiver and probabilistically guessing if reception on the other receiver is a success or failure. Specifically, this is done in two steps: (i) Given a SINR sample, a receiver first finds the corresponding PRR of the correlated receiver via CM. (ii) Then, I estimate the reception to be a success when PRR ≥ 0.5 and failure otherwise. In other words, the logistic regression (i.e., CM) is used as a linear classifier, based on a simple rationale where a reception is more likely to be a success when PRR is above 0.5. For a fair comparison, CR is evaluated similarly to CM, where the reception is estimated to be a success when CR ≥ 0.5.

Figure 4.12 shows the result with respect to different training set sizes. Error bars indicate 95% confidence intervals. The figure offers two observations: (i) The accuracy of CM is stable across various set sizes. This demonstrates the fast convergence of CM which only requires a small training set, cutting down the cost for model construction. Moreover, performance enhancement with large training set size indicate the model’s robustness to link dynamics. (ii) There exist consistent gaps between the accuracies of CM and CR. This is especially notable knowing that CM does not require additional transmission overhead compared to CR.

Figure 4.13: Estimation Performance
4.6.3 Estimation Performance

I now move on to the estimation performance when CM and CR are examined on the test set which is different from the training set. Specifically, I set test set to be a record of 3,600 samples (i.e., 1 hr) immediately following the training set. Simply put, this evaluation shows whether the model built on the past history (training set) can be applied to well estimate the future (test set) for an hour. Note that this test is directly related to the performance of CM and CR when applied to real networks, where they most likely face temporal variance in links. In other words, the relationship between correlated receivers dynamically changes over time.

Figure 4.13 presents the result. It shows that, with a very small training set of 30 samples, the accuracy of CM and CR is approximately equivalent. Performance is enhanced on both techniques as the size grows, where CM improves at a faster rate than CR. The figure exposes two interesting observations. First, the performance of CM reaches the peak at training set size of 2,400 and is kept stable until 3,600. I call 2,400 samples training set as the saturation point, as obtaining additional samples does not help to improve performance beyond this point. In practice, the saturation point can be regarded as the maximum number of samples to be obtained. Moreover, this point also indicates the size of the buffer required to fully utilize my model to its maximum. I note that 2,400 samples only take 9.6KB of memory. This indicates that my model can easily fit into sensor networks; Off-the-shelf sensor platforms, for instance MICAz and TelosB, are equipped with 512KB and 1MB flash storage. Another interesting observation is that CM's performance starts to degrade at the size of 5,400. This is an effect of time-varying property of links. As 5,400 samples indicate 90 minutes, samples obtained obtained earlier start to be outdated and force CM to make false decisions. The effect of time-varying link dynamics is further evaluated in the following subchapter.

4.6.4 Impact of Temporal Link Dynamics

Knowing that the saturation point indicates the most effective training set size, I explore the effect of temporal link dynamics on the performance of CM with the corresponding training set size. Figure 4.14 shows the trend of the accuracy for every 15 minute duration, beginning an hour after the model is initially constructed, until two hours
Figure 4.14: Effect of Temporal Link Dynamics

and 15 minutes. The figure clearly shows that the performance slowly degrades as the model gets outdated, agreeing with my previous observation. From practical standpoint, this figure suggests an optimal sampling frequency to maintain the performance to the maximum; if 2,400 samples can be collected during 90 minutes, CM with the maximum performance can be continuously rebuilt, without allowing performance degradation. This yields a moderate sampling rate of a sample (i.e., a packet reception) every 2.25 seconds.

4.7 Applications

My model can be used to efficiently predict the nodes’ all outgoing links’ status, which provides us great opportunities to help a wide range of upper layer protocols obtain better performance. To illustrate its versatility, I show two applications on (i) opportunistic routing, and (ii) network coding.

4.7.1 Application Examples

Opportunistic Routing

Opportunistic routing protocols, such as ExOR [75], defer the selection of the next hop for a packet until these protocols have knowledge about the set of nodes that have actually received that packet. By doing so, opportunistic routing could utilize links
that become temporarily available. I use the example in Figure 4.15(a) to illustrate how opportunistic routing works. In this figure, three nodes form a two-hop network and the best shortest ETX path is “$S \rightarrow R_1 \rightarrow R_2$”. With opportunistic routing, I can obtain a better results than ETX if node $R_2$ overhears the packets (e.g., $P_2$) from $S$.

An issue here is how does the source node, $S$, finds out if the link “$SR_2$” is available or not. In opportunistic routing, node $R_2$ explicitly or implicitly sends back an ACK when it overhears packets from $S$. In reality, when opportunistic routing applies, the link quality of “$SR_2$”, i.e., $Pr(SR_2)$ is not high (otherwise ETX will choose path “$S \rightarrow R_2$” instead of “$S \rightarrow R_1 \rightarrow R_2$”). Note that the reversed link is not symmetric especially when the link quality of the outgoing link is low [76], opportunistic routing loses many opportunities even if $R_2$ does overhear the packets from $S$. With my model, source node $S$ can tell the reception status of the long distance link, e.g., $SR_2$ from a close node, e.g., $R_1$’s reception information.

**Network Coding**

Network coding allows the nodes of a network to take several packets and combine them into one transmission, thus improving the throughput. For example, in COPE [77], as shown in Figure 4.15(b), the source node $S$ broadcasts three packets, i.e., $P_1$, $P_2$, and $P_3$, to the three receivers. The first receiver $R_1$ loses packet $P_3$, the second receiver $R_2$ loses packet $P_1$, and the third receiver $R_3$ loses packet $P_2$. Instead of transmitting all the three lost packets, COPE sends an XORed packet $P_1 \oplus P_2 \oplus P_3$. Despite the fact that they lost different packets, all three receivers can retrieve the three original packets using the XORed packet.

Now the question is: how does the source node know what packets its neighbors
have? In COPE, it estimates the probability that a particular neighbor has a packet as the link quality. Here, my model can help COPE obtain more precise information on neighbor’s possessed packets, thus offering more coding opportunities. In detail, one receiver will send back an ACK with its SINR value. Then, the source node computes all its neighbors’ packet reception information with my model.

![Figure 4.16: Evaluation results](image)

(a) Opportunistic routing  
(b) Network coding

4.7.2 Performance Evaluation

To further confirm the analysis, I conduct two experiments with fifteen MICAz nodes which form a two-hop network. The testbed size is 8m by 2.5m. In the experiments, a control node is used to remotely configure the channel and transmission power. The default channel is 16 and the default power is -25dBm. Based on these radio settings, each node sends $10^4$ packets in turn. Each packet is sent with a time interval of 0.3 second. The received packets’s information, e.g., RSSI, is recorded in MICAz nodes flash memory. When the nodes finish sending packets, they report their packet reception information to a sink node which is connected to a PC. I thus obtain the information required by my model. Then, the corresponding nodes in the testbed are selected as forwarders for opportunistic routing or network coding.

In the opportunistic routing experiment, I compare the performance of ETX [57], ExOR [75], ExOR_CR, and ExOR_CM. In ExOR_CR, I use conditional probability to estimate whether node $R_2$ received a packet from $S$ or not, given $R_1$’s reception
status. In my method, i.e., ExOR_CM, node $R_1$ will send back an ACK including its SINR information to estimate the nearby links’ receiving status. In the network coding experiment, I compare my design COPE_CM, with a traditional broadcast protocol, namely, RBP [78], and two network coding protocols, COPE [77] and COPE_CR.

**Results on Opportunistic Routing**

Figure 4.16(a) plots the number of transmissions for the source node to send a single packet to the destined receiver using different algorithms. On the average, the source node needs 3.0, 2.5, 2.7, and 2.1 transmissions for ETX, ExOR, ExOR_CR, and ExOR_CM, respectively, to deliver one packet to the destination. The three opportunistic routings perform better than ETX because the source node learns that the destination overhears the packets and sends the packets without passing through the relay node. ExOR_CM obtains a 30% improvement compared to ETX, which is better than ExOR and ExOR_CR. That is because my model provides a more precise information compared to ExOR and ExOR_CR in predicting the availability of the temporarily unstable links.

**Results on Network Coding**

Figure 4.16(b) shows the experiment results with RBP, COPE, COPE_CR, and COPE_CM. From the figure, the average number of transmissions for RBP to reliably broadcast one packet to the 14 receivers are 12.7, while COPE, COPE_CR, and COPE_CM is 11.2, 11.4, and 10.0 respectively. My model helps network coding obtain more benefits. Besides, I find that the gain of COPE is not very high in this scenario. The trace records show that this is because the broadcast packet loss is highly correlated; that is, the receivers lose the same packet and COPE has few opportunity to save transmissions.

**4.8 Related Work**

This chapter is related to link correlation and link quality estimation. Link correlation has been recently enlightened in the networking community. Previous work experimentally revealed the phenomenon and presented protocols that can effectively utilize it to
achieve high efficiency in flooding [66, 65], opportunistic routing [68], reliable broadcast [45], and code dissemination [67]. Another pioneering work on link correlation proposed a quantitative index to indicate the degree of the correlation [64]. My work is fundamentally different from the existing studies for the following three reasons: It is the first to (i) observe the phenomenon using PHY layer information and (ii) explore the two causes of link correlation. Lastly, (iii) instead of proposing a protocol, I focus on accurate capturing and modeling that can benefit a wide range of protocols.

Among a large body of works on link quality estimation, my work is most related to the recent studies that adopt logistic regression for their modeling. In [79], authors model link estimator taking PRR and PHY information including RSSI, LQI, and SNR. This work was improved in [74], where instantaneous prediction was made possible to avoid the need for off-line training. However, my work is inherently different from these studies as my work makes estimation across links, rather than within the same link.

4.9 Conclusion

To further improve network performance, this chapter aims to provide a framework named CorrModel that precisely captures the phenomenon of link correlation in reality, under both CTI and correlated shadowing. CorrModel utilizes SINR that is capable of capturing link correlation in full, while conventional metrics, RSSI and LQI, fail to do so. Using SINR I successfully model link correlation, where its estimation performance is consistently better than the conditional reception, which is the metric introduced in the in the state-of-the-art works [45, 65] as a means to measure correlation. Moreover, I show that CorrModel can be built and maintained with a moderate cost in the face of temporal dynamics of links. Lastly, my model was applied to opportunistic routing and network coding protocols for an average energy savings of 25% and 15%.
Chapter 5

Cross-technology Collaboration
5.1 Introduction

This chapter begins with the recognition that this coexistence is indeed double side: although it may cause inefficiency and unfairness in channel/spectrum utilization, it also provides new opportunities because the standards for individual technologies are specialized and hence possess strengths in different areas that are, often the weaknesses of the others. For example, while WiFi has access to a virtually unlimited amount of information via the Internet, it consumes a considerable amount of power, causing battery problems in mobile devices [80, 81]. Conversely, the ZigBee network often operates as a stand-alone and has limited information, but is extremely energy efficient. Thus, both networks can be enhanced via mutual supplementation, demonstrating the positive side of coexistence.

In this chapter, I propose FreeBee, a cross-technology communication framework that is generic and transparent (i.e., no extra traffic). My design aims to mitigate the detrimental effect of coexistence while exploring the opportunities behind it. As such, FreeBee sheds the light on the opportunities that cross-technology communication has to offer including, but not limited to, cross-technology interference mitigation and context-aware smart operation. Specifically I achieve this via embedding symbol into beacons by shifting their transmission timing. Although the concept of modulating via signal timings is known as PPM (Pulse Position Modulation), legacy PPM supports only communication between homogeneous devices and requires precise pulse timing, which can be hardly satisfied in wireless coexistence environments with mainly contention-based MACs.

Existing cross-technology communication works [82, 83] are technology-specific and require dedicated packets for communication, burdening already-crowded channels with further overhead. In contrast, Freebee utilizes mandatory beacons widely adopted among wireless technologies [84, 44, 43], achieving a generic and free-side-channel design. In summary, my original contribution is three-fold:

- I propose FreeBee, a novel cross-technology communication framework that allows direct communication between heterogeneous senders and receivers. In addition, FreeBee allows heterogeneous devices to receive broadcast simultaneously from a sender with overlapping frequencies (e.g., Bluetooth to WiFi and ZigBee) and
support a sender with a wider bandwidth (e.g., WiFi) to reach multiple narrower-band receivers (e.g., WiFi to multi-channel ZigBee).

- FreeBee requires no hardware modification and does not introduce dedicated traffic. Its existence is transparent to legacy wireless systems. My new interval multiplexing scheme supports concurrent transmission and reception of multiple signals.

- I present three prototype implementations: WiFi, ZigBee, and Bluetooth. Results suggest that FreeBee offers reliable symbol delivery within less than a second and supports mobility up to 30mph and duty cycle operation of under 5%. I also demonstrate a practical use of FreeBee: Inspecting real WiFi deployment patterns in a shopping mall area, FreeBee was found to save 78.9% of the energy otherwise wasted by the WiFi interface.

The chapter is organized as follows. Subchapter 5.2 presents motivations. The FreeBee design and features are introduced in Subchapters 5.3 and 5.4. Subchapters 5.5 and 5.6 evaluate performance analytically and empirically, followed by a FreeBee application in Subchapter 5.7. I summarize related work in Subchapter 5.8 and conclude in Subchapter 5.9.
5.2 Motivation

This subchapter demonstrates a wide range of benefits the FreeBee technology has to offer.

![Figure 5.1: Context-aware home automation](image)

- **Benefit to ZigBee – Smart homes:** FreeBee enables direct sharing of information without assistance from costly (>150 USD) dual-radio gateways that are mostly unavailable in real-life settings. One such type of information is user presence, which is accessible by WiFi AP by observing the nodes associated to it. Sharing this information enables other networks to provide context-aware service. Figure 5.1 demonstrates the example of a smart home with ZigBee-assisted appliances. Home WiFi AP first determines whether the resident is away or home (i.e., his/her smart phone is associated or not). Using FreeBee, this information is broadcast from the AP to all the ZigBee nodes inside the home to drive them to the appropriate operation mode. For instance, once the resident leaves they turn to “away mode”, such as lowering home temperature to an energy-economic value.

![Figure 5.2: Wake on selective WLAN](image)

- **Benefit to WiFi – Mobile devices:** Operating a WiFi Network Interface Card (NIC) continuously depletes precious energy in portable devices [80, 81]. To tackle this,
ZiFi [85] suggests attaching a low-power ZigBee radio to the device to wake up the WiFi NIC whenever it detects the existence of any WiFi AP. While this approach can significantly reduce standby energy, I believe that further savings can be achieved.

Nowadays most of metropolitan areas are overloaded with WiFi APs, many of which are private. Thus, it is still a waste of energy to blindly wake up a WiFi NIC when an arbitrary AP shows up, without knowing if it is accessible or not. As shown in Figure 5.2, I avoid this issue by embedding 1-bit accessibility information (i.e., open/private) into WiFi beacons and allowing the attached low-power radio (Bluetooth or ZigBee) to capture this information through FreeBee. Accordingly, the WiFi NIC can wake up only when it finds an open AP. I refer to this function as wake on selective WLAN. I note that this approach can be extended to limiting WiFi wakeup only to discovering an AP that fits the user’s interest; for instance, when there is an AP that matches a user-defined SSID.

![Figure 5.3: Real-time patient monitoring](image)

- **Benefit to Bluetooth – Health care**: Taking advantage of its low-power operation, Bluetooth technology is widely used in portable medical devices, including glucose and heart monitors [86]. Although FreeBee is not designed to transfer a large volume of medical data, it enables health alerts by embedding urgent information into Bluetooth beacons. The ubiquitous WiFi coverage in most indoor environments today provides a continuous alert service even if patients are away from their Bluetooth-enabled medical station, as shown in Figure 5.3. This figure also shows that FreeBee can offer the location of the patient via geolocation provided by WiFi AP, allowing accurate and timely medical actions in case of an emergency.

- **Benefit to all – Channel efficiency**: All WiFi, ZigBee, and Bluetooth networks can
benefit from FreeBee via cross-technology channel coordination. As a result of evolving separately without considering each other, channel access schemes in heterogeneous wireless technologies are incompatible, leading to a severe CTI [87, 69, 83, 88]. This cross-technology channel access problem can be addressed by allowing explicit communication among different technologies. As demonstrated in Figure 5.4, FreeBee essentially allows TDMA or FDMA among heterogeneous wireless platforms, alleviating CTI. For instance, FreeBee realizes mechanisms similar to NAV (Network allocation vector) or RTS/CTS in WiFi for spectrum allocation that is global across technologies.

5.3 Framework Design

This subchapter presents an overview of FreeBee, followed by design specifics such as modulation and demodulation techniques. Without loss of generality, I use communication between WiFi (sender) and ZigBee (receiver) to illustrate the generic design of FreeBee.

5.3.1 Design Overview

I propose a cross-technology communication framework in which symbols are embedded into the timing of beacon frames. Specifically, I slightly shift the transmission time (advance or delay) of beacon frames, a configurable setting in most WiFi APs deployed today, simply via HTTP protocol. The shift is made in the units of 1.024ms, compliant to the 802.11 standard unit used in beacon scheduling, known as TBTT (Target Beacon Transmission Time) [44]. To ensure a free side-channel operation, FreeBee shifts timing in such a way that the average interval remains the same as the original setting. Thus, the proposed communication framework is not only transparent, but also does not consume additional bandwidth or energy. This unique aspect enables important
information to be broadcast continuously, safely reaching mobile and/or duty-cycled ZigBee receivers whose presence or active periods are a priori unknown to the sender.

However, WiFi beacons cannot be directly captured and recognized by ZigBee nodes, due to incompatible PHY layers. Instead, as WiFi coexists with ZigBee on the 2.4GHz ISM band, a ZigBee receiver statically detects the position of the WiFi beacons in the wireless channel, using its RSSI sensing capability. I note that, as a foundational function for MAC techniques including CSMA, RSSI sampling is common among varieties of wireless standards (e.g., Bluetooth).

Figure 5.5: FreeBee architecture and scope

Figure 5.5 depicts the overall architecture and the scope of this work. My design spans modulation/demodulation techniques, as well as a multiple access scheme for concurrent communications. I note that the WiFi-ZigBee FreeBee design is based on 802.11 and 802.15.4 standards, and my design is compatible with all 802.11 variants (i.e., a/b/g/n) and 802.15.4-compliant nodes (e.g., TelosB and MICAz) and requires no hardware modification. In fact, FreeBee can be adopted to enable communication between any heterogeneous wireless platforms as long as the channel is shared. In the following, I first propose a basic version of FreeBee with the simplest form, followed by elaborated designs that enhance the basic version.

5.3.2 Basic FreeBee

In this subchapter, I describe the basic version of modulation/demodulation I refer to as FreeBee. This design assumes that the unmodulated position of the beacon is found during the initial network setup, which I refer to as the reference position. This position can be simply obtained by running FreeBee when the AP is sending beacons in their original timing. Modulated beacon positions found later are compared to the reference
position for symbol interpretation (i.e., demodulation).

\[ t-(T/2-\Delta), t-2\Delta, t-\Delta, t+\Delta, t+2\Delta, t+T/2 \]

\[ \text{modulation via shifting} \]
\[ \text{t (original position)} \]
\[ \text{time} \]

Figure 5.6: Symbol embedding with beacon shift

Modulation

For timely advertisement, the 802.11 standard requires APs to periodically broadcast beacons. FreeBee establishes a free side-channel by embedding symbols within the transmission timing of these mandatory packets. Referring to Figure 5.6, let's consider a beacon whose reference position is at \( t \), where the interval is \( T \). Applying FreeBee, I shift the beacon from its reference position in the range of \((-T/2, T/2]\) to indicate the symbol to be delivered. The amount of information that can be embedded is determined by \( T \) and the granularity of shift, indicated by \( \Delta \) in Figure 5.6. I set \( \Delta \) as 1.024\( ms \) following the beacon scheduling granularity as defined by the 802.11 standard (I note that the information amount can easily be increased by adopting smaller \( \Delta \)). Under this setting the typical \( T \) of 102.4\( ms \), adopted in the majority of legacy WiFi APs, corresponds to 100\( \Delta \), indicating that the beacon can be positioned at 100 different time instances. Thus, beacon shift can express \( \lfloor \log_2 100 \rfloor = 6 \) bits.

Due to incompatible PHY layers, the ZigBee receiver is unable to decode the beacons and thus cannot detect the presence of beacons directly. Therefore I statistically locate beacons by their periodic repetition. For instance, to deliver a FreeBee symbol corresponding to \( t-\Delta \) in Figure 5.6, multiple consecutive beacons are shifted for the same amount (i.e., beacons are transmitted at \( t+T-\Delta, t+2T-\Delta \), and so on). The required number of beacon repetitions per symbol is decided by the channel noise, which is analyzed in detail in later subchapters. Lastly, I note that the beacon interval still remains at \( T \) in the process of FreeBee transmission, indicating free side-channel operation.
Demodulation

Here I describe how FreeBee captures and interprets position-modulated beacons for successful demodulation, especially under channel noise (i.e., other ongoing traffic within the same band). FreeBee demodulation starts from sampling the energy in the channel. This is done by consecutively recording the values obtained from the RSSI register on an 802.15.4-compliant RF chip on the ZigBee node. Upon recording a stream of RSSIs, the captured values are quantized to binaries–0 if below threshold and 1 if above—to indicate clear and busy channels. The threshold is set to be -75dBm following the CCA (Clear Channel Assessment) threshold for the 802.15.4 standard [43]. I note that WiFi also runs CCA, where the threshold is -82dBm [44]. For simplicity, I hereafter will refer to the binary value simply as RSSI. Furthermore, as a RSSI sample in ZigBee is a measurement spanning for 128us, the sampling rate is set to be 1/128us = 7.8KHz to avoid time gaps between samples while keeping the rate at its minimum.

I then apply folding to the obtained RSSI vector, a signal processing technique that allows detecting periodic signal under noise. I note that this technique was originally introduced in [89] and was recently featured by ZiFi [85] to detect the presence of WiFi AP. Given a sampled RSSI vector, folding by $P$ simply cuts the vector into sub-vectors of equal lengths of $P$ and stacks them to yield a matrix. An example of folding is shown in Figure 5.7, where a sampled RSSI vector of length 20 is considered. Let the interval of the beacons captured in the vector be $T$ seconds, and the number of samples in $T$ as $\lambda$. In the example $\lambda = 5$, and upon folding by $P = \lambda$, RSSIs of beacons (in black) align in a column. The column-wise sum is referred to as the fold sum, where the column with the highest fold sum indicates the position of the beacon. Note that the fold sums

![Figure 5.7: Folding example](image-url)
are likely to be smaller in other columns, as they are induced by either random (thus aperiodic) traffic or beacons with different intervals.

Figure 5.8: FreeBee demodulation in practice

Figure 5.8 presents an example of demodulating FreeBee symbol (20Δ) in practice. To sum up, FreeBee demodulation is process of finding the column corresponding to beacon position, which can easily be achieved by folding and simply picking the column with the maximum fold sum. This same process is used to learn the reference position of the beacon during network initialization and to find the modulated position. The difference of the two positions indicates the symbol within. Other harmonic analysis techniques, such as FFT (Fast Fourier Transform) and autocorrelation, do not yield the position (i.e., phase) of the beacon, and hence are not suitable for my purpose.

Figure 5.9: A-FreeBee modulation
5.3.3 Enhanced Feature #1: Asynchrony

The basic FreeBee design embeds the symbol as a beacon time shift from the reference position, a concept that requires learning the position beforehand. I relax this condition to introduce A-FreeBee (Asynchronous FreeBee), freeing my design from any prior knowledge to offer instantaneous communication.

Figure 5.9 shows Modulation of A-FreeBee. Applying A-FreeBee to beacons with an interval of $T$, beacons are scheduled to construct two streams of beacons (black and gray) with the same interval of $2T$, where one stream (i.e., gray beacons) is a shifted version of the other (i.e., black beacons). This is achieved by shifting every other beacon by the amount that corresponds to the symbol to be delivered. The figure demonstrates a case where the symbol corresponds to $\Delta$, indicating one unit of shift. I note that A-FreeBee is also a free-side-channel, as the average interval between consecutive beacons is still $T$.

Under A-FreeBee design, the reference position is no longer required; it simply looks for two beacon streams with the same period by folding with $P = 2\lambda$. The embedded symbol is interpreted directly from the phase difference, i.e., two columns with the first and second highest fold sums are found, where the distance between them indicates A-FreeBee symbol.

A demodulation example of A-FreeBee is shown in Figure 5.10 for a RSSI vector of length 16. Two beacon streams are depicted in black boxes, and the gray boxes represent noise. Two columns with high fold sums are found by folding with $P = 2\lambda = 8$, where the distance between the two columns is $T - \Delta$. Noting that the distance would simply be $T$ before modulation, the amount of shift (i.e., the symbol) is therefore $\Delta$. Figure 5.11
below demonstrates A-FreeBee demodulation in practice, where the conveyed symbol is 20Δ.

Figure 5.11: A-FreeBee demodulation

The asynchronous version features several advantages over the basic FreeBee, including that it (i) requires no synchronization, (ii) is robust to clock drifts, and (iii) supports instantaneous communication without prior knowledge. I note that all these improvements come with a trade-off in data rate; A-FreeBee, compared to the basic FreeBee, requires collecting a higher number of beacons to form two high fold sums instead of one. The relationship between the performances of FreeBee and A-FreeBee are analyzed both theoretically and empirically in later parts of the chapter.

5.3.4 Enhanced Feature #2: Concurrency

In the face of multiple (A-)FreeBee senders, selecting the same or arbitrary intervals may lead the signals to tangle and cause errors in demodulation. In this subchapter, I address this issue to allow simultaneous transmissions of an arbitrary number of (A-)FreeBee symbols such that each of them can be safely demodulated at the receiver.

Interval Multiplexing

Recall that, according to the 802.11 standard, beacon intervals are defined in the unit of \( \Delta (=1.024\, ms) \). Let beacon intervals of \( n \) neighboring APs be \( x_1\Delta, x_2\Delta, \ldots, x_n\Delta \). Then, FreeBee allows simultaneous communication of \( n \) APs if \( x_1, x_2, \ldots, x_n \) are pair-wise co-primes. I refer to this as interval multiplexing.
Figure 5.12: Demodulating interval-multiplexed FreeBee symbols.

Figure 5.12 demonstrates a scenario of interval multiplexing/demultiplexing, where two FreeBee senders with intervals \( T_1 = 3\Delta \) (in black) and \( T_2 = 5\Delta \) (in gray) introduce a vector of merged RSSI signals at a receiver, and this receiver utilizes interval demultiplexing to demodulate. Specifically, by folding with \( P = 3 \) and 5 and looking for the column with the highest fold sum, the receiver can detect the position of the beacons as if the other signal does not exist. This is because 3 and 5 are co-primes, and no longer holds when they are not; for example, consider a sampled RSSI vector including beacons with intervals \( T_1 = 2\Delta \) and \( T_2 = 4\Delta \). When folded by \( P = 4 \), both beacons will form high fold sums, causing demodulation error. I note that while the figure shows only two senders for clarity, this idea can be extended to \( n \) senders as long as the intervals are pairwise co-prime. The rationale behind this scheme is given in the following proposition:

**Proposition 5.3.1.** For FreeBee signals with co-prime intervals, folding for one signal restricts the fold sum of the others to a maximum of 1.

*Proof.* Let \( T_1 = x_1\Delta \) and \( T_2 = x_2\Delta \) be two beacon intervals where \( x_1 \) and \( x_2 \) are co-primes. When a sampled RSSI vector containing beacons of interval \( T_2 \) is fold by \( P = x_1 \), beacon repeats in a column every LCM (least common multiple) of \( x_1 \) and \( x_2 \), which is \( x_1 \times x_2 \). Since the total length of the sampled RSSI vector is much smaller than \( x_1 \times x_2 \), beacons with the interval of \( x_1\Delta \) cannot be folded into the same column when folded by \( x_2 \) (and vice versa), yielding the maximum fold sum of 1.

The proposition states that the cross-interference between FreeBee signals is effectively suppressed when intervals are co-prime, essentially granting orthogonality between signals for concurrent communication. I note that this holds for both basic FreeBee and
A-FreeBee.

In practice, to avoid the overhead in computing for co-prime numbers, I allow APs to select among a set of pre-stored prime numbers instead. Moreover, the same interval should not be chosen among neighboring APs, which can be easily achieved in listen before talk fashion; they listen to each other to acquire the beacon interval information (i.e., $x$ in $T = x\Delta$) that, according to the 802.11 standard, is recorded within beacons. After storing a set of intervals used by the neighboring APs, an unoccupied prime number is chosen as its interval. Conversely, coordination via wired connection (i.e., WLAN or the Internet) may be preferred, which avoids the hidden terminal problem.

Implicit Addressing Feature of FreeBee

This part discusses the unique addressing scheme used in FreeBee. As a reminder, demodulating each interval-multiplexed FreeBee signals remains the same as the case for a single signal; folding with $P$ yields the corresponding FreeBee signal with $P$.

![Figure 5.13: Implicit addressing via interval multiplexing](image)

- **For stationary deployment**: As shown in Figure 5.13, each interval $P$ is allocated to one FreeBee sender, implicitly addressing that sender. Hence a receiver may select a subset of $P$’s that corresponds to the sender(s) of interest.
- **For mobile deployment**: In mobile scenarios, mobile devices are not aware of $P$s used by nearby FreeBee enabled devices. I need to fold for all $P$s in the prime set to receive from every sender. This is not as computationally heavy as it may sound, as the number of primes, by the prime number theorem, is limited to $\frac{x_{max}}{\ln(x_{max})} - \frac{x_{min}}{\ln(x_{min})}$ when $x_{max}$ and $x_{min}$ are the maximum and minimum values in the prime set. For example, there are 20 primes in the interval range of $x_{min} = 53$ and $x_{max} = 149$.

From a practical point of view, I emphasize that implicit addressing is a unique
and effective feature of my design: as each sender is required to select different beacon interval, symbols demodulated with the same $P$ are ensured to be from the same sender. This allows safely constructing a long symbol by appending received symbols. However, this is not the case for all other cross-technology techniques. In Esense [82] and HoWiES [88], a sender ID has to be embedded along with information in order to concatenate separate symbols correctly, leading to a large overhead in such a low-rate cross-technology communication.

5.4 Practical Issues

In this subchapter, I discuss practical issues and their effects on my design.

- **Channel access delay**: Although beacons are prioritized over data packets and hence queueing delays are negligible [44], they do suffer from channel access delays according to CSMA. This is in fact a challenge uniquely imposed on my design, which is different from traditional the PPM environment where all pulses are transmitted at their exact times. Upon long delays, a beacon may fail to contribute to folding. This is precisely why beacon repetitions are needed (e.g., four beacons in Figure 5.7) for statistical performance guarantee. My empirical study in Subchapter 5.6.3 suggests that 5 beacons yield an error of less than 1%.

- **Noise**: Any non-beacon signal occupying the spectrum serves as noise and is a potential source of error. That is, as frequent 1’s due to noise fill up the sampled RSSI, there is an increased chance of a large fold sum formed elsewhere to the beacon position, thus inducing demodulation failure. In other words, the performance of my design is enhanced by reducing the noise. This is simply done by taking only the first two RSSI samples for any packet including beacons and discarding (i.e., set to 0) the rest. The reason behind this approach is two-fold: (i) As data packets tend to be much longer than beacons, this reduces noise to 1/6 on average in my experiments. (ii) My empirical analysis indicates that the channel access delays of beacons are mostly (>90%) less than 256us, where a similar result was reported in a recent study [91]. Noting that the duration of a RSSI sample is 128us, this suggests the first two RSSI samples (256us) of beacons maintain a high chance of overlapping (i.e., contributing to fold sum) upon folding.
5.5 Analytics

In this subchapter, I provide a theoretical analysis of the performance of FreeBee and A-FreeBee.

5.5.1 SER vs. Sampling Duration

As noted earlier, the symbol error occurs upon demodulation failure, essentially when the fold sum of noise is higher than that of the beacons. For brevity, I defer a detailed SER (Symbol Error Rate) derivation to the appendix (at the end of the chapter) and here move directly to the results to demonstrate the impact of three system parameters: (i) $T$, the beacon interval. (i) $\rho$, the number of beacon repetitions for statistical demodulation; and (iii) Sampling duration, the sampling time to obtain a symbol, which is $\rho \times T$ for FreeBee and $\rho \times 2T$ for A-FreeBee.

Figures 5.14(a) and 5.14(b) show Symbol Error Rate (SER) when default beacon interval is set as $T = 97\Delta = 99.3\text{ms}$. These figures convey three ideas: (i) longer sampling (i.e., higher $\rho$) lowers SER, as more beacons are utilized to fight against noise; (ii) for a given duration, FreeBee achieves a lower SER than A-FreeBee; and (iii) higher channel occupancy, denoted by $B$, indicates more noise, thus higher SER. The figures have $B$ up to 90% for completeness of analysis, where $B \leq 30\%$ was observed.
in my experiment (under the threshold of -75dBm) in a university building with 50+ APs. Similar observations were reported in a recent study from a large-scale open WiFi trace [92, 85]. The figures suggest analytically that FreeBee and A-FreeBee achieve SER<1% for durations of 0.7s and 1.2s under such condition. I note this analytical result matches well with results from empirical experiments shown in Subchapter 5.6.3.

![Figure 5.15: Bit rate vs. \( T \) for different \( \rho \).](image)

5.5.2 Transmission Rate vs. Beacon Interval

Beacon interval, \( T \), is another factor that can affect (A-)FreeBee performance. The impact of beacon interval \( T \) can be observed with bit rate \( R \). Intuitively, enlarging the beacon interval has two effects: (i) it offers more space for shift, or equivalently, yields more bits per symbol; and (ii) it requires more time to reach the same \( \rho \). The bit rate for FreeBee can be computed as below:

\[
R = \frac{\log_2 T/\Delta}{T \times \rho} \text{bps} \quad (5.1)
\]

Noting that \( \Delta \) (1.024ms in WiFi) defines the granularity of shift, the numerator in the Eqn. 5.1 implies *bit per symbol*. Figure 5.15 shows the impact of beacon interval \( T \) on \( R \) in different scenarios for the range of practical intervals. In A-FreeBee, the rate is cut in half as it takes double sample duration (i.e., \( \rho \times 2T \)) to convey a same symbol. It is important to note that the rate given here is per sender, without bandwidth consumption (i.e., without incurring extra traffic). Due to interval multiplexing, the aggregated
throughput linearly increases according to the number of senders. Furthermore, boosting the throughput of a single sender by adopting additional beacons is also a viable option. Performances under such cases are shown via experimental evaluations in the next subchapter.

5.6 Performance Evaluation

I show the generality of (A-)FreeBee by evaluations performed across four platforms operating on three different wireless standards: WiFi, ZigBee, and Bluetooth.

![Images of evaluation platforms: WiFi (WARP), WiFi (laptop), ZigBee, Bluetooth](image)

Figure 5.16: Four evaluation platforms
Table 5.1: Experiment Settings

<table>
<thead>
<tr>
<th>Communication Direction</th>
<th>Tx Ch.</th>
<th>Tx Power</th>
<th>Rx Ch.</th>
<th>Dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>WiFi → ZigBee</td>
<td>1,4</td>
<td>13 dBm</td>
<td>11-15</td>
<td>8m</td>
</tr>
<tr>
<td>ZigBee → WiFi</td>
<td>11-14</td>
<td>0 dBm</td>
<td>1</td>
<td>1.5m</td>
</tr>
<tr>
<td>Bluetooth → WiFi</td>
<td>37-39</td>
<td>4 dBm</td>
<td>4</td>
<td>3m</td>
</tr>
<tr>
<td>Bluetooth → ZigBee</td>
<td>37-39</td>
<td>4 dBm</td>
<td>15</td>
<td>3m</td>
</tr>
</tbody>
</table>

5.6.1 Experiment Settings

The experiment parameters are specified in Table 5.1, where the detailed settings are as follows.

- **Design generality:** As a generic cross-technology communication framework, my design mechanisms including modulation, demodulation, and interval multiplexing commonly apply to different underlying technologies. This is possible because, according to the standards, (i) beacons are adopted in all three technologies of WiFi, ZigBee, and Bluetooth, (ii) they commonly allow modification of beacon timings, (iii) they reside on overlapping frequencies in the 2.4GHz band and finally, (iv) the light-weight design makes my design feasible even to low-end devices, as demonstrated later in the subchapter.

- **WiFi:** Figures 5.16(a) and 5.16(b) show the two WiFi platforms on which my design is implemented: WARP [93] and laptops. The former is a wireless research platform fully integrated with WiFi PHY/MAC layers. As a FPGA-based system allowing real-time operation, the evaluation on WARP enables precise exploration into FreeBee performance. Further implementation on six different laptops with various WiFi NICs from Qualcomm, Realtek, and Intel avoids hardware bias.

  Evaluations via laptops utilize Lorcon2 packet injection library [47] to schedule beacons according to FreeBee, which is a reasonable approach since laptops/PCs running software AP are frequently used in practice [48]. In Table 5.1 I use WiFi channel 1 (unless otherwise specified) for communication with ZigBee, one of the three most commonly used channels (i.e., 1, 6, and 11), granting generality to my result. I then tune to channel 4, which overlaps with a Bluetooth advertising channel (i.e., 38), for communication with Bluetooth.
- **ZigBee**: I use 30 ZigBee-compliant MICAz nodes (Figure 5.16(c)) for my experiments. When operating as a receiver, a MICAz node captures RSSI values (at 7.8KHz sampling rate by default) and records them within its 512KB on-board flash. The values are either processed (i.e., demodulated) within the node or flushed to a PC for analysis, depending on experiments. I use channels 11-15, overlapping with WiFi channels 1 and 4, and a Bluetooth advertising channel of 38.

- **Bluetooth**: My design is implemented on IOGEAR Bluetooth LE USB adapter, a cheap (∼12 USD) off-the-shelf product, shown in Figure 5.16(d). On this device, I utilize AltBeacon library running under Linux’s BlueZ driver for FreeBee embedding. Specifically, connectable directed advertising was used to generate FreeBee-enabled beacons on all three advertising channels of 37-39, which complies to the standard on Bluetooth beaconing.

![Figure 5.17: Per-sender throughputs](image)

**5.6.2 Per-sender Throughput**

In this subchapter I demonstrate the data rate achievable per sender, under free side-channel as well as when the channel is fully utilized.

- **Free side-channel throughput**: Figure 5.17 illustrates per-sender data rate without introducing additional traffic (i.e., free side-channel). The experiment was conducted in a residential area with 20+ APs in proximity. Beacon intervals are set as 99.3, 76.8, and 78.75ms for WiFi, ZigBee, and Bluetooth, respectively, where the rate may easily be enhanced with shorter beacon intervals. The figure demonstrates two ideas: (i) The performance of A-FreeBee is slightly less than half of that of FreeBee, due to doubled sampling duration in A-FreeBee. Longer sampling duration increases the chance
of larger fold sum of noise, hence yields higher SER in A-Freebee compared to FreeBee. This agrees with my theoretical analysis in Subchapter 5.5.1 (ii) Among different communication directions, WiFi to ZigBee exhibits the fastest rate of 31.5bps for FreeBee. The rate drops to 14.6bps for ZigBee to WiFi as the ZigBee standard enforces large unit shift (i.e., $\Delta = 15.36$ms), reducing the amount of information embedded in a symbol. While the Bluetooth standard defines a fine-grained beacon shift unit ($\Delta = 0.625$ms), the random backoff ranging up to 10ms affects the performances of Bluetooth to WiFi and ZigBee communications where they show 17.5 and 17.8bps, respectively. While disabling the backoff functionality would increase the throughput significantly, the case is not considered in this work as it requires modification to the standard (lacks compatibility).
• **Upper bound throughput under ideal conditions:** I demonstrate the effectiveness of my design by comparing the maximum throughput of my design to that of Esense [82], a state-of-art cross-technology communication scheme. Esense, as a WiFi to ZigBee communication technique, conveys data by modulating WiFi packet durations, where its ideal maximum throughput is reported under the ideal condition of interference-free channel that is fully utilized by a single sender. Hence I adopt this setting in evaluating FreeBee. Evaluation parameters also follow the values proposed in Esense; That is, RSSI sampling rate of 32KHz (= sampling interval of 30.5us), inter-frame duration of 90us, and the maximum WiFi transmission rate of 54Mbps (802.11g).

To obtain the ideal FreeBee performance, I first note that beacons need not be repeatedly transmitted under the interference-free channel. That is, a single beacon frame conveys a symbol where SER=0. When the maximum shift is $x\Delta$, a symbol (i.e., a beacon) embeds $\log_2(x + 1)$ bits, where the time it consumes consists of inter-frame duration, beacon transmission time, and the amount of shift, where the unit of shift may be as small as the sampling interval (i.e., $\Delta = 30.5\text{us}$). When $x = 4$, FreeBee yields the throughput of 10.2Kbps given the beacon length of 100Bytes. Esense, according to its researchers, achieves the throughput of 5.13Kbps under the same setting. This is because Esense requires to use long-length packets (with long air-time) up to 1,500Bytes to enable measurement of WiFi packet durations via a low-end ZigBee node. Meanwhile, FreeBee utilizes short beacons to offer higher channel efficiency.

### 5.6.3 Symbol Error Rate

Here I present the reliability of my design in practice by evaluating SER under both indoor and outdoor environments in a residential area. This experiment is based on WiFi(WARP) to ZigBee communication, where more than 2,500 symbols are sent and demodulated for SER computation. The results for FreeBee and A-FreeBee are depicted in Figures 5.18(a) and 5.18(b). Both designs reach $SER \leq 0.5\%$ when $\rho = 5$ (i.e., 0.5s and 1s for FreeBee and A-FreeBee), regardless of the environment. Furthermore, both designs perform better in outdoor environments, due to lower channel occupancy, $B$.

The lower figure in 5.18(c) illustrates the constellation, along with the demodulated positions of received symbols, when the 6bit symbol of ‘100011’ is repeatedly sent 2,500 times. Demodulation is successful when a dot resides inside the region marked by gray
dotted lines in the constellation. The upper figure in 5.18(c) shows the distribution of the dots, in which >99% are successfully demodulated.

### 5.6.4 Cross-technology/channel Broadcast

This subchapter demonstrates FreeBee’s unique capability to *broadcast* to receivers with heterogeneous technologies and channels.

**Cross-technology broadcast:** Depicted in Figure 5.19 as a generic communication framework, FreeBee allows broadcast to heterogeneous receivers with overlapping frequencies. My generic design is effective in practice, since it avoids the complexity associated with technology-specific operation. In the experiment, WiFi and ZigBee were set to channels 4 and 15 to listen to Bluetooth’s advertisement channel of 38 simultaneously. In this particular case shown in Figure 5.19, WiFi receiver, compared to ZigBee, suffers from larger SER. It is due to higher noise, as WiFi channel 4 overlaps with the popular WiFi channels of 1 and 6, while ZigBee channel 15 does not.

**Cross-channel broadcast:** Figure 5.20 demonstrates another FreeBee’s feature where a sender with wider bandwidth (WiFi) reaches multiple narrower-band receivers (ZigBee) on different channels with a single broadcast. WiFi’s bandwidth spans 20MHz.
Figure 5.21: FreeBee transparency

while it is only 2MHz for ZigBee. The experiment result in Figure 5.20 shows that SER on channel 14 is larger than that of channel 15. This is because channel 14 is affected by the noise from the heavily-used WiFi channel 1.

I note cross-technology broadcast and cross-channel broadcast can be combined to support more sophisticated scenarios where multiple heterogeneous senders deliver control symbols (through interval multiplexing) to multiple heterogeneous wireless receivers running under different channels. Such a capability would encourage further research on cross-technology coordination and control.

5.6.5 Transparency

I deploy five WiFi FreeBee senders, $F_1$-$F_5$, with beacon intervals of $\{91.1, 99.3, 103.4, 105.5, 109.6\}$ ms corresponding to $\{89\Delta, 97\Delta, 101\Delta, 103\Delta, 107\Delta\}$. Prime intervals indicate they are interval-multiplexed. Each sender is allowed to operate in FreeBee ON or OFF modes. A sender embeds FreeBee symbols only when it is ON. When OFF, the sender acts as
a legacy AP to simply transmit beacons periodically without symbol embedding. Under this setting, I observe the throughput of legacy wireless networks when a single to multiple FreeBee APs are operational, as well as the cross-interference among them. To do so, I first turn only $F_1$ to ON mode, while leaving all the others OFF. Then, I turn $F_2 - F_5$ to ON one by one every 10 minutes.

- **Transparency between FreeBees**: As the black bar in Figure 5.21(a) demonstrates, the throughput of $F_1$ is kept stable at an average of 35.5bps in the face of multiple concurrent FreeBee transmissions. This validates the performance of interval multiplexing in suppressing cross-interference among FreeBee signals. In fact simultaneous transmission helps to linearly increase the aggregated throughput up to 161.8bps, as shown by the gray bar. While the throughput can be enhanced by selecting shorter intervals for $F_1 - F_5$, I select ones close to that of a legacy AP ($102.4\text{ms} = 100\Delta$) to limit the channel usage to a similar level.

- **Transparency to legacy networks**: I again turn $F_1 - F_5$ to ON mode one at a time every 10 minutes, during which throughput between a pair of WiFi or ZigBee nodes are measured. The results are demonstrated in Figures 5.21(b) and 5.21(c). For WiFi, I use Iperf [95] to measure TCP throughput when operating in 802.11g. The WiFi sender was placed beside the FreeBees, 8m away from the WiFi receiver. For ZigBee measurement, sender and receiver were placed 5m apart, where 20-byte packets were continuously transmitted at the fastest speed (i.e., with the minimum inter-packet delay). The figures show stable throughputs averaging 4.1Mbps and 19.6Kbps for WiFi and ZigBee, respectively, with small standard deviations. This suggests that both networks are unaffected by the presence of FreeBees, confirming that the free side-channel design successfully keeps FreeBee transparent to legacy networks.

![Figure 5.22: Aggregated throughput via interval multiplexing](image)
This subchapter investigates throughputs achievable via interval multiplexing, under different communication scenarios. Through interval multiplexing, my design supports:

(i) boosted aggregated throughput via concurrent transmission from multiple senders and (ii) adoption of additional beacons in a single sender to increase the throughput of that sender. I note that (i) and (ii) can be applied simultaneously; that is, multiple senders transmit concurrently while each sender freely adopts additional beacons in case of a need for higher throughput. Figure 5.22 depicts the throughputs for different communication scenarios, where I compare my design to the state of the art, Esense. According to the authors, when multiple Esense senders are present and the interference from the heterogeneous wireless systems are negligible, Esense achieves the bit rate of 1.63Kbps when a single WiFi packet is used to deliver one symbol, where five consecutive packets are needed per symbol for reliable communication [82]. This yields a throughput of 326bps. Following the same setting, Figure 5.22 demonstrates the rate achievable when the channel is shared among multiple (A-)FreeBee senders. FreeBee from WiFi to ZigBee shows the highest throughput of 1.4Kbps. The rate drops in other scenarios due to the same reasons discussed in the previous subchapter; that is, a large shift unit in ZigBee and random access delay in Bluetooth. It is notable that Bluetooth to WiFi shows higher throughput of 514bps, compared to 349bps in the Bluetooth to ZigBee case. This is because higher sampling rate achievable in WiFi compared to ZigBee (10MHz versus 7.8KHz in my setting) allows precise measurement of the beacon timings and reduces the chance of noise forming a high fold sum.

I note that the results in Figure 5.22 is achievable under a large number (~hundreds) of concurrent senders, which can be realized by the following two techniques: (i) To allow numerous interval-multiplexed symbols, I choose beacon intervals from a set of numbers whose pair-wise LCM is longer than the length of the sampled RSSI vector. This clearly offers many more adoptable intervals compared to just using primes, while maintaining the effect of the interval multiplexing. (ii) As shown in the previous subchapter, interval-multiplexed FreeBee symbols are transparent to each other under usual volume of concurrent senders (e.g., tens of FreeBee WiFi APs). Here I consider the extreme case of hundreds of senders where I take cross-interference into account. I address this issue of cross-interference by eliminating the beacons from the RSSI vector after they...
are interpreted. Specifically, I demodulate symbols in the ascending order according to their intervals. After demodulating each symbol, the beacons (i.e., RSSIs) corresponding to that symbol are eliminated (i.e., flipped from 1 to 0 in the RSSI vector). By doing so the cross-interference between symbols are effectively canceled to yield a high throughput. For instance, in WiFi to ZigBee FreeBee, SER is suppressed to be less than 5% when over 400 symbols with intervals between 91.1ms and 2s are concurrently sent.

5.6.7 Mobility and Duty Cycling

Here I consider a practical scenario of mobile receivers. For instance, this insight offers ideas on the feasibility of A-FreeBee for applications that requires location tracking. Furthermore, I take duty cycle into account where radios are turned off the majority of the time to preserve energy, a technique often adopted in battery-powered ZigBee networks to support long-term operations [96, 97, 98]. I deploy several WiFi A-FreeBee senders (laptop) in a university building and on a street, where the mobile receivers pass by the senders at different speeds: walking, running, on a bicycle, and in a car.
It is worth noting that this experiment takes advantage of my free-side channel design, as (A-)FreeBee symbols can be continuously broadcast without occupying the channel, thus reaching mobile and/or duty-cycled receivers whose presence or active periods are unknown a priori.

- **On a street**: In this experiment, I deploy 3 A-FreeBee senders, 20m apart, on a street as shown in Figure 5.23(a). The figure also shows ZigBee receivers with different degrees of mobility: walking (4.3 mph), running (6.8 mph), on a bicycle (10.8 mph) and in a car (30 mph). Thirty receivers were tested for each speed. Figure 5.24 informs that A-FreeBee symbols from all the senders can be safely received with duty-cycling of only 1.5%, 3%, 4.5% and 10% when walking, running, cycling and riding in a car,
respectively.

Figure 5.25: Performance under indoor mobility

- **In a university building**: A total of 6 FreeBee senders are deployed as shown in Figure 5.23(b) to show the impact of various positions, such as hallways and rooms with closed or open doors. A person walks at a moderate speed of 4.3 mph through the hallway following the arrow in the figure, with a ZigBee receiver tied to his/her backpack. The result after repeating for 30 different receivers is shown in Figure 5.25. Overall, as indicated by the gray dotted line, duty cycling of 6% ensures reception of A-FreeBee symbols from all the senders. A higher duty cycle ratio is required compared to the 1.5% when walking outside in the previous experiment due to the noisy environment with 50+ legacy WiFi APs deployed.

### 5.6.8 Receiver Overhead

In this subchapter I demonstrate light-weight storage and computation/energy overheads of (A-)FreeBee demodulation, making it affordable even to low-end devices (e.g., ZigBee mote) without disrupting the ongoing legacy protocols.

- **Storage**: Let us consider an example case where the sender is a WiFi AP with the beacon interval of $T = 97\Delta = 99.3ms$ (i.e., $\lambda=776$) and the receiver is a ZigBee mote. As explained earlier, the receiver samples RSSI every $128\mu s$, where the total number of $\rho \times \lambda$ samples are collected for demodulation. As a RSSI value is represented as a single bit, under $\rho = 5$ FreeBee requires $5 \times 776 = 3.88$Kbits (i.e., 485Bytes) of memory. This takes up less than 1% of the storage offered in popular commodity ZigBee motes of MICAz and TelosB, where they offer 512KBytes and 1MBytes of on-board flash, respectively.
Moreover, it is also important to note the followings: First, concurrent demodulation of \( n \) interval-multiplexed FreeBee symbols whose intervals are \( \lambda_1 < \lambda_2 < ... < \lambda_n \), is achieved by collecting \( \rho \times \lambda_n \) samples. Second, it is possible to reduce the memory usage by storing only the timing of transitions (i.e., \( 0\leftrightarrow1 \)) in RSSI values. Third, A-FreeBee requires to store twice the number of samples compared to the basic FreeBee.

- **Computation/Energy:** The demodulation process can be decomposed into three parts: (i) sampling RSSI, (ii) adding to fold sum, and lastly, (iii) locating the position of the maximum fold sum. (i) and (ii) are repeatedly performed every 128\( \mu \)s, periodically incurring small overheads to perform a fetch and an addition operations. Upon collecting sufficient number (i.e., \( \rho \times \lambda \)) of samples (iii) takes place in which series of compare operations are executed in search for the maximum of the \( \lambda \) fold sums (2\( \lambda \) for A-FreeBee).

I demonstrate the overhead of the entire steps (i.e., (i)-(iii)) on a off-the-shelf, low-end system – ZigBee-compliant MICAz node. Specifically, I observe the execution time the node spends to process the demodulation. This is accurately measured by triggering a GPIO (general-purpose input/output) pin, whose activity is captured with Tektronix DPO 4054 oscilloscope. It is found that the demodulation of a symbol with an interval of \( \lambda = 776 \) costs 51.5\( ms \) of computation time, consuming only 1.2\( mJ \) of additional energy compared to sleeping. The light overhead allows FreeBee to run on commodity low-end hardwares without disrupting the legacy protocols. Finally, I note that demodulating multiple, interval-multiplexed FreeBee symbols requires more computation/energy where they still remain affordable; For instance, listening to 10 concurrent symbols costs 98.5\( ms \) of computation, indicating 2.4\( mJ \) of energy.

### 5.7 APP: Wake on Selective WLAN

In battery-powered mobile devices such as smart phones, WiFi NIC continuously scanning the channel for available APs, leading to significant energy drainage. To tackle this issue, recent studies utilize a low-power secondary radio to wake up the WiFi interface only when APs are present, since a WiFi interface consumes 669.9\( mW \) when it is awake, but it drops to only 10\( mW \) once it starts to sleep. ZigBee, in contrast, requires only 75\( mW \), even when active. Among the works in this category, ZiFi \[85\] is a
state-of-the-art solution that offers a simple, infrastructure-free approach to detect APs in proximity with a ZigBee SD card inserted in a smartphone.

Figure 5.26: Performance of Wake on Selective WLAN

Although results in [85] are encouraging, I believe that further savings can be achieved with FreeBee. Given that most of APs nowadays are private, blindly waking up the WiFi without knowing if it is accessible or not leads to energy waste. This problem can be easily solved with FreeBee by allowing APs to broadcast binary information indicating if it is an open or a private WiFi. Figure 5.26(a) illustrates the benefit of this approach by considering a $500 \times 500 \text{m}^2$ area around a shopping mall. For a realistic evaluation, I observe all private and open WiFi APs currently running in the area. Private WiFi APs are marked as light gray circles and open APs illustrated as outlined circles. The radius of the circles is set as 43.7m, following the value obtained in my experiments. A total of 27 WiFi APs take up 43.2% of the entire area. On the other hand, only 4 open WiFi APs are found, covering only 9.6%.

To ensure a fair comparison, the energy consumption of the ZigBee node is also considered in case of ZiFi and FreeBee. The results in Figure 5.26(b) indicate that the energy consumption for WiFi, ZiFi, and FreeBee are 2.41KJ/h, 1.21KJ/h, and 0.51KJ/h, respectively. In sum, FreeBee saves 78.9% and 58.2% of the energy required by WiFi and ZiFi, respectively, without sacrificing opportunities for open WiFi access.

1 Real AP deployment information retrieved from wigle.net and openwifispots.com.
5.8 Related Works

The FreeBee design of embedding information within the beacon timing is inspired by PPM (Pulse Position Modulation), which has been widely studied in the field of optical and UWB (Ultra Wide Band) communications \[101, 102, 103, 104, 105, 106\]. The extensive research in this area, however, is not applicable to my scenario because they are designed for pulses (which correspond to beacons in my case) that occur at their exact timing and/or can be differentiated from noise via a matched filter. Neither of these conditions is met by the beacons, since they are prone to channel access delays due to CSMA and they are indistinguishable from other traffic for receivers with incompatible PHY layers.

Impr ovement through cross-platform interaction has been investigated in many recent works \[91, 107, 108, 109, 110, 111, 85\], while only a handful have focused on cross-platform direct communication, including Esense \[82\], HoWiES \[88\], and GSense \[83\]. Esense establishes communication channels from WiFi to ZigBee by modulating packet lengths to those are unlikely to be used in normal WiFi traffic. HoWiES extends the Esense mechanism to convey data with combinations of WiFi packets, and introduces a simple coding technique. Finally, GSense enables cross-technology communication by prepending a customized preamble to legacy packets containing sequence of pulses in which gaps between them embed the data to be delivered. FreeBee uniquely departs from the above works in a few aspects: (i) the use of the mandatory beacons allows free-side-channel communication, (ii) interval multiplexing allows concurrent communication between multiple senders and receivers with implicit addressing, (iii) does not require modification to the commodity hardware (in contrast to GSense), and (iv) provides the first running prototype showcasing a generic communication capability among three popular wireless technologies.

5.9 Conclusion

In this chapter I propose FreeBee, a cross-technology communication framework that aims to take advantage of the coexistence problem by adopting mutual supplementation. Extensive testbed experiments on three popular wireless technologies, WiFi, ZigBee, and Bluetooth, reveal that FreeBee offers reliable symbol delivery within less than a
second. Its unique free side-channel design and the utilization of short beacon frames grant high spectrum efficiency and feasibility; FreeBee exhibits $4.3\times$ the rate compared to the state-of-the-art, Esense, and demonstrates strong support for highly mobile (in a car) and extremely duty cycled ($\leq 5\%$) receivers, implying its applicability to a wide range of practical applications. An examination of real WiFi deployment patterns in a shopping mall area finds that FreeBee can save 78.9% of the energy otherwise wasted by the WiFi interface.

Appendix: SER Derivation

<table>
<thead>
<tr>
<th>$T$</th>
<th>Beacon interval in time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td># of RSSI sample in $T$</td>
</tr>
<tr>
<td>$\rho$</td>
<td># of repetitions</td>
</tr>
<tr>
<td>$B$</td>
<td>Channel occupancy rate</td>
</tr>
<tr>
<td>$B_f$</td>
<td>Channel occupancy rate after filter</td>
</tr>
<tr>
<td>$B_b$</td>
<td>Probability of beacon fold</td>
</tr>
</tbody>
</table>

From Table 2, recall that beacon repetition $\rho$ is the number of rows in the matrix upon folding. The number of columns after folding is $\lambda$ and $2\lambda$ in FreeBee and A-FreeBee. $B$ is the ratio of 1’s in the sampled RSSI vector, reflecting the amount of traffic (i.e., noise) present in the channel. $B_f$ stands for the ratio after taking only first two samples as introduced in Subchapter 5.4. Due to such filtering, beacon is folded (i.e., contributes to fold sum) only when the delay of the beacon is less than $256\mu s$, where this probability is denoted as $B_b$.

- **FreeBee**: SER corresponds to the probability where fold sum of noise in any of $\lambda - 1$ columns (excluding the one with beacon) is greater than or equal to that of beacon. The probability of a column to have $n$ fold sum follows binomial distribution, $\binom{\rho}{n} B_f^n (1 - B_f)^{\rho - n}$. Let $N$ denote a random variable indicating the maximum of the noise fold sums. Then, $N$ is distributed as:

$$Pr(N \leq n) = \left\{ \sum_{i=0}^{n} \binom{\rho}{i} B_f^i (1 - B_f)^{\rho - i} \right\}^{\lambda - 1}$$

$$Pr(N = n) = Pr(N \leq n) - Pr(N \leq n - 1)$$
Letting $S$ indicate the fold sum induced by beacons, then it is also binomially distributed:

$$Pr(S = s) = \binom{\rho}{s} B_b^s (1 - B_b)^{\rho-s}$$

(2)

where SER can be computed from $S$ and $N$.

$$SER = Pr(S - N \leq 0)$$

$$= \sum_{s=0}^{\rho} \sum_{n=s}^{\rho} Pr(S = s) Pr(N = n)$$

- **A-FreeBee**: Symbol error occurs in A-FreeBee when fold sum of noise in any of $2\lambda - 2$ columns (excluding the two with beacon) is greater than or equal to that of either beacon fold sums. Maximum noise fold sum, $N$, follows below distribution:

$$Pr(N \leq n) = \left\{ \sum_{i=0}^{n} \binom{\rho}{i} B_f^i (1 - B_f)^{\rho-i} \right\}^{2(\lambda-1)}$$

$$Pr(N = n) = Pr(N \leq n) - Pr(N \leq n - 1)$$

The distribution of the beacon fold sum, $S$, is equivalent to Eq 2 where SER is found from $S$ and $N$.

$$SER = 1 - \{ Pr(S - N > 0) \}^2$$

$$= 1 - \left\{ \sum_{n=0}^{\rho-1} \sum_{s=n+1}^{\rho} Pr(S = s) Pr(N = n) \right\}^2$$

In summary, my analysis indicates that SER increases with $B$ (or $B_f$) and reduces with larger $\rho$ as also shown in Figures 5.14(a) and 5.14(b).
Chapter 6

Future Work

In the near future, I aim to investigate further opportunities behind wireless coexisting environment and cross-technology communication, to reach beyond the capability of each device. In the long run, I will focus on realizing extreme-scale collaborative network that integrates diverse wireless technologies, in the aim to bring ubiquitous computing in IoT to reality.

6.1 Short term plan

• Transparent spectral adaptation: Prior work addresses the interference due to coexisting heterogeneity in temporal and spatial perspectives. I plan to further push the coexistence technology to explore the opportunities available in the frequency domain. In other words, I will introduce an approach to reliably communicate under the densely occupied spectrum, transparently using the commercial, off-the-shelf devices for immediate impact at a low deployment cost. This improves the channel efficiency by utilizing spectrum fragments current systems fail to exploit, or in other words, waste.

• Enhanced cross-technology communication: As mentioned earlier, enabling communication between heterogeneous technologies is a fundamental building block for collaborative networking. I intend to improve the aforementioned scheme of FreeBee in diverse aspects; one example would be in throughput, which is limited to 1.4kbps in FreeBee. This can be achieved by exploiting communication opportunities behind abundant data packets, instead of the current design utilizing only beacons, which are strictly
limited in volume (<4% of the total traffic in WiFi). Enhancement in speed is expected to substantially improve the practical usage of the technique.

**Global channel access protocols:** Many of channel access mechanisms, including RTS/CTS (Request to Send/Clear to Send) and NAV (network allocation vector), are defined assuming homogeneity and thus are prone to failure when different technologies compete for the medium. Resolving this issue requires extending the local mechanisms globally across wireless technologies, which can be realized by cross-technology communication schemes. Such designs enable explicit channel sharing among wireless technologies in a distributed manner, to offer reliability, fairness, and efficiency to coexisting networks.

**Advanced applications via information sharing:** Another benefit of cross-technology communication is the real-time information sharing among platforms, to support diverse time-critical applications. For example, personalized and immediate emergency services are realized by combining geo-location in WiFi with health data available to Bluetooth-enabled heart monitors. I will explore and implement rich applications that assist our daily lives in various domains.

### 6.2 Long term plan

**Collaborative Network Model:** Pervasive connectivity among wireless technologies essentially calls for definition of a new unified network model embracing all wireless devices, which I call the collaborative network model. It contains two notable differences from the traditional networks: (i) Legacy networks assume identicalness among devices, which no longer holds for the collaborative network; different wireless systems own disparate amounts of resources (e.g., computation power and storage) as well as accessible data. (ii) Intra and cross-technology links have distinct features; for example, a cross-technology link exhibits significant asymmetry due to considerable variation in the transmission powers across different wireless technologies - WiFi’s radio power is more than two orders of magnitude higher than ZigBee and Bluetooth. The two properties impose significant challenges and provide extensive research opportunities.

**Abstract User Interface:** For full utilization of the collaborative network and rapid
development of its applications, I plan to work on abstracting the sophisticated architecture of the network to provide a high-level interface. Hiding the complexity the interface should provide intuitive methods to exploit the functions of the network. Ideally, the interface should be made transparent by mimicking that of traditional networks which developers/users are familiar with. For instance, unidirectional links in the collaborative network (due to asymmetry) shall be abstracted as bidirectional where the underlying reverse link, in fact, involves multi-hop communication.

**Collaborative Sensor Fusion:** The technique of sensor fusion blends diverse information acquired from various sources to gain a precise view of the physical world. This plays a critical role in constructing reliable IoT, especially for accuracy-sensitive applications such as those related to health and safety. From this standpoint, a collaborative network has two unique advantages over traditional networks. First, universal fusion across wireless technologies can be performed online and on-demand. This strongly supports a real-time and distributed operation of IoT, while avoiding overburdening centralized servers with traffic and computation. This is especially useful for highly-responsive applications such as augmented reality. Second, a collaborative network enables data upload to clouds, even from devices without direct Internet access, which is achieved via collaborative, indirect connections. This considerably enriches the volume of collectable data, subsidizing Big Data with high confidence.
Chapter 7

Conclusion

This dissertation proposes techniques for efficient networking under the IoT environment, where heterogeneous networks coexist. To support reliable unicast under arbitrary interference, cETX explores temporal white spaces within the interfered channel by taking various aspects of interference into consideration including volume, pattern, and temporal dynamics. Following work of CorrModel supports efficient broadcast under coexistence. This work spatial interference patterns are exploited to accurately infer packet deliveries across nearby receivers to avoid unnecessary spectrum usage, while keeping the network reliable. Both cETX and CorrModel techniques are generically designed to support networks under a wide range of settings: They are demonstrated to improve (i) diverse routing protocols (ii) running different wireless technologies, (iii) deployed in various indoor and outdoor environments. Evaluations on twelve existing protocols on WiFi and ZigBee grant 20-30% performance gain. Lastly, in the light of the benefit of coexistence by cross-technology collaboration, FreeBee, a novel cross-technology communication framework was proposed. Extensive testbed experiments on three popular wireless technologies, WiFi, ZigBee, and Bluetooth, reveal that FreeBee offers reliable communication, with $4.3\times$ the rate compared to the state-of-the-art. Moreover, its unique free side-channel design and the utilization of short beacon frames grant high spectrum efficiency and feasibility.
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