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1. Introduction

The design of public transportation networks is not independent of their use. For example, how long a journey by transit takes (compared to alternatives) and how easily destinations are accessed by each mode explains much of the share of public transit use (Owen and Levinson, 2015). Based on studies of self-selection in residential relocation, the preference for transit mode is an important factor (Krizek, 2003; Mokhtarian and Cao, 2008; Cao et al., 2009). People who prefer commuting by transit may choose residences where they can easily access transit stations that are served by routes connecting directly with desired destinations. Following the discussion in these studies, this paper hypothesizes that people who commute by transit select residential locations with less circuitous transit routes than those who do not. This paper compares the circuity of transit and auto home-to-work trips. Investigating this hypothesis can help us understand the self-selection in mode choice by commuters and the need of travelers for direct routes. Hence, the paper first posits the hypothesis (H1) that the transit network circuity of actual transit trips is lower than that of travelers who chose to use a car.

Public transportation networks (including bus and rail) have been built, improved, or expanded in many cities to align network investment policies with transit-oriented development to maximize access to transit systems and encourage transit ridership (Cervero, 2004). In transport planning, urban transit networks are often designed to ensure a large spatial coverage for political or policy reasons (Taylor, 1991), resulting in circuitous lines (Black, 1995; Murray et al., 1998). However, the high indirectness of transit lines that trades off coverage for frequency (Walker, 2012) may discourage ridership, because people could commute by other modes to reduce trip circuity (and thus travel time). A question arises: to what extent do travelers accept the circuity of transit trips?

Increasing transit ridership implies reducing automobile mode share, presently the most widely used commuting mode in every US metropolitan area (American Community Survey, 2012). One reason that more people commute by car instead of by transit is that routes on public transportation networks are more circuitous. Indeed, road networks are typically denser than transit networks, so road networks almost always provide less circuitous routes. With this topological difference in mind, the paper proposes a second hypothesis (H2): that circuity on transit networks is higher than that on road networks for the same trips (Table 7).

Moreover, the correlations between automobile mode share and accessibility in road and transit networks have been previously tested with a local example (Owen and Levinson, 2015) and in multiple metropolitan areas (Levinson, 2012). It has been reported that an increase in transit accessibility may reduce commute time by transit (because jobs are closer to workers and because transit service is thicker), which should reduce automobile mode share. Correlations of circuity, accessibility, and automobile mode share are valuable to investigate. Closing the circle, we propose a third hypothesis (H3): that automobile mode share depends significantly on network circuity and accessibility in road and transit networks.
In brief, H1 is investigated in a single area. The study of a local example is more tractable, and allows us to scrutinize different types of trips, helping us begin to understand the structure of transit circuity. Then, the paper addresses H2 in multiple metropolitan areas in order to discover the range of acceptable transit circuity. Meanwhile, the study of H2 prepares us to investigate correlations among circuity, accessibility, and automobile mode share (H3) at the level of multiple metropolitan areas.

The paper is organized as follows: Section 2 reviews the relevant literature. Section 3 defines the measures adopted. Data sources are introduced in Section 4, and research methods and sampling strategies are described in Section 5. Results from H1 from a local example are shown in Section 6, while Section 7 displays results from H2 in multiple metropolitan areas. Section 8 tests H3 with a regression analysis. Conclusions from this paper are presented in Section 9.

2. Literature review

2.1. Circuity

Circuity is defined as the ratio of the shortest network distance over Euclidean distance between one origin–destination pair (Levinson and El-Geneidy, 2009; Barthélemy, 2011). For a trip between origin i and destination j, circuity is calculated as follows:

\[
C_{ij} = \frac{D_{ij}^c}{D_{ij}^e},
\]

(1)

where \(C_{ij}\) is the circuity of a trip with origin i and destination j (i.e., an OD pair), \(D_{ij}^c\) denotes the Euclidean distance and \(D_{ij}^e\) denotes the shortest network distance between origin i and destination j. Hence, the theoretical minimal value of circuity is 1 when the shortest network distance equals the Euclidean distance. The average circuity of all trips can be used to assess the global performance of network (Vragović et al., 2005). The lower the value of circuity, the more efficient is the network.

In road networks, the average circuity was estimated around 1.2 (Newell, 1980). For transit-station catchments, the average circuity was found to be between 1.21 and 1.23 (O’Sullivan and Morrall, 1996). The average circuity may be used in estimating the travel distance (Ballou et al., 2002), as it represents the efficiency of road networks.

More recently, Levinson and El-Geneidy (2009) investigated the circuity in road networks of home-to-work trips in twenty metropolitan areas, and the average circuity was lower for real trips than similar random trips. With a dataset of randomly generated trips for networks from 1990, 2000, and 2010, Giacomin and Levinson (2015) found the circuity of networks generally has increased over time; namely, road networks have become less efficient in fifty metropolitan areas. But Barrington-Leigh and Millard-Black (2015) argue that networks recently have stopped becoming less efficient, as more well-connected new suburban networks are now being built. The circuity of random OD pairs has been found to be higher than that of real trips (Levinson and El-Geneidy, 2009). In other words, real travelers select OD pairs that are less circuitous than random OD pairs, perhaps because such trips are more efficient or appear more efficient. Real trips are posited to select for lower cognitive burden; that is, they require fewer turns (or thoughts about navigation) on the part of travelers. They also showed the value of investigating the circuity by random trips since, in some areas (or historically), we may lack real trip records by modes. Though many studies have studied the average circuity of trips on road networks, the average circuity in transit networks has not been surveyed well. A study by Lee (1998, 2008) explained how circuity could examine the topology of transit networks in a synthetic network, and developed a series of measures. Lee et al. (2015) adopted those measures in the investigation of the relationship of circuity (directness) on mode shares for transit systems in five cities in Korea, at the transportation analysis zone (TAZ) level. Our paper investigates the average circuity of real and random trips (selected at the census block level) in the transit networks of 36 metropolitan areas.

A transportation network (transit or road network) includes two elements: a set of nodes and a set of links connecting these nodes. Following the definition of circuity for a trip (Eq. (1)), Barthélemy (2011) defines the average circuity for a single node:

\[
C_i = \frac{1}{N-1} \sum_{j \neq i} C_{ij},
\]

(2)

where N denotes the total number of nodes in the network and j represents the total number of nodes connecting node i. Circuity of a node measures how accessible the node is in the network. The smaller \(C_i\) is, the easier it is to reach the node i. Measuring the circuity of a node has been used to find the most accessible node in a transportation network (Crucitti et al., 2006; Porta et al., 2009).

2.2. Transit network performance

In assessing the performance of transit network structures, following the study of Lam and Schuler (1982), researchers have explored the complexity and robustness from the topology aspect, and found network centrality to be an emergent property (Derrible, 2012; Derrible and Kennedy, 2009, 2010). Furthermore, Mishra et al. (2012) studied the connectivity of transit networks in multiple levels, investigating nodes, lines, transfer centers, and regions. Roth et al. (2012) studied the topological evolution of transit networks. Studies on topological characteristics can help us understand the performance of transit systems (Black, 2003); however, these studies do not consider traveler behavior or response to topological changes.

Based on the empirical literature from mode choice models, walking and waiting times were weighted as two to five times more onerous than in-vehicle transit travel time (Pratt et al., 1981). Transfers not only extend the travel time but also were estimated to impose penalties that were equivalent to 5-to-15 min of in-vehicle time. One possible reason for time penalties considered by commuters is that transfers increase the cognitive burden of travelers. In other words, indirectness caused by transfers reduces transit ridership more than a simple consideration of travel time would suggest. Considering the various components of transit trips, we seek the shortest travel time route on transit networks, including in-vehicle travel, time to access/egress, and transfer time. However, in our analysis, the shortest route is measured with the unweighted travel time.

When the comparison of the circuity between real transit and auto trips may help to explain individual mode choices as the hypothesis proposed, one further question is whether automobile and transit circuity could explain aggregate mode share. Levinson (2012) reported that an increase in accessibility reduced the commute time, and that made the automobile mode share decrease. Owen and Levinson (2015) showed that accessibility explained mode share at the census tract level. As both circuity and accessibility have influence on mode share, is there some correlation between these two measures? Based on the discussion after Eq. (2), correlations between circuity and accessibility likely exist. This paper investigates the correlations of circuity, accessibility, and auto mode share in multiple metropolitan areas.

3. Definitions

3.1. Average circuity of trips

In this paper, we measure the average circuity of trips by a particular mode to investigate the performance of transportation networks.
Following Eq. (1), the average circuitry of trips by mode $m$ (i.e. $C_m$) is given by

$$C_m = \frac{\sum c_{m,ij}}{Q},$$

where $Q$ denotes the total number of trips in the area studied. To investigate the mode choice of commuters, the average circuitry of trips ($C_{Transit}$) and the average auto circuitry of trips ($C_{Auto}$) will be estimated respectively for each area.

### 3.2. Weighted accessibility

For the analysis of correlations between circuitry and accessibility, this section gives the definition of accessibility that will be used. Here, accessibility has been defined as the number of job locations that can be reached within a time threshold, since reports (Levinson, 2013; Owen and Levinson, 2014) provided the number of job locations in a certain time threshold by driving and transit respectively. As the number of reachable job locations rises with travel time thresholds, the closer job locations are more attractive and weighted higher by commuters in the application of travel choice. So jobs reachable within the shortest time threshold should be weighted most heavily, and jobs are given decreasing weights as travel time increases. Then this paper considers the weighted accessibility that can be defined as follow

$$a_{w} = \sum_{t} (a_t - a_{t-10}) \times e^{\theta t}, \quad t = 10, 20, 30, ..., 60 \text{ min},$$

where $a_w$ denotes weighted accessibility for the whole area and $a_0$ and $a_{t-10}$ represent the accessibility value within each time threshold, which, for this paper, are based on previously calculated and published numbers. Based on Levinson and Kumar (1994), the decay coefficient used is $\theta = -0.08$. With Eq. (4), the sum of weighted accessibility in all time periods $a_w$ can be obtained for each area. Then each area has weighted accessibility by automobile (i.e. $a_{Auto}$) and transit (i.e. $a_{Transit}$).

### 4. Data

In the Minneapolis–St. Paul region, trips are sourced from the 2010 Travel Behavior Inventory (collected between 2010 and 2012) (TBI, 2013) that records where, when, and how commuters travel. Our analysis includes all home-to-work trips (302 transit trips and over 8000 car trips). Note that the definition of a trip includes a primary mode (such as bus, light rail, or commuter rail) with walking as a mode of access/egress. We thus exclude automobile-access transit trips (e.g., park-and-ride or kiss-and-ride trips). Automobile trips are defined as trips with the single mode of driving, and exclude carpools and transit access trips. Chained trips are also excluded from the analysis.

The General Transit Feed Specification (GTFS, 2014) provides a common format for public transportation schedules and associates geographic information. For all areas studied, schedules of public transportation networks are sourced from publicly available GTFS data. For example, GTFS data gave the transit schedule in November, 2011, in Minneapolis–St. Paul, Minnesota, to be compatible with the TBI. For other areas, GTFS data from January 2014 were used, consistent with the accessibility data described below.

Meanwhile, data on road networks in the areas studied are provided by Open Street Map (OSM, 2014), a collaborative project to create a free, editable map worldwide. For instance, the OSM road network for Minneapolis–St. Paul includes 154,571 road segments (links). It is worth noting that OSM data are continuously updated, and so represent the state of the network at the time of download (Fall 2014). Since the road network changes slowly, differences between the dates of OSM and GTFS networks will not significantly affect results.

Additionally, for the investigation of circuitry, accessibility, and automobile mode share, this paper obtains the accessibility data from ‘Access Across America’ reports (Levinson, 2013; Owen and Levinson, 2014) and mode share data from the American Community Survey (2012). From these data sources, we analyze transit circuitry in the Minneapolis–St. Paul region in Sections 6 and 7. Moreover, we use OSM, GTFS, accessibility, and mode share data of 35 additional regions for the analysis in Sections 7 and 8.

### 5. Research methods and sampling

#### 5.1. Research methods

Measuring circuitry among trips obtained from empirical data and those randomly generated in transportation networks can help us better investigate network efficiency, because we could present how the network serves demand overall (Giacomin and Levinson, 2015; Levinson and El-Geneidy, 2009). Moreover, the investigation of random trips may be helpful when the data about home-to-work trips are limited in some areas or historically. With the hypotheses proposed, our paper further tests implications about travel responses to network structures in the form of circuitry. In order to compare the transit and auto circuitry for transit trips, automobile trips, and trips randomly generated, research methods are developed below for the analysis in the Minneapolis–St. Paul region.

Data about transit trips (such as the location of origins and destinations or departure time) are sourced from TBI records so that the spatial coverage of 302 real transit trips can be determined. Within the coverage determined by real transit trips in the Minneapolis–St. Paul region, we randomly selected 300 real automobile trips from the TBI data. For the generation of random trips, we randomly generated coordinates of 300 origins and 300 destinations across the spatial footprint of real transit trips in the Minneapolis–St. Paul region. Each origin was randomly matched to one destination giving one OD pair, constrained so that each destination was selected once. Moreover, the trip length of random trips on road networks was constrained to have the same distribution as real transit trips. Because the majority of transit trips in the Minneapolis–St. Paul region are within 10–70 min of travel time and the Euclidean distance between origin and destination is within 21 km, automobile trips and those randomly generated keep these ranges consistent. In addition, since public transportation is a scheduled service, the shortest travel-time transit path, and thus transit circuitry, vary by time of day. To control for this, the period of departure time for random trips is the same as for real transit trips.

This paper finds the shortest travel time route by transit for three types of trips (real transit users, real automobile users, and random OD pairs) in OpenTripPlanner (OTP, 2014) software with GTFS and OSM data. In this step, we set the allowed waiting time at origin as zero in the OTP as, in such cases, the trip travel time is estimated from the departure time in the TBI data or from the predetermined time for random trips. As the shortest travel time route by transit includes the walking time to access/egress and travel time along transit lines, the network distance in the estimation of circuitry consists of the walking routes on road networks and the routes on transit networks.

Importing the origins and destinations of all trips using Geographic Information System (GIS) software (ArcGIS 10.2), we calculated the shortest road network distance of trips with the Network Analyst tool. In such cases, points join the road network via the most adjacent link. With the impedance of trip length, one-way restrictions, and allowed U-turns at junctions, Dijkstra’s (1959) algorithm was used to find the shortest paths. The connectivity policy was set as Any Vertex when we generated the Network Dataset for each metropolitan area.

For the analysis of circuitry, accessibility, and mode share in transportation networks, this paper calculates the weighted accessibility and sources the automobile mode share for each metropolitan area, as well as the Minneapolis–St. Paul region. Note that the report by Owen and Levinson (2014) observed transit accessibility in Core Based Statistical Areas (CBSA) in the United States, but the geometries of areas
studied in this paper are based on the rectangle map generated by the OSM. Maps from the OSM mainly record areas with high accessibility; other areas with low accessibility and the fringes or edges of metropolitan areas have been excluded. Since this paper used the sum of person-weighted accessibility and relatively sparse OD pairs (compared to Owen and Levinson, 2014), the relatively few trips in the fringes or areas with low accessibility are ignored. This does not affect meaningfully the analysis in Section 8.

5.2. Sampling

First, the outcome from the OTP suggests that some potential transit trips have large circuity values, but transit users seldom chose a very circuitous route (i.e., routes with high circuity) as they have included the preference of mode choices in residential locations (Mokhtarian and Cao, 2008; Cao et al., 2009). These results may be caused by errors in the official GTFS schedules. The proportion of trips with large transit circuity (over 8) is around three percent. The low rate also implies that those trips are affected by bugs in schedules, so they are excluded in the sample. Second, some trips cannot be estimated or have high auto circuity due to the accuracy of the OSM and TBI data, and these trips are also excluded from the sample. Third, if the value of circuity (by automobile or transit) is lower than 1, the corresponding trips are excluded.

6. Results H1: real transit, real auto, and random trips

With the research methods proposed, actual transit trips and automobile trips, and those randomly generated, can be analyzed in the Minneapolis–St. Paul region. For a trip between origin \(i\) and destination \(j\), the distance of the shortest travel time route by transit \(D_{ij}^{\text{transit}}\), the distance of the shortest distance route on road networks \(D_{ij}^{\text{auto}}\), and the Euclidean distance \(D_{ij}^{e}\) between the origin and destination can be calculated. The average distances for three trip types are shown in Table 1. The average distance of transit routes for actual transit trips is much shorter than for automobile trips and random OD pairs. Compared to this large difference, the average distances of routes by automobile are close, so are Euclidean distances. The average circuity of transit, automobiles, and random trips in the Minneapolis–St. Paul region is shown in Table 1. For each trip type, the average transit circuity \(C_{\text{transit}}\) and the average auto circuity \(C_{\text{auto}}\) can be estimated. Since the average distances of routes by automobile are similar, average car circuities in Table 1 only have minor differences, with small standard

<table>
<thead>
<tr>
<th></th>
<th>(D_{ij}^{\text{transit}})</th>
<th>(D_{ij}^{\text{auto}})</th>
<th>(D_{ij}^{e})</th>
<th>(C_{\text{transit}})</th>
<th>(C_{\text{auto}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real transit</td>
<td>14.72</td>
<td>6.90</td>
<td>8.79</td>
<td>4.74</td>
<td>7.7</td>
</tr>
<tr>
<td>Real auto</td>
<td>23.69</td>
<td>11.36</td>
<td>11.36</td>
<td>9.53</td>
<td>8.12</td>
</tr>
</tbody>
</table>

Fig. 1. Transit circuity of each real transit trip in the Minneapolis–St. Paul region in the Travel Behavior Inventory, by origin.
deviations. This provides a fair comparison basis for transit circuity. However, the transit circuity of trips has a larger spread and the coefficients of variation are 50.59%, 65.23%, and 55.06% for transit trips, automobile trips, and random OD pairs respectively. Since transit stops are dense in some parts of the region (e.g., the city center and transit hubs), transit circuity in such regions should be close to the automobile circuity. But, for parts of the region with few transit stops, transit circuity typically should be very high.

In Fig. 1, a map of the transit network in the Minneapolis–St. Paul region is shown (Metropolitan Council and the Lawrence Group, 2015). Meanwhile, origins of real transit trips from the Travel Behavior Inventory are shown with the values of transit circuity. As the transit network mainly covers the region of Hennepin, Ramsey, and Anoka counties, most transit trips occur in those counties. Though there are no records of real transit trips originating in Carver and Scott counties in the Travel Behavior Inventory, the coverage of random trips covers seven counties so that we can compute the average transit circuity of random trips in every county. In Table 2, we observe that automobile mode share should be positively correlated with the transit circuity of random trips.

Fig. 2 displays the decay of transit circuity over the distance interval, which is consistent with the conclusion that the automobile circuity declines with an increase in trip length (Giacomin and Levinson, 2015; Levinson and El-Geneidy, 2009). Fig. 2 corroborates that the transit circuity of real automobile trips is higher than the transit circuity of real transit trips (H1). The significant difference of transit circuity between transit and automobile trips explains, in large part, the choice of modes. People served by very circuitous transit routes are much less likely to use transit than people served by relatively more direct off-road facilities. This observation about circuity explains why the transit circuity of real transit trips is significantly higher than automobile circuity, since the transit network is designed to provide a large area of coverage so that commuters have a shorter time to access the network. The trade-off with greater spatial coverage is longer in-vehicle travel times and lower frequencies, so transit trips generally have higher travel times than trips on the road network. The exception is when transit networks are grade-separated and running on more direct off-road facilities. This observation about circuity explains why the transit network has lower overall accessibility, corroborating Levinson (1998).

7. Results H2: travel time and transit circuity

Travel time is the most important factor affecting travel behavior. Hence, this paper focuses on the correlation between transit circuity and travel time. As shown in Fig. 3, transit circuity declines as travel time increases. Similar to Giacomini and Levinson (2015), a regression analysis is performed using Eq. (5)

\[ C_t = \beta_1 t^{\beta_2}, \]

where \( t \) represents each travel time interval, \( C_t \) represents the transit circuity at that interval, and \( \beta_1 \) and \( \beta_2 \) are parameters to be estimated.

Table 3 shows the regression results from the Matlab nonlinear regression tool. As shown in Fig. 3, the transit circuity of real transit trips may decay from 3.5. The combination of \( \beta_1 \) and \( \beta_2 \) controls from where and how fast transit circuity declines as travel time increases. The situation where \( \beta_1 > 0 \) and \( \beta_2 > 0 \) indicates that the transit circuity exponentially decays as travel time increases. The exponential decay between transit circuity and travel can be found in the cases for real transit trips and randomly generated trips. The goodness of fit (\( R^2 \)) by both random and real trips is close to one. The exponential decay indicates that transit trips within short travel times have high circuity, like trips originating in Carver and Scott counties.

![Fig. 2. Circuity in each Euclidean distance interval in the Minneapolis–St. Paul region.](image1)

![Fig. 3. Circuity in each travel time interval in the Minneapolis–St. Paul region.](image2)

<table>
<thead>
<tr>
<th>County</th>
<th>Auto mode share</th>
<th>Real transit trip</th>
<th>Random trips</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( C_{\text{transit}} )</td>
<td>( C_{\text{auto}} )</td>
<td>( C_{\text{transit}} )</td>
</tr>
<tr>
<td>Hennepin</td>
<td>0.8255</td>
<td>2.2885</td>
<td>1.1559</td>
</tr>
<tr>
<td>Ramsey</td>
<td>0.8455</td>
<td>2.0174</td>
<td>1.1627</td>
</tr>
<tr>
<td>Anoka</td>
<td>0.8600</td>
<td>1.8697</td>
<td>1.1009</td>
</tr>
<tr>
<td>Carver</td>
<td>0.8895</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Scott</td>
<td>0.8929</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Dakota</td>
<td>0.8983</td>
<td>2.2020</td>
<td>1.1296</td>
</tr>
<tr>
<td>Washington</td>
<td>0.9163</td>
<td>1.4364</td>
<td>1.0938</td>
</tr>
</tbody>
</table>

It is observed that trips of short distances have much higher transit circuity. We suspect commuters, in practice, take some off-road routes to get on/off transit systems, which are not reflected in the network (so the transit circuity may be somewhat overstated). Within a transit trip, a large element of circuity relates to the fact that the “first mile” of access or/and the “last mile” of egress may be orthogonal to the scheduled transit service. These elements arise in every transit trip. Similarly, feeder services may be orthogonal to trunk services. But, for long transit trips, the proportion of the orthogonal section of the route decreases with overall trip length. Moreover, we observe that auto circuity serves as the lower limit of transit circuity for all on-road or road-adjacent transit facilities.

Overall, average transit circuity of trips is significantly higher than automobile circuity, since the transit network is designed to provide a large area of coverage so that commuters have a shorter time to access the network. The trade-off with greater spatial coverage is longer in-vehicle travel times and lower frequencies, so transit trips generally have higher travel times than trips on the road network. The exception is when transit networks are grade-separated and running on more direct off-road facilities. This observation about circuity explains why the transit network has lower overall accessibility, corroborating Levinson (1998).

Table 2

Auto mode share and average circuity \( C_{\text{transit}} \), \( C_{\text{auto}} \) of trips in seven counties, the Minneapolis–St. Paul Region. (– indicates that there are no real transit trips.)
with short distances. For a transit trip with a 30-minute travel time, in-vehicle travel time may be 20 min; but 10 min is used to access/egress along the circuitous route. Recalling the discussion of “first mile” and “last mile”, we may find the low explanatory power of circuity at the short travel time or distance.

Table 3 and the regression in Fig. 3 show that the correlation between transit circuity and travel time by random trips is similar to real transit trips. Hence, the generation of random OD pairs can provide information when we only have limited data about the spatial location of actual trips in multiple areas. Moreover, more evidence from more areas could help us better collaborate findings in the Minneapolis–St. Paul region. To that end, the paper replicates the investigation of transit circuity by random OD pairs for another 35 metropolitan areas in the United States.

In order to generate OD pairs with a proper spatial coverage as home-to-work trips, we first generated 300 destinations and 300 origins within the city center. The coordinate of city center points for each metropolitan area is obtained from the Date and Time (2014) online database. With this nominal city center data, the region of a city center is defined as a circle with a 5-km radius around its center point. Another 300 destinations and 300 origins were randomly generated across the whole OSM rectangular region for that metropolitan area. Each origin is randomly matched to one destination, giving 600 trips for each area. Consequently, an origin and destination pair may represent trips with both ends in the city center, neither end in the city center, or one end in the center and one not. In these 35 areas studied, trips up to 90 min of travel duration are included in the analysis, and the travel time distribution is kept constant across the areas studied. The time distribution is similar to that in the Minneapolis–St. Paul region, where the number of trips in the time interval firstly increases and then decays as travel time increases. In such cases, the number of trips has a peak between 40 and 60 min in these additional areas. Note that the range of travel time by random trips in the Minneapolis–St. Paul region is extended to fall within 90 min in this section.

To test whether 600 trips are sufficient to ascertain circuity, a more detailed analysis is conducted for the Chicago region. Fig. 4 shows that the transit circuity slightly varies in a small range from 600 up to 2000 random trips. The average circuity of real transit trips from the 2007 household survey in Chicago (MTSA, 2007) is 2.3842 and that of random trips is 2.3275. We have performed a two-tailed T-test with the significance level of 0.05 to examine if the average values of circuity have differences for two samples. The t-value |t| > 1.960, which indicates the variations of average circuity in two samples, is small. It shows that the number of random trips is sufficiently large to generate reliable conclusions. This paper surveys the average transit circuity of random trips due to the limited data from household surveys.

Results are shown in Figs. 5 and 6. In Fig. 5, the decay between transit circuity and travel time can be observed in five metro areas. Similar to the analysis shown in Table 3, we then used the same regression method as Eq. (5) and the result of the regression is shown in Appendix 1. The exponential decay (β1 > 0 and β2 < 0) has been observed across metropolitan areas with high goodness of fit. The auto circuity CAuto is in the expected range, which supports the use of the random trip generation method. In Fig. 6, the automobile mode share of these areas is ranked and the average transit circuity of random trips and the ratio of CAuto to CTransit are listed. The average transit circuity is higher than automobile circuity for the same sample of random trips (i.e., CAuto/CTransit < 1) and the transit circuity is variable compared to automobile circuity (see the standard deviation in Appendix 1). One conjecture from Fig. 6 is that the ratio of CAuto to CTransit may increase as automotive mode share decreases. This should be caused by two variations: (i) the average automobile circuity increases and/or (ii) the average transit circuity decreases as automobile mode share decreases (non-automobile mode share increases). However, the correlation between automobile mode share and circuity is not obvious and it needs more discussion, as shown in Section 8.

8. Results H3: circuity, accessibility, and mode share

8.1. Correlation of circuity, accessibility, and mode share

The variation between transit and automobile circuity may explain mode share in metropolitan areas. Because either transit or road networks become efficient with lower circuity; they may attract more commuters. Meanwhile, transit mode share increases with efficient accessibility of transit or road networks (Levinson, 2012). Considering these possible relationships, we examine both circuity and accessibility on both transit and road networks in order to better explain mode share.

For the analysis of automobile mode share MAuto, we have four prospective explanatory variables, automobile circuity CAuto, accessibility aAuto, transit circuity CTransit, and transit accessibility aTransit. In order to investigate correlations among these explanatory variables, this paper first looks at their correlation matrix. In the metropolitan areas studied, automobile mode share ranges from 56.55 to 92.65%. As shown in
Table 4, automobile circuity is negatively correlated with automobile mode share; because high circuity on road networks could reduce the network efficiency and, thus, automobile mode share decreases. Transit accessibility is also negatively correlated with automobile mode share, since the high accessibility of transit networks can attract more commuters and, thus, fewer people commute by driving. Perhaps unexpectedly, automobile accessibility is negatively correlated with automobile mode share. This corroborates previous findings by Levinson (2012) and is posited to be due to the high correlation (0.6645) between automobile and transit accessibility. Large cities have both high automobile and transit accessibility, and tend to have relatively low automobile mode shares. Additionally, automobile and transit circuity are significantly correlated as automobile and transit accessibility, which may indicate the possible correlation between the circuity and accessibility.

8.2. Circuity and accessibility

Compared to circuity, transit and automobile accessibility are significantly correlated with automobile mode share (see Table 4). A question remained, however: how does circuity of transportation networks influence automobile mode share? Based on the discussion below, Eq. (2), and the statements of correlation matrix, there may be some correlation between circuity and accessibility in transportation networks. We use the following model:

$$a_{transit} = \tau_1 C_{auto} + \tau_2 C_{transit} + \tau_3.$$  (6)

where $\tau_1$, $\tau_2$ and $\tau_3$ are the coefficients to be estimated.

Table 5 shows the result of regression analysis between circuity and accessibility. It can be seen that both automobile and transit circuity are statistically significant factors affecting transit accessibility. A one-unit increase of transit circuity decreases metropolitan average transit accessibility (by 5912 weighted jobs), because increases in circuity decrease the efficiency of transit systems for users. Perhaps less obviously, a one-unit increase of automobile circuity increases transit accessibility. When, after controlling for transit circuity, road networks are less efficient, more people may use transit, improving transit service (a positive feedback effect of transit service and use dubbed the “Mohring Effect” (Mohring, 1972; Bar-Yosef et al., 2013) in the field), and thus improving transit accessibility. The accessibility of transit networks can be estimated from the model in Eq. (6) and $a_{transit}$ denotes the transit accessibility estimated from $C_{auto}$ and $C_{transit}$. With this model, we conclude that automobile and transit circuity reflect the efficiency of road and transit networks and influence transit accessibility.

### Table 4
Correlation Matrix of Circuity, Accessibility and Mode Share $M_{auto}$ in 36 metropolitan areas.

<table>
<thead>
<tr>
<th></th>
<th>$M_{auto}$</th>
<th>$C_{auto}$</th>
<th>$A_{auto}$</th>
<th>$C_{transit}$</th>
<th>$a_{transit}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{auto}$</td>
<td>1</td>
<td>-0.2243</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{auto}$</td>
<td>-0.2243</td>
<td>1</td>
<td>-0.1007</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$A_{auto}$</td>
<td>-0.5865</td>
<td>-0.1007</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{transit}$</td>
<td>0.1761</td>
<td>0.5378</td>
<td>-0.2896</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$a_{transit}$</td>
<td>-0.7460</td>
<td>0.3768</td>
<td>0.6645</td>
<td>-0.0698</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 5
Results in OLS regression for transit accessibility.

|          | Coef.    | Std. err | $t$ | $P > |t|$ |
|----------|----------|----------|-----|-------|
| $C_{auto}$ | 62,875.82 | 19,330.43 | 3.25 | 0.003 |
| $C_{transit}$ | -5912.791 | 2764.528 | -2.14 | 0.040 |
| Constant | -60,002.24 | 21,729.12 | -2.76 | 0.009 |

Observations 36; $R^2$ 0.2465; Prob $> F$ 0.0094
8.3. Regression analysis for mode share

This section tests how accessibility by automobile and transit affects automobile mode share in a bivariate model. Since we have censored data of mode share, a logit function is given by:

\[
\logit(p) = \log \left( \frac{M_{\text{Auto}}}{1 - M_{\text{Auto}}} \right).
\]

where \(M_{\text{Auto}}\) denotes automobile mode share in a metropolitan area. The estimated transit accessibility (\(\hat{\beta}_{\text{Transit}}\)) from the preceding section and automobile accessibility (Levinson, 2013) can be used in the regression for automobile mode share, with the regression model thus:

\[
\logit(p) = \alpha_0 + \alpha_1 \hat{\beta}_{\text{Transit}} + \alpha_2 M_{\text{Auto}},
\]

where \(\alpha_0, \alpha_1, \alpha_2\) are coefficients to be estimated. The regression results are shown in Table 6. The transit accessibility estimated \(\hat{\beta}_{\text{Transit}}\) from transit and automobile circuitry shows statistical significance in the regression model (Eq. (8)). As the coefficients estimated by \(\alpha_0\) and \(\hat{\beta}_{\text{Transit}}\) are negative, metropolitan areas with higher transit accessibility have lower automobile mode share (higher non-automobile mode share). Hence, a negative correlation exists between \(\hat{\beta}_{\text{Transit}}\) and \(M_{\text{Auto}}\) which has been shown in Table 4. Similarly, those areas with higher automobile accessibility also have lower automobile mode share, as car accessibility is correlated with density, crowding, and congestion.

9. Conclusions

This paper adopted circuity, the ratio of network to Euclidean distance, to investigate attributes of public transit networks. For the Minneapolis–St. Paul region, transit circuitry is compared to that of road networks among real transit trips, real automobile trips and random OD pairs. Transit circuitry for transit users is lower than transit circuitry for automobile users and for random trips, which helps to explain mode choice. As the comparison of transit circuitry between transit and automobile trips show how transit systems serve and explain travel behavior, this analysis may be generalized in other cities to help us measure performance of transit systems.

For thirty-six metropolitan areas in the United States, trips randomly generated with systematic methods were examined. The results showed that average transit circuitry is higher than that in road networks. The higher value of transit circuitry showed that transit networks have been designed to ensure a large spatial coverage, giving circuitous routes for commuters. In practice, trips on transit networks in the United States are always more circuitous on average than on road networks. Moreover, the exponential decay between transit circuitry and travel time shows the possible range of transit circuitry in urban transit networks (from 1.5 to 6), which is useful in the design of transit lines. It also shows that increases in travel time could reduce the transit circuitry, as the distance of transit routes is a large proportion of total travel distance. This implies that the ‘first mile’ to access or the ‘last mile’ to egress are a large element of high transit circuitry. This paper has displayed the variation of transit circuitry in 36 different metropolitan areas in the U.S., demonstrating the value of measuring circuitry in transit networks.

Moreover, this paper showed that circuitry helps to explain transit accessibility to jobs and that transit accessibility can help to explain much of the variation in mode share across metropolitan areas. The regression analysis suggests that transit circuitry may affect accessibility of transit networks and then commuting mode share. This finding showed empirically the correlation between regional accessibility and circuitry.
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Appendix 1

Table 7

<table>
<thead>
<tr>
<th>Metropolitan area</th>
<th>(c_{\text{Auto}})</th>
<th>(c_{\text{Transit}})</th>
<th>(\hat{\beta}_{\text{Transit}})</th>
<th>(\beta_1)</th>
<th>(\beta_2)</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlanta</td>
<td>0.138</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Austin</td>
<td>0.127</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Boston</td>
<td>0.124</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Chicago</td>
<td>0.129</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Cleveland</td>
<td>0.128</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Columbus</td>
<td>0.126</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Dallas</td>
<td>0.119</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Denver</td>
<td>0.122</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Detroit</td>
<td>0.123</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Los Angeles</td>
<td>0.122</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Louisville</td>
<td>0.131</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Miami</td>
<td>0.125</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Milwaukee</td>
<td>0.117</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Minneapolis</td>
<td>0.123</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Nashville</td>
<td>0.120</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>New Orleans</td>
<td>0.144</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>New York</td>
<td>0.147</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Philadelphia</td>
<td>0.123</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Pittsburgh</td>
<td>0.130</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Portland</td>
<td>0.124</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Providence</td>
<td>0.143</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Raleigh</td>
<td>0.133</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Sacramento</td>
<td>0.124</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Salt Lake City</td>
<td>0.132</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>San Antonio</td>
<td>0.127</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>San Diego</td>
<td>0.129</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>San Francisco</td>
<td>0.123</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Seattle</td>
<td>0.129</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>St. Louis</td>
<td>0.129</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Tampa</td>
<td>0.134</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
<tr>
<td>Washington</td>
<td>0.138</td>
<td>1.233</td>
<td>0.237</td>
<td>0.38</td>
<td>0.45</td>
<td>0.94</td>
</tr>
</tbody>
</table>
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