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Abstract
This research analyses the influence of street network structure on household travel patterns, as measured by activity spaces. The analysis uses street network and travel survey data from the Minneapolis – St. Paul (Twin Cities) and Miami – Ft. Lauderdale (South Florida) metropolitan areas. Various measures of street network structure are used to quantify street network structure. The activity space polygon for each household in the travel survey data set is identified by combining the destinations reached by all household members on the given travel day including the household location. Statistical regression models are then estimated for each study area to test the relationship between street network structure and household activity space. The results show that network structure has a significant influence on household travel patterns, after controlling for other non-network variables such as accessibility to jobs and shops, and car ownership.

Keywords
activity spaces, household spatial patterns, network structure, space-time framework, travel behaviour

Received August 2013; accepted March 2014

Introduction
Understanding travel demand and travel patterns (flows on networks) are among the central goals of transport planning, economics and geography, yet the influence of street network structure on travel patterns remains underexplored.

Previous research by the authors has found that network structure affects various travel behaviours (particularly vehicle...
distance travelled), but here we systemati-
cally relate network structure to activity
space. ‘Network structure’ broadly refers to
measures that capture the layout, arrange-
ment and connectivity of the network
(Kissling, 1969; Xie and Levinson, 2011).
The ‘activity space’ graphically represents
the places within which a group of activi-
ties are carried out by the individual or the
household, subject to time constraints
imposed by or on the traveller (Newsome
et al., 1998). The concepts of network
structure and activity space will be dis-
cussed in greater detail in the literature
review section.

In this paper, we extend this research by
relating street network structure to house-
hold activity spaces. The paper addresses the
research question: How does the underlying
street network structure affect household
activity space? This question will be analysed
using travel survey data from the Twin Cities
and South Florida.

While network structure affects network
travel time directly, it is important to note that
it affects behaviour beyond its direct affect on
time, which we hypothesise is partly due to its
influence on the perception of time and partly
due to its implication for the amount of effort
(both cognitive and otherwise) that different
networks engender in travellers.

Why is this understanding important?
The transport system, specifically the street
system, forms the primary structural element
of any city. Differences in modern cities can
be traced to their respective transportation
systems (Marshall, 2005). Transportation is
among the longest lasting artefacts of our
civilisation (we still use paths first trod hun-
dreds and thousands of years ago). Further
transportation investment decisions are in
general irreversible. In that regard, a good
understanding of how the underlying trans-
portation network influences travel patterns
can be a valuable tool in the design of new
systems.

**Literature review**

**Network structure**

The early research interest in understanding
the structure of transportation networks was
guided by geographers who viewed it as an
essential input to regional economic develop-
ment and land use (Gauthier, 1966; Haggett
and Chorley, 1969; Rodrigue et al., 2006;
Taaffe et al., 1996). Researchers typically
used graph theory-based measures to under-
stand the underlying network topology and
geometry (Garrison and Marble, 1961;
Kansky, 1963). These early approaches were,
however, limited by data availability and
computational power (Erath et al., 2009).

In the last few years, there has been a revi-
val of interest in understanding the implicit
structure and evolution of complex networks,
not necessarily limited to transportation. This
revival can be traced in part to recent
advances in geographic information systems
(GIS) along with easy availability of associ-
ated geospatial data (Jiang, 2007). These
advances have allowed researchers to move
beyond just an elementary understanding of
network structure to a more cross-disciplinary
approach. For example, physicists have
started to look at the geography and spatial
aspects of transportation networks to under-
stand and reproduce their qualitative features
(Gastner and Newman, 2006).

In the field of transportation, the focus is
more on relating street network structure to
classic travel and system performance. Patuelli
et al. (2010) analysed the commuting trends in
Germany using data from 439 districts in
Germany for the years 1995 and 2005. The
network analysis allowed the identification
of the most ‘open’ and connected German
districts and provided an understanding of
the evolution of the commuting network. In
particular, the connectivity analysis high-
lited the decreasing centralisation and the
tendency of the network to move towards a
multinodal structure.
Jenelius (2009) used the Swedish road network as a case study to understand the relationship between network structure and vulnerability. The analysis indicated that variations in road network vulnerability at a regional level could be traced to the fundamental differences in network structure. Yang et al. (2009) similarly developed an index of network structure to capture the topological vulnerability of transportation networks and identify critical links in road networks. Marshall and Garrick (2010) examined the role of street networks on-road safety outcomes using long-term crash data from 24 medium-sized Californian cities. The results indicated that measures of street network structure play an important role in influencing fatalities.

Levinson and El-Geneidy (2009) used the measure of network circuity to analyse the relationship between residential location and the journey to work. The results confirmed that the individuals do account for network topology when making location-choice decisions and that workers tend to reside in areas where the journey to work circuity is lower than random. In a recent paper, Levinson (2012) compared the variation in surface transportation network structure variables across 50 metropolitan areas in the USA. The results confirmed the variation in network structure across cities, which in turn influenced system efficiency. Daganzo (2010) examined the structure of transit networks that would allow the system to deliver service comparable with automobiles. Results showed that the more expensive the system’s transit infrastructure, the more it should tilt toward the hub-and-spoke concept, and that Bus Rapid Transit (BRT) competes effectively with the automobile unless a city is big and its demand low.

**Activity spaces**

The activity space concept is part of the space-time framework, which aids in understanding human spatial behaviour, specifically the constraints and trade-offs that exist in activity participation (Hägerstrand, 1970; Miller, 2005). Individuals are modelled as paths or trajectories in time-space, subjected to coupling, capacity and authority constraints. The transportation system constrains the area of the time-space prism, since the travel speeds and network constraints affect the time needed for travellers to get to their numerous destinations and the time remaining to participate in activities (Fan and Khattak, 2008).

Action space is defined as ‘the collection of all urban locations about which the individual has information and the subjective utility or preference he associates with these locations’ (Horton and Reynolds, 1971: 37). An action space is geometrically characterised by two components, namely, the spatial extent, defined by a set of locations, and a generalised surface that specifies the utility or preference level associated with each location.

An individual’s activity space falls within their action space, is less extensive and encompasses the areas of their usual spatial behaviour, formally the ‘subset of all urban locations within which the individual [or household] has direct contact as a result of his day-to-day activities’ (Johnston, 1972: 199). The observed activity space represents the typical area over which the individual or household is likely to regularly engage in activities on a given travel day. The potential activity space, on the other hand, represents the maximal area over which the traveller could engage in activities (Cerda and El-Geneidy, 2009).

The activity space concept falls under the umbrella of activity-based approaches to travel behaviour and allows one to analyse travellers’ activity patterns under various space-time constraints. For example, the concept of activity space or action space has been used to understand gender differences...
in activity-travel patterns and the corresponding implications on transportation (Dijst, 1999; Kwan, 2000). The size of the activity space explains differences in travel patterns among travellers and identifies individuals at risk of social exclusion (Schönfelder and Axhausen, 2003). In recent years, the application of activity space has been extended to other fields such as social sciences and healthcare (Sherman et al., 2005; Urry, 2003; Vallée et al., 2010).

In this paper, we use activity spaces to capture household travel. Households are a basic unit of analysis in transportation. Intra-household dynamics influence a traveller’s decision in many ways, such as joint trip-making and activity participation. In addition to daily travel patterns, the household dynamics also have long-term implications for such things as job choice, residential choice and auto ownership. Understanding household travel behaviour and its implications is thus very important to researchers and policy-makers (Timmermans and Zhang, 2009).

The focus here is to identify how the street network structure affects household activity spaces after controlling for non-network based variables. While aggregated travel demand as a consequence of network structure has already been examined in a few studies, the shape of the activity space has so far not been under consideration. Knowing how network characteristics affect the shape would allow to further traffic demand models.

It is important to point out that the focus of this paper is on auto modes where a smaller observed activity space is associated with better network efficiency, i.e. better access to services, goods and jobs and therefore less driving, making it more desirable. While a smaller activity space is desirable for auto modes, this is less clear for alternative transportation modes such as walking, biking and public transportation. On the one hand, a smaller activity space indicates better network efficiency. On the other hand, a larger activity space would also mean reaching a larger area. For choice riders in transit systems with different motivations, such as utilitarianism (pragmatism), dedication and convenience (Jacques et al., 2013), a larger area (usually under a given time budget, since otherwise transit would not be chosen) would also mean increased access to jobs, services, goods and other opportunities.

### Modelling methodology

#### Data

**Background: Study areas.** The data for this analysis comes from two different metropolitan areas, namely the Minneapolis – St. Paul (Twin Cities) and the Miami – Ft. Lauderdale (South Florida) metropolitan areas.

The use of two study areas allows us to compare the observed effects of network structure on activity space size and shape and to assess how consistent these network effects are between both analysed areas. Both transportation networks show differences in their history and network layout (the latter will also be described in more detail in connection with Table 1).

Traffic congestion is a problem for both areas, but more so for metropolitan Miami, where a Travel Time Index (TTI) of 1.25 (47 hours of delay per auto commuter per year), is reported, as opposed to 1.21 for metropolitan Minneapolis (34 hours of delay per auto commuter per year) (Schrank et al., 2012).

Differences can also be observed in transportation mode share. The transit mode share to work is 13.10% for the City of Minneapolis and 10.85% for the City of Miami (Swanson, 2012). Bicycle commute rates from home to work are also higher for Minneapolis (3.84%) compared with Miami (0.43%), which can at least partially be
attributed to worse cycling safety in Miami (6.37 deaths per 10,000 daily cyclists) compared with Minneapolis (1.05) and a larger number of on-road designated bicycle lanes and off-road multipurpose bicycle trails in Minneapolis (Swanson, 2012). Different weather conditions could also play a role (Hochmair, 2013; Smith and Kauermann, 2011). However, despite these differences in network layout and network usage, the analysis of this paper will show that the effect of network characteristics on activity spaces is relatively similar.

Travel behaviour. The data for the Minneapolis – St. Paul area are obtained from the Travel Behavior Inventory (TBI), a comprehensive one-day travel survey conducted in the Twin Cities area by the Metropolitan Council and the Minnesota Department of Transportation (MnDOT) (Metropolitan Council, 2003). The Twin Cities TBI consists of 58,345 trips undertaken by 6219 households comprised of 14,671 individuals. The data were extracted to include only those trips that originated and were destined for the Twin Cities metropolitan area, defined here as the seven counties of Anoka, Carver, Dakota, Hennepin, Ramsey, Scott and Washington. The final extracted data set consists of 38,432 trips.

The travel behaviour data for Florida comes from the 1999 Southeast Florida Travel Survey (Florida Department of Transportation, 1999). The travel survey provides information on the one-day travel patterns of randomly selected residents in Palm Beach, Miami-Dade and Broward Counties. The survey consists of 33,082 trips undertaken by 4603 households comprised of 8873 individuals.

For the purpose of our analysis, only those trips with both the origin and destination within South Florida were considered. This provided 9402 trips with both the origin and destination located within Fort Lauderdale (Broward county) and 9334 trips where both the trip origin and destination were located within Miami (Miami-Dade county).

The survey data for the Twin Cities and Florida were downloaded from the Metropolitan Travel Survey Archive (MTSA), maintained at the University of Minnesota (Nexus Research Group, 2008).

<table>
<thead>
<tr>
<th>Independent variables (Unit)</th>
<th>Twin Cities</th>
<th>South Florida</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std Dev</td>
</tr>
<tr>
<td>Proportion of limited access highways, %</td>
<td>0.038</td>
<td>0.032</td>
</tr>
<tr>
<td>Arterial Treeness, $\phi_{ar}$</td>
<td>0.006</td>
<td>0.015</td>
</tr>
<tr>
<td>Proportion of 4-degree nodes, %</td>
<td>0.314</td>
<td>0.167</td>
</tr>
<tr>
<td>Street density, $r_{la}$ (km$^{-1}$)</td>
<td>19.463</td>
<td>8.780</td>
</tr>
<tr>
<td>Number of observations</td>
<td>1998</td>
<td>663</td>
</tr>
</tbody>
</table>

Note: Network measures estimated within the household activity space polygon.
While the use of a short duration (1-day) survey might not capture the entire complexity in individuals’ activity/travel patterns (Schönfelder and Axhausen, 2004), these surveys do provide information on the daily travel patterns such as activity locations, trip purposes and mode choice (Stopher and Wargelin, 2010). The information from the 1-day surveys has been successfully used by researchers to generate activity space polygons and to understand spatial activity and travel patterns (Cerda and El-Geneidy, 2009; Fan and Khattak, 2008).

Street networks. The street network data for the study areas (Twin Cities, South Florida) were extracted from the 2000 Census TIGER/Line files, developed and maintained by the US Census Bureau. The Topologically Integrated Geographic Encoding and Referencing (TIGER) files provide information on various features such as roads, railroads, rivers, as well as legal and statistical geographic areas (US Census Bureau, 2008). The extracted networks for the two study areas were cleaned to include only the road features, using the Feature Class Codes (FCC) for the line segments provided in the Census TIGER/Line files.

Model formulation
This research tests the relationship between measures of street network structure and household activity space.

A stylised representation in functional form of the proposed model is provided below:

\[ S = f(N, E, X, C) \]  

(1)

where: \( S \) is area (km\(^2\)) of the household activity space polygon, \( N \) is measures of street network structure within the activity space, \( E \) is household socioeconomic and demographic characteristics (e.g. number of workers in the household, household income), \( X \) is other control variables (e.g. accessibility, job density, distance to downtown or city centre), \( C \) is compactness of the household activity space, included to account for the shape of the activity space polygon.

Compactness is defined (Harding et al., 2013) as:

\[ C = \frac{P_c}{P_a} \]  

(2)

where: \( P_a \) is perimeter of the identified activity space polygon, and \( P_c \) is perimeter formed by a circle having the same area as the identified activity space polygon.

The compactness variable is unitless; 1 indicates that the activity space polygon is similar in shape to a circle; 0 indicates an elongated activity space polygon, closely resembling a line. The calculation of compactness accounts for the spatial aspect of the activity space polygon.

In a similar manner, a model is developed which relates network structure and compactness of the household activity space. This model can be represented as follows:

\[ C = f(N, E, X) \]  

(3)

Identification of household activity space
The first step in the analysis identifies the activity space for each household in the travel survey data set. As mentioned above, the travel survey data provide information on all trips undertaken by the individual on the travel day. The individual-level trip data was aggregated to the household level for the purpose of our analysis. For each household in the travel survey, the household location and the destinations reached by all household members on the travel day were identified. These locations were then mapped based on provided X and Y coordinates, where ESRI’s ArcGIS 9.3 software suite was
used. Based on these locations a household activity space polygon, i.e. the convex hull over all locations, was generated. This process was implemented on the travel survey data for both study areas. The activity space measured in this analysis represents an observed activity space, because of the use of reported travel survey data.

Figure 1 illustrates the activity space identified for one household in the Twin Cities travel survey. The + sign represents the household location and the green dots represent the destinations reached by the household members on the travel day. A convex hull over these locations was used to generate the activity space polygon for this specific household. This process of identifying the activity space polygon was repeated for all the households in both study areas. The area (in km²) and compactness were then estimated for each identified activity space polygon in the two study areas.

Since the focus of this research is on the quantification of street networks, only those destinations that were reached using drive alone and carpool modes were considered in our analysis. Non-auto mode share is small in each area. Census Journey-to-Work indicates an 8.6% non-auto share in the Twin Cities and a 7.5% share in South Florida (US Census Bureau, 2010).

A minimum of three points (an origin and two destinations) was needed to generate the activity space polygon for each household. Households with no trips or just one destination on the travel day were removed from
our analysis. The final data set consisted of 2740 households in the Twin Cities and 1021 households in Florida. The use of a minimum of three points excludes households. However, households with at least one travel destination have been used in other related research such as in the analysis of spatial separation (Parthasarathi et al., 2012) or travel time perception (Parthasarathi et al., 2013).

A comparison of selected sociodemographic characteristics (e.g. household size, household income) between included and excluded households was conducted and summarised in Table 2. For example, consider the household income variable for the Twin Cities study area. The households included in our analysis have a higher proportion of medium- and high-income households compared with the households excluded (76% versus 60%) from our analysis. Similarly a comparison of household size in the Twin Cities study area shows that the households included in our analysis have a larger household size compared with the households excluded from our analysis. These findings are consistent across both study areas.

**Estimation of network measures**

The next step in the analysis was to estimate measures of street network structure within the identified activity space polygon for each household. These network measures are broadly categorised into four main categories: hierarchy, topology, morphology and scale.

Hierarchy measures the differentiation that exists in the street network. Topology captures the connectivity and the connection patterns that exist in street network. Morphology describes the regularity, shape and fragmentation of street networks. Scale captures the supply of network in a particular area (de Smith et al., 2007; Xie and Levinson, 2007).

Table 3 summarises the various network measures that were estimated within the activity space polygon, identified for each household in the travel survey. The measures
of network structure presented here were selected based on their performance in the models presented later in the paper. Other measures of network structure were also developed corresponding to the broad categories of hierarchy, topology, morphology and scale but they are not presented here owing to their insignificance in the models or the correlation with other variables. Summary statistics for the estimated network measures for the two study areas are provided in Table 1.

<table>
<thead>
<tr>
<th>Network measures (Unit)</th>
<th>Description</th>
<th>Equation</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion of limited access roads, %L</td>
<td>Captures the presence of important links, i.e. interstates, within the activity space polygon. Limited access roads were identified using FCC codes in the Census TIGER/line files.</td>
<td>( \frac{L_{i,a}}{L_{s,a}} )</td>
<td>( L_{i,a} ) is length (km) of the limited access roads within the activity space polygon, ( L_{s,a} ) is length (km) of the street network within the activity space polygon.</td>
</tr>
<tr>
<td>Arterial treeness, ( \phi_{tree} )</td>
<td>Captures the differences in topology and connection patterns that exist in a real-world street network. Open source software was used to classify each segment in the street network as belonging to a tree network or a circuit network. Measure uses only a subnetwork consisting of arterials and interstates (Xie, 2007).</td>
<td>( \frac{L_{t,a}}{L_{s,a}} )</td>
<td>( L_{t,a} ) is length (km) of street segments belonging to a branch network within the activity space polygon, ( L_{s,a} ) is length (km) of the street network within the activity space polygon.</td>
</tr>
<tr>
<td>Proportion of i-degree nodes, %N</td>
<td>Nodal degree (N) is defined as the number of roadway links connected to the node. Captures the differences in nodal degree within the activity space polygon.</td>
<td>( \frac{V_{i,a}}{V_{a}} )</td>
<td>( V_{i,a} ) is number of intersection nodes with i-degrees within the activity space polygon, ( V_{a} ) is total number of intersection nodes within the activity space polygon, ( i = 1, 2, \ldots )</td>
</tr>
<tr>
<td>Perimeter to area ratio, ( P2A (km^{-1}) )</td>
<td>Captures the geometry based impedance of the street network.</td>
<td>( \frac{P_{p}}{A_{p}} )</td>
<td>( P_{p} ) is perimeter (km) of the polygon enclosed by the street network, ( A_{p} ) is area (km(^2)) of the polygon enclosed by the street network.</td>
</tr>
<tr>
<td>Street density, ( \rho_{a} (km^{-1}) )</td>
<td>Captures the intensity of the street network.</td>
<td>( \frac{L_{t,a}}{S_{a}} )</td>
<td>( S_{a} ) is area (km(^2)) of the activity space polygon.</td>
</tr>
</tbody>
</table>

**Control variables**

In addition to the measures of network structure, the following control variables were used in the regression models estimated later in this paper.

**Accessibility measures.** The accessibility data for the Twin Cities metropolitan area were obtained as part of a multiyear research effort at the University of Minnesota. This research project uses the concept of
accessibility to understand the interaction of land use and transportation and how this interaction in turn influences the transportation system usage. Cumulative accessibility to population, employment and labour within a specified time threshold, ranging from 10 minutes to 60 minutes, was estimated for each Transportation Analysis Zone (TAZ) in the Twin Cities metropolitan area. These measures were estimated for different destinations using various modes (auto, bus, walk). The TAZ-level accessibility data from 2010 were used in this analysis (Owen and Levinson, 2012).

The cumulative opportunity accessibility measure was estimated as (Anderson et al., 2013):

\[ A_{x,i,T,m} = \sum_{j=1}^{J} O_{x,j} d(c_{ij,m}) \]  \hspace{1cm} (4)

where \( A_{x,i,T,m} \) is accessibility from a zone \( i \) to opportunities of type \( x \) (e.g. employment, labour, shopping) at \( j \) reachable in time \( T \), by mode \( m \); \( O_{x,j} \) is opportunities in zone \( j \) of type \( x \); \( c_{ij,m} \) is generalised (or real) time or cost from \( i \) to \( j \), by mode \( m \); \( d(c_{ij,m}) = 1 \) if \( c_{ij,m} < T \) and 0 otherwise; \( T \) is time threshold, indicating the time for which the number of activities that can be reached is computed. \( T \) varies from 10 minutes to 60 minutes and is to capture both short and long trips. \( T = 20 \) minutes was chosen for this analysis as it is closest to the typical mean commuting time.

The cumulative opportunity measure was used to estimate TAZ accessibility because of ease of computation and understanding. Additional details on the cumulative accessibility estimation are provided in related research (El-Geneidy and Levinson, 2006; Levinson et al., 2010). For the purposes of this analysis, the cumulative accessibility measures were merged with the Twin Cities travel survey data using the TAZ of the household as the common identifier. This

### Table 4. Rotated factor loadings.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_{jobs, i, 20, \text{auto}} )</td>
<td>0.9509</td>
<td>0.7000</td>
</tr>
<tr>
<td>( A_{jobs, i, 20, \text{transit}} )</td>
<td>0.5970</td>
<td>0.7122</td>
</tr>
<tr>
<td>( A_{labor, i, 20, \text{auto}} )</td>
<td>0.9576</td>
<td>0.3124</td>
</tr>
<tr>
<td>( A_{labor, i, 20, \text{transit}} )</td>
<td>0.5795</td>
<td>0.8595</td>
</tr>
<tr>
<td>( A_{shop, i, 20, \text{auto}} )</td>
<td>0.9347</td>
<td>0.9208</td>
</tr>
<tr>
<td>( A_{shop, i, 20, \text{transit}} )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( A_{shop, i, 20, \text{walk}} )</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Notes:
- Only loadings with absolute values greater than 0.3 presented.
- Loadings represent correlations between independent variables and identified factors.
- Accessibility factors measured at the TAZ of the household.
- Factor 1 consists primarily of accessibility by auto.
- Factor 2 consists primarily of accessibility by transit and walk.

The factor analysis technique was used to reduce the above-listed accessibility variables into two relevant factors. The rotated factor loadings of the accessibility variables are provided in Table 4. These two factors were then included as independent variables in the regression models estimated for the Twin Cities metropolitan area.

**Job density.** The accessibility data were not available for the South Florida study area. Instead a measure of job density within the identified service area polygon was estimated for each household in the data set. The service area polygon is the area that can be reached by car on the street network within a certain time threshold, which was set to \( T = 20 \) minutes in this analysis. The TAZs that overlap each household’s service area polygon were first identified and the respective employment was summarised. This total employment was then divided by
the total area of the TAZs overlapping the service area polygon to get a measure of job density. This variable was then used as a control variable in the regression models for South Florida, presented in Tables 7 to 9. The TAZ-level socioeconomic data (employment) for the South Florida study area was obtained from FSUTMSONline, a web portal for transportation modelling, maintained by the System Planning Office of the Florida Department of Transportation (Florida Department of Transportation, 1999).

**Distance measure.** A distance measure was introduced to account for the accessibility and relative location of households with respect to the downtown or city centre. The Euclidean or straight line distance \( D_{CBD} \) from the household location to the respective downtowns (Minneapolis and St. Paul, or Ft. Lauderdale and Miami) was then estimated using the X, Y coordinates of the household and the X, Y coordinates of the TAZ centroid. The distance variables were included only in the path analysis model for the prediction of compactness owing to the correlations with other independent variables. The path analysis model is presented in the Analysis section of this paper.

**Sociodemographic variables.** Sociodemographic variables obtained from the travel survey data for the two study areas were also used as control variables in the analyses. The variables included are income level, household size (number of workers, number of non-workers) and auto ownership.

**Hypotheses**

The models identified above are operationalised with a set of specific hypotheses:

1. **Aspects of network structure that increase network speed \( (%L) \) will:**

   Increase the activity space because of an increase in the ability to cover larger distances.

   Decrease the compactness of the activity space since this facilitates long-distance travel towards job opportunities resulting in an elongated arrangement of stops.

2. **Aspects of the network that simplify network legibility \( (%N^2) \) will:**

   Increase the activity space.

   Increase compactness since they facilitate travel in more directions compared with T-intersections. Higher percentage of 4-degree nodes indicates a grid-like network, which is more compact.

3. **Aspects of network structure which decrease network speed \( (\rho_{ta}) \) will:**

   Reduce actual trip length and the associated activity space.

   Increase compactness since it provides better facilitation of travel in all directions compared with sparse road networks.

4. **Aspects of network structure which increase network travel distance between fixed origins and destinations \( (P2A \) and \( \phi_{tree}) \) will:**

   Reduce the actual travel distance undertaken by travellers at those origins and the associated activity space. Travellers will respond to higher point-to-point travel times by reducing trip length (changing the point of destination vis-à-vis the point of origin).

   Decrease compactness since this prevents the traveller from moving freely in all directions without significant detour.
5. An increase in the multimodal accessibility to opportunities (jobs, shops etc.) near the household \( (A_{x,i,T,m}) \) will:

- Decrease the activity space. Greater opportunities near the household location will reduce the need for longer travel and thus reduce the associated activity space.
- Increase compactness since opportunities are more evenly distributed in all directions around the household as opposed to low accessibility areas where longer travel towards locations of greater opportunities must be conducted.

6. An increase in distance to the downtown or city centre \( (D_{CBD}) \) will:

- Increase the required travel distance to jobs and thus increase the size of the activity space.
- Decrease compactness since longer trips to job opportunities are required, giving a more elongated distribution of trip locations.

7. An increase in the compactness \( (C) \) of the activity space will increase the activity space since it makes the polygons more circle-like.

**Analysis**

The estimated models are described below and Table 5 summarises the functional forms used in each of the models.

**Model 1**

In this model, the area of the activity space was estimated as a function of only non-network control variables using a linear regression model. The dependent variable (i.e. area of activity space) was included in natural log form while the independent non-network variables remain in linear form. The accessibility variables were included as factors. The results of this model are presented in Table 6.

**Model 2**

Here, the area of the activity space was estimated as a function of both network and non-network control variables. The model results are tabulated in Table 7.

**Model 3**

In this model, the observed compactness of the activity space was included as an additional independent variable in predicting the area of the activity space. The inclusion of the compactness variable was to control for the spatial aspect of the activity space polygon. Table 8 summarises the results of this model.

**Model 4**

This model used the path analysis technique to understand the influence of network structure on the area and compactness of activity space. Path analysis is a statistical procedure primarily used in disciplines such as sociology, political science and economics to understand causal relationships among variables (Leclair, 1981). The path analysis technique has its roots in biological sciences.
and was developed as a means of relating the correlation coefficients between variables in a multiple system to the functional relationships among them (Wright, 1934).

The statistical procedure in path analysis involves the use of standardised multiple regression equations to test the appropriateness of the causal model and to examine the comparative strength of direct and indirect relationships among variables. Causal analysis plays a very important role in the application of path analysis and it is important for the researcher to have a developed theory of causal relationships prior to applying this technique.

A path diagram is typically used to represent the hypothesised model in path analysis. The arrows in the diagram represent a causal relationship leading from the explanatory (causal) variable to the outcome (effect) variable. The explanatory variables and outcome variables are also referred to as the exogenous and endogenous variables in the model.

The exogenous variables have a cause external to the model and explain the outcomes in the model. These variables are identified by outgoing arrows in the path diagram. The endogenous variables are internal to the model and are caused by one or more variables within the model. These are identified by incoming arrows in the path diagram. The intervening endogenous variable is another variable type in the causal model. These variables are identified in the path diagram by the presence of both incoming and outgoing arrows (Lleras, 2005).

The path diagram used in this analysis is presented in Figure 3. Based on the path diagram, the network variables (e.g. percentage of limited access highways, treeness, etc.) and control variables (accessibility, income, distance to downtown, etc.) were included as

### Table 6. Model 1: Prediction of household spatial patterns without including measures of network structure.

| Independent variables |  | Twin Cities |  | South Florida |  |
|------------------------|  | H          |  | Coef.   | t  | Sig.   | Coef.   | t  | Sig.   |
| Total vehicles in household | + S | 0.231 | 5.825 | ***  | 0.051 | 0.712 |
| Number of workers in household | + S | 0.263 | 6.203 | ***  | 0.092 | 1.463 |
| Medium income<sup>c</sup> | + S | 0.326 | 3.867 | ***  | 0.495 | 3.547 | *** |
| High Income<sup>c</sup> | + S | 0.447 | 4.158 | ***  | 0.627 | 3.470 | *** |
| Urban area dummy – Miami | NA | NA | NA | 0.338 | 2.882 | *** |
| Accessibility factor 1<sup>a</sup> | − S | −0.343 | −10.673 | ***  | NA | NA | NA |
| Accessibility factor 2<sup>b</sup> | − S | −0.100 | −3.083 | ***  | NA | NA | NA |
| Job density within activity space polygon | − S | NA | NA | NA | 0.000 | −2.033 | ** |
| Constant | 2.410 | 27.476 | ***  | 2.660 | 12.737 | *** |

| |  | Number of observations | 1998 | 663 |
| |  | R-squared | 0.189 | 0.062 |
| |  | Adj. R-squared | 0.186 | 0.053 |

Notes:
- *p* < 0.10, **p** < 0.05, ***p** < 0.01.
- <sup>a</sup>Accessibility factor 1 consists primarily of the accessibility to jobs, labour and shops by auto.
- <sup>b</sup>Accessibility factor 2 consists primarily of the accessibility to jobs, labour and shops by transit; accessibility to shops by walk.
- <sup>c</sup>Compared with low-income households.
exogenous variables. The activity space compactness was the intervening endogenous variable and the activity space area was the endogenous variable in the model. The hypothesised relationships between the variables are highlighted as well in the path diagram. The proposed causal relationships in Figure 3 were then tested using multiple regression equations and the results are presented in Table 9.

Note that in the above Model 3, the compactness of the activity space is related to the area of the activity space by directly including it as an independent variable in the model. This model structure does not consider the relationship between network structure and activity space compactness. The use of the path analysis technique in this model allows us to consider this underlying relationship.

Results

The results of the first two regression models, without and with the network structure variables, are presented in Tables 6 and 7. The model results corroborate the hypothesis that measures of street network structure influence the household activity space, after accounting for the non-network control variables. The P2A and street density variables are negative and significant in both study areas and are in line with our hypotheses. The treeeness variable has a negative influence as expected but is significant only in the South Florida model. The percentage

### Table 7. Model 2: Prediction of household spatial patterns including measures of network structure.

<table>
<thead>
<tr>
<th>Independent variables (unit)</th>
<th>Twin Cities</th>
<th>South Florida</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coef.</td>
<td>t</td>
</tr>
<tr>
<td>Total vehicles in household</td>
<td>+ S</td>
<td>0.154</td>
</tr>
<tr>
<td>Number of workers in household</td>
<td>+ S</td>
<td>0.225</td>
</tr>
<tr>
<td>Medium income&lt;sup&gt;d&lt;/sup&gt;</td>
<td>+ S</td>
<td>0.229</td>
</tr>
<tr>
<td>High Income&lt;sup&gt;d&lt;/sup&gt;</td>
<td>+ S</td>
<td>0.295</td>
</tr>
<tr>
<td>Urban area dummy – Miami</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accessibility factor 1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>– S</td>
<td>-0.188</td>
</tr>
<tr>
<td>Accessibility factor 2&lt;sup&gt;c&lt;/sup&gt;</td>
<td>– S</td>
<td>-0.123</td>
</tr>
<tr>
<td>Job density within activity space polygon</td>
<td>– S</td>
<td>NA</td>
</tr>
<tr>
<td>Percentage of limited access highways, %&lt;sup&gt;L&lt;/sup&gt;</td>
<td>+ S</td>
<td>2.110</td>
</tr>
<tr>
<td>Treeness&lt;sup&gt;a&lt;/sup&gt;, $d_{tree}$</td>
<td>– S</td>
<td>-2.740</td>
</tr>
<tr>
<td>Percentage of 4-degree nodes, %&lt;sup&gt;N&lt;sub&gt;4&lt;/sub&gt;&lt;/sup&gt;</td>
<td>+ S</td>
<td>1.220</td>
</tr>
<tr>
<td>P2A (km&lt;sup&gt;–1&lt;/sup&gt;)</td>
<td>– S</td>
<td>-0.121</td>
</tr>
<tr>
<td>Street density, $\rho_{st}$ (km&lt;sup&gt;–1&lt;/sup&gt;)</td>
<td>– S</td>
<td>-0.095</td>
</tr>
<tr>
<td>Constant</td>
<td>7.020</td>
<td>16.230</td>
</tr>
<tr>
<td>Number of observations</td>
<td>1998</td>
<td>663</td>
</tr>
<tr>
<td>$R$-squared</td>
<td>0.459</td>
<td>0.372</td>
</tr>
<tr>
<td>Adj. $R$-squared</td>
<td>0.456</td>
<td>0.361</td>
</tr>
</tbody>
</table>
of limited access highways is positive in both study areas but is not significant in either of the study areas. Both the accessibility factors and the job density variable have a negative influence on the activity space area, as hypothesised.

One internal inconsistency in results is the percentage of 4-degree nodes which has a significant positive influence in the Twin Cities model but contradicts the hypothesis in the South Florida model where a higher percentage of 4-degree intersections is associated with larger activity polygons. This difference between both regions could be explained by the fact that 4-degree intersections are more frequently found in grid networks of downtown areas as opposed to new developments in suburban areas, and that, opposed to Minneapolis, the downtown areas of Fort Lauderdale and Miami are located along the coast, restricting trips originating from these areas in an easterly direction. Activities of these households are therefore more located along the north–south axis following the coastal direction, leading to more elongated and therefore smaller activity area polygons. The activity space for one household near the downtown Fort Lauderdale area is shown in Figure 2, indicating the general north–south orientation of the activity space. The remaining control variables perform as expected.

When we compare the two models presented in Tables 6 and 7, we see that the inclusion of network measures significantly improves overall model performance in both study areas. The adjusted $R^2$ for the Twin Cities model increases from 0.186 in the model with no independent network measures to 0.456 in the model with independent network measures. Similarly the adjusted $R^2$ for the South Florida model increases from 0.053 to 0.361.

The results of Model 3, presented in Table 8, shows the effect of including activity space compactness as an independent variable in the regression analysis. The activity space compactness is significant and positive in both study areas confirming our hypothesis that an increase in the activity space compactness leads to an increase in the size of the activity space. The remaining network and control variables included in this model perform similarly to models 1 and 2 and are consistent with our hypotheses. Further the inclusion of the compactness variable improves the overall model performance in both study areas with the adjusted $R^2$ for the Twin Cities and South Florida model increasing to 0.530 and 0.484, respectively. The results highlight the role of shape in explaining the size of the activity space polygon.

The results of the path analysis model are presented in Table 9. The first part of the table presents the relationship between network and control variables and activity space compactness. The second part of the table presents the relationship between network variables, control variables, compactness and the size of the activity space. The results are in line with the causal model presented in Figure 3.

The first part of Table 9 shows the influence of network measures on the compactness of the activity space. The treeness and P2A variables are highly significant and have a negative influence on the compactness of the activity space as was hypothesised. The street density variable contradicts our initial hypothesis and is highly significant and negative in both study areas. A reason might be that dense streets are in practice elongated and shaped more like a rectangle rather than a square. For example, the city blocks in Minneapolis are rectangular in shape along the north–south direction and those in St. Paul are rectangular in shape along the east–west direction. A rectangular shaped block encourages people to travel along the long edge of the rectangle to minimise stops, thus elongating their activity space in the
direction of the long blocks and decreasing the compactness. Another explanation could be that dense streets are associated with the inner city, which is typically associated with fewer vehicle trips because of the demographics or mode choices. Fewer trips are associated with elongation, i.e. one trip is just a line segment and therefore maximally elongated.

While the percentage of 4-degree nodes is not significant for the Twin Cities, it is negatively associated with activity space compactness, which contradicts the hypothesis in the South Florida model. A possible explanation, i.e. the close proximity of CBDs to the ocean for South Florida, was provided above (see also Figure 2).

The second part of Table 9 shows that the activity space compactness has a positive and highly significant influence on the size of the activity space in both study areas. The other independent network variables perform similar to the results presented in Tables 7 and 8 and are in line with our hypotheses.

Examining the control variables, it can be observed that both accessibility factors have the expected negative influence on the household activity space in the Twin Cities and are highly significant. Similarly the job density within the service area polygon also has a negative influence on the household activity space in the South Florida model. Other household level sociodemographic variables perform as expected. The number of workers in the household increases the household activity space. This is expected because households select their residential

Table 8. Model 3: Prediction of household spatial patterns including measures of network structure and activity space compactness.

<table>
<thead>
<tr>
<th>Independent variables (unit)</th>
<th>Twin Cities</th>
<th>South Florida</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef.</td>
<td>t</td>
</tr>
<tr>
<td>Total vehicles in household</td>
<td>+ S</td>
<td>0.101</td>
</tr>
<tr>
<td>Number of workers in household</td>
<td>+ S</td>
<td>0.221</td>
</tr>
<tr>
<td>Medium income\textsuperscript{d}</td>
<td>+ S</td>
<td>0.256</td>
</tr>
<tr>
<td>High income\textsuperscript{d}</td>
<td>+ S</td>
<td>0.298</td>
</tr>
<tr>
<td>Urban area dummy – Miami</td>
<td>– S</td>
<td>-0.291</td>
</tr>
<tr>
<td>Accessibility factor 1\textsuperscript{b}</td>
<td>– S</td>
<td>-0.134</td>
</tr>
<tr>
<td>Job density within activity space polygon</td>
<td>– S</td>
<td>-0.291</td>
</tr>
<tr>
<td>Percentage of limited access highways, %\textsuperscript{b}</td>
<td>+ S</td>
<td>2.570</td>
</tr>
<tr>
<td>Treeness, $\phi_{tree}$</td>
<td>– S</td>
<td>-0.270</td>
</tr>
<tr>
<td>Percentage of 4-degree nodes, %\textsuperscript{c}</td>
<td>+ S</td>
<td>1.250</td>
</tr>
<tr>
<td>P2A (km\textsuperscript{-1})</td>
<td>– S</td>
<td>-0.086</td>
</tr>
<tr>
<td>Street density, $\rho_{bw}$ (km\textsuperscript{-1})</td>
<td>– S</td>
<td>0.072</td>
</tr>
<tr>
<td>Activity space compactness, $C$</td>
<td>+ S</td>
<td>2.790</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>4.100</td>
</tr>
<tr>
<td>Number of observations</td>
<td>1998</td>
<td>663</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.533</td>
<td>0.493</td>
</tr>
<tr>
<td>Adj. R-squared</td>
<td>0.530</td>
<td>0.484</td>
</tr>
</tbody>
</table>

Notes:
\*p<0.10, **p<0.05, ***p<0.01.
\textsuperscript{a}Treeness estimated for a subnetwork consisting of interstates and arterials.
\textsuperscript{b}Accessibility factor 1 consists primarily of the accessibility to jobs, labour and shops by auto.
\textsuperscript{c}Accessibility factor 2 consists primarily of the accessibility to jobs, labour and shops by transit; accessibility to shops by walk.
\textsuperscript{d}Compared with low-income households.
**Figure 2.** Identified activity space polygon for a household in Fort Lauderdale.

**Figure 3.** Path diagram showing hypothesised causal relationships.
Table 9. Model 4: Path model for the prediction of household spatial patterns including measures of network structure and activity space compactness.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Independent variables (unit)</th>
<th>Twin Cities</th>
<th></th>
<th></th>
<th>Florida</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Activity space compactness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Distance to downtown Minneapolis (km), $D_{mpls}$</td>
<td>$-S$</td>
<td>0.000</td>
<td>-6.960</td>
<td>***</td>
<td>-0.200</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Distance to downtown St. Paul (km), $D_{spl}$</td>
<td>$-S$</td>
<td>0.000</td>
<td>0.470</td>
<td>0.013</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Distance to downtown Fort Lauderdale (km), $D_f$</td>
<td>$-S$</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Distance to downtown Miami, $D_{mil}$</td>
<td>$-S$</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Percentage of limited access highways, %L</td>
<td>$-S$</td>
<td>-0.116</td>
<td>-0.980</td>
<td>-0.022</td>
<td>-0.131</td>
<td>-0.620</td>
</tr>
<tr>
<td></td>
<td>Treeness, $\phi_{tree}$</td>
<td>$+S$</td>
<td>0.003</td>
<td>0.090</td>
<td>0.003</td>
<td>NA</td>
<td>-0.587</td>
</tr>
<tr>
<td></td>
<td>Percentage of 4-degree nodes, $N^4$</td>
<td>$+S$</td>
<td>-0.012</td>
<td>-7.950</td>
<td>***</td>
<td>-0.230</td>
<td>-0.020</td>
</tr>
<tr>
<td></td>
<td>P2A (km$^{-1}$)</td>
<td>$-S$</td>
<td>-0.009</td>
<td>-17.630</td>
<td>***</td>
<td>-0.455</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td>Street density, $\rho_b$ (km$^{-1}$)</td>
<td></td>
<td>1.142</td>
<td>25.160</td>
<td>***</td>
<td>.</td>
<td>1.326</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of observations</td>
<td></td>
<td>1998</td>
<td></td>
<td></td>
<td></td>
<td>631</td>
</tr>
<tr>
<td></td>
<td>R-squared</td>
<td></td>
<td>0.216</td>
<td></td>
<td></td>
<td></td>
<td>0.213</td>
</tr>
<tr>
<td></td>
<td>sqrt (1 - $R^2$)</td>
<td></td>
<td>0.885</td>
<td></td>
<td></td>
<td></td>
<td>0.887</td>
</tr>
<tr>
<td><strong>Activity space area</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total vehicles in household</td>
<td>$+S$</td>
<td>0.101</td>
<td>3.190</td>
<td>***</td>
<td>0.062</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>Number of workers in household</td>
<td>$+S$</td>
<td>0.221</td>
<td>6.660</td>
<td>***</td>
<td>0.125</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td>Medium income$^d$</td>
<td>$+S$</td>
<td>0.256</td>
<td>4.120</td>
<td>***</td>
<td>0.082</td>
<td>0.370</td>
</tr>
<tr>
<td></td>
<td>High income$^d$</td>
<td>$+S$</td>
<td>0.298</td>
<td>3.650</td>
<td>***</td>
<td>0.075</td>
<td>0.448</td>
</tr>
<tr>
<td></td>
<td>Urban area dummy – Miami</td>
<td></td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.317</td>
</tr>
<tr>
<td></td>
<td>Accessibility factor 1$^b$</td>
<td>$-S$</td>
<td>-0.291</td>
<td>-9.500</td>
<td>***</td>
<td>-0.189</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Accessibility factor 2$^c$</td>
<td>$-S$</td>
<td>-0.134</td>
<td>-4.910</td>
<td>***</td>
<td>-0.087</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Job density within activity space polygon</td>
<td>$-S$</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Percentage of limited access highways, %L</td>
<td>$+S$</td>
<td>2.568</td>
<td>3.180</td>
<td>***</td>
<td>0.053</td>
<td>3.845</td>
</tr>
<tr>
<td></td>
<td>Treeness, $\phi_{tree}$</td>
<td>$+S$</td>
<td>-0.270</td>
<td>-0.170</td>
<td>-0.003</td>
<td>1.267</td>
<td>0.670</td>
</tr>
<tr>
<td></td>
<td>Percentage of 4-degree nodes, $N^4$</td>
<td>$+S$</td>
<td>1.246</td>
<td>4.600</td>
<td>***</td>
<td>0.135</td>
<td>-3.560</td>
</tr>
<tr>
<td></td>
<td>P2A (km$^{-1}$)</td>
<td>$+S$</td>
<td>0.086</td>
<td>-7.720</td>
<td>***</td>
<td>-0.176</td>
<td>-0.145</td>
</tr>
<tr>
<td></td>
<td>Street density, $\rho_b$ (km$^{-1}$)</td>
<td>$-S$</td>
<td>-0.072</td>
<td>-19.180</td>
<td>***</td>
<td>-0.410</td>
<td>-0.029</td>
</tr>
</tbody>
</table>

(continued)
location by balancing the travel requirements of multiple workers, compared with single-worker households, among other factors. The income variables show that medium- and high-income households have a larger activity space compared with low-income households, which corroborates the existing literature on travel behaviour. The total vehicles in the household have a positive influence in both study areas but is significant only in the Twin Cities model. This variation in the influence points to the differences in socio-demographics between the two study areas. Further this also highlights the need to control for these socio-demographic differences for a better understanding of the influence of network measures.

Since autocorrelation can affect standard errors of estimated regression coefficients, Moran’s I statistic was used to test for spatial autocorrelation in residuals of the path analysis model. Results did not reveal significant spatial autocorrelation ($p > 0.10$) in either of the two study areas.

### Elasticities

The model elasticities can be read directly from the results. For example, Table 8 shows that a unit increase in street density decreases the activity space by 7.2% in the Twin Cities and by 3.3% in Florida. Similarly a unit increase in the P2A of the network within the activity space decreases the household activity space by 8.6% and 13.8% for the Twin Cities and South Florida, respectively. The elasticity estimates illustrate the magnitude of influence of each of these network measures.

### Discussion and conclusions

This research aimed to understand the relationship between the measures of street network structure and the household spatial...
range, using travel survey data from two study areas, namely the Twin Cities and South Florida.

The use of different models allowed us to test various combinations of the independent network measures. The difference in the magnitude of influence combined with the variation in the influence of the network variables highlights the importance of separating out the two study areas. For example, the percentage of limited access highways is significant in the Twin Cities model presented in Table 8 but insignificant in South Florida. Similarly the treeness variable showed a significant influence in the South Florida model (Table 7) but no significant influence in the Twin Cities. Additional comparisons across other areas could provide a more solid picture of the relationship between transportation network structure and activity space.

What are the implications of this research and how can the results be applied? The results quantify the influence of street network structure on household spatial patterns and explain how the design of transportation network affects travel. One could argue that this understanding is not necessarily critical since the transportation system in the USA is already in a mature stage and the focus is more on maintaining the existing infrastructure. However, a look at rapidly developing countries shows that there is a need to understand the influence of network structure.

A recent article comparing the highway systems in the USA and China, showed that in the year 2011, the total length of the Chinese highway system exceeded that of the American interstate system. What stands out in this comparison is not just the total length of the highway systems but rather the rapid rate at which this has been accomplished in China. According to reports, China added 11,000 km of new highways in 2012 alone (Cox, 2013). Even more remarkable is that, prior to 1998, China did not have a highway system and the investment in transportation infrastructure was driven by the growing economy (Rodrique, 2012). China is just one example of such rapid urbanisation and other countries in Asia and Africa are showing similar growth patterns.

In that context, proper design of transportation infrastructure can help mitigate the negative effects of rapid growth and to ensure an efficient and sustainable transportation system that can meet the growing travel demand. It is well established that the transportation sector is the biggest consumer of energy and one of the biggest sources of greenhouse gas (GHG) emissions (United State Environmental Protection Agency, 2013). Hence it is critical that network architecture is considered in the design of urban form and sustainable environments, and that transportation network decisions, which are in many ways irreversible, be well understood. Lessons learned from mature systems such as the USA and other developed countries can thus provide guidance on network design to minimise environmental impacts.
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