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Abstract 

 

As the end draws near for Moore‟s law, the search for low-power alternatives to 

CMOS technology is intensifying. Among the various post-CMOS candidates, spintronic 

devices have gained special attention due to its unique features such as zero static power, 

compact size, and instant wakeup, while enabling an entirely new class of architectures 

such as processor-in-memory, logic-in-memory, and neuromorphic computing. However, 

traditional spintronics research has been mainly limited to the materials and single device 

level, so the main aim of this dissertation is to clearly describe spin-based logic and 

memory technologies by exploring the trade-off points across different levels of design 

abstraction (i.e. device, circuit, and architecture).  

For spin-based logic, we benchmark the system-level capability of spin-logic 

technology using a hypothetical spintronic-based Intel Core i7 as a test vehicle. We 

describe how spin-based components are integrated into a computing system and the 

advantages that result. Even with early promises such as zero static power, lower device 

count, and lower supply voltage, technical barriers associated with spin devices such as 

low spin injection, limited spin diffusion length, and intrinsically high activity factor 

result in higher active power than CMOS.  

For spin-based memory, a key aspect of technology evaluation is the development of 

a reliable MTJ model, so we first propose a technology-agnostic MTJ model specifically 

designed for evaluating the scalability and variability of STT-MRAM circuits. Using the 

proposed model, we evaluate the circuit-level scalability of MTJ technologies providing 
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the detailed scaling methods and projection scenarios down to 7nm. For use in high speed 

on-chip cache applications, we also explore the feasibility of non-traditional MRAMs 

such as spin-Hall effect (SHE) MRAM which provides superior switching efficiency.  

In addition to the spintronics research, a logic-compatible eflash-based neuromorphic 

core is designed to provide a highly efficient architecture for neural computing. We use a 

logic-compatible embedded flash memory to store synaptic weights to provide a simple 

implementation of restricted Boltzmann machine (RBM) which is a well-known neural 

algorithm for digit recognition. With the proposed current-based architecture, a neuron 

operation can be accomplished by simply comparing two currents corresponding to 

excitatory and inhibitory weights without large digital neuron circuits used in previous 

works. 
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Chapter 1  Introduction 

 

CMOS scaling, otherwise known as Moore‟s law, has transformed the way we create, 

process, communicate, and store information in the digital age [1]-[4]. As we approach 

the physical limits of CMOS technology however, it has become increasingly difficult to 

manage power dissipation issues [5]-[7]. The urgent need for a low power alternative has 

led to a flurry of research activity on novel post-CMOS device technologies [8], [9]. 

Among the various post-CMOS candidates, spintronics devices have gained momentum 

over the past decade as they have the potential to overcome the power and performance 

limitations of CMOS [10]-[12]. The Oxford dictionary defines spintronics as “a field of 

electronics in which electron spin is manipulated to yield a desired outcome.” From a 

computing perspective, spintronic devices may have a profound impact on future 

electronic designs as they have the potential to offer unique capabilities such as zero 

static power, instant wake up, reduced device count, and lower switching energy, that 

would otherwise be difficult to simultaneously achieve using CMOS technology. Another 

intriguing feature of spintronic devices is that they could potentially augment existing 

Boolean computing methods by enabling entirely new class of architectures such as 

processor-in-memory, logic-in-memory, and analog/neuromorphic computing [13]-[15]. 

However, traditional spintronics research has been mainly limited to the materials and 

single device level so the actual benefits at the system level have been only superficially 

understood at best [16]. The main aim of this dissertation is to bring more clarity to 

spintronics technology by exploring the power and performance trade-offs at the 
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device/circuit/system level focusing on logic and memory applications [17]. To provide a 

historical perspective, this chapter first gives an overview of the various milestones in 

spintronics research. We then introduce the working principles and development status of 

various spintronic devices targeted for logic, memory, and special functions. 

1.1  Historical Advances in Spintronics Research 

Fig. 1.1 shows the key milestones in spintronics research classified into the following 

four categories: new discoveries, key experiments, device concept proposals, and chip 

level demonstrations. Tunnel magnetoresistance (TMR) effect was first predicted in 1975 

opening up the possibility that electron flow tunneling through a thin insulator can be 

controlled by manipulating the relative magnetization of two adjacent ferromagnet layers, 

which, in turn, induces two states of electrical resistance [19]. In 1988, a similar form of 

spin valve effect called giant magnetoresistance (GMR) was discovered in a multi-layer 

structure composed of ferromagnets and a metallic spacer layer [20]. The main difference 

between TMR and GMR is that TMR uses an insulating tunnel barrier to transmit current 

while GMR uses a metallic layer. In general, a larger impedance change between parallel 

and anti-parallel states (i.e. higher magnetoresistance ratio) can be obtained using TMR 

while GMR enables a lower stack resistance. 

Demonstration of both GMR and TMR at room temperature led to rapid deployment 

of these concepts to commercial data storage products such as hard disk drive (HDD) and 

random access memory (RAM) [21]-[25]. In 1996, Slonczewski at IBM theoretically 

predicted that the magnetization of a free layer can be toggled using spin-polarized 

current rather than an external magnetic field. This effect commonly referred to as spin 
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transfer torque (STT) has since been experimentally verified and proven to lower energy 

consumption and simplify the memory cell design compared to previous field-based 

switching [26]. Fig. 1.2 illustrates STT based switching in a magnetic tunnel junction 

(MTJ), a device composed of two ferromagnetic layers, a free layer and a fixed layer, 

separated by an ultra-thin tunneling barrier [27]. When electrons enter from the bottom 

fixed layer terminal as shown in Fig. 1.2(left), only the ones with the same magnetization 

manage to tunnel through, exerting spin torque on the free layer. Once the switching is 

complete, the magnetization directions of the two layers are in parallel to each other 

resulting in a low resistance state. When electrons enter from the top free layer terminal 

on the other hand, the ones with the opposite spin direction get reflected back to the free 

layer, switching the relative magnetization to an anti-parallel state. The difference in 

tunneling current between parallel state (low resistance) and anti-parallel state (high 

resistance) is utilized to encode binary data. Typically, the fixed layer is pinned by a 

single antiferromagnetic layer or a trilayer forming a synthetic antiferromanget (SAF) 

structure that does not rotate or switch during operation [28]. Experimental research on 

STT-based magnetization switching led to the actual demonstration of STT at room 

temperature validating the predictions made by theorists [29], [30]. With the advent of 

new tunnel barriers such as MgO, STT-MTJ devices have now become mature enough to 

be considered for commercial magnetoresistive RAM (MRAM) products [31], [32]. 

Recent trends in STT-MTJ research focus on reducing the switching energy using novel 

perpendicular anisotropy material, voltage-assisted switching, and spin-Hall effect [33]-

[36]. Further details on each of these phenomena will be presented in following sections. 
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Exploiting magnetism for logic computation is a topic of growing interest. The key 

difference between spintronic devices for memory and logic is that the latter requires not 

only data storage but also data transfer over a longer distance by means of spin. In 1985, 

the idea that pure spin current can be generated by non-local electrical spin injection in a 

metallic lateral spin-valve (LSV) structure was proposed [37]. In the 2000s, LSV 

switching by spin accumulation and transportation was demonstrated at room temperature 

[38], [39]. Recently, long spin diffusion materials such as semiconductor and single layer 

graphene have been explored as an way to attain longer spin interconnection lengths [40]-

[42].  

 

 

 

1970 1980 1990 2000 2010

 1971  SHE

 1975  TMR

 1985  Spin injection

 1988  GMR

 1992  GMR based two  

           current model            

 1996  Spin torque transfer

 2001  MgO based MTJ

 2007  Magnetoelectric effect

 1994  GMR field sensor

           (1
st
 GMR product),

           GMR Hard Disk 

Drive (HDD) head

 2000  STT switching at room temp.

 2002  Perpendicular MTJ

 2004  STT switching in MgO-MTJ

 2007  Spin injection into spin channel

 2008  Lateral spin valve switching

 2010  Interfacial perpendicular MTJ

 2010  Multi-level MTJ 

 2012  Voltage-assisted switching,

           Giant SHE switching

 1990  Spin transistor

 1997  GMR-MRAM

 1998  TMR-MRAM

 2000  Nano magnet logic

 2003  Spin oscillator

 2008  Racetrack domain wall memory

 2010  All spin logic

 2012  Domain wall logic

 2013  Spin random number 

generator

 1991  GMR at room temp.

           (1
st
 spin valve)

 1995  TMR at room temp.

 2003  0.6μm 1Mb 1T-1MTJ 

           field-based MRAM

 2005  1
st
 commercial MRAM,  

           180nm 4Kb STT-MRAM           

 2007  MgO-TMR HDD head

 2009  45nm 32Mb STT-MRAM,

           4Kb DW-MRAM

 2012  64Mb DDR3 STT-MRAM 

(Everspin)

Year

Discovery of 

Phenomena/

Theory

Lab 

Experiments

Device Concept

Proposal

Circuit/Chip

Demonstration * Acronyms

SHE: Spin Hall Effect

TMR: Tunnel Magneto Resistance

GMR: Giant Magneto Resistance

MTJ: Magnetic Tunnel Junction

 

Fig. 1.1  Historical advances in spintronics research. 
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Fig. 1.2  STT switching in MTJ [27]. Electron flows for each spin polarization are 

shown separately for illustration purposes. We show complete transmission and 

reflection for both spin polarizations; however in reality, they are partially 

transmitted and reflected. 

 

1.2  Spintronics for Logic 

The main attraction of spintronics for logic application is the nonvolatility which 

could enable computing systems with zero static power and instant-on-off features. The 

use of magnetic components to enhance the capability of conventional CMOS is also an 

active and fertile area of research. For instance, non-critical local circuits can be built 

using spin for non-volatility (=zero static power) and low device count, while speed-

critical circuits can be built using CMOS for low dynamic power and good interconnect 

performance. In this section, we introduce key spin based logic devices that are being 

actively pursued by the materials and device communities.  

An all-spin logic (ASL) device consists of input and output magnets connected by a 

channel medium (typically copper or graphene) as shown in Fig. 1.3(a). It utilizes spin 

injection, spin diffusion, and STT switching in a LSV structure to perform logic 

operation [18]. Fig. 1.3(b) shows the LSV device structure and the measured spin signal 

ΔV/I for a metallic channel used to demonstrate the spin current induced magnetization 
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switching principle [39]. Here, polarized spin electrons injected and diffused through the 

channel give rise to a difference in the electrochemical potential between antiparallel and 

parallel states in the output detector. The spin torque transferred by the polarized spin 

electrons can then toggle the output magnetization. ASL device stores information using 

spin direction of the magnets and communicates using pure spin current, hence the name. 

Since STT switching current scales the magnet dimensions, ASL is generally thought to 

be a good post-CMOS candidate from a scaling perspective [43].  
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Fig. 1.3  (a) ASL buffer circuit [18]. For illustration purposes, we only show the 

effective spin current (i.e. difference between majority and minority spins) assuming 

a positive voltage at the input terminal. (b) Lateral spin valve experiments [39]. Note 

that a positive voltage at the injector node results in spin current with the opposite 

magnetization direction as the input magnet (FM1). ΔV is defined as the difference 

in the spin-dependent electrochemical potential between FM1 and the channel. 
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Domain wall logic (DWL) stores information in the position of a single domain wall 

(DW) [44]. As shown in Fig. 1.4(a), DW is the interface between different magnetic 

domains and can be shifted along a magnetic wire using spin-polarized current injected 

from either ends of the wire. This DW motion can be utilized for logic implementation as 

shown in Fig. 1.4(b). The magnetic wire works as a free layer forming a MTJ with a 

ferromagnet placed in the middle of DW wire. When a voltage is applied between the 

input and CLK terminals, the corresponding spin-polarized current causes DW motion 

along the free layer. Applying a voltage in the reverse direction results in a DW motion in 

the opposite direction. The position of DW represents the binary state information which 

can be read out by applying a voltage between the input and output terminals, or between 

the output and CLK terminals, depending on the specific timing sequence of the signals.  

Nanomagnet logic (NML) utilizes magnetization direction as a state variable and 

processes information through magnetic dipole interaction between neighboring 

nanomagnets [45], [46]. At first, a NML-based circuit requires an initializing magnetic 

field to align the magnetization of nanomagnet chain along the hard axis (meta-stable 

state). As the magnetic field is removed, each nanomagnet is relaxed into a stable state 

with a preferred easy axis set by the input magnetization. Output magnetization is 

determined based on the majority logic performed by the superposition of incoming 

dipole fields. Fig. 1.5(a) and (b) shows quasi-stable state initialized with magnetic field 

and final stable state after removal of magnetic field, respectively. Despite benefits from 

nano-sized dimensions, scaling will be a challenge for NML since the initializing 

magnetic field will have to increase as the magnet scales as reported in [47], [48]. 
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Fig. 1.4  Domain wall logic [44]. (a) Domain wall motion induced by spin polarized 

current. (b) Logic gate concept and logic implementation using domain wall motion. 
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Fig. 1.5  Nanomagnet logic [45]. (a) Reset state by applying an external magnetic 

field. (b) Evaluate state via dipole interaction after the external magnetic field is 

removed. 
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Spin-FET (spin field-effect transistor) is a novel device that combines an ordinary 

MOSFET (metal–oxide–semiconductor FET) structure with an MTJ [49], [50]. As shown 

in Fig. 1.6, a ferromagnet contact is placed on the source side while an MTJ is placed on 

the drain of the MOSFET. The MTJ on the drain side stores information via spin-

polarized current. Then, the stored information is detected by output current of the 

transistor depending on the relative magnetization orientation between the source and the 

drain [51], [52]. The reconfigurable nature of spin-FET coupled with the high-integration 

density of CMOS makes this technology attractive for field-programmable gate array 

(FPGA) applications. 

 

 

Gate

Source Drain

MTJ

 

Fig. 1.6  Basic structure of spin-FET [51]. 

 

1.3  Spintronics for Memory 

Spin transfer torque MRAM (STT-MRAM) has been drawing a great deal of attention 

as it has the potential to combine the speed of SRAM, the density of DRAM, and the 

nonvolatility of Flash, while providing excellent scalability, unlimited endurance, and 

CMOS-compatibility [53]. STT-MRAM can improve the cache access latency of last 

level caches (e.g. >64Mb) by reducing the global interconnect delay, a critical 
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performance bottleneck in SRAM based L3 or L4 caches [54], [55]. STT-MTJ has been 

successfully integrated into advanced CMOS processes and is generally accepted as the 

most viable storage element for post-CMOS memories [56]-[60]. As shown in Fig. 1.7, 

an STT-MRAM bit-cell consists of an MTJ and an access transistor. MTJ stores 

information with relative magnetization and the magnetization reversal happens based on 

STT switching. Write operation is accomplished by alternating the voltage polarities of 

BL and SL while read operation is accomplished by sensing the resistance difference 

between the reference and the accessed cells using a small read current bias.  

 

BL

WL

SL

MTJ

WL BL SL

WriteAP-P VDD VDD GND

WriteP-AP VDD GND VDD

Read VDD VREAD GND
 

Fig. 1.7  Cell structure and bias condition of STT-MRAM [53]. 

 

One of the key directions of STT-MRAM research has been the reduction of the 

switching current for a given nonvolatility. To address this challenge, perpendicular 

anisotropy MTJs based on high crystal anisotropy material have been experimentally 

demonstrated [61]. Another approach is to take advantage of new switching mechanisms 
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such as voltage-controlled magnetic anisotropy (VCMA) and spin-Hall effect (SHE). 

VCMA-based switching is being considered as a successor to conventional STT as the 

interfacial anisotropy in a CoFeB/MgO junction can be lowered when a voltage is applied 

to the MTJ [62], [63]. The switching sequence for VCMA is depicted in Fig. 1.8. A free 

layer with uniaxial anisotropy has two energetically equivalent states (i.e. parallel and 

anti-parallel states), separated by an energy barrier of Eb. In traditional STT switching, 

the barrier height between the two states remain unchanged so a large spin-polarized 

current must be injected for electrons to jump over the Eb barrier and land on the other 

side. VCMA-based switching, on the other hand, can raise or lower the barrier height 

depending on the mode of operation. For example, in retention mode, no voltage is 

applied to the MTJ ensuring a high Eb and hence good nonvolatility. During the 

switching however, the voltage applied to the MTJ lowers the Eb and thus reducing the 

switching energy. When the voltage is off after the switching, Eb is restored back to its 

former height. This novel switching method can be adopted for energy efficient MRAM 

without compromising nonvolatility. Note that applied voltage alone cannot switch the 

magnetization so an additional bias in the form of an external magnetic field or spin-

polarized current is needed to complete the switching.  

Giant spin-Hall effect (GSHE), the generation of large spin currents transverse to the 

charge current direction in specific spin-Hall metals (i.e. Pt, β-Ta, β-W, etc), is another 

option to realize a low-energy STT-MTJ switching [64]. Fig. 1.9 illustrates the generation 

of pure spin current by GSHE, along with the cell structure of a spin-Hall torque (SHT) 

MRAM cell. SHT-MRAM requires three terminals for separate read and bidirectional 
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write operation. Note that read current can flow through the MTJ stack from /BL to GND 

when write transistor is turned off showing a large off-state resistance. Although this 

three-terminal device potentially results in an area penalty, it offers several advantages 

over the traditional 1T-MTJ STT-MRAM including (i) a spin injection efficiency 

(Ispin/Icharge) higher than 100% using optimal metal dimension, which enables a 

significantly low switching current without impacting nonvolatility; (ii) Separate read and 

write paths allowing longer device lifetime and disturb-free read operation. This is 

because only the small read current flows through the tunnel oxide as the write current 

flows through the spin hall metal itself [65], [66]. 

 

 

V=0

Eb

V=Vc V=0

 Hbias or ISTT

(a) (b) (c)
 

Fig. 1.8  VCMA-based switching [63]. (a) High energy barrier before switching 

(retention mode). (b) Voltage-induced energy barrier lowering during the switching 

which requires additional stimuli to determine the switching direction. (c) Restored 

energy barrier after switching. 
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Fig. 1.9  Spin-Hall Effect based STT-MRAM. (a) Transverse spin current 

generation by giant spin-Hall effect [64]. (b) Memory cell configuration and bias 

conditions for write and read [66]. 
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Fig. 1.10  Domain Wall MRAM: cell structure and bias conditions [69]. 
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Similar to the domain wall logic, there has also been a proposal for utilizing the 

position of the DW for memory applications [53], [67]. A typical three-terminal DW 

memory employs two fixed layers in antiparallel configuration for spin injection, which 

enables a bidirectional DW motion along the free layer to encode binary information 

[68]. Depending on the position of the DW, two possible relative magnetization 

orientations of the MTJ are translated to either low or high current during the read 

operation. Since the current paths for read and write are separated, high-speed operation 

with improved reliability is possible [69]. Bit-cell configuration and basic operations are 

shown in Fig. 1.10. 

1.4  Spintronics for Special Functions 

Precessional motion and physical randomness in spintronic devices may offer new 

ways to design special functional blocks. For example, the steady-state magnetization 

precession induced by spin torque effect can be used as a spin oscillator to generate a 

microwave signal [70]. The main advantages of spin oscillator over CMOS-based 

voltage-controlled oscillator (VCO) are compact size, large frequency tuning range, and 

good scalability. Fig. 1.11(a) shows the working principle based on both STT and TMR 

effects. When a charge current is applied to the MTJ, the spin torque excites the free layer 

magnetization into steady-state oscillation cancelling out the damping torque. Note that 

the frequency of the oscillation can be tuned by the amount of charge current applied to 

the MTJ. The oscillating magnetization of the free layer relative to that of the fixed layer 

induces a change in resistance generating a time-varying output voltage as shown in Fig. 

1.11(b) [71]. Spin oscillators are being explored as an alternative to conventional ring 
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oscillator based VCOs or LC-VCOs [72], and may enable new capabilities such as high-

density parallel signal demodulators and inter/intra chip wireless communication.  

The random thermal fluctuation present in a nanomagnet can be amplified for 

generating random bits [73]. Fig. 1.12(a) shows the operation sequence to collect 

physical random bits from a single MTJ. First, a negative reset (Ireset) current initialize a 

MTJ to an anti-parallel state assuming a bottom-pinned MTJ structure. Then, by applying 

a perturbation current (Iperturb, an intermediate write current) that will force the 

magnetization direction to a neutral state and turning off the bias, a random output can be 

generated according to the thermal noise in the device. Finally, the MTJ state can be read 

out using a read bias current (Iread) and a sensing circuit. Energy diagram for each 

sequence is presented in Fig. 1.12(b). 

Summary of the post-CMOS spintronic devices reviewed in this section is presented 

in Table 1.1. 
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Fig. 1.11  Spin-based oscillator [70]. (a) Spin precession in MTJ with an in-plane 

magnetized fixed layer and an out-of-plane magnetized free layer. (b) Time-varying 

MTJ voltage generated by the free layer oscillation. 
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Fig. 1.12  Spin-based random number generator [73]. (a) Operation sequence for 

collecting physical random bits from a single MTJ. (b) Working principle with 

energy diagram and corresponding magnetization orientation. 
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Read: TMR

Separate paths for 
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tunability
Concept only

Spin oscillator
Relative 

magnetization
Resistance change by
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Single device 
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STT switching

High scalability,

Low switching energy

Non local 
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Table 1.1  Summary of key spintronics devices. 
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Chapter 2  Spin-Based Logic: a Case 

Study on a High Performance 

Microprocessor 

 

This chapter provides more clarity to spin-based logic technology by exploring the 

power and performance trade-offs at the system level using a spintronics based Intel‟s 

Core i7 processor as the test vehicle [17]. We choose All Spin Logic (ASL) device as the 

technology platform for this case study although a similar methodology could be applied 

to other spintronic devices [18]. We describe our benchmarking methodology whereby a 

simple method for estimating the device count and switching energy is proposed. We also 

address the signal attenuation issue in spin based interconnects and present guidelines for 

assessing and optimizing the total interconnect power. Finally, the power consumption of 

an ASL based processor is compared with its CMOS counterpart for various device 

parameters and operating scenarios (e.g. all cores active, one core active). We believe 

that the fundamental principles and perspectives gained from this study will help guide 

future spintronics device research and pave the way for a more rapid deployment of 

spintronics technology. 

2.1  All Spin Logic (ASL) Components 

Of particular interest in this work is the power and performance evaluation of spin-

based computing system based on ASL. Recently, ASL is being considered as a 
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promising post-CMOS device candidate due to its nonvolatility, higher density, lower 

device count, and good scalability. In this section, a bottom up overview of all spin based 

components is provided starting from individual devices and logic gates to functional 

blocks and processor system.  

2.1.1  ASL Device Basics 

A conceptual diagram of an ASL-based inverter utilizing the LSV structure is shown 

in Fig. 2.1. Although ASL devices come in several different flavors (for example, the 

injector current can be a clock pulse or a constant DC supply, the interface between the 

nanomagnet and the channel can be either a direct contact or a magnetic tunneling 

junction depending on the material type), they all share the same basic components: input 

and output nanomagnets to store the digital information, a channel to transfer spin 

information to the next stage, an isolation layer to provide separation between devices, 

and an interface between the nanomagnet and channel for injecting spin polarized 

electrons. Input and output nanomagnets have two possible magnetization states 

represented by left and right pointing arrows, and are connected through a channel. The 

input current (Isupply) provided by a supply voltage pulse (Vsupply) passes through the input 

magnet generating spin-polarized electrons in the channel entrance. These accumulated 

spins induce non-equilibrium magnetization enforcing spin diffusion along the channel in 

the form of spin current (Ispin), which transfers only spin angular momentum without 

charge flow.  Note that a positive Vsupply results in Ispin with the opposite magnetization 

direction as the input magnet. This can be explained as follows. Electrons injected by 

Isupply flow from GND to Vsupply when a positive Vsupply is applied. Those with the same 
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spin direction as the input magnet can easily move towards Vsupply, while electrons with 

opposite spin polarity get reflected back into the channel contributing to an increase in 

Ispin. Conversely, a negative Vsupply results in Ispin with the same magnetization direction 

as the input magnet. Subsequently, Ispin propagates through the channel exerting spin-

torque on the output magnet. Once Ispin exceeds a certain switching threshold, the 

magnetization direction of the output magnet toggles. Thus, depending on the polarity of 

the Vsupply, we can obtain either an INVERT function (positive Vsupply), or a COPY 

function (negative Vsupply) using the simple ASL device shown in Fig. 2.1.  

 Nanomagnet: High thermal stability, 

 low switching energy, high polarization 

Isupply

Ispin

 Spin channel: 

 Minimal signal  

 attenuation

 Interface: 

 High spin injection    

 efficiency (=Ispin/Isupply)

 Icharge driver circuit (not shown):  

 Low power consumption

 Isolation: 

 Good separation  

 between devices

Vsupply

Isupply, Ispin 

Output magnet

spin direction

Input magnet

spin direction

Isupply

Ispin

Isupply

 

Fig. 2.1  (Above) Conceptual diagram of an ASL based inverter. The desired 

properties for each sub-components are listed. (Below) Waveforms illustrate the 

operating principle. 
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One key requirement for proper operation is to ensure spin information flows from 

the input towards the output while information flowing in the other direction should be 

blocked. This directionality can be achieved by placing the GND node closer to the input 

terminal than the output terminal as shown in Fig. 2.1 [74]. It has been shown that a large 

Ispin generated at the input can diffuse towards the output while spin injection in the 

opposite direction is greatly reduced. Another important point to note here is that spin can 

only propagate over a certain distance, known as spin diffusion length, beyond which 

spin transfer becomes negligible. It is, therefore, critical to use a channel material that can 

support longer diffusion length in order to ensure low-power and high-speed spin 

transport.  

2.1.2  ASL Gate Implementation 

Fig. 2.2 shows the implementation of various Boolean operations using an ASL with 

positive Vsupply. Note that the same configuration results in different Boolean logic 

functions for negative Vsupply. In this work, we choose to construct gates using positive 

Vsupply since an INVERT operation cannot be realized efficiently using a negative Vsupply. 

However, the same principle can be applied to the positive Vsupply case. We now describe 

each type of Boolean logic gate in more detail. As shown in Fig. 2.2(a), an inverter can 

be implemented using a single spin device comprising two magnets and a channel. A 

buffer (or COPY operation) can be implemented by adding another magnet at the output 

of the inverter, in which the second and the third magnets constitute another inverter, as 

shown in Fig. 2.2(b). When it comes to implementing multiple input gates, spin devices 

have to rely on the majority function (or inverse of majority function for a positive 
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Vsupply), where the output value is determined based on whether the majority of the inputs 

are in a „0‟ or in a „1‟ state. For example, NAND gate based on majority logic is depicted 

in Fig. 2.2(c). Magnets with a fixed spin polarity, known as fixed magnets (denoted as 

“F”), may be used in order to achieve desired Boolean function at the output. 

Magnetization of the output magnet is determined by the superposition of spin polarized 

signals from all input magnets and fixed magnets. Note that an AND gate can be simply 

implemented by adding one magnet at the output node of a NAND gate. Another 

interesting feature of all spin gates is that they can be easily reconfigured (e.g. NAND to 

NOR, NOR to NAND) by switching the magnetization direction of the fixed magnets as 

shown in Fig. 2.2(d). Generally speaking, an N-input gate can be constructed using N free 

magnets and N-1 fixed magnets. These basic ASL gates are summarized in Fig. 2.3(a) 

and truth tables for multi-input gates are shown in Fig. 2.3(b).  

 

(a) (b)

(c) (d)

0

1

FF

 

Fig. 2.2  Implementation of ASL Boolean gates (positive Vsupply). Only the net spin 

polarization shown for spin current. (a) Inverter (b) Buffer (c) NAND and (d) NOR. 

“F” denotes a magnet with fixed magnetization direction.   
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Fig. 2.3  Construction of ASL gates. (a) Basic ASL gates. (b) Truth tables of multi-

input NAND gates based on majority rule (A/B/C/D: input magnet, F: fixed magnet, 

O: output magnet)      
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Fig. 2.4  Cascading ASL gates. (a) Direct implementation. (b) Removal of redundant 

input and output magnets. (c) Final implementation using half the number of ASL 

devices. 

 

In cascaded spin logic implementation, each output magnet of a gate becomes the 

input magnet of the next gate, so one of the redundant magnets can be removed without 

affecting the logic function as can be seen in Fig. 2.4. It is obvious that the gates 

connected to the primary inputs will require one input magnet for each input signals. 

However, all subsequent gates in the cascaded structure can simply be implemented with 

fixed magnets and an output magnet only. Therefore, the total number of ASL devices 

required for the entire logic block implementation can be calculated as follows:  

                    



gatesAll

gatemagnetsoutputfixedof

magnetsinputprimaryofcountdeviceTotal

)(#

)(#

                   (1) 

Table 2.1 shows the device count comparison of a logic block using CMOS gates, 

individual spin gates, and cascaded spin gates. The number of devices for the cascaded 

ASL configuration can be calculated by subtracting the number of primary input magnets 

from the individual ASL gate‟s total device count. Interestingly, the number of devices 

for a cascaded ASL configuration is half the number of devices required for CMOS 
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implementation. This is indeed valid for typical logic blocks where the number of 

magnets connected to the primary input is small enough compared to the total device 

count including the input, output, and fixed magnets. Consequently, large combinational 

logic block can be implemented by using primarily the fixed and the output magnets 

only. This device count estimation method is based on a drop-in replacement scenario in 

which each CMOS gate is replaced by an equivalent ASL gate. However, the ASL 

implementation could be made more efficient if the circuit block can be re-synthesized to 

take advantage of the inherent majority function of ASL [43], [75]. 
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ASL gate

2-input NAND

CMOS

Device count

3-input AND

3-input NOR

3-input OR

3-input NAND

4

6

4

6

2

4

8

6

8

6

3

5

4

5

2

4

7

6

7

6

2

3

2

3

1

2

4

3

4

3

 

Table 2.1  Device count comparison between CMOS, individual ASL, and cascaded 

ASL gates. Cascaded ASL gates can be implemented with half the number of 

devices compared to that of CMOS. 
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2.1.3  ASL Pipeline Implementation 

We can leverage the inherent nonvolatility of spin technology to efficiently 

implement sequential logic elements such as latches and flip-flops as shown in Fig. 2.5 

[76]. This is achieved by serially connecting ASL devices while carefully manipulating 

the CLK and Vconst signals. In Fig. 2.5(a), a level-sensitive positive latch is demonstrated 

using a pair of magnets. The first magnet controlled by CLK behaves like a switch, while 

the second magnet with a constant bias Vconst acts as a storage device. When the CLK 

goes high, the latch becomes transparent, and the pair of magnets transfer spin signal 

from input to output. On the other hand, a low CLK signal disables the spin signal 

propagation through the first magnet, and hence, the output retains its original state. This 

construction of the ASL latch closely resembles that of a conventional CMOS latch. Also 

cascading two latches and making them work in a master and slave fashion leads to an 

edge-triggered ASL flip-flop as illustrated in Fig. 2.5(b). The device count for the ASL 

flip-flop is 4 while a CMOS flip-flop would typically require 20 or more transistors. As 

such, the design of sequential elements can be drastically simplified in spin resulting in 

considerable savings in area and power.  

A more significant advantage of the inherent nonvolatility is that it provides the 

possibility of removing sequential elements all together from the circuit. In a 

conventional CMOS pipeline, sequential elements are inserted between pipeline stages 

that are clocked in a synchronized manner. For realization of pipeline, CMOS requires 

separate supply voltage and clock as shown in Fig. 2.6(a). In contrast, ASL utilizes single 

input terminal as supply voltage and CLK at the same time. By proper manipulation of 
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CLK applied at the input node, data propagation can be controlled without explicit 

sequential elements. As illustrated in Fig. 2.6(b), non-overlapping dual phase clock 

applied to alternate stages of ASL pipeline enables sequential operation, since data 

propagation only happens when the CLK is enabled. For instance, when CLK2 is low, the 

first magnet of each ASL pipeline stage denoted as „B‟ in Fig. 2.6(b), stores the final 

outcome from the previous pipeline stage. When CLK2 goes high, magnet „B‟ launches 

the data to the following stage. Applying the dual-phase clocking mentioned above to 

every other logic gate enables ultra-deep pipeline increasing the throughput of system as 

shown in Fig. 2.6(c). Deeper pipelining in CMOS usually suffers from large power 

consumption in the sequential elements since the number of sequential elements has an 

exponential dependency on pipeline depth [77]. However, in the case of an ASL based 

pipeline, no sequential elements are present in the system so the power overhead for 

realizing an ultra-deep pipeline becomes negligible. 

 

CLK=1 VCONST

D Q

Transparent, D→Q

CLK=0 VCONST

D Q

Hold, Q→Q

CLK VCONST
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CKL=0, Q→Q

CLK VCONST

Q
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D

CKL=1, D→Q

CLK VCONST

Q

(a) (b)

Spin direction Spin current direction

 

Fig. 2.5  Implementation of ASL-based sequencing elements. (a) Level-sensitive 

positive latch. (b) Edge-triggered flip-flop. Clocked magnets control the spin signal 

propagation. 
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Fig. 2.6  Construction of ASL based pipeline. (a) Conventional CMOS pipeline. (b) 

Pipeline architecture can be implemented in ASL without any sequencing elements 

by simply employing non-overlapping dual phase clocks. (c) Example of an ultra-

deep pipeline with one logic gate per pipeline stage. 

 

2.1.4  Device Count Comparison 

In this section, we compare the device count between ASL and CMOS using Intel‟s 

Core i7 processor as the test vehicle. The system specifications are listed in Table 2.2 

[78]. We consider the processor built in a 32nm high-k metal-gate CMOS technology. 

Our initial focus is on gate level power and performance, so for the time being, we will 

assume that the global interconnects between sub-blocks for spin are charge-based (not 

spin-based). Furthermore, we will assume no spin attenuation in the local interconnects, 
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which removes the need for local ASL buffers. In reality, spin current cannot travel over 

a long distance (e.g. several micrometers), and as a result, numerous ASL buffers are 

needed to amplify the attenuated spin signal. As described in the previous sub-section, 

the total device count for a given ASL block is the sum of the number of fixed and output 

magnets for the ASL gates and the number of primary inputs for that block. The device 

count for ASL gates was shown to be roughly half that of CMOS. Intel‟s Core i7 

processor consists of roughly 1 billion CMOS transistors out of which approximately 

0.46 billion are used for SRAM caches while the remaining 0.54 billion are used in 

random logic. An ASL implementation of the logic part can be simply estimated as 

0.54/2=0.27 billion based on (1). For a more accurate estimate, we need to check if 

indeed the number of input magnets is negligible compared to the total device count. To 

estimate the number of input magnets, a well-established empirical relationship known as 

the Rent‟s rule is utilized. According to Rent‟s rule, the relationship between the number 

of I/O terminals of a logic block (T) and the number of gates in the logic block (N) is 

given as [79] 

                                                          
pkNT                                                            (2) 

Where k is the average number of terminals per gate and p is the connectivity of the 

gates (0<p<1). It has been reported that Intel‟s microprocessor family follows this Rent‟s 

relationship closely using parameters of k=2.09, p=0.36 [80]. N, which is the total 

number of gates in a logic block, can be roughly estimated using a known k value. Since 

k, which is the average number of terminals per gate, is approximately equal to 2, 

equivalent logic gate for this particular k value can be assumed to be an inverter. Now 
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since an inverter has 2 transistors and total number of transistors present in the Core i7 

processor is approximately 1 billion, total number of equivalent logic gates present in the 

processor can be given as N=1billion/2=0.5 billion. With known k and p values and 

previously estimated N value, as per Rent‟s rule, total number of pins for the ASL based 

Core i7 processor is found to be 2830, which is negligible compared to the number of 

devices used for the ASL gates. This, therefore, confirms that the random logic portion of 

the Core i7 chip can be implemented with only 0.27 billion devices.  

 

 

 

Channel length

Transistor count

Die size

Power

Parameter

Architecture

Characteristic

Power supply

Cache

# of cores

32nm

1 billion

216mm
2

95W @ 3.4GHz

Sandy Bridge

0.7 ~ 1.15V

64KB L1 cache per core

256KB L2 cache per core

8MB L3 shared cache

4 cores

 

Table 2.2  Summary of an Intel Core i7 processor chosen as the test vehicle for our 

system level study [78]. 
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2.2  Methodology for Estimating ASL Power Dissipation  

In this section, we present a methodology to estimate the switching energy of ASL 

gates considering design space options under process constrains and specific system level 

requirements.  

2.2.1  Strategy for Switching Energy Calculation 

Fig. 2.7 shows the overview of our switching energy estimation strategy of a single 

ASL gate. Switching energy can be expressed as E=Vsupply∙Qtotal, where Qtotal  is the total 

amount of charge applied at the input magnet of the ASL gate for switching the state of 

the output magnet, and it can be expressed as Qtotal=Ic,critical∙tsw. Here, Ic,critical is defined as 

the critical charge current for the given switching time tsw. Only a fraction of Ic,critical 

known as critical spin current, Is,critical, is responsible for switching, and the corresponding 

fraction is known as spin injection ratio and denoted by Is/Ic. Therefore, switching energy 

can be expressed as E=Vsupply∙Is,critical∙(Ic/Is)∙tsw. This final equation suggests that switching 

energy of an ASL gate can be reduced either by increasing Is/Ic, or by lowering Is,critical. 

Is,critical required for a successful switching of output magnet is estimated by a physical 

simulation framework based on a Landau-Lifshitz-Gilbert (LLG) solver. The inputs to the 

LLG solver are functions of the material and the dimension of the magnets. These 

dimensions and material parameters are, in turn, determined by the thermal stability 

factor (Δ), which is set by the degree of nonvolatility of the system. Spin injection ratio 

(Is/Ic) is a device parameter that represents a spin transport capability of the LSV structure, 

which is governed by materials and dimensions of magnet and channel. More details on 
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how each of these parameters can be optimized for minimum chip power will be 

discussed in the following sections. 
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Fig. 2.7  Work flow for calculating ASL switching energy. 

 

2.2.2  Thermal Stability Requirements 

In this section, we discuss how to determine the thermal stability factor in the context 

of a realistic microprocessor system. Thermal stability (Δ=Eb/kBT) is a measure of how 

much energy is required to flip the magnetization direction under thermal fluctuation, 

where Eb is the energy barrier between two states, kB is the Boltzmann constant, T is the 

temperature in absolute scale. To realize a practical nonvolatile system, thermal stability 
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of each magnet must be high enough so that thermally assisted magnetization reversal 

can be prevented during the lifetime of the data (e.g. 10 years for storage data or 1 clock 

cycle for computation data). On the other hand, thermal stability of a magnet should be 

minimized for low switching energy. To satisfy these two conflicting requirements, the 

thermal stability must be determined based on the nonvolatility and switching energy 

requirements at the system level. To this end, we present a systematic methodology for 

calculating the optimal thermal stability value in this section. The derivation starts from 

the equation describing the thermal switching probability of a magnet [81] 

)./exp(1)( ttP                                                   (3) 

Here, τ is the relaxation time defined by Néel-Arrhenius equation 

)exp(0
Tk

E

B

b 

,                                                     (4) 

where τ0 is the attempt cycle time (typically of the order of 1ns). Equation (4) can be 

further extended to the probability of an entire chip fail as [82] 

)}.exp(exp{1
0 Tk

Et
mF

B

b
chip 


                                     (5) 

where m is the total number of devices in the system and t is the retention time period. 

Fig. 2.8 plots the required thermal stability for an ASL Core i7 with a 10 year data 

retention time as a function of chip failure rate at room temperature (300K). Note that 

0.27 billion of device count is used as estimated in the previous section. We see that a 

thermal stability greater than 69kBT is needed to guarantee a chip failure rate lower than 

0.01% (or 1 FIT). Here, FIT stands for failure in time and is equivalent to one failure in 

10
9
 device-hours of operation.  
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Fig. 2.8  Thermal stability required for an ASL Core i7 with 0.27 billion devices to 

meet a 10 year retention time. Here, we assume a retention error of 1 FIT (=1 failure 

in 10
9
 device-hours of operation). 

 

2.2.3  Magnet Dimensions for Ensuring Nonvolatility 

We have already seen that degree of nonvolatility is determined by the system-level 

thermal stability criterion, which, in turn, sets the value of Eb required of the magnetic 

material. Eb can be expressed as  

2/VMHVKE skub 
                                               (6) 

where Ku is the uniaxial magnetic anisotropy energy density, and V is the volume of 

magnet. Hk is the magnetic anisotropy field, which decides the energetic preference of the 

magnetization direction often referred to as the easy axis. Ms is the saturation 

magnetization, which occurs when all domains are aligned. Depending on the orientation 

of easy axis, magnetic anisotropy can be classified into following two categories: in-

plane magnetic anisotropy (IMA) and perpendicular magnetic anisotropy (PMA). The 

easy-axis of IMA lies in the x-y plane of the magnet while that of PMA is perpendicular 
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to the x-y plane of the magnet. Fig. 2.9(a) and (b) show the dynamic spin motion during 

switching for IMA and PMA, respectively.  
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Fig. 2.9  Dynamic spin motion simulated using macro-spin model. (a) In-plane 

magnetic anisotropy (easy axis = y-direction). (b) Perpendicular magnetic 

anisotropy (easy axis = z-direction). 

 

For IMA, thermal stability is primarily determined by shape anisotropy. The surface 

poles of magnet produce not only outward field but also counter field inside the magnet 

which acts against the magnetization thereby demagnetizing the magnet. This internal 

field is known as the demagnetizing field (Hd). Basically, Hd along a short axis is stronger 

than along a long axis generating the magnetization along the longest axis. Therefore, 

shape alone can be a source of magnetic anisotropy. Hd can be given by  

sdd MNH 4
                                                    (7)    

where Nd is the demagnetizing factor. Assuming a hexahedron-shaped magnet, Nd values 

in x, y, and z direction can be calculated based on the dimension of a magnet in each 

direction (Typically, Ndx+Ndy+Ndz=1) [83]. In case of thin film elongated along x and y 
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dimensions as shown in Fig. 2.9(a), Ndx and Ndy are very small compared to Ndz. Thus, Hdz 

is the strongest and the magnetization tries to stay in the x-y plane resulting in in-plane 

magnetization. The shape anisotropy field, Hk,shape, is proportional to the difference 

between Ndx and Ndy, and is governed by aspect ratio of magnet as follows: 

 sdydxshapek MNNH )(4,  
                                            (8) 

Finally, the Δ of the IMA can be expressed as 
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                         (9) 

In terms of spin motion, as shown in Fig. 2.9(a), IMA shows limited trajectory in the z-

direction. This indicates that IMA has to overcome a large Hdz field, which attempts to 

keep the magnetization within the x-y plane, resulting in a large switching current.  

As an alternative to IMA, PMA has been extensively investigated recently to realize 

low current switching while maintaining sufficient thermal stability. As shown in Fig. 

2.9(b), Hdz assists the magnetization switching by partially canceling out the 

perpendicular anisotropy field ( kH ) resulting in a lower switching current. However, 

kH  must be larger than the Hdz in order to maintain the orientation of the magnetization 

[59]. This can be achieved by using either high crystal anisotropy from L10-phase alloys 

(e.g. FePt, CoPt, FePd, etc) or interface anisotropy from thin CoFeB layer [84]-[86]. The 

effective perpendicular anisotropy field ( effkH  ) is determined by a difference between 

kH  and Hdz as follows:  

 sdzsdzkeffk MNMKHHH 4/2                                     (10) 
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The resultant Δ of the PMA can be expressed as 
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                          (11) 

Note that the Δ of PMA is also affected by magnet dimensions due to Ndz. Therefore, 

thermal stability requirement for both IMA and PMA can be met by adjusting magnet 

dimensions according to equations (9) and (11). 

 

Parameters Default value

5nm×5nm×4nm 

0.31, 0.31, 0.38

4nm

1.1×103A/m

3.15×106J/m3

0.0055

0.5   

17μΩ∙cm

5nm×10nm×6nm

400nm

2.35μΩ∙cm

Magnet dimensions, Wm×Lm×tm

Demagnetizing factors (Ndx, Ndy, Ndz)

Magnet spin diffusion length, λm  

Saturation magnetization, Ms

Crystal anisotropy constant, Ku 

Damping factor, α                              
Polarization factor, P 

Magnet resistivity, ρm 

Channel dimensions, Wch×Lch×tch

Channel spin diffusion length, λch

Channel resistivity, ρch

Channel

2F

1F

Optimal tch

PMA magnet

 

Table 2.3  Device parameters of PMA-based ASL for a 10 year retention time at 5nm 

technology node. F is the technology node (i.e. 5nm). 

 

In this work, we consider crystal anisotropy based PMA magnet, which utilizes a high 

Ku (previously noted as K for PMA) of specific materials for enhancing the thermal 

stability. Note that interface anisotropy based PMA requires further reduction in damping 
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and a stronger interface anisotropy in order to be a viable contender in 5nm. Target 

parameters for the PMA magnet are shown in Table 2.3. The width and length of the 

magnet have been fixed as per the technology node (i.e. 5nm by 5nm). The thickness of 

the magnet is set as one spin diffusion length of the magnet material since a magnet 

thinner than its spin diffusion length can behave like a leaky polarizer, and cause 

incomplete spin polarization and relaxation in the input and output magnets, respectively 

[87]. Based on these magnet dimensions and the given Ms value, the required Ku of 

magnet was calculated to be 3.15×10
6 

J/m
3
 for a thermal stability of 69kBT using equation 

(11). 

2.2.4  Critical Spin Current for Magnet Switching 

The critical spin current (Is,critical) to be provided for output magnet switching can be 

measured by macro-spin simulation based on LLG equation. Material parameters, magnet 

dimensions, temperature, and physical constants are first given as input parameters. The 

material parameters include Ms, α, and P. α is the damping factor, which determines how 

fast the magnetization returns to the easy axis. P is the polarization factor, which is 

estimated using the difference in the spin-dependent density of states (DOS). These 

material parameter values used in this work are listed in Table 2.3. Magnet dimensions 

are estimated in the previous section. Anisotropy field, which determines dynamic spin 

behavior, is a strong function of the magnet dimensions. Dynamic spin motion of the 

output magnet can be modeled with a unit vector of magnetization over time by assuming 

a nano-sized magnet as a macro-spin. At equilibrium temperature, thermal fluctuation 

induces randomly distributed initial angle between the magnetization vector ( ) and the 



 

 38 

easy axis. Note that, at a short switching pulse, spin precession dominates magnetization 

switching (i.e. precessional switching region: pulse width<3ns) and, thus, the initial 

position of magnetization vector has a significant influence on switching probability [88]. 

In this work, assuming 100% switching probability, very small initial angle (≈ 1.5°) 

estimated by agreement with measured data is considered to decide the initial position of 

the magnetization vector. When Vsupply is turned on, spin current density (Js) generated 

from input magnet travels through channel and exerts spin torque to output magnet. Here, 

polarized spin direction depends on the magnetization of the input magnet ( iM ), which 

is represented as [0, 0, 1] assuming that the easy-axis is in the z-direction. This spin 

torque tries to flip the M in the output magnet against the effkH  . The effkH   is mainly 

governed by a difference between kH  and Hdz, which can be denoted in vector notation 

over time as follows:     

)](),(),([4)]()/2(,0,0[)( tMNtMNtMNMtMMKtH zdzydyxdxszseffk   
     (12) 

The dynamics of M (t) is described by the LLG equation as follows:                
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       (13) 

where γ is the gyromagnetic ratio, ћ is the reduced Planck‟s constant, e is the electron 

charge, and tm is the thickness of the magnet. For a Js exceeding the critical value, a 

dynamic precession is reinforced, which finally end up switching the magnetization 

vector to another energetically stable state. Based on the FO of 4 and switching time of 

2ns, Is,critical for output magnet switching is measured as 51μA, which will be used to 

estimate Ic,critical in the following section. 
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2.2.5  Spin Injection Ratio of ASL Gate 

The switching energy of ASL device is primarily a function of spin injection ratio 

(Is/Ic). The spin signal (ΔV/I) is proportional to the spin accumulation in the channel and 

can be analytically derived using the spin-diffusion equation [89]:               
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                        (14) 

Here, P is the spin polarization factor, λ is the spin diffusion length, and L is the channel 

length. Rs is the spin resistance and can be expressed as  

])1/[(2 2 SPRs  
                                             (15) 

where ρ is the resistivity, and S is the effective cross-sectional area. If the spin current Is 

generated by the charge current Ic is sufficiently large, the transfer of spin angular 

momentum causes the magnetization of the detector magnet to reverse. When the Is is 

completely relaxed in the injector magnet, the Is flowing into the detector can be 

expressed as [90] 
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Eventually, by rewriting equation (16), the spin injection ratio can be derived as          
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As can be seen in (17), the spin injection ratio depends strongly on the material 

parameters, as well as the device geometry.  
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Using this analytical model, we can predict the spin injection ratio for ASL gate with 

different dimensions. The dimensions of the magnet are estimated based on the thermal 

stability requirement for a chip failure rate of 1 FIT as described in previous section. The 

local channel length is assumed as 10nm considering minimum space between two 

magnets, which is also short enough that additional buffers are not necessary. The 

optimal channel thickness is then decided for high spin injection ratio. Note that a thinner 

channel lowers resistance of input current path (i.e. magnet and channel stack on the 

input side) but a narrow channel results in a large spin signal loss due to spin scattering. 

Based on device dimensions and material parameters listed in Table 2.3, the ΔV/I and the 

spin injection ratio of the PMA-based ASL are estimated as 8Ω and 22.1% at room 

temperature, respectively. Finally, the critical charge current (Ic,critical) applied to the input 

magnet can be estimated by Ic,critical=Is,critical∙(Ic /Is). The minimum value of Vsupply is also 

calculated based on the resistance of input current path. For a switching time of 2ns, the 

switching energy of a single ASL gate with FO=4 can be estimated as 3.5fJ using 

E=Vsupply∙Is,critical∙(Ic/Is)∙tsw. 

2.3  ASL Interconnect Considerations 

One critical issue of ASL devices is that the spin signal quickly attenuates over 

interconnects as spin torque has an exp(-d/λ) dependency on traveling distance d, and the 

characteristic spin diffusion length λ. Fig. 2.10 shows a steep decrease in spin injection 

ratio for a copper channel (λCu=400nm). As such, an all spin-based interconnect scheme 

necessitates a large number of ASL buffers to transfer the spin signal, not only degrading 

system performance, but also resulting in a prohibitively high power overhead. To 
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investigate this issue further, this section analyzes the power overhead of interconnect 

buffers and explores practical solutions for mitigating this issue.  
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Fig. 2.10  Spin injection ratio as a function of spin channel length for a Py+Cu 

device (i.e. Py based magnet with a Cu channel with device dimensions given in [39], 

inset). 

 

 

2.3.1  Power Overhead of Spin-Based Interconnect 

In order to measure the overhead of spin-based interconnect in ASL Core i7, it is 

necessary to count the number of ASL buffers needed. Interconnect density function 

based on Rent‟s rule is used to model the statistical distribution of wire lengths in a 

random logic block [80] 
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Here, l is the interconnect length normalized to the gate pitch and α is defined as  

1


FO
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

,                                                        (20) 

where FO is the average fanout of a logic gate. k and N were defined earlier as the 

average number of terminals per gate and the total number of gates in the processor, 

respectively. The Γ parameter used in (18) and (19) is the normalization factor. We 

assume k=3.2 and p=0.6 as suggested in [91] for typical logic blocks. The number of 

gates N can be estimated as we did in previous section. Since k is approximately 3 (i.e. 3-

terminal gate), we can assume that the representative logic gate to be a 2-input NAND 

gate comprising 4 CMOS transistors. From the specification that the logic part of a single 

core has 135 million transistors (0.54 billion of transistors for logic/4 cores=135 million), 

the number of its equivalent logic gates is calculated as 33.8 million (i.e. N=135 million 

transistors for logic of 1 core/4 transistors for an equivalent gate=33.8 million).With an 

ASL gate pitch of 10nm and an average FO of 4, the wire length distribution for the 

random logic portion of the Core i7 processor can be plotted as shown in Fig. 2.11(a). 

The ASL buffer distribution, buffer_count(l), that gives the expected number of ASL 

buffers for a wire with a length of l is simply expressed as 

)(),()(_ liLlquotientlcountbuffer ch 
                            (21) 

where Lch is the buffer channel length, and quotient(l, Lch) is the number of buffers for a 

wire length of l. Fig. 2.11(b) displays the cumulative distribution of ASL buffer count for 

a single processor core as a function of spin channel length.  
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Fig. 2.11  (a) Estimated wire length distribution for a Core i7 processor (single core, 

logic part only). (b) Cumulative buffer count distribution for different spin channel 

lengths. 

 

 

2.3.2  Optimization of Spin-Based Interconnect 

Spin channel length directly impacts interconnect power. For longer channel lengths, 

total number of ASL buffers is reduced but each buffer requires a higher input current to 

counteract the loss in spin current. Due to these two conflicting effects, an optimum spin 

channel length exists where the interconnect power is minimum. Fig. 2.12(a) shows the 

dependency of buffer count and critical charge current (Ic,critical) on Cu spin channel 

length indicating that the optimal spin channel length of Cu is 150nm. However, as 

estimated in Fig. 2.11, corresponding ASL buffer count is about 67 millions/core which 

amounts to the total logic device count of a single core. This simple back-of-the-envelope 

analysis reveals that interconnect buffers consume much more than the total chip power 

at the Cu channel based ASL Core i7 necessitating further optimization. Detailed analysis 

for power calculation is presented in the following section. 
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Novel channel materials with longer spin lifetime have been developed to overcome 

the loss in spin current and realize full potential of the ASL device. As described in Fig. 

2.12(b), longer spin diffusion channel supports longer optimal channel length thereby 

reducing number of buffers and total power consumption. Single graphene layer (SLG) is 

the leading candidate among the materials which show exceptional spin transport 

characteristics. It has a spin diffusion length of 2µm at room temperature [41]. However, 

graphene-based spin valve devices require a tunnel barrier such as MgO inserted between 

SLG and ferromagnet in order to mitigate the impedance mismatch between graphene 

and ferromagnet.  
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Fig. 2.12  Spin diffusion length impact on power consumption. (a) Dependence of 

buffer count and critical input charge current on spin channel length for copper (4 

cores, 25MHz). (b) New channel material such as graphene with a longer spin 

diffusion length enables longer spin channels thereby reducing the number of 

buffers required. 
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2.4  System Level Power Comparison 

Despite promising benefits and recent advances in spin-based devices, a system-level 

analysis is still necessary since ASL based system will have many unique features (e.g. 

majority logic, cascading effect of gates, spin-based interconnects, etc.) compared to 

conventional CMOS based designs. In order to verify the promises of ASL at the system 

level, this section presents a power comparison with CMOS using aforementioned 

realistic test vehicle, Intel‟s Core i7, considering various combinations of device 

parameters and power reduction schemes. This comparison study suggests the direction 

of optimization for ASL system to compete with CMOS-based system in terms of power 

consumption. 

2.4.1  Power Calculation of ASL Based Processor 

The following equation was used to estimate the logic and interconnect power of 

ASL: (switching energy of a single device)×(clock frequency)×(device count). We 

assume that each ASL gate in the pipeline stage is sequentially pulsed by the clock to 

save unnecessary power consumption. Switching energy for core logic devices and 

interconnect buffers are estimated while considering the different spin injection ratio and 

Vsupply since core logic devices use 10nm spin channel length whereas interconnect 

buffers are placed at optimal intervals calculated in previous section. We chose 25MHz 

as the operating frequency for power comparison since frequencies much higher than this 

would make the comparison meaningless due to the extremely high ASL power. 

Although we did not perform a full energy-delay optimization for CMOS, the supply 
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voltage was reduced to account for the lower operating frequency. An industrial 32nm 

process design kit was utilized for the schematic design and HSPICE simulation of 

CMOS gates. The switching time of an ASL device is 2ns by assuming 20 logic gates in a 

single pipeline stage (i.e. 40ns/20=2ns) [92]. The device count for the core logic can cut 

down by half using ASL, while the number of ASL interconnect buffers required was 

calculated depending on the channel material and optimal buffering interval. 

In order to assess the advantage of ASL while considering both static and active 

power, we consider various power management schemes depending on the activity levels 

of the processor cores. Modern microprocessors such as Intel‟s Core i7 are capable of 

adjusting the voltage and frequency, gating off clocks, and shutting down cores all 

together, depending on the computation demand [93]. According to Intel‟s Core i7‟s 

datasheet, C0 state represents the highest power consumption mode where all four cores 

are switching, while C1 state is used for clock gating mode which draws static leakage 

power only. C6 state represents a power gating mode which can achieve the lowest static 

power consumption [94]. In this work, various idle power states of ASL Core i7 are 

considered to show the power savings under different ratios between active and static 

power consumption.  

2.4.2  Activity Factor Between ASL and CMOS 

Our analysis so far shows that the static power savings of ASL is offset by the high 

switching energy due to the low spin injection ratio and the large number of buffers for 

interconnects. Another critical obstacle that has been largely overlooked by the 

community is ASL‟s 100% activity factor. As can be seen in Table 2.4, in a CMOS logic 
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gate, the output only switches when the input changes. In other words, if the input 

remains constant, CMOS logic gates do not consume any dynamic power. Typically, 

CMOS gates in complex blocks have an activity factor much less than 10%. ASL on the 

other hand, has to evaluate every cycle regardless of whether the input data changes or 

not. This is equivalent to an activity factor of 100%. As shown in Table 2.4, ASL 

consumes Ic when the clocked Vsupply is on. This is an inherent drawback of ASL 

independent of the material or device choices that will have to be mitigated with the help 

of auxiliary CMOS circuits.  

 

 

 

Ic

Vsupply

Input

Vsupply

ID

ID Ic

ID Ic

1   0   1   0   1   0

0   0   0   0   0   0

High activity

Low activity

CMOS Inverter ASL Inverter

No switching

Input
Input sequence

time time

time time
 

Table 2.4  Activity factor comparison between CMOS and ASL. CMOS gates only 

consume power when the input signal switches while ASL gates consume power 

every cycle irrespective of the input pattern. The inherently high activity factor of 

ASL is a critical issue. 
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2.4.3  Power Comparison: ASL vs. CMOS 

Table 2.5 presents the power comparison between CMOS based and various ASL 

based Core i7 implementations. We estimate the power consumption of future ASL 

technologies considering improvement in the magnet and channel properties to provide a 

design guideline for the material community. All ASL devices are assumed to have a 

minimum feature size of 5nm. That is, the minimum magnet width and the minimum 

gate-to-gate distance are both 5nm. Ideally, the comparison between CMOS and ASL 

should be done at the same technology node (i.e. 5nm CMOS versus 5nm ASL). 

However, there were several practical issues that prevented us from doing this. For 

instance, the supply voltage, transistor parameters, threshold voltage, operating frequency 

for 5nm CMOS are largely unknown at this point so the CMOS results will not be very 

accurate. As a compromise, we chose to compare 5nm ASL to 32nm CMOS, hoping that 

this will give readers at least a sense of how the power consumption of ASL compares to 

that of today‟s microprocessors. Note that all ASL implementations have 270 million 

devices for the core logic which is half the number of devices compared to an equivalent 

CMOS implementation.  

Charge-based interconnects can be utilized for long wires to mitigate the high power 

consumption and performance limitation of spin-based interconnects. So we also 

considered a hybrid spin-charge interconnect scheme in which interconnects longer than 

a certain length (e.g. 5µm) are replaced with charge based interconnect. The minimum 

wire length for switching to charge will depend on the conversion overhead as well as the 

performance and power benefits. The total number of interconnect buffers were estimated 
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based on the specific type of channel material and interconnect scheme (e.g. spin-only or 

hybrid). Another possible method for reducing ASL power is to deliberately lower the 

thermal stability to the point of guaranteeing non-volatility for a single logic operation 

cycle (e.g. 1/25 microsecond). This can be achieved by either shrinking the volume of the 

magnet or using a lower Ku material. Fig. 2.13(a) plots the minimum thermal stability 

required for an ASL based core i7 processor to satisfy a chip failure rate of <0.01% for 

different target retention times. Results in Fig. 2.13(b) show the clear tradeoff between 

retention time and power consumption for different spin diffusion lengths, polarization 

factors, and interconnect schemes.  

 

 

 

Device count

λch

PFM

Parameter

Technology node

32nm CMOS

Activity factor

-

-

32nm

5%

540 million

1µm

5nm

100%

357 million

5µm

5nm

100%

299 million

C1 Active/Static/Total

0.05/3.70/3.75W

0.01/3.70/3.71W

0.01/1.00/1.01WC6 Active/Static/Total

91.2/0.00/91.2W

22.8/0.00/22.8W

22.8/0.00/22.8W

69.3/0.00/69.3W

17.3/0.00/17.3W

17.3/0.00/17.3W

Is/Ic Core/Buffer

Lch Core/Buffer

-

- 10nm/400nm 10nm/1µm

5µm

5nm

100%

280 million

5µm

5nm

100%

280 million

5µm

5nm

100%

280 million

47.4/0.00/47.4W

11.9/0.00/11.9W

11.9/0.00/11.9W

13.2/0.00/13.2W

3.30/0.00/3.30W

3.30/0.00/3.30W

3.68/0.00/3.68W

0.92/0.00/0.92W

0.92/0.00/0.92W

10nm/1µm 10nm/1µm 10nm/1µm

ASL, λ:1μm

ASL, λ:5μm

Hybrid interconnect (>5µm)

0.5 0.5 0.5 0.8 0.9

24.3%/11.2% 24.5%/8.2% 24.5%/8.2% 39.2%/12.6% 44.3%/16.5%

Vsupply Core/Buffer - 12.8mV/27.8mV 12.7mV/37.8mV 12.7mV/37.8mV 5.5mV/17.1mV 2.84mV/7.61mV

Channel

*λ: spin diffusion length,  L: channel length, P: spin polarization, Ku: crystal anisotropy (10
6
J/m

3
), Is: spin current, Ic:charge current

Retention time/KuMagnet

Power

(@25MHz)

- 10year/3.15 10year/3.15 10year/3.15 10year/3.15 1µs/1.75

Device

C0 Active/Static/Total

-
-

-

High polarization

Short retention

Critical Is (FO4) - 51µA 51µA 51µA 51µA 33µA

  

Table 2.5  ASL vs. CMOS power comparison under an operating frequency of 

25MHz. (C0: all four cores active, C1: one core active while three cores are clock 

gated, C6: one core active while three cores are power gated) 
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Fig. 2.13  Trade-off between ASL retention time and switching power. (a) Thermal 

stability versus retention time (0.01% chip failure rate assumed). (b) Power 

consumption versus retention time for various ASL devices. 

 

Material and device parameters of ASL to meet a system requirement of 10 years of 

retention and 25MHz of operating frequency are listed separately for the core devices and 

interconnect buffers in Table 2.5. Total system power for ASL is estimated for different 

power down modes (i.e. C0, C1, and C6) to evaluate the power saving benefits under 
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different active to static power ratios. The power consumption values are listed in the 

bottom part of Table 2.5 for different operating mode, but to provide better intuition, we 

also provide a bar chart version of the same data in Fig. 2.14 showing the core logic 

power and interconnect buffer power separately.  

For C0 state where all four cores are actively switching, ASL with λ=1μm consumes 

excessively high core and interconnect power compared to its CMOS counterpart as 

shown in Fig. 2.14 (above). The interconnect power can be reduced by employing a 

longer spin diffusion channel material (λ=5μm) and a hybrid interconnect scheme where 

signals are converted to charge domain for interconnects longer than 5μm. Note that the 

impact of longer spin diffusion channel on core logic power is negligible since the 

interconnect length between local ASL gates is too short to benefit from the longer spin 

diffusion. Meanwhile, a high polarization factor (P=0.8~0.9) material is considered to 

enhance the spin injection ratio resulting in significant power savings in both core logic 

and interconnect. Finally, we show another future scenario in which the retention time is 

traded off (down to 1μs) which eventually makes the ASL power comparable to CMOS.  

In Fig. 2.14 (below), power consumption numbers are shown for a C1 operating mode 

where only a single core is active while the other three cores are in a clock gated mode 

and hence dissipating leakage power (i.e. idle mode). ASL is expected to show more 

promise in this case since the portion of leakage power has gone up for the CMOS 

implementation. Indeed, our estimation results show that ASL can achieve a power level 

comparable to CMOS even without sacrificing retention time or requiring a very high 

polarization factor of 0.9.  
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Fig. 2.14  Power comparison between CMOS and future ASLs. (Above) C0 state 

power (all four cores active). (Below) C1 state power (one core active, other 3 cores 

clock gated). 
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2.5  Limitations of This Work and Future Directions 

Due to limited experimental data available and the speculative nature of this type of 

research, our benchmarking study had to rely on many assumptions and workarounds. 

Here, we summarize some of the known limitations of this work which could be 

addressed in future work.  

 Our estimation takes into account only the logic part of the processor to evaluate the 

power consumption for logic operation.  

 We assume a 5nm technology for ASL, which is beyond the limit of today‟s 

lithography tools. Recently developed gas phase synthesis methods could enhance the 

patterning resolution by direct placement of nanoparticles [95]. Variation in the 

magnet dimensions in extremely scaled technologies will have significant impact on 

the thermal stability and critical switching current of spin based devices. Further 

studies are necessary to assess device performance in the presence of dimensional 

variability and material imperfections. 

 Physical parameters in this work are set based on room temperature. However, the 

worst case operating temperature in many integrated circuits (ICs) is generally higher 

[96]. This may result in a higher magnet resistivity, lower spin polarization and 

shorter spin diffusion length [89]. 

 We assume that each ASL gate receives a pulsed clock that is delayed from one logic 

stage to the next. By doing so, we can assume that static power is consumed only 

during the short computation period.  
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 Our power estimation is based on the device count for core and interconnect circuits, 

and their individual energy dissipation. The power and area overhead associated with 

clocking the ASL gates is not considered in this work for a clearer picture. Several 

recent studies have shown that clocking power can be made negligible compared to 

the intrinsic ASL power by utilizing clocking transistors operating in deep triode 

mode shared between multiple ASL devices.   

 A tunneling barrier may be required for good impedance matching between a metallic 

magnet and graphene channel. This may necessitate a higher voltage that could result 

in a higher overall energy consumption for ASL.  

 In the hybrid interconnect scheme, we assume that the overhead for spin-to-charge 

and charge-to-spin conversion is negligible compared to the buffer power overhead 

for long wires. Additional work will be required for an accurate estimation of the 

spin-to-charge and charge-to-spin conversion overhead.  

 Our device count methodology for ASL system is based on a drop-in replacement 

scenario; that is, each CMOS gate is substituted with an equivalent ASL gate. 

However, certain logic functions may be able to take advantage of the inherent 

majority function of ASL which could open up new design methodologies for ASL 

[43], [75]. 
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2.6  Chapter Summary 

A case study of ASL technology on a hypothetical Intel Core i7 processor was 

presented in this chapter where the key advantages of ASL based computing such as zero 

static power, lower device count and lower supply voltage were highlighted. Technical 

barriers associated with spin devices such as low spin injection, limited spin diffusion 

length, and intrinsically high activity factor, were also extensively discussed. It is our 

sincere hope that this work will provide the general engineering community with a more 

honest and clearer picture of spintronics technology from a system level perspective.  
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Chapter 3  Scaling Behavior of In-Plane 

and Perpendicular MTJ Based STT-

MRAMs 

 

Spin transfer torque magnetoresistive random access memory (STT-MRAM) has 

been gaining interest as an alternative cache memory due to unique properties such as 

nonvolatility (i.e. zero static power), compact bit-cell size, and high endurance [13], [53]. 

Moreover, STT-MRAM can outperform SRAM for large caches (e.g. >64Mb) since its 

higher bit-cell density reduces the global interconnect delay which is the critical 

performance bottleneck in last level caches [97]. With the successful integration of 

magnetic tunnel junctions (MTJs) into advanced CMOS processes, STT-MRAM is being 

accepted as a viable embedded nonvolatile working memory for next-generation 

microprocessor systems [98]-[100].  

One of the key objectives of STT-MRAM design has been to reduce the switching 

current of the MTJ without compromising nonvolatility. A STT-MRAM bit-cell consists 

of an access transistor and an MTJ. Typically, a lower switching current for the MTJ 

allows a smaller access transistor, which translates into a faster, denser, and cheaper 

memory. Recent efforts for lowering switching current have resulted in MTJs with 

different anisotropy sources: namely, shape anisotropy-based in-plane MTJ (IMTJ), 

crystal anisotropy-based perpendicular MTJ (c-PMTJ), and interface anisotropy-based 

perpendicular MTJ (i-PMTJ).  
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Typically, IMTJ has to overcome a large out-of-plane demagnetizing field (Hdz), 

which attempts to keep the magnetization within the plane, giving rise to a large 

switching current. As an alternative to IMTJ, PMTJ can provide a lower switching 

current since Hdz assists STT switching by partially canceling out the perpendicular 

anisotropy field ( kH ). However, kH  must be greater than Hdz in order to maintain 

magnetization in the perpendicular direction [101]. This kH  can be achieved using L10-

phase alloys such as FePt and FePd with high crystal anisotropy (e.g. Ku > 10
6
 J/m

3
) or 

using an ultra-thin CoFeB layer with interface anisotropy (Ki). We refer to these two 

perpendicular anisotropy devices as c-PMTJ and i-PMTJ, respectively [34], [84].  

In case these MTJs are compared only with intrinsic anisotropy behavior, PMTJs are 

supposed to have smaller Ic than IMTJ for a given thermal stability since IMTJ always 

has to overcome additional Hdz. However, when the practical considerations such as 

material parameters and dimensional constraints are taken into account, it is still unclear 

which of the three MTJ technologies will prevail at the extremely scaled technology 

nodes such as 7nm [102].  

To answer this open ended question, this work presents a comprehensive study on the 

scalability of various MTJ devices using a scalable MTJ SPICE model and ITRS 

predicted transistor parameters. Our model is specifically designed for performing scaling 

studies as it incorporates dimension dependent effective anisotropy field (Hkeff) into the 

LLG equation, which instantly reflects dimensional changes into MTJ parameters [103]. 

To our knowledge, this was not achieved in prior works [97], [104], [105]. Then, we 

provide the detailed scaling scenarios based on realistic MTJ dimensions and material 
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parameters under the same degree of data retention failure and read disturbance. A 

scaling roadmap for critical performance metrics such as write and read delays is 

projected down to the 7nm node by combining the SPICE MTJ model with ITRS 

predicted transistors. Finally, possible limitations and requirements for each MTJ 

technology are presented. 

3.1  A Technology-Agnostic MTJ SPICE Model 

A key aspect of evaluating STT-MRAM technology is the development of a scalable 

MTJ compact model which can be used to incorporate realistic variability effects across 

different technology nodes. Several SPICE compatible MTJ models have been reported 

in the past [106]-[108] to fulfil this goal. In [106], MTJ behaviors were emulated with 

SPICE subcircuits (e.g. bistable circuit, curve fitting circuit) based on empirical input 

parameters such as thermal stability (Δ), parallel and antiparallel resistance (RP, RAP), and 

the critical switching current (Ic). In order to capture realistic spin dynamics, the models 

in [107], [108] implemented the LLG equation using built-in SPICE elements such as 

resistors, capacitors, and voltage-/current-dependent voltage/current sources, considering 

physical parameters such as Hkeff, MTJ dimensions, and material parameters. However, 

these models lack the flexibility for studying the scalability of various STT-MRAM 

designs since they still relied on a pre-calculated Hkeff value which is a function of the 

MTJ width, length, and thickness dimensions. For a compact model to be useful in 

evaluating STT-MRAM circuits across different technologies, it has to be scalable for 

future nodes and at the same time be fully-compatible with SPICE. To satisfy these 

requirements, we propose a scalable physics-based SPICE MTJ model with user-defined 
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dimensional and material parameters. The main improvements of our model compared to 

previous SPICE MTJ models are summarized as follows. 

  We provide a self-contained MTJ model that comprehends anisotropy, STT 

switching, TMR, and temperature effect, which is reconfigurable using user-defined 

input parameters. 

  Our model generates Hkeff for all types of anisotropy sources such as shape, crystal, 

and interface, which makes it possible to simulate both in-plane and perpendicular 

MTJs in any given technology node. 

  Spin dynamics computed by incorporating the dimension-dependent Hkeff into the 

LLG equation, instantly reflects dimensional changes in the MTJ performance, which 

enables more accurate scalability and variability analyses. 

  The stochastic nature of the magnetization switching is captured by changing the 

initial magnetization angle. The switching distribution can be easily obtained using 

this simple approach.  

  The temperature dependency of various material parameters is included considering 

internal Joule heating during the switching process. 
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3.1.1  MTJ Physics to Be Modeled 

To reproduce a realistic MTJ behavior, the model has to incorporate key physics such 

as magnetic anisotropy, STT switching, temperature effect, and TMR. This subsection 

provides a brief explanation on those concepts to be included in our compact model. 
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Fig. 3.1  Basic MTJ characteristics (a) In-plane and perpendicular magnetic 

anisotropy. (b) Bi-directional STT switching. (c) Critical switching current as a 

function of pulse width. (d) Temperature-dependent R-V hysteresis curve.  

 

Several MTJ options exist depending on the physical origin of magnetic anisotropy 

(MA): IMTJ, c-PMTJ, and i-PMTJ. For IMTJ, the origin of shape anisotropy is the 

demagnetizing field (Hd) which is stronger along the axis with a shorter dimension. As a 

result, the magnetization (M) has a tendency to align with the longest axis giving rise to 
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shape-dependent magnetic anisotropy. The free layer of the IMTJ can be regarded as an 

elongated thin film with the shortest axis being in the z-direction. Here, M stays in the x-y 

plane as shown in Fig. 3.1 (a). The shape anisotropy field (Hk,shape) can be expressed as: 

                        )1(.)(4, sdydxshapek MNNH    

where Ms is the saturation magnetization and Nd is the geometry-dependent 

demagnetizing factor. However, the IMTJ has to overcome a large Hdz resulting in a large 

switching current. PMTJ on the other hand can provide a lower switching current 

compared to IMTJ since Hdz assists the magnetization switching by partially canceling 

out the perpendicular anisotropy field (Hk+) as shown in Fig. 3.1(a). However, in order to 

maintain the proper orientation of the M, Hk+ must overpower Hdz. This can be achieved 

by using either a high crystal anisotropy (Ku) using L10-phase alloys (e.g. CoPt, FePd) or 

interface anisotropy (Ki) using a CoFeB layer thinner than its critical thickness (tc). The 

effective perpendicular anisotropy field (Hk+eff) is given by: 

)2(.4/2 sdzsdzkeffk MNMKHHH    

For c-PMTJ, K+ is equivalent to Ku of the specific material. For i-PMTJ, K+ is replaced 

with Ki/tF (=2πMs
2
tc/tF) where tF is the free layer thickness. 

During STT switching, bi-directional spin-polarized electrons exert spin torque to the 

free layer and induce magnetization switching in the desired direction as shown in Fig 

3.1(b). If we treat the free layer as a single magnetic domain, the spin dynamics can be 

characterized with a time-varying unit magnetization vector given as   (t)=[Mx(t), My(t), 

Mz(t)] [29]. When a switching current density (J) is applied to the MTJ, the spin-

polarized current exerts spin torque to flip    against Hkeff. Here, the spin direction of 
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polarized current depends on the magnetization of the pinned layer   p. Since Hkeff of an 

IMTJ is mainly governed by Hd, its magnetization vector can be denoted as follows [83]:  

)3()].(),(),([4)( tMNtMNtMNMtH zdzydyxdxseffk   

On the other hand, Hkeff of a PMTJ is the combination of Hk+ and Hd so its vector notation 

is given by 

)4(.)](),(),([4)]()
2

(,0,0[)( tMNtMNtMNMtM
M

K
tH zdzydyxdxsz

S

effk  
  

The dynamics of    t) is generally described by the LLG equation with HKeff incorporated 

as follows:             

)5().(
2

)(
1 2

p

sF

keffkeff MMM
Met

PJ
HMMHM

dt

Md


 





 

where γ is the gyromagnetic ratio, α is the damping constant, ћ is the reduced Planck‟s 

constant, P is the spin polarization factor, and e is the electron charge. When the 

switching current exceeds the critical value, the dynamic precession motion overcomes 

Hkeff and flips the magnetization to the opposite stable state. 

The transient behavior of an MTJ is non-deterministic due to the random thermal 

field which causes the magnetization vector to deviate from the easy axis by an angle 

determined by the MTJ temperature. Moreover, at long current pulses (i.e. >10ns), an 

increase in internal temperature due to Joule heating excites the thermal field thereby 

reducing the switching current as shown in Fig. 3.1(c). For fast precessional switching, 

which is more relevant in today‟s high speed STT-MRAM, the stochastic behavior can be 

captured using a switching probability (Psw) as a function of the critical initial angle (θc), 

which can be described as [109]: 
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where T is the temperature, Eb is the energy barrier, kB is the Boltzmann constant. 

Material parameters related to device performance also have a temperature dependency 

as follows [110]:  

)8().1()(

)7(.)/1()(

2/3

0
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sp

css
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where Ms0 and P0 are the saturation magnetization and the polarization factor at absolute 

zero temperature, Tc is the Curie temperature, β and αsp are the material-dependent 

constants. 

An MTJ can be considered as a voltage-controlled variable resistance represented by 

the resistance-voltage (R-V) hysteresis curve shown in Fig. 3.1(d).  The resistance ratio at 

a zero bias (TMR0) is defined as (RAP-RP)/RP. Since the TMR depends on temperature 

and bias voltage, TMReff is a better measure to evaluate read/write performances. The 

voltage and temperature dependency of TMR can be captured using the temperature-

dependent polarization equation [111]: 
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Here, V0 is a fitting parameter. Once RA value is determined, RP and RAP can be 

calculated by considering MTJ area and TMR.  
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Fig. 3.2  Simulation framework of the proposed MTJ model. 

 

3.1.2  Model Framework and Implementation 

The physical behaviors of a real MTJ were recreated using four dedicated SPICE 

subcircuits: namely, anisotropy, STT, TMR, and temperature subcircuits as shown in Fig. 

3.2 [103]. Once the type of MTJ is selected, the anisotropy circuit generates Hkeff as 

derived in (3) and (4) for the given MTJ dimensions and material parameters. Meanwhile, 

the temperature circuit estimates θc at a given temperature as well as the switching 

probability given in (6), which sets the initial position of   .  

When a bias voltage (VMTJ) is applied to the MTJ, a charge current (IMTJ) passes 

through the MTJ. The IMTJ fed to the STT circuit generates a spin-polarized current and 

triggers dynamic spin motion returning x, y, and z coordinates of the time-varying vector 

  . The Cartesian coordinates are converted to spherical coordinates by the TMR circuit 

generating a relative angle between the free and pinned layers to determine the MTJ 

resistance (RMTJ). The IMTJ is also an input to the temperature circuit to estimate the 

increase in internal temperature due to Joule heating. The updated temperature is fed back 
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to the STT and TMR circuits modifying material parameters that have a temperature 

dependency as given in (7) and (8). Table 3.1 shows input knobs which provide sufficient 

flexibility to explore various aspects of MTJ switching behavior. 

 

Input           

W                

L                  

tF                           

α                  

Ms0                       

P0                                                   

Ku

tc 

T0 

Psw 

RA

asym

MA

State

Free layer width

Free layer length

Free layer thickness

Magnetic damping factor                 

Saturation magnetization, 0K          

Polarization factor, 0K                     

Crystal anisotropy constant

Critical thickness

Initial temperature 

Switching probability

Resistance-area product 

Bidirectional Ic asymmetry

In-plane/Perpendicular selection

Parallel/Anti-parallel selection     

Description     Remark

Δ dependent 

Δ dependent

Δ dependent

Material related

Material related

Material related

for c-PMTJ

for i-PMTJ  

Ambient

by initial angle

Measured data

Measured data

0/1

0/1

 

Table 3.1  User-defined input parameters of the proposed MTJ model. 

 

In terms of circuit implementation, the differential behavior of    can be captured 

using a capacitor with voltage-dependent current sources connected in parallel, which 

emulates an incremental charge build-up over time in the capacitor: I=C∙dV/dt. In Fig. 

3.3, three current sources represent the precession, damping, and spin torque terms in the 

LLG equation, and their vector cross product can be rewritten into linear forms as 

described in the SPICE script. My0 is the additional node to set the initial angle in case of 

consecutive switching. To solve a three-dimensional LLG equation, separate circuits for 
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x, y, and z coordinates are implemented in the same way. The anisotropy and TMR 

circuits are simply implemented with SPICE parameters and voltage sources, while the 

temperature circuit uses a distributed RC line model which emulates the heat diffusion 

equation as suggested in [108]. 
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Fig. 3.3  SPICE implementation of LLG equation (only y-coordinate shown here for 

simplicity). 
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Fig. 3.4  MTJ switching dynamics verification. (a) Temperature dependency of 

material parameters during a switching event. (b) Dynamic spin motion for in-plane 

MTJ. (c) Dynamic spin motion for perpendicular MTJ. 
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3.1.3  Model Verification 

In order to verify the accuracy of the model, simulation results were compared with 

experiment data. In Fig. 3.4, the simulated dynamic spin motions of IMTJ and PMTJ are 

presented alongside the temperature dependency of several material parameters. The 

results show a clear contrast between the magnetization trajectories of IMTJ and PMTJ, 

which was not observed using the previous models [106]-[108].   

 

 

Fig. 3.5  Simulation results compared to experimental data. (a) Switching time as a 

function of bias voltage across the MTJ. (b) Temperature-dependent R-V hysteresis 

curve. 

 

In Fig. 3.5(a), simulation results show good agreement with the 50% switching 

probability contour where switching time was measured as a function of bias voltage 

[112]. The model can be extended to track a higher percentile contour such as 99.99%. In 

Fig. 3.5(b), the simulated R-V hysteresis curves reproduce the MTJ resistance and the 

critical switching voltage (Vc) at different temperatures [113]. The flexibility of our 

model makes it easy to incorporate additional MTJ characteristics. For instance, 
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asymmetry in the I-V hysteresis curve shown in Fig. 3.6(a) can be included using a user-

defined asymmetry factor. Fig. 3.6(b) shows the switching probability according to the 

critical initial angle, providing detailed info regarding the switching current requirement. 
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Fig. 3.6  MTJ switching behavior characterization. (a) I-V hysteresis curve with 

asymmetric Vc for bi-directional switching. (b) Switching probability as a function 

of switching current using an initial angle dependency. 
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3.1.4  Model Application to Circuit Simulation 

The proposed model was used to study the statistical behavior of STT-MRAM read 

and write delays considering geometrical variation in both MTJ and CMOS. Fig. 3.7(a) 

shows the simplified read/write circuit schematic used for this experiment. MTJs were 

assumed to be connected in the reverse direction (i.e. so called top-pinned MTJ structure) 

to balance bi-directional switching [113]. Note that the current for parallel to anti-parallel 

switching is typically larger than that for anti-parallel to parallel switching so that a free 

layer contact is connected to access transistor and a pinned layer is connected to SL to 

provide larger current for parallel to anti-parallel switching. Bi-directional write current 

drivers and dual-voltage WL drivers are used to ensure sufficient write margin [99], [114]. 

Self-referencing MTJ cells and a mid-point reference circuit generating IRef=(IAP+IP)/2 

are incorporated for good readability [115]. As shown in Fig. 3.7(b), the STT-MRAM 

critical path comprising of the MTJ and CMOS shows good read/write operations. Using 

this simulation setup, realistic variation is introduced to MTJ input parameters (i.e. W, L, 

tF, RA) as well as CMOS input parameters (i.e. transistor W, L, Vth, Tox). Fig. 3.7(c) 

shows write and sensing delay distributions with 6σ values denoted in the figure legends. 

The write delay is measured from WL activation to the time when the    flips while the 

sensing delay is measured from WL activation to the point when the bitline voltage 

difference reaches 25mV. As the write voltage increases, the switching delay distribution 

becomes narrower due to the faster precession at the higher bias voltage. For the sensing 

delay, the mismatch of read current paths between data and reference cells directly affects 

sensing voltages so a higher TMR is required for better read margin. 
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Fig. 3.7  STT-MRAM statistical simulation results. (a) Column circuit for read/write 

circuitry. (b) Waveforms for STT-MRAM read/write operation. (c) Write and 

sensing delay distributions under process variation (10
3
 MC runs). 
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3.2  Thermal Stability Criteria 

In order for a fair comparison between the various MTJs, our scaling analysis is 

performed under the same thermal stability (Δ=Eb/kBT) which represents the energy 

required to flip the magnetization direction under thermal fluctuation. The bit-cell 

retention failure rate (Fbit-cell) can be derived using the following equation [82]: 

)}]1(exp{exp[1
0 write

cell
cellbit

I

It
mF 


                                    (6) 

where m is the memory size, t is the retention time, τ0 is the attempt cycle time (typically, 

1ns), Icell is the applied current flowing through the MTJ, and Iwrite is the write current 

which is equivalent to critical switching current (Ic). Here, Fbit-cell indicates the probability 

of bit cells experiencing unwanted magnetization flip for a given total memory capacity. 

Typically, the bit-cell failure could possibly occur during retention mode and read mode. 

When no current flows through the MTJ, which corresponds to the retention mode, the 

probability of unwanted switching depends on thermal fluctuation of the magnetization in 

the free layer. Therefore, the required thermal stability for the retention mode can be 

estimated by making m and t the memory density and the retention period (e.g. 10years) 

while setting Icell=0 in the equation (6). During read mode, a current smaller than critical 

switching current flows through the MTJ and excites the magnetization in the free layer, 

which increases the probability of unwanted switching than that in the retention mode by 

reducing effective energy barrier. Under this read disturbance, the required thermal 

stability can be expected by making m and t the number of bits accessed in parallel and 

the worst case read time (e.g. 10years×tread/tcycle) while setting Icell=Iread. Note that thermal 
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fluctuation increases along with temperature so that the energy barrier (Eb) between two 

stable states (i.e. parallel and anti-parallel states) has to be large enough to maintain the 

same thermal stability at a higher temperature. 
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Fig. 3.8  Thermal stability criteria under data retention failure and read 

disturbance. (a) Thermal stability requirement as a function of data failure rate 

(memory size: 16MB, 32bit parallel read, tread/tcycle: 30%). (b) Thermal stability for 

10yr data retention and tolerable read current under read-disturbance criterion 

over the technology scaling (memory size at 65nm:16MB). 

 

Fig. 3.8(a) shows the bit-cell failure rate as a function of thermal stability for 10-year 

retention and read modes. As the thermal stability become larger, the bit-cell failure rate 

reduces for both cases. Moreover, high thermal stability allows larger read current for a 

given bit-cell failure rate. In Fig. 3.8(b), the thermal stability requirements for various 

technology nodes are estimated targeting 0.01% of bit-cell failure rate for 10year 

retention. Here, we choose Intel‟s server class processor as a benchmark target assuming 

its L3 cache memory density doubles every two nodes [116], [117]. As memory density 

increases with technology scaling, higher thermal stability is needed. Note that these 

thermal stability criteria will be used to decide MTJ dimensions in section 3.3. Moreover, 

the read current constraint for each technology node is also estimated based on the 
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thermal stability criteria, which will be used to evaluate the read performance of MTJ 

technologies in section 3.4. 

3.3  MTJ Scaling Scenarios for Low Switching Current 

Once the thermal stability requirement to maintain necessary level of nonvolatility is 

specified, the next step involves a composition of detailed scaling scenario for three MTJ 

options: IMTJ, c-PMTJ, and i-PMTJ. In this section, we first discuss detailed scaling 

methods for each MTJ technology under iso-retention condition. Then, the possible 

scenarios are suggested to find a way to reduce switching current along the MTJ scaling 

while considering realistic MTJ dimensions and material parameters. 

3.3.1  MTJ Scaling Methods under Iso-Retention Condition 

Typically, thermal stability is a strong function of MTJ volume (V) and anisotropy 

field (Hk) as follows: 

Tk
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22
                                            (7) 

where W, L, tF are the MTJ width, length, and thickness, respectively. Since our scaling 

analysis is based on iso-retention condition (i.e. 10years), a reduction in W and L during 

the MTJ scaling, which leads to decrease in thermal stability, has to be compensated to 

meet the target retention by adjusting Hk or tF. Moreover, Hk is defined by MTJ 

dimensions in different ways according to anisotropy sources so that the scaling method 

is also different for each MTJ technology. 
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For IMTJ, Hk is primarily determined by Hk,shape, which depends on aspect ratio (AR) 

of magnet as expressed in equation (1). Therefore, Δ of the IMTJ can be expressed as 

 Tk
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sshapek
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, )(2
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                               (8) 

When W and L become smaller during the scaling, either the aspect ratio or tF needs to be 

increased to achieve necessary Δ. For PMTJs, Hk is governed by a difference between 

kH and Hdz as derived in equation (2). Thus, Δ of the PMA can be expressed as 
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Tk

VMH

B

Fsdz

B

seffk

PMTJ

)2(

2

2
                                 (9) 

As mentioned earlier, in case of c-PMTJ, K+ becomes Ku of specific material so larger Ku 

or tF increases Δ. For i-PMTJ, K+ is proportional to tc/tF, and thus, decreasing tF provides 

higher Δ. Overall MTJ scaling methods for three MTJ technologies to meet iso-retention 

condition are illustrated in Fig. 3.9. 

 

 

 

 

 c-PMTJ  i-PMTJ IMTJ

 tF

 AR

 tF

 Ku

 tF

(a) (b) (c)  

Fig. 3.9  MTJ scaling methods under iso-retention condition for (a) IMTJ, (b) c-

PMTJ, and (c) i-PMTJ. 

 

 

 



 

 76 

 

 

 

0

200

400

600

800

1000

1 2 3 4 5 6 7

1000

600

400

0

I C
_

A
P

-P
 (
μ

A
)

800

200

α ↑

45 32 14 10

MTJ width (nm)

65 20 7

   tsw = 3ns

        IMTJ        

        c-PMTJ        

        i-PMTJ

 MTJ width (nm) 65 45 32 20 14 10 7

 tF ↑ ,  tF dependent α AR ↑

 Ms=1077,

 P=0.6,

 tc=1.5nm

 i-PMTJ

(CoFeB)

Remark

 Ms=1116,

 P=0.51, 

 α=0.055

 Ms=1077,

 P=0.6

 c-PMTJ

(FePtX)

 IMTJ

(CoFeB)

 Technology node (nm) 65 45 32 20 14 10 7

 L3 cache memory size (MB) 16 24 32 48 64 96 128

 Thermal stability (10yrs, 85C) 68.2 68.6 69.0 69.3 69.7 70.0 70.2

2 2 2.44 3.51 4.73 6.54 N/A tF (nm)

2.2 2.9 3 3 3 3 N/A AR

0.0068 0.0068 0.0062 0.0055 0.0051 0.0048 N/Aα 

0.94 1.13 1.49 2.65 4.63 6.6 6.6Ku

 *Ms:  Saturation magnetization (10
3
A/m), Ku: Crystal anisotropy (10

6
J/m

3
)

0.45 0.45 0.45 0.45 0.45 0.58 1.17 tF (nm)

constant tF, Ku ↑ tF ↑Remark

0.013 0.018 0.04 0.22 N/A N/A N/Aα 

tF ↓, tF dependent α Insufficient ΔRemark

1.49 1.38 1.15 0.35 N/A N/A N/A tF (nm)

No IMA

(a)

(b)
 

Fig. 3.10  (a) MTJ scaling scenario with minimum MTJ width (= minimum feature 

size). (b) Discontinued Ic scaling of MTJs due to severe dimensional scaling. 
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3.3.2  MTJ Scaling with Minimum MTJ Width 

In order to explore the possible issues during the scaling, we first severely scales MTJ 

dimensions with minimum MTJ width for a given technology node (i.e. minimum feature 

size). Fig. 3.10(a) shows a detailed MTJ scaling scenario when the MTJ width (W) is 

fixed as the minimum feature size. Note that the MTJ length (L) is set as W×AR for IMTJ 

while AR of 1 is assumed for PMTJs since its thermal stability no longer depends on the 

shape anisotropy. To meet the thermal stability criteria given in Fig. 3.8(b), MTJ 

dimensions for each technology node are adjusted using scaling methods discussed in 

previous section. A typical free layer material for each MTJ technology is also considered 

with critical material parameters such as Ms, P, and α.  

As for IMTJ, Δ of CoFeB free layer is achieved by increasing AR up to 3 with scaling 

down to 45nm node to ensure a single-domain switching and then increasing tF for 

further scaling [105]. Note that if we continue to increase tF down to the 7nm node, IMTJ 

will lose the in-plane anisotropy (IMA) since tF is longer compared to the in-plane 

dimensions (i.e. it‟s no longer an IMTJ). For c-PMTJ, to provide enough Δ down to 7nm 

node, FePtX, which can provide a very high Ku value, is chosen as a target material even 

though its switching efficiency is relatively low due to high damping and low 

polarization. For iso-retention scaling, Ku is increased up to 6.6×10
6
J/m

3
 while 

maintaining 0.45nm of tF to reduce the switching current by magnifying out-of-plane 

demagnetizing field (Hdz) [118], [119]. Beyond 14nm node, tF is increased. In case of i-

PMTJ, tF of CoFeB free layer is decreased to increase interface anisotropy [34]. 

However, i-PMTJ still shows insufficient Δ below 20nm node since a smaller tF 
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decreases MTJ volume also. Thickness dependency of α in CoFeB is also considered for 

both IMTJ and i-PMTJ [34], [120].  

Based on the scaling scenario, Fig. 3.10(b) shows critical switching current (Ic) for 

the three types of MTJs under a constant switching time of 3ns by using our MTJ model. 

For IMTJ, Ic rapidly decreases with scaling and eventually becomes lower than that of 

PMTJs from the 20nm node. This is because Hdz greatly reduces with increasingly large 

thickness so that magnetization switching becomes easier. Note that Hdz contributes to an 

increase in switching current but thermal stability in in-plane devices. For c-PMTJ, Ic is 

relatively constant during the scaling but still large due to low P and high α of FePtX. 

Moreover, i-PMTJ shows a sharp increase in Ic since α of CoFeB free layer exponentially 

increases when its thickness is thinner than 2nm [34].  

Unfortunately, with severely scaled MTJ dimensions, Ic scaling down to the 7nm 

node is not readily achievable for all three MTJ technologies. However, one interesting 

finding is that Ic of c-PMTJs is less sensitive to dimensional scaling. This characteristic is 

still valid for i-PMTJ if we assume an increase in α is not considerable. Therefore, we can 

consider a relaxed MTJ width, which is larger than minimum feature size, to mitigate the 

scaling issues described in this section. As expressed in (9), an increase in MTJ volume 

reduces necessary anisotropy field for a given target thermal stability, which, in turn, 

provides more freedom to select magnet materials and dimensions for lower Ic. Note that 

this approach is not applicable to IMTJ since its switching current reduces along with a 

dimensional scaling. 
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Fig. 3.11  (a) MTJ scaling scenario with relaxed MTJ width. (b) Continued Ic 

scaling of MTJs with relieved dimensional scaling. 
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3.3.3  MTJ Scaling with Relaxed MTJ Width 

Fig. 3.11(a) shows a MTJ scaling scenario with relaxed MTJ width to continue 

lowering Ic. Since an MTJ volume increases with the relaxed dimensions contributing 

thermal stability, the necessary anisotropy field becomes smaller. Since the anisotropy 

field is a strong function of MTJ dimensions and material parameters, we can optimize 

those parameters for lowering switching current rather than increasing thermal stability. 

For example, a relaxed c-PMTJ can meet Δ requirement down to 7nm even with 

moderate-Ku materials such as FePdX (Ku=2×10
6
J/m

3
) which has a lower α than FePtX 

(i.e. high-Ku material) [118], [121]. For i-PMTJ, a relaxed MTJ width makes it easy to 

meet target thermal stability even without aggressive thinning of the free layer, avoiding 

an abrupt increase in α. From 14nm node, a double interface MTJ, which has two MgO 

layers on the top and bottom of the CoFeB free layer, is introduced to improve both 

thermal stability and switching efficiency [122]. Two interfaces between CoFeB and 

MgO doubles interface anisotropy so that an MTJ can have sufficient thermal stability 

even with relaxed free layer thickness while mitigating an increase in α. For IMTJ, a 

larger width is used at 7nm to meet Δ requirement while keeping in-plane magnetization. 

Based on this scenario, the scaling trend of Ic is presented in Fig. 3.11(b). Compared to 

Fig. 3.10(b), Ic of three MTJs continue to scale down to 7nm showing better switching 

efficiency. One additional advantage of relaxing MTJ size is that RMTJ becomes smaller 

allowing larger driving current for a given voltage across the MTJ. All these 

considerations are integrated to define the input parameters of the MTJ SPICE model and 

a circuit-level performance of MTJ technologies are evaluated in the following section. 
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3.4  Circuit-Level Scaling Trend of In-plane and Perpendicular MTJ 

Based STT-MRAMs 

In order to compare the circuit-level scaling trend of in-plane and perpendicular MTJ 

based STT-MRAMs, we first implement STT-MRAM bit-cells using the proposed MTJ 

SPICE model. The MTJ parameters from the scaling scenario, which ensure the 

requirements for fixed retention failure and read disturbance, are incorporated. Along 

with scalable bit-cell design, peripheral circuits for STT-MRAM operations are also 

implemented specifically for scaling analysis by using the predictive technology model 

(PTM) which provides electrical properties of advanced transistors based on ITRS 

roadmap. Using this simulation setup, the scalability of read/write performance is 

evaluated to find the most viable MTJ technology for future STT-MRAMs. 

3.4.1  Simulation Setup for Circuit-Level Scaling Analysis 

 Fig. 3.12(a) shows a schematic for STT-MRAM read/write circuit which is 

simplified version of the STT-MRAM column circuit. The details on the circuit 

implementation are presented in section 3.1.4. Fig. 3.12(b) and (c) show the waveforms 

for write and read operation indicating delay criteria used in this work. A write delay 

measures the amount of time it took from WL activation to the point when the 

magnetization switches. Here, we assume that switching is completed when the 

magnetization pass through a hard axis (i.e. magnetization=0). For a read delay, it is 

defined from WL activation to the time when the voltage difference between sensing 

nodes reaches 25 mV, which is half the sensing margin of SRAM. Due to the single-
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ended sensing nature and the limited TMR, it is not practical for STT-MRAM to enforce 

the same BL voltage difference requirement as SRAM [97]. 
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Fig. 3.12  STT-MRAM circuit-level simulation. (a) Schematic for write/read 

circuitry. (b) Write delay criterion. (c) Read delay criterion. 

 

 

In order to implement peripheral circuits of STT-MRAM for various technology 

nodes, the predictive technology (PTM) model based on the high performance logic 

transistor roadmap from ITRS, is used considering advanced logic technologies as shown 

in Fig. 3.13 [124]. The RA values extrapolated from ITRS projection are also taken into 
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account. For double interface MTJ, 10% larger RA is assumed considering two MgO 

layers. As shown in Fig. 3.13(a), RAP for three MTJs becomes increasingly large 

throughout the scaling due to a rapid decrease in MTJ area. Fig. 3.13(b) shows a cell 

current (Icell) from access transistor during AP-to-P switching when the width of the 

access device is chosen as 18F. As technology scales, Icell rapidly reduces showing that an 

increase in resistance can degrade the current drivability of access transistor during the 

scaling.  
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Fig. 3.13  Scaling trends of (a) MTJ resistance in anti-parallel state and (b) 

Drivability of cell current when the anti-parallel state MTJ is connected. 
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3.4.2  Circuit-Level Scalability of MTJ Technologies 

Fig. 3.14(a) shows the scaling trend of write delay for in-plane and perpendicular 

MTJ based STT-MRAMs. Interestingly, three STT-MRAMs show different delay trends. 

This can be explained by different Ic scalability of each MTJ with respect to continuously 

decreasing Icell. In Fig. 3.11(b), Ic of three MTJ show different slopes during the scaling. 

However, Icell of three MTJs reduce with a similar slope as shown in Fig. 3.13(b). 

Therefore, IMTJ shows faster switching at the scaled nodes since Ic scales faster than Icell. 

On the other hand, c-PMTJ shows an exponential increase in the write delay due to 

slower Ic scaling compared to Icell. For i-PMTJ, a similar scalability between Ic and Icell 

leads to a relatively constant delay trend showing the shortest delay among three options. 

It is noteworthy that Ic needs to scale down faster than Icell to keep reducing the write 

delay over the scaling. 
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Fig. 3.14  Scaling trends of (a) write delay and (b) read delay for in-plane and 

perpendicular MTJ based STT-MRAMs (128WL x 128 BL assumed). 
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In order to fairly assess the read performance, Iread is set to maximum percentile of 

write current that is tolerable under read-disturbance criterion (i.e. Fbit-cell=0.01%) as 

discussed in section 3.2. In this work, Iread is determined based on write current for 3ns of 

switching time, which is equivalent to Ic values in Fig. 3.11(b). Moreover, the line 

capacitances assuming 16Kbit cell array (i.e. 128WLs x 128BLs) and different TMR 

values corresponding to polarization factor of each MTJ are considered. As shown in Fig. 

3.14(b), the simulated read delay shows different scaling trends for three STT-MRAMs. 

Typically, a read delay can decrease along with a scaled line capacitance or increase with 

reduced Iread and larger RMTJ at the scaled nodes. As a result, IMTJ shows increasingly 

large read delay due to a rapid decrease in Iread and an increase in RMTJ while PMTJs 

shows a faster read along with scaled BL capacitance. Based on the scaling trend of 

circuit performance, the i-PMTJ based STT-MRAM shows a good balance between read 

and write margins compared to other options. 
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Table  3.2 Summary of this work in consideration of possible issues with scaling.  
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3.5  Chapter Summary 

New MTJ materials are actively being pursued by the magnetics community aiming 

at low switching current and high thermal stability. This work explores the scalability of 

STT-MRAM memory cells based on various MTJ technologies: namely, in-plane MTJ, 

crystal perpendicular MTJ, and interface perpendicular MTJs. A dedicated SPICE MTJ 

model was developed and calibrated to perform an extensive scaling analysis. Using the 

scaling scenario with relaxed MTJ width, we compare the key performance metrics such 

as write and read delay down to the 7nm node under the same degree of retention failure 

and read disturbance. Our results show that i-PMTJ is a promising option for future STT-

MRAM achieving a balanced performance in write and read operations. Table 3.2 

provides an overall summary of this work in consideration of possible issues with scaling. 
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Chapter 4  Spin-Hall Effect MRAM 

Based Cache Memory: A Feasibility 

Study 

 

One of the key objectives of STT-MRAM research has been on minimizing switching 

current while maintaining the required nonvolatility. To address this challenge, non-

traditional MRAMs based on novel switching mechanisms have been proposed. In 

particular, spin-Hall effect (SHE) which utilizes large spin currents generated in the 

direction transverse to the charge current have been recently drawing attention [64]. 

Despite early promises such as lower switching current by means of efficient spin 

generation (i.e. Ispin/Icharge>100%) and longer device lifetime owing to the decoupled read 

and write paths, there is still a lack of a comprehensive study for benchmarking SHE-

MRAM against other memory technologies. In this work, we explore the trade-off points 

across different levels of design abstraction (i.e. device, circuit, and architecture) to 

evaluate the feasibility of SHE-MRAM for large on-die cache memory [125]. 

4.1  SHE-MRAM Device Design 

4.1.1  Device Concepts of SHE-MRAM   

Recently, low-energy STT–MTJ switching based on the spin-Hall effect (SHE) has 

been proposed demonstrating that a charge current through a spin-Hall metal (SHM such 

as Pt, β-Ta, β-W, and others) on the CoFeB layer generates a spin current in the traverse 
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direction with large spin–orbit coupling. Since this spin current generation efficiency is 

much higher than that of standard STT-MRAM, it has been drawing a lot of interests 

from research communities. Fig. 4.1 illustrates the generation of spin current by SHE, 

along with the cell structure of a SHE-MRAM which requires two transistors for separate 

read and bidirectional write operation. During write operation, the write transistor is on 

and the read transistor is off while a charge current (Ic) flowing between BL and SL 

through SHM induces a spin current (Is) through a free layer of the MTJ device as 

follows [65]: 

c

SHM

SHM
SH

SHM

MTJ
s I

t
h

A

A
I  ))(sec1(


  ,                                        (1) 

where ASHM and AMTJ are the cross-sectional area of the underlying SHM layer and the 

MTJ device, respectively. And θSH is referred to the spin-Hall angle, which can be as 

large as 0.15 in β-tantalum (Ta) and 0.3 in tungsten (W). tSHE and λSHE are the thickness 

and the spin diffusion length of SHM layer. During read operation, the write transistor is 

off and the read transistor is on so that a read current can flow through SL due to high 

off-resistance of the write transistor in the BL side. Although this three-terminal device 

potentially results in an area penalty, it offers several advantages over the traditional 1T-

MTJ STT-MRAM. First, the charge-to-spin conversion efficiency (Ispin/Icharge) higher than 

100% using optimal SHM dimension enables a significantly low switching current 

without impacting nonvolatility. Second, the separate read and write paths, allowing for 

longer device lifetime because only the small read current flows through the tunnel oxide 

as the write current flows through the SHM itself. Since the upper bound for the voltage 

across the MTJ (i.e. the maximum write-speed) is determined by the tunnel barrier 
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reliability, SHE-MRAM can have additional improvement in writability [66]. By utilizing 

these advantages, SHE-MRAM could be a promising option to achieve high speed and 

low power on-chip memory beyond the limitation of standard STT-MRAM. 
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Fig.  4.1 (a) Transverse spin current generation by SHE. (b) SHE-MRAM cell 

configuration. 

 

4.1.2  Device Parameter Setup   

We first decide device parameters for SHE-MTJ structure such as device dimensions 

and material options targeting 10 years of retention time. In Fig. 4.2, the target thermal 

stability (Δ) criterion is set as 65 by considering 256Kbit of memory size with 0.01% of 

the bit-cell failure rate [82]. The maximum read current is also determined under the 

same degree of read disturbance failure rate as presented in chapter 3. To physically 

obtain this Δ requirement, the dimensions for CoFeB free layer are determined assuming 

22nm technology node as shown in Table 4.1. Here, we used an in-plane MTJ as a 

storage element of SHE-MRAM since the direction of polarized spins from SHM is 
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aligned with the lateral dimension. To the best of our knowledge, a PMA-based SHE-

MRAM requires a small magnetic field to flip the magnetization towards intended state 

[64], which is not practical for high-density and low-power memory application. Since 

the direction of spin from SHM is parallel to the plane, the perpendicular magnetization 

of free layer is aligned with its hard axis by spin-Hall torque, and thus an additional 

stimulus such as magnetic field is needed to determine the final state.  

 

 

1E-06

1E-04

1E-02

1E+00

1E+02

45 55 65 75 85 95

C
h

ip
 f

a
il
u

re
 r

a
te

 [
%

]

TSF
55 65 85 95

10
2   

10
0 

10
-2

10
-4

10
-6

     10yr data retention 

     Read disturbance 

64

Thermal stability, Δ 

B
it

-c
e

ll
 f

a
il
u

re
 r

a
te

 (
%

)

45 75

57 72

256KB, 512bit read, tread/tcycle 30%

25%Iread/Iwrite 5% 15%

)}]1(exp{exp[1
0 write

cell

B

cellbi
I

I

Tk

Et
mF 



 Failure mode: 10yr data retention

 - m: total memory size

 - t=10yrs, Icell=0

 Failure mode: Read disturbance

 - m: number of bits per read

 - t=tread/tcycle×10yrs Icell=Iread

 

Fig. 4.2  Thermal stability requirement estimation considering 10 year data 

retention and read disturbance. 

 

For device sizing, the MTJ width is set to 22nm which is corresponding to minimum 

feature size of the technology. To create shape anisotropy of in-plane MTJ, an aspect 

ratio is set to 3.5 ensuring single-domain magnet switching. Then, the thickness of 

CoFeB is determined as 2.7nm for sufficient energy barrier, which meets the Δ 

requirement at the temperature of 85°C. Moreover, the thickness dependency of damping 

and TMR value corresponding to the polarization factor are considered. The resistance-
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area product (RA) value of SHE-MRAM includes the resistance of SHM underneath the 

MTJ device. For STT-MRAM, an interface perpendicular MTJ is considered as a storage 

element. For SHM design, we choose the tungsten (W) for the SHM material, which 

provides a superior spin-Hall angle (i.e. θSH=0.3). Its width and the length are selected to 

be sufficient large to place the MTJ on the top of the SHM layer while aligning the free 

layer magnetization with the spin direction from the SHM. Moreover, we choose 2.2nm 

of the SHM thickness where the maximum spin generation takes place using the equation 

(1) as shown in Fig. 4.3. 

 

Parameters STT-MRAM

Interface perpendicular   

65

CoFeB

40nm×40nm×1.34nm        

1.077×103A/m

0.018                                     

0.63

1.5nm

130%                                          

5                                                

-

-

-   

-

MTJ type

Thermal stability factor

Free layer material

Free layer dimensions, WF×LF×tF

Saturation magnetization, Ms

Damping factor, α                              
Polarization factor, P 

Critical thickness, tc

TMR

RA (Ω∙μm2)

SHM dimensions, WSHM×LSHM×tSHM

SHM spin diffusion length, λch

SHM resistivity, ρch

Spin Hall angle, θSH

SHE-MRAM

* ∆ and material parameters are extracted based on 85°C. 

* RA of SHE-MRAM includes RSHM. Thickness dependency of α is also considered.

In-plane

65

CoFeB

22nm×77nm×2.7nm

1.077×103A/m

0.006

0.63

-

130%                                          

5.5

77nm×44nm×2.2nm

1.5nm

200μΩ∙cm2 (for W)

0.3 (for W)

 

Table 4.1  Material parameters and device dimensions used for STT- and SHE-

MRAM under the same degree of retention time (10 years). 
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Fig. 4.3  Spin current generation as a function of spin-Hall metal thickness which 

provides the optimal thickness for the maximum spin generation rate.   

 

4.2  SHE-MRAM Sub-Array Evaluation 

In order to conduct a circuit-level evaluation, a SPICE-compatible SHE-MTJ model 

was implemented by incorporating the spin current from SHM into LLG equation as 

shown in Fig. 4.4 [66]. All the parameters listed in Table 4.1 are included as model input 

parameters. As described in chapter 3, the MTJ model consists of 4 main subcircuits such 

as anisotropy, STT, TMR, and temperature circuits. Based on this model frame, SHM 

circuit is added to generate spin current depending on SHM material and dimensions.  

During write operation when VBL and VSL terminals connected to the SHM are selected, a 

bi-directional charge current flow through the SHM depending on the bias polarity and a 

transverse spin current is generated transferring spin torque to the free layer of the MTJ. 

During read operation, VMTJ terminal is selected to apply a small read current or bias to 

the MTJ stack.  
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Fig. 4.4  SPICE simulation framework for SHE-MTJ device. 

 

 

 

 

SA SA

CLP

RE

Ref 

WL
RAP RP

REWWL EN DI

BL

SL

IRef

IAP IP

Even CL Odd CL

Ref cells

Ich

Write circuit Read circuit

RWL

Data cell

 

Fig. 4.5  Read and write circuitry for SHE-MRAM featuring a bi-directional write 

current driver and a reference current (IREF) generation circuit using an average 

cell current (IAP and IP). 
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Then, we use the model to simulate the read and write circuitry in Fig. 4.5. Here, 

22nm high performance (HP) CMOS transistors from a publically available predictive 

technology (PTM) model were used for the circuit simulation [124]. The critical 

electrical properties from advanced technologies such as high-K metal gate, strained-Si 

channel, and multi-gate structure are included. Moreover, we constructed a realistic 

memory macro including bi-directional write current drivers and dual-voltage WL drivers 

to ensure a robust write operation [99], [114]. To maximize the read sensing margin, we 

adopted dummy MTJ cells for generating a reference current corresponding to the 

average value of the parallel and anti-parallel stage currents (i.e. IRef = (IAP+IP)/2) [115]. 

Note that read operation of STT-MRAM is typically done by current-forcing and voltage-

measuring. The read current is applied in the antiparallel to parallel direction to minimize 

read disturbance issues [123].  

 
Pfin Wc/2Wm/2

Wc/2

Wg2c

Lfin

Wc/2+Wm/2

Wm/2

S
H

M

(Nfin-1)∙Pfin Wc/2Wm/2

Wc/2

Wg2c

Lfin

Wc/2+Wm/2

Wm/2

MTJ

* 22nm FinFET design rule:

  Wfin=8nm,Lfin=24nm, Hfin=34nm, Pfin=60nm,    

  Wm=33nm, Wc=22nm, Wg2c=22nm

WL

WWL

RWL

FIN

(a) STT-MRAM: Nfin=4 for access TR

(b) SHE-MRAM: Nfin=2 for read/write TRs
 

Fig. 4.6  22nm FinFET-based layout for (a) STT-/ (b) SHE-MRAMs (3x denser than 

SRAM and equivalent to eDRAM). 
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For estimating the bit-cell area, a FinFET based layout is considered as shown in Fig. 

4.6 [126]. Here, we use 2 fins for read and write transistors which makes the cell area of 

SHE-MRAM comparable to that of a standard STT-MRAM cell. For STT-MRAM, 4 fins 

are used for single access transistor based on 1T-1MTJ layout style. Compared to an 

SRAM cell, both SHE-MRAM and STT-MRAM are roughly 3x denser, which are 

equivalent to an eDRAM cell in 22nm technology (i.e. 0.029μm
2
) [127].  

Using the proposed simulation setup, we first compare the performance of a single 

256Kbit subarray in Table 4.2, which shows that SHE-MRAM has a 4.7x shorter write 

time and 1.3x shorter read delay as compared to a standard STT-MRAM with the same 

cell size. These results indicate that SHE-MRAM will always outperform STT-MRAM 

regardless of the cache size. Note that, unlike early concerns on area penalty of SHE-

MRAM, SHE-MRAM shows better performance than STT-MRAM even with the same 

cell size. This is due to reduced charge current requirement during write operation so that 

SHE-MRAM bit-cell can be downsized with a smaller write transistor, which is half the 

size of the access transistor of STT-MRAM in this analysis.  

 

Metrics STT-MRAM

73

0.42

4.5

6.6

720

0.029

Ispin at tsw=3ns (μA)

Read delay (ns)

Read energy (fJ)

Write delay (ns)

Write energy (fJ)

Area (μm2)

SHE-MRAM

134

0.33

7.1

1.4

208

0.029
 

Table 4.2  Single 256Kbit sub-array performance (∆=65 @ 85°C, 512 cells/BL, 512 

cells/WL). 
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4.3  SHE-MRAM as a L2 Cache Memory 

4.3.1  Read Performance Boosting in SHE-MRAM 

For L3 or L4 cache, we can expect that SHE-MRAM, which has the same cell size as 

STT-MRAM, to have shorter access latency than SRAM since the access time of these 

larges caches is dominated by the global interconnect delay rather than the single 

subarray delay [97]. So the more interesting question is whether SHE-MRAM can 

outperform SRAM for smaller L2 caches with densities in the order of 1Mbit. Standard 

STT-MRAM could not outperform SRAM for smaller caches due to the long write delay, 

but the faster write coupled with the shorter global interconnect delay could potentially 

make SHE-MRAM a viable option for L2.  

One unique advantage of SHE-MRAM is that the read delay can be reduced without a 

commensurate increase in write delay by simply increasing the thermal stability Δ. As 

shown in Fig. 4.7(a), SHE-MRAM shows less increase in switching current requirement 

than that of STT-MRAM along with the increased thermal stability. Since SHE-MRAM 

provides more efficient spin current generation, a switching overhead with higher thermal 

stability, which can be translated to an increase in write delay, is not significant compared 

to STT-MRAM in Fig. 4.7(b). Typically, high thermal stability allows a larger read 

current for a given read disturbance failure rate so that SHE-MRAM with over-designed 

thermal stability can boost read speed while mitigating an increase in the write delay as 

shown in Fig. 4.8. When the thermal stability increases from 65 to 85, SHE-MRAM can 

have 2.4-time faster read operation with a small increase in write delay less than 1ns. 
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This characteristic is contrary to standard STT-MRAM which has an inherent conflict 

between read and write delays.  
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Fig. 4.7  Impact of thermal stability factor on (a) critical spin current, (b) write 

delay, and (c) retention failure rate. 
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Fig. 4.8  Impact of thermal stability factor on (a) read current and (b) read delay of 

SHE-MRAM for a 0.01% read disturbance failure rate. 

 

 

 

Metrics SRAM

-

-

0.42

0.07

0.42

0.10

39.5

0.55

Thermal stability (@85°C)

Bit-cell failure rate (%)

Read latency (ns)

Read energy (nJ)

Write latency (ns)

Write energy (nJ)

Leakage power (mW)

Area (mm2)

STT-MRAM

65

10-2

0.71

0.22

6.77

0.41

4.96

0.16

SHE-MRAM

85

10-11

0.43

0.44

1.95

0.21

4.96

0.16
 

Table 4.3  L2 cache performance summary (1Mbit, 8-way associativity, private 

bank, CACTI simulator [128]). 
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4.3.2  Performance Benchmark for L2 Cache Memory 

In order to explore the feasibility of SHE-MRAM as a L2 cache memory, we 

compare the cache-level performance of SHE-MRAM with other embedded memory 

technologies such as SRAM and STT-MRAM. We consider a realistic cache 

configuration for 22nm technology node such as 1Mbit memory size, 8-way associativity, 

and private bank. We used CACTI, a widely accepted architecture simulator, for 

extracting the power and performance numbers of cache memory [128]. Based on the 

proposed read boosting scheme, we assume higher thermal stability for SHE-MRAM 

than that of STT-MRAM. As shown in Table 4.3, a SHE-MRAM based L2 cache with 

higher thermal stability has a read latency comparable to that of SRAM while 

maintaining a lower leakage power and denser area, which shows its promises as a L2 

cache alternative. It should be noted however that a higher TMR and efficient sensing 

circuits are necessary to reduce the high read energy incurred by the current-forcing read 

of SHE-MRAM. When compared to standard STT-MRAM, SHE-MRAM shows better 

read and write performance even for L2 cache application ensuring much smaller bit-cell 

failure rate.  

4.4  Chapter Summary 

Since future scalability of STT-RAM is limited by its current based mechanism, 

novel switching mechanisms have been demonstrated with the common goal of reducing 

the switching current while maintaining sufficient nonvolatility. In particular, spin-Hall 

effect (SHE), which provides a significant reduction in the switching current with highly 
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efficient spin current generation, has been recently drawing attention. In this chapter, we 

explore the feasibility and capability of SHE-MRAM for an on-chip memory, especially 

focusing on L2 cache application. Based on the realistic consideration from device to 

circuit and architecture levels, the performance of SHE-MRAM is compared with other 

embedded memory technologies such as SRAM and STT-MRAM. With the proposed 

read speed boosting scheme using trade-off points in design parameters such as thermal 

stability and read/write currents, SHE-MRAM shows a SRAM-competitive read latency 

for L2 cache maintaining the existing advantages such as low static power and compact 

macro size. 
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Chapter 5  Neuromorphic Core Design 

with Multi-level Synapses Using 

Embedded Flash Memory 

 

Recently, a neuromorphic computing mimicking human brain has been gaining lots of 

interests since it provides unique functionality such as perception, action, and recognition 

with high efficiency compared to traditional Boolean computing [129]. The key challenge 

in neuromorphic architecture is to create a highly efficient hardware design functionally 

equivalent to software models while achieving ultra-low power consumption, compact 

size, and high throughput. In this work, a new architecture of neuromorphic core using 

embedded flash (eflash) memory is designed in 65nm standard CMOS process. The 

eflash memory cells are used as storage of synaptic weights for a highly efficient 

implementation of restricted Boltzmann machine (RBM) which is a well-known neural 

algorithm for digit recognition. It also provides unique features such as zero static power 

and instant on/off operation without reloading weights due to nonvolatility. Our eflash 

cells store multi-level weights with different threshold voltages, which results in different 

levels of output current. In order to simplify neural computation, excitatory and inhibitory 

weights are separately stored in a pair of bitlines and the wordlines corresponding to 

input images are simultaneously activated. In this way, the spike generation can be 

completed by simply comparing two currents (i.e spike-out when the sum of excitatory 

weights is larger than that of inhibitory weights). Therefore, all the neuron processes such 



 

 102 

as weight multiplication, weight integration, and threshold comparison can be 

compressed into one-time current comparison without large ASIC implementation for 

digital neuron. 

5.1  Overview of Neuromorphic Core Design 

5.1.1  Artificial Neural Network (ANN) and Applications 

Artificial neural network (ANN) is a computational model inspired by biological 

neural networks, which can be used for approximate computing with a large number of 

unknown inputs. Fig. 5.1 shows the simplified biological neural network. Basically, 

electrical signals from transmitting neurons are integrated in a receiving neuron after 

multiplying weights at the synapse, which could be excitatory or inhibitory. Once 

integrated weights are larger than threshold, the neuron fires the spike to the next stage. 

An artificial neuron model captures core functions of biological neuron behavior as 

shown in Fig. 5.2.  

 

 
 

Fig. 5.1  Simplified biological neural network [15]. 
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Fig. 5.2  Artificial neuron model based on biological neuron behavior. 

 

Based on this simple neuron model, lots of algorithms have been developed for 

realization of human-like behaviors such as learning, recognition, action, and so on. As 

an example, the restricted Boltzmann machine so called RBM is a well-known neural 

algorithm for handwritten digit recognition [130], which is also chosen for our target 

algorithm in this work. Fig. 5.3 shows the overall flow of handwritten digit recognition, 

which consists of two main phases: training and validation. During training phase, 

weights are learnt from 60,000 handwritten digits from MNIST dataset [131] and 

programed into a neuromorphic core which is an actual hardware performing neuron 

operation. The various approaches for hardware implementation of neuromorphic core 

are presented in the following section. During validation, the neuromorphic core 

generates a spike signal based on the pixel data of test images (i.e. unknown inputs). 

Then, the classifier compares these spikes with reference, which was set during the 

learning phase, providing prediction results (i.e. probability values of each digit being a 

given input). 
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Fig. 5.3  Overall flow of handwritten digit recognition using RBM algorithm. 

 

5.1.2  Prior Approaches for Neuromorphic Core Implementation 

In terms of neuromorphic core implementation, a challenge is to design highly 

efficient hardware functionally equivalent to software models while providing low power, 

compact size and high throughput. In addition, the synaptic weights need to be encoded 

in analog fashion for high prediction accuracy maintaining weight levels for a long time. 

Therefore, a choice of devices for a synapse is one of the most critical issues in the 

neuromorphic core implementation. 
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In order to accommodate these requirements, analog synapses are demonstrated by 

using   capacitors to store charge [132], [133], which can translate the amount of charge 

on the capacitor into finely defined weight levels. However, this analog approach shows 

limited correspondence between software and hardware models due to low immunity to 

process and temperature variations. Moreover, a large area overhead due to charge 

capacitor and complex analog circuitry limits the total number of synapse in the core, and 

a charge leakage in the capacitor increases a chance of misreading weight levels requiring 

additional circuits to compensate it. 

For more efficient implementation of synaptic plasticity, nonvolatile memory (NVM) 

technologies such as floating-gate (FG) transistor, phase-change memory (PCM), and 

resistive RAM (RRAM) have been utilized as a storage element for synaptic weights 

[134]-[136]. Since those memory cells provide gradual resistance modulation, a multi-

level synapse can be readily realized achieving a compact bit-cell size. However, those 

technologies require additional fabrication steps beyond stand logic process to integrate 

memory cells. Moreover, in terms of practical implementation, it is still an issue to 

achieve a robust multi-level programming due to low controllability of the heat diffusion 

and filament formation in PCM and RRAM, respectively, which critically decides the 

resistance levels. 

 Recently, fully-digital implementations using SRAM-based synapses and ASIC-

based neuron circuits have been demonstrated with advanced CMOS technologies 

ensuring one-to-one correspondence between hardware and software models [137]-[139]. 

However, those demonstrations still require a large size of memory and static power 
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along with repeated weight read and integration to generate spike signals (i.e. low 

throughput). The further details on SRAM-based neuromorphic core design will be 

presented in section 5.3.1. 

5.2  Logic-Compatible 5T-Eflash 

This section presents the details on logic-compatible single-poly eflash memory cells 

to provide background for the proposed eflash-based neuromorphic core design. 

Typically, the dual-poly eflash cells have two stacked gates in a single transistor: floating 

gate (FG) and Control Gate (CG). However, this device requires additional processes 

beyond a standard CMOS logic process due to FG formation, thick tunnel oxide and high 

voltage circuits to support program and erase operations. On the other hand, single-poly 

eflash, which can be fabricated without any process overhead, is considered as a 

promising candidate for cost-effective moderate density (e.g. few kilobits) non-volatile 

storage solution. In this chapter, we choose a logic-compatible 5T-eflash proposed in 

[140]-[142] as a target device for neuromorphic core application. 

5.2.1  Device Concepts of 5T-eflash 

Fig. 5.4 shows the schematic of 5T-eflash unit cell structure and the bird‟s eye view 

of three core transistors used in [140], [141]. Here, M1 is the coupling device, M2 is the 

erase device, M3 is the program/read device, and S1 and S2 are the selection devices for 

array operations such as inhibition operation. Moreover, all these transistors (M1, M2, M3, 

S1, S2) in the unit cell are implemented using standard 2.5V I/O transistors, which have a 

tunnel oxide thickness (TOX) of 5nm. In order to form FG node, the gate terminals of the 
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three devices M1-M3 are connected in a back-to-back fashion. The PMOS n-well of M1 

and M2 functions like the CG of the dual-poly eflash. Note that the high coupling ratio 

between the n-well of the coupling device and FG can be achieved by upsizing the 

coupling transistor width, which is 8 times larger than that of both M2 and M3 achieving a 

high enough coupling ratio for effective erase and program operations.  
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Fig. 5.4  Logic-compatible 5T-eflash proposed in [141]. (a) Unit cell schematic of 5T-

eflash. (b) Bird’s eye view of three core transistors (M1, M2, and M3).  

 

5.2.2  Array-Level Operations 

Similarly to dual-poly flash operations, the 5T-eflash requires four operation modes: 

erase, program, inhibit, and read. Fig. 5.5 shows the bias conditions for erase and 

program operations of the 5T-eflash cell [141]. During erase operation, as a Write-Word-

Line (WWL) is selected, a high voltage pulse is applied to M2 with 0V bias to Program-

Word-Line (PWL). Due to high electrical field between M1 and M2, electrons are ejected 

from FG through Fowler-Nordheim (FN) tunneling. During program operation, a high 

voltage pulse is applied to both PWL and WWL boosting the FG node voltage to inject 
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electrons from M3 channel to FG node. Here, half-selected cells sharing the same WWL 

and PWL experiences program disturbance, which leads to unwanted partial 

programming (i.e. Vth shift) in unselected cells due to high WL voltage. In order to 

inhibit this disturbance issue during program operation, we make the channel of half-

selected cells floating by turning off the two selection transistors, which is called self-

boosting scheme. In this way, the floating channel voltage is boosted by high WL voltage 

inducing an insufficient voltage difference between WL and M3 channel for FN tunneling. 

Fig. 5.6 shows the bias condition and timing diagram for read operation. First, BLs are 

pre-charged to the supply level (i.e. 1.2V) and PWL and WWL are set to the read 

reference level (VRD) inducing the channel in the M2. Once the selection transistors (S1, 

S2) are activated, the pre-charged BL levels are discharged at different rates depending on 

the cell data (i.e. programmed or erased cell). Then, voltage sense amplifier compares the 

BL levels to a reference voltage to provide an output signal in logic level. 
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Fig. 5.5  Bias conditions for erase and program operations of the 5T-eflash cell 

[141]. 
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Fig. 5.6  (left) Bias condition and (right) timing diagram during read operation 

[141].  

 

5.3  Design Concept of Eflash-Based Neuromorphic Core  

5.3.1  Prior Art: SRAM-Based Design 

Typically, RBM algorithm includes the weight multiplication along with incoming 

axon signals, which can be described as follows:  iii wxy . Here, xi represents the 

input information to the neuromorphic core, and wi represents the synapse weight. When 

the accumulated output y reaches a predefined threshold, a spike output is generated, 

which is equivalent to the behavior of biological neurons. To mimic this neuron behavior, 

the previous neuromorphic designs utilize SRAM-based crossbar array architecture for 

synapse and digital logic neuron circuits for weight integration, threshold comparison, 

and spike generation.  
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As shown in Fig. 5.7, the pixel information of input images is fed to the core in the 

form of digital sequence (i.e. axon activity in the figure) activating the corresponding 

wordlines. The single-level weights stored in a SRAM column are read in row-by-row 

fashion and integrated by a digital neuron which consists of ASIC-based sub-blocks such 

as multi-bit adder, accumulator, and comparator [138]. However, in this approach, the 

row-by-row access for weight readout and digital logic based neurons require a large 

memory and incur significant power and delay overheads due to the repeated weight 

readout and summation operation for generating spikes.  

   

Fig. 5.7  SRAM-based neuromorphic core design proposed in [138].  

 

5.3.2  Proposed Eflash-Based Design 

In this work, we propose eflash-based neuromorphic core design that can provide a 

highly efficient implementation of the RBM algorithm. We utilize 5T-eflash cells, which 

is introduced in chapter 5.2, to store the synaptic weights in a neuromorphic crossbar 

array. By using this logic-compatible non-volatile memory cells, our neuromorphic core 
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provides unique features such as zero static power and instant on/off operation without 

the need to reload the synaptic weights, which are not provided in conventional SRAM-

based design. Moreover, the eflash cells can store multi-level weights which results in 

better accuracy of the neural network algorithm. Another notable feature of the proposed 

design is that all the neural computing such as weight multiplication, weight integration, 

and spike generation can be performed in a single cycle by activating multiple wordline 

signals (i.e. axons) for a given input pixel data.  

Fig. 5.8 illustrates the design concept of eflash-based neuromorphic core. In most of 

the previous designs, excitatory and inhibitory weights stored in a single bitline are 

integrated by row-by-row access and compared with a pre-defined threshold value using 

large digital logic circuits. On the other hand, our design separately stores excitatory and 

inhibitory weights in a pair of bitlines. A threshold values are also stored in the additional 

eflash cells in the form of weights. The cells for negative threshold value are placed on 

the bitline used for excitatory weights while the cells for positive threshold value are 

placed on the bitline used for inhibitory weights. Simply, this is for a comparison 

between positive weight sum and negative weight sum. Based on this cell arrangement, 

all the selected wordlines are activated together corresponding to the pixel input data, and 

hence the sum of individual currents from all the activated synaptic cells in a column 

flows through a bitline. Therefore, a pair of bitlines for excitatory and inhibitory weights 

generates two currents: excitatory and inhibitory current. The neuron circuit, which 

compares these two currents, decides whether a spike is generated in the neuron. In this 

way, a spike can be generated with a single operation by comparing cell currents from a 
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pair of bitlines without large digital logic circuits. This makes reading operation faster 

than the conventional row-by-row reading schemes by a factor proportional to the 

number of synaptic weights per bitline (e.g. 64 or 128).  
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Fig. 5.8  High throughput eflash-based neuromorphic core design utilizing current 

integration and current comparison for spike generation.  
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5.4  Neuromorphic Core Architecture and Circuit Design 

5.4.1  Overall Architecture and Key Design 

In Fig. 5.9, single core architecture is presented, which features high voltage switch 

(HVS) for wordline driving, neuron sensing circuits for current verification and spike 

generation, and multiple scan chains for data input/output.  
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Fig. 5.9  (left) Overall core architecture featuring logic-compatible high voltage 

switch and neuron sensing circuit and (right) a simplified schematic for a single 

column circuit.  
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Our design uses 4 cores to accommodate 16x16 pixel input and 256 neurons. Based 

on this setting, when a pair of excitatory and inhibitory cells store 5-level weights (e.g. 

0/10/20μA current levels for both excitatory and inhibitory cells), the recognition 

accuracy from software model is expected as 93%. During program and erase operation, 

high wordline voltage around 10V is needed so that critical design point is to implement 

HVS without overstress within logic technology. In this work, we used HVS using multi-

story latches for all transistors to operate within the nominal I/O voltage as presented in 

[140], [141].  
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Fig. 5.10  Eflash output characteristics with different FG node voltages.  
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For current-based neuron operation, we first need to program proper current levels 

into the cells by adjusting the threshold voltage. Based on the output characteristics with 

different FG node voltages in Fig. 5.10, 10uA of saturation current is chosen as unit 

current for multi-level operation while fixing bitline and wordline voltages.  
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Fig. 5.11  Neuron circuit operations during (left) current comparison for spike 

generation and (right) current-verify for weight programming.  

 

In order to draw precise currents according to weight levels even if each time a 

different number of cells are activated, a bitline voltage needs to be maintained during the 

neural sensing operation. Moreover, two currents from excitatory and inhibitory bitlines 

should be compared in a reliable way such as voltage sensing. To meet these 

requirements, our neuron circuit utilizes a load regulation to fix a bitline voltage 

regardless of amount of current drawn in the bitline while sensing the current difference 

between excitatory and inhibitory bitlines for spike generation. As shown in Fig. 5.11, 
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when the multiple wordlines are activated along with given pixel inputs, the 

corresponding cell current drops the bitline voltage and a voltage regulator adjusts a pass-

transistor gate voltage to match the bitline voltage with regulation voltage (VREG). Here, a 

current-to-voltage conversion is achievable in the pass-transistor gate nodes. Since the 

pair of pass-transistor gate node voltages change depending on the bitline currents, those 

node voltages can be indirectly used for current comparison making it possible to use a 

voltage sense amplifier for robust sensing operation. This neuron circuit is also useful 

during current-verify operation. In this case, either of two bitline currents is compared to 

reference current. To provide symmetric reference circuits for two bitlines, 2-cycle verify 

operation is used by controlling transmission gates.  

5.4.2  Neuromorphic Core Operations 

Our neuromorphic core mainly operates in two phases: weight loading and neural 

sensing. The detailed operation sequence is presented in Fig. 5.12. During weight loading 

phase, excitatory and inhibitory weights generated from RBM algorithm are loaded to the 

eflash core. Like typical eflash memory operations, after initial erase operation, program-

verify operations are repeated to reach the target cell current. Here, cell threshold voltage 

is increased until cell current is close to the reference current (i.e. lower level weights are 

encoded with higher threshold voltages). During neural sensing phase, the pixel data of 

test image is fed to the core and activates multiple wordlines, generating spike signals in 

the neuron circuits. In Fig. 5.13, the block diagrams for eflash-based neuromorphic core 

operations are presented. Note that WL_SCAN selects a single wordline during program 

and erase modes like a decoder while it selects multiple wordlines during neural sensing 
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mode. For the test purpose, external verify and neural sensing modes are considered by 

adding a BL_DEC_EXT block. When this external measurement option is on, BL_SCAN 

selects a bitline like a decoder and connects the selected bitline to the external pad, which 

enables current monitoring. 
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Fig. 5.12  Neuromorphic core operation sequences for weight loading and neural 

sensing.  
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Fig. 5.13  Block diagrams for eflash-based neuromorphic core operation modes. (a) 

Erase and Program modes. (b) Internal verify and neural sensing modes. (c) 

External verify and neural sensing modes for test feature.  

 

5.4.3 Simulation Results 

Fig. 5.14 shows the top-level simulation waveforms using 65nm standard CMOS 

process. For a given operation mode, wordline signals are generated boosting FG node. 

During verify and neural sensing mode, the bitline voltages are regulated inducing 

sensing voltages at the pass-gate transistor gate nodes, and then comparison results are 

returned as a spike signal. Fig. 5.15 shows the full chip layout of our eflash-based 

neuromorphic core. 
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Fig. 5.14  Top-level simulation waveforms in 65nm standard CMOS technology.  
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Fig. 5.15  Full chip layout of eflash based neuromorphic core implemented in 65nm 

standard logic process (total size: 1100x600μm
2
).  
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5.4  Chapter Summary 

In this chapter, we propose the eflash-based neuromorphic core, which allows highly 

efficient implementation of RBM algorithm for handwritten digit recognition. The eflash 

cell itself provides multi-level weights, zero static power and instant on/off operation 

without reloading weights, which are unattainable in conventional SRAM-based designs. 

Moreover, our core provides a high throughput operation by programming the excitatory 

and inhibitory weights separately in a pair of bitlines, which enables the weight 

integration with current. Based on this scheme, overall neuron operation can be 

accomplished by current comparison in a single cycle without large digital neuron 

circuits used in previous works. 
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Chapter 6  Conclusion 

 

Aggressive scaling of CMOS technology towards ultimate physical limit is uncertain 

due to unsupportable increases in power density and exponentially growing leakage 

current. These constraints necessitate the search for low-power alternatives to continue 

functional scaling in a post-CMOS era. The spin-based technology, which utilizes 

electron spin direction as the state variable for information processing, has been 

investigated with the promise of low power computing coupled with nonvolatility, 

excellent scalability and non-Boolean architecture.  

In this thesis, we evaluate a system level power and performance of spin-based logic 

and memory technologies taking realistic design considerations into account, in order to 

prove their practical potential beyond what is achievable by a single device alone. 

In chapter 2, we provided a comprehensive analysis on spin-based logic technology 

encompassing all levels of design abstractions such as device, circuit and architectural 

aspects. We chose the ASL as a target device and their system-level power performance 

was evaluated on a hypothetical Intel Core i7 processor. Even with promising advantages 

such as zero static power, lower device count and lower supply voltage, the technical 

barriers such as a large switching current, spin attenuation in the channel, and high 

activity factor need to be resolved for a practical use. We believe fundamental principles 

and methodologies established in this work will help pave the way for rapid realization of 

spin-based logic technology. 
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In chapter 3, we explored the scalability of MTJ technologies to predict the best 

option for future STT-MRAM. A dedicated SPICE MTJ model was developed 

specifically for an extensive scaling analysis. Based on the realistic device dimensions 

and material parameters, we provided the detailed scaling methods and projection 

scenarios down to 7nm, and then compared the key performance metrics such as write 

and read delays. We found that relaxed MTJ width helps continued scaling of switching 

current and i-PMTJ shows a balanced performance in write and read operations compared 

to other technologies such as IMTJ and c-PMTJ. 

In chapter 4, along with standard STT-MRAM, we also explored the feasibility of 

non-traditional MRAMs such as SHE-MRAM for on-chip cache application. Since its 

charge to spin conversion ratio is higher than 100%, it can lower switching current 

significantly without disturbing nonvolatility. We found that this high switching 

efficiency can be utilized to boost read speed without area overhead by simply increasing 

thermal stability. Based on cache-level simulation, our SHE-MRAM achieved a SRAM-

comparable read latency showing a promise for L2 cache memory application. 

In chapter 5, we proposed high-throughput neuromorphic core using a logic-

compatible 5T-eflash as a synapse and the test chip was designed in a 65nm standard 

logic process. By using nonvolatile eflash cells, our core provides multi-level weights, 

zero static power, and instant on/off operation without reloading weights, which were not 

available in previous designs. Our new architecture using current-based weight 

integration and spike decision provides high-speed neuron operation without ASIC-based 

large digital neuron circuits. 
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