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Chapter 1

Introduction

1.1 Background

The physical and chemical properties of the upper portion of Earth’s mantle play a key role in the geophysical, geochemical, and geodynamic processes from the deep portion of the mantle to the crust on the Earth’s surface. Olivine and its high-pressure polymorphs (wadsleyite and ringwoodite) constitute up to $\sim 60\%$ by average volume proportion ranging from the MOHO down to the transition zone (e.g., Jackson, 2000). Olivine is also one of the most widespread silicate minerals with presence ranging from shallow volcanoes on continents and oceans to deepest accessible samples from the mantle. Thus, physical and chemical properties of olivine have been the subjects of a great number of studies since these properties potentially are critical components in the development of plate tectonics, and consequently influence the geophysical, geochemical, and geodynamic phenomena observed on the Earth’s surface.
Olivine is one of the nominally anhydrous minerals (NAMs). A trace amount of water (hydrogen) in olivine has a great effect on its physical and chemical properties, such as viscosity (Chopra and Paterson, 1984; Mackwell et al., 1985; Karato et al., 1986; Hirth and Kohlstedt, 1996; Mei and Kohlstedt, 2000a; Smyth and Frost, 2002), ionic diffusivities (Hier-Majumder et al., 2005; Costa and Chakraborty, 2008; Fei et al., 2012, 2013), electrical conductivity (Karato, 1990; Wang et al., 2006; Yoshino et al., 2006; Poe et al., 2010), and seismic attenuation (Karato, 1995; Karato and Jung, 1998; Aizawa et al., 2008). Small or large scale heterogeneity in water distribution can potentially have a strong effect on those geochemical and geophysical properties. Thus, fundamental knowledge of the incorporation mechanisms of hydrogen and its kinetic properties in olivine is of great importance not only to the understanding of theories for influences of hydrogen on those physical properties but also to the interpretations of measurements from natural samples combined with observations from laboratories.

Theories of water (hydrogen) distribution and water cycle between various layers of the Earth (e.g., Bell and Rossman, 1992, Bercovici and Karato, 2003, Ohtani et al., 2004, and Hirschmann, 2006) have been proposed based on the water contents obtained from minerals in xenoliths or calculated from rheological properties. Features of water distribution and water cycling processes are very important to the understanding of geodynamic processes in the Earth. However, these models for the water cycle are highly dependent on the knowledge of the dependence of water content on thermodynamic conditions and the reaction between volatile, melt, and minerals. Unfortunately, experimental results of these properties have not yet shown good agreement. Thus, water distribution and transport processes in various layers of the Earth remain ambiguous, and need further
To obtain knowledge of water distribution in the Earth, we need to acquire fundamental understanding of the mechanisms of hydrogen incorporation in minerals. One way to study hydrogen incorporation mechanisms in olivine is by investigating the dependence of water solubility on thermodynamic parameters, such as oxygen fugacity, water fugacity (Bai, 1992; Bai and Kohlstedt, 1993), chemical activity (Matveev et al., 2001; Smyth et al., 2006), temperature and pressure (e.g., Kohlstedt et al., 1996, Mosenfelder et al., 2006, and Withers and Hirschmann, 2008). Water solubility for a mineral is the maximum water content that can be associated in the mineral under water-saturated condition. Water solubility depends on chemical compositions ranging from the major constituent ions, such as iron content (Zhao et al., 2004), to trace element compositions, such as Ti, Cr, Ni (e.g., Berry et al., 2007 and Walker et al., 2007). Measurement of dependence of water solubility on these compositional or thermodynamic parameters can help place constraints on the incorporation mechanisms of hydrogen in olivine.

Natural olivine samples from xenoliths often contain melt inclusions and hydrogen concentration gradients resulting from water gain or loss through the ascent process from deep mantle to the surface at eruption. On the one hand, water content in minerals from xenoliths can help estimate the water content at their original locations; on the other hand, it can also help reveal the kinetic properties of host magma providing the time of xenoliths to ascend to Earth’s surface. Previous studies have measured hydrogen diffusion profiles in olivine grains from xenoliths (Demouchy et al., 2006; Peslier and Luhr, 2006; Peslier et al., 2008; Chen et al., 2011, 2013; Denis et al., 2013; Peslier et al., 2015). Interpretation of hydrogen profiles in natural sample requires knowledge of hydrogen
diffusion properties. However, results of the diffusivity of hydrogen ions and associated hydrous defects have exhibited a discrepancy of 2 to 3 orders of magnitude (Mackwell and Kohlstedt, 1990; Kohlstedt and Mackwell, 1998; Padrón-Navarta et al., 2014). Such a difference in hydrogen diffusivity will result in a difference of 2 to 3 orders of magnitude in the time scale associated with the geodynamic processes. Thus, it is critical to have a clear knowledge of hydrogen diffusion properties in olivine to interpret observations from natural samples. Further experimental studies are needed to reconcile the earlier results with such a significant discrepancy.

Silicon diffusivity is another important physical property for understanding the point defect chemistry in olivine. Rates of silicon diffusion play a key role in the rheology of olivine since silicon has the lowest diffusivity among the major component ions of olivine (Buening and Buseck, 1973; Hermeling and Schmalzried, 1984; Gérard and Jaoul, 1989; Ryerson and Durham, 1989; Houlier et al., 1990; Chakraborty, 1997; Dohmen et al., 2002a; Dohmen and Chakraborty, 2007). Thus silicon diffusivity is a critical property for the creep deformation of olivine (e.g., Kohlstedt, 2006). More importantly, silicon ions diffuse through vacancies in olivine, and silicon diffusivity is a good indicator of the concentration of silicon vacancies. Thus, results of silicon diffusivity can help understand the overall point defect chemistry in olivine. However, experimental results of silicon diffusivity exhibit significant difference in terms of the magnitude of silicon diffusivity and the activation energy obtained from each data set. So knowledge of silicon diffusion has not concluded, and it needs further experimental studies to interpret the differences among earlier results.
1.2 Outline of the work presented here

Chapter 2 presents my results on water incorporation mechanisms of olivine with the constraints from the dependence of water solubility of olivine on pyroxene activity at 1473 K from 0.3 GPa to 5 GPa. Models for water incorporation in olivine are proposed based on the dependence of water solubility on water fugacity and pyroxene activity to interpret the experimental observations together with the results from earlier experimental studies under similar conditions.

Chapter 3 is a study of hydrogen diffusion properties using both hydration and dehydration experiments for olivine. The diffusion coefficient is obtained from the diffusion profiles of hydroxyl content associated with individual peak present in IR spectra. We compare the results of hydrogen diffusion with the diffusivity of electron holes and metal vacancies in olivine from earlier studies, and discuss how hydrogen diffusion modifies the point defect chemistry of olivine through hydration and dehydration processes.

Chapter 4 presents the results of silicon diffusivity from silicon self-diffusion experiments. Discrepancy between earlier data sets for silicon diffusivity of olivine in terms of values of diffusivity and activation energy are discussed, and we propose reasons for the different values obtained from other studies. In addition, we discuss indications from the results of silicon diffusivity to the point defect chemistry of olivine under dry condition.

Chapter 5 is a summary of the results and proposes future directions following the work present in this thesis.
[Abstract] Single crystals of Fe-bearing olivine were hydrothermally annealed at 1473 K and 0.3, 3, and 5 GPa with controlled pyroxene activity under water saturated conditions. Pyroxene activity was buffered by the presence of either pyroxene (high $a_{px}$) or periclase (low $a_{px}$), and $f_{O_2}$ was buffered by the presence of mixed powders of Ni and NiO or of Fe and FeO. Buffer powders were identified with x-ray diffraction in the run products. The hydroxyl content, $C_{OH}$, in olivine was measured using infrared spectroscopy. Hydrogen solubility increases with increasing $a_{px}$ at low pressure, 0.3 GPa, but decrease with increasing $a_{px}$ at higher pressures of 3 and 5 GPa. Combined with published results on water solubility with different $a_{px}$ buffers, our results yield a power law dependence of hydrogen concentration on water fugacity, $C_{OH} \propto f_{H_2O}^\alpha$, with an exponent of
\( r_{px} = 1.0 \pm 0.1 \) and an activation volume \( \Delta V_{px} = (12 \pm 1) \times 10^{-6} \text{ m}^3/\text{mol} \) for samples buffered with pyroxene; and a water fugacity exponent \( r_{pc} = 1.8 \pm 0.5 \) and \( \Delta V_{pc} = (25 \pm 8) \times 10^{-6} \text{ m}^3/\text{mol} \) for those buffered with periclase at 3 to 8 GPa. Together with the dependence on \( a_{px} \), these parameters indicate that hydrogen associated with vacant metal sites is the dominant mechanism of water incorporation in olivine buffered with pyroxene, while a different incorporation mechanism, such as hydrogen associated with vacant silicon sites, competes with proton-metal vacancy defect associate in the case of samples buffered with periclase at 3 to 8 GPa. Thus, these factors need to be taken into account to evaluate the hydrogen solubility and incorporation mechanisms in Fe-bearing olivine in order to study the water weakening effect observed for olivine.

### 2.1 Introduction

Olivine and its high-pressure polymorphs, wadsleyite and ringwoodite, are the most abundant minerals in Earth’s upper mantle and transition zone. Their physical properties are thus important to understanding of large-scale geodynamic processes. Trace amounts of water (hydrogen) in these nominally anhydrous minerals (NAMs) greatly alter their physical properties. For olivine, previous experimental studies investigated the influences of water on viscosity \((Chopra and Paterson, 1984; Mackwell et al., 1985; Karato et al., 1986; Mei and Kohlstedt, 2000a; Karato and Jung, 2003)\), ionic diffusivities \((Hier-Majumder et al., 2005; Costa and Chakraborty, 2008; Fei et al., 2012)\), and electrical conductivity \((Karato, 1990; Wang et al., 2006; Yoshino et al., 2006; Poe et al., 2010)\).
Thus, it is critical to have a clear understanding of the mechanisms of the incorporation of water in NAMs. The mechanism(s) by which water affects concentrations of point defects on the constituent-ion (Me, Si and O) sites and thus influences physical properties remains controversial. In particular, there has been an extended discussion concerning the relative roles of silicon vacancies and metal vacancies as the dominant defects with which hydrogen is associated in Fe-bearing olivine. Clues of the mechanisms can be drawn from the dependencies of water solubility on thermodynamic parameters including water fugacity, pyroxene activity, pressure and temperature. In the literature, the effect of pyroxene activity has been investigated by hydrothermally annealing either natural or synthetic crystals of olivine and forsterite over a limited range of pressure (Matveev et al., 2001; Lemaire et al., 2004; Smyth et al., 2006). To help place constraints on the mechanism of incorporation of hydrogen in olivine, we have investigated water solubility by hydrothermally annealing olivine single crystals buffered at two different pyroxene activities at pressures from 0.3 to 5 GPa.

2.2 Water solubility experiments

Hydrothermal annealing experiments were performed at a confining pressure, $P$, of 0.3 GPa in a gas-medium apparatus and at 3 to 8 GPa in a multi-anvil solid-medium apparatus. For all experiments, gem quality single crystals of San Carlos olivine that were free of apparent flaws were oriented using Laue back-reflection x-ray diffraction.

The chemical composition of the crystals, measured with an electron microprobe, is listed in
Table 2.1: Chemical composition of San Carlos olivine single crystals in wt.%. 

<table>
<thead>
<tr>
<th>Crystal #</th>
<th>Al₂O₃</th>
<th>TiO₂</th>
<th>SiO₂</th>
<th>NiO</th>
<th>FeO</th>
<th>MgO</th>
<th>CaO</th>
<th>MnO</th>
<th>Cr₂O₃</th>
<th>Mg#</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
<td>0.00</td>
<td>39.98</td>
<td>0.30</td>
<td>10.44</td>
<td>48.99</td>
<td>0.13</td>
<td>0.14</td>
<td>0.01</td>
<td>91.3</td>
</tr>
<tr>
<td>2</td>
<td>0.02</td>
<td>0.02</td>
<td>40.39</td>
<td>0.34</td>
<td>10.88</td>
<td>48.15</td>
<td>0.05</td>
<td>0.13</td>
<td>0.01</td>
<td>88.9</td>
</tr>
<tr>
<td>3</td>
<td>0.02</td>
<td>0.02</td>
<td>40.80</td>
<td>0.36</td>
<td>8.79</td>
<td>49.79</td>
<td>0.07</td>
<td>0.10</td>
<td>0.04</td>
<td>91.0</td>
</tr>
<tr>
<td>4</td>
<td>0.01</td>
<td>0.01</td>
<td>40.36</td>
<td>0.33</td>
<td>10.58</td>
<td>48.51</td>
<td>0.06</td>
<td>0.12</td>
<td>0.01</td>
<td>89.6</td>
</tr>
</tbody>
</table>

Table 2.1.

Figure 2.1: Experimental assembly for gas-medium apparatus.

For experiments at $P = 0.3$ GPa, crystals were cut along the [100], [010] and [001] crystallographic directions with dimensions $x_a \approx 2$ mm, $x_b \approx 1.5$ mm, and $x_c \approx 1$ mm. The [001] direction dimension was set with the smallest length to minimize the duration of hydrothermal experiment since hydrogen diffuses fastest along that direction (Kohlstedt and Mackwell, 1998). Crystals were cold-pressed with mixtures of talc plus brucite powders and 0.08 g of distilled water.
into a metal capsule with a wall thickness of 2 mm, an inner diameter of 7.5 mm, and a length of 15 mm, as illustrated in Figure 2.1. The ratio of talc to brucite was set to either 2:1 or 1:1 by weight, producing forsterite plus pyroxene, px, or forsterite plus periclase, pc, which fixes pyroxene activity at $a_{px} = 1$ or $a_{pc} = 1$. To calculate $a_{px}$ in the case of samples buffered with periclase ($a_{pc} = 1$), we used the Gibbs free energy of formation of iron-bearing olivine (Fo$_{93}$) from Mg-Fe oxide and enstatite, -25.7 kJ/mol (Hobbs, 1983), and obtained $a_{px} \approx 0.14$ at 1600 K and room pressure. Oxygen fugacity was controlled at Ni/NiO or Fe/FeO by using either nickel or iron as the capsule material. Each metal capsule was sealed by laser welding; the quality of the weld seam was checked by monitoring any weight lost associated with keeping the capsules in a vacuum oven at 393 K for half an hour. To finish the assembly, the sealed capsule was positioned between a-lumina spacers and zirconia pistons, and this assembly was inserted into an iron jacket. For each hydrothermal annealing experiments, temperature and pressure were increased synchronously to 0.3 GPa and 1473 K. The length of annealing process was fixed at 5 h based on reported values of hydrogen diffusivity (Kohlstedt and Mackwell, 1998), in order to saturate the single crystals. Samples were cooled by turning off the power to the furnace, which decreased the temperature to 773 K in about one minute. Capsules were pierced with a drill to test for the presence of free water as proof of a sufficient water supply to provide a water-saturated environment. Buffer powders and single crystals were retrieved for further analyses.

For hydrothermal annealing experiments at higher pressures of 3, 5 and 8 GPa, a multi-anvil solid-medium apparatus was used. For these experiments, cylinders were cored from San Carlos olivine single crystals along [010] with a diameter of 1.5 mm from which discs were cut with
thicknesses of 0.5 to 1 mm. Each single crystal disc was packed into a platinum capsule with the pyroxene activity buffer, 0.002 g of distilled water, nickel foil, and an oxygen fugacity buffer of Ni/NiO powder mixture, as shown in Figure 2.2. The pyroxene activity buffer was chosen from among mixtures of fine ground, natural orthopyroxene and gold powders, mixtures of brucite and gold powders, or periclase powder; the presence of gold mechanically softens the medium. Each platinum capsule was sealed by arc welding with the capsule mounted in a water-cooled vice. Capsule weight was recorded both before and after the welding process to guarantee that free water did not evaporate during the process. After the pressure reached a stable target level for at least 1 h, the sample was heated to 1473 K. After 5 h, temperature was decreased at a rate of 60 K/min to 773 K before cooling to room temperature by turning off the power to furnace. Pressure typically was ramped down overnight to minimize formation of cracks in the crystals. Capsules were drilled open to check for free water as evidence of a water-saturated environment, and the presence of
green NiO powder plus the nickel foil provided evidence that the oxygen fugacity was buffered at Ni/NiO.

Intact rectangular blocks of the single crystal, retrieved from the experiments at 0.3 GPa, were polished on both (010) surfaces with diamond lapping film down to 0.5 \( \mu \text{m} \) size. The orientation uncertainty is within 2° after polishing. Samples from experiments at higher pressures, retrieved without removing the platinum capsule to minimize cracking, were polished using the procedure described above for samples from the experiments at 0.3 GPa. An optical micrograph of one sample is shown in Figure 2.3. All samples were kept in acetone overnight to dissolve any remaining crystal bond that was applied during the polishing processes and then dried in a vacuum oven at \( \sim 373 \text{ K} \) for >1 h to eliminate any moisture on either surface or in cracks before infrared analysis.

### 2.3 Analytical methods

#### 2.3.1 Fourier transform infrared spectroscopy

A Fourier transform infrared (FTIR) spectrometer equipped with a Nic-Plan IR microscope and a KBr beam splitter was used to analyze the hydrogen content in olivine single crystals. An unpolarized beam in transmittance mode was used with an aperture from 50 \( \times \) 50 to 150 \( \times \) 150 \( \mu \text{m}^2 \). The detector was set to 128 scans per spectrum with a resolution of 2 cm\(^{-1}\). The spectrometer was equipped with an enclosed sample chamber with flowing dry air. Profile measurements were collected along the sample diameter to check the homogeneity of the hydrogen distribution, another indicator of a water-saturated environment. A smooth spline was fit to each IR spectrum in regions
away from OH-stretching bands as baseline and subtracted from original spectrum. Absorption coefficient was obtained by normalizing absorption to a thickness of 1 cm. To compare with the published results, hydroxyl content was calculated using the calibration of Paterson (1982) for each sample

$$C_{\text{OH}} = \frac{B_i}{150\zeta} \int \frac{H(\nu)}{(3780 - \nu)} d\nu,$$  \hspace{1cm} (2.1)

where $C_{\text{OH}}$ is hydroxyl concentration in H/10⁶Si, $B_i$ is the unit cell volume ($4.39 \times 10^4$ H/10⁶Si was used based on published data), $\zeta$ is the orientation factor (a value of 1/2 was used for unpolarized radiation (Mackwell and Kohlstedt, 1990)), $\nu$ is the wavenumber and $H(\nu)$ is the absorption coefficient. The reported water solubility of a sample is the average of a series of measurements made along a sample diameter, multiplied by a factor of 3.5 (Bell et al., 2003) for comparison with other water content measurement techniques.

Hydroxyl content was also calculated by integrating the area in cm² for the region from 3650 to 3000 cm⁻¹ in the IR spectra. Individual peaks with specific wavenumbers were fitted with a Gaussian distribution function. We quantified the hydroxyl content associated with each peak as the integrated area of a Gaussian curve in cm² in order to determine the intensity of each peak and compare their relative contributions to the overall hydrogen content in the samples.

### 2.3.2 X-ray diffraction

Buffer powders from the experiments at 0.3 GPa were identified with x-ray diffraction. Characteristic peaks for pyroxene or periclase were confirmed so as to guarantee their presence as the pyroxene activity buffer, which is the product from the reaction between talc and brucite.
2.3.3 Water fugacity calculation

In a chemical system with an oxygen fugacity buffer and a pyroxene activity buffer, water fugacity, $f_{\text{H}_2\text{O}}$, is a function of oxygen fugacity, $f_{\text{O}_2}$, as well as of pressure and temperature. From the reaction of water formation (Equation 2.2), Mackwell and Kohlstedt (1990) obtained the solutions for hydrogen fugacity, $f_{\text{H}_2}$, and water fugacity shown in Equation 2.4 and 2.5 since $f_{\text{O}_2} \ll f_{\text{H}_2}$ and $f_{\text{H}_2\text{O}}$

$$\frac{f_{\text{H}_2\text{O}}}{f_{\text{O}_2}^{1/2} f_{\text{H}_2}} = K_{\text{H}_2\text{O}}, \quad (2.2)$$

$$P = P_{\text{H}_2\text{O}} + P_{\text{H}_2} + P_{\text{O}_2} \approx P_{\text{H}_2\text{O}} + P_{\text{H}_2} = \frac{f_{\text{H}_2\text{O}}}{\gamma_{\text{H}_2\text{O}}} + \frac{f_{\text{H}_2}}{\gamma_{\text{H}_2}}, \quad (2.3)$$

$$f_{\text{H}_2} \approx \frac{P \gamma_{\text{H}_2\text{O}} \gamma_{\text{H}_2}}{\gamma_{\text{H}_2\text{O}} + \gamma_{\text{H}_2} K_{\text{H}_2\text{O}} f_{\text{O}_2}^{1/2}}, \quad (2.4)$$

$$f_{\text{H}_2\text{O}} \approx \frac{P \gamma_{\text{H}_2\text{O}} \gamma_{\text{H}_2} K_{\text{H}_2\text{O}} f_{\text{O}_2}^{1/2}}{\gamma_{\text{H}_2\text{O}} + \gamma_{\text{H}_2} K_{\text{H}_2\text{O}} f_{\text{O}_2}^{1/2}}, \quad (2.5)$$

where $K_{\text{H}_2\text{O}}$ is the equilibrium constant of the formation reaction of water; $\gamma_{\text{H}_2}$, $\gamma_{\text{H}_2\text{O}}$, and $\gamma_{\text{O}_2}$ are hydrogen, water and oxygen fugacity coefficients; $P$ is pressure. As expressed in Equation 2.5, water fugacity is a function of $f_{\text{O}_2}$, $\gamma_{\text{H}_2}$, $\gamma_{\text{H}_2\text{O}}$, $\gamma_{\text{O}_2}$, and $K_{\text{H}_2\text{O}}$, which are also functions of temperature and pressure. Unfortunately, there are no reported explicit thermal parameters at the conditions of this study. If we extrapolate the values of $\gamma_{\text{H}_2}$, $\gamma_{\text{H}_2\text{O}}$, and $K_{\text{H}_2\text{O}}$ from Shaw and Wones (1964), Tödheide (1972), and Robie et al. (1978), respectively, we can calculate water fugacity for the cases of samples buffered with Ni/NiO and Fe/FeO. Values of water fugacity at 1473 K and 0.3 GPa for these two cases are 302 MPa and 190 MPa, respectively, different by a factor of $\sim 1.5$.

Alternatively, with equation of state for water (Pitzer and Sterner, 1994), a water fugacity of
325 MPa is obtained at the same temperature and pressure condition regardless of oxygen fugacity (e.g., Ni/NiO vs Fe/FeO). In this study, we calculated water fugacity using the equation of state for water (Pitzer and Sterner, 1994). However, we should keep in mind that in a system with controlled oxygen fugacity and pyroxene activity, water fugacity differs from that of a pure water system.

### 2.4 Water solubility results

Hydroxyl contents were determined for ten samples hydrothermally annealed at 0.3 GPa with $f_{O_2}$ buffered by Ni/NiO or Fe/FeO and $a_{px}$ buffered by either magnesium oxide or pyroxene. The results are summarized in Table 2.2. In addition, hydroxyl contents were determined for thirteen samples hydrothermally annealed at 3 to 8 GPa with $f_{O_2}$ buffered by Ni/NiO and $a_{px}$ buffered by either magnesium oxide or orthopyroxene. The results are summarized in Table 2.3.

At 0.3 GPa, the absorption peaks in the IR spectrum from samples buffered by pyroxene have higher amplitudes than those from samples buffered by periclase for both $f_{O_2}$ buffers, as shown in Figures 2.4 and 2.5. In the case with $f_{O_2}$ fixed at Ni/NiO, the hydroxyl content in samples buffered with pyroxene is 750 to 800 H/10$^6$Si, while the hydroxyl content of samples buffered with periclase is 350 to 400 H/10$^6$Si. With $f_{O_2}$ fixed at Fe/FeO, the hydroxyl content is smaller than if $f_{O_2}$ is fixed at Ni/NiO, both for samples buffered with pyroxene, $\sim$ 300H/10$^6$Si, and for those buffered with periclase, $\sim$180H/10$^6$Si.
Table 2.2: Water solubility of the samples hydrothermally annealed at 0.3 GPa and 1473 K for 5 h. Pyroxene activity was buffered with either pyroxene, px, or periclase, pc. ∗: Hydroxyl content calculated with the Paterson (1982) calibration and magnified by a factor of 3.5 (Bell et al., 2003). ∗∗: Hydroxyl content calculated as the integrated area under each spectrum. Values in the columns labeled with wavenumber are the integrated area of each peak in cm$^{-2}$ as a proxy of hydroxyl content.

<table>
<thead>
<tr>
<th>Run</th>
<th>$f_O_2$</th>
<th>$a_{px}$</th>
<th>$C_{OH}^*$</th>
<th>$C_{OH}^{**}$</th>
<th>$C_{OH}^{3572}$</th>
<th>$C_{OH}^{3566}$</th>
<th>$C_{OH}^{3543}$</th>
<th>$C_{OH}^{3525}$</th>
<th>$C_{OH}^{3485}$</th>
<th>$C_{OH}^{3355}$</th>
<th>$C_{OH}^{3329}$</th>
<th>$C_{OH}^{3225}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI-1676a</td>
<td>Ni/NiO</td>
<td>px</td>
<td>7.5 × 10^2</td>
<td>7.3 × 10^1</td>
<td>7.5</td>
<td>14.3</td>
<td>1.4</td>
<td>20.0</td>
<td>4.5</td>
<td>8.8</td>
<td>11.2</td>
<td>7.4</td>
</tr>
<tr>
<td>PI-1676</td>
<td>Ni/NiO</td>
<td>px</td>
<td>7.7 × 10^2</td>
<td>8.2 × 10^1</td>
<td>7.7</td>
<td>14.7</td>
<td>1.4</td>
<td>20.5</td>
<td>4.6</td>
<td>9.1</td>
<td>11.5</td>
<td>7.6</td>
</tr>
<tr>
<td>PI-1712</td>
<td>Ni/NiO</td>
<td>px</td>
<td>8.0 × 10^2</td>
<td>9.4 × 10^1</td>
<td>8.0</td>
<td>15.2</td>
<td>1.5</td>
<td>21.3</td>
<td>4.8</td>
<td>9.4</td>
<td>11.9</td>
<td>7.9</td>
</tr>
<tr>
<td>PI-1674a</td>
<td>Ni/NiO</td>
<td>pc</td>
<td>3.8 × 10^2</td>
<td>4.0 × 10^1</td>
<td>5.3</td>
<td>6.4</td>
<td>1.1</td>
<td>9.0</td>
<td>2.8</td>
<td>0.5</td>
<td>0.5</td>
<td>7.2</td>
</tr>
<tr>
<td>PI-1674</td>
<td>Ni/NiO</td>
<td>pc</td>
<td>4.0 × 10^2</td>
<td>4.3 × 10^1</td>
<td>5.5</td>
<td>6.8</td>
<td>1.1</td>
<td>9.4</td>
<td>3.0</td>
<td>0.6</td>
<td>0.5</td>
<td>7.6</td>
</tr>
<tr>
<td>PI-1715</td>
<td>Ni/NiO</td>
<td>pc</td>
<td>3.5 × 10^2</td>
<td>3.8 × 10^1</td>
<td>4.8</td>
<td>5.9</td>
<td>1.0</td>
<td>8.3</td>
<td>2.6</td>
<td>0.5</td>
<td>0.5</td>
<td>6.3</td>
</tr>
<tr>
<td>PI-1680</td>
<td>Fe/FeO</td>
<td>px</td>
<td>3.1 × 10^2</td>
<td>2.8 × 10^1</td>
<td>5.9</td>
<td>4.3</td>
<td>0.3</td>
<td>7.0</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PI-1708</td>
<td>Fe/FeO</td>
<td>px</td>
<td>2.8 × 10^2</td>
<td>2.5 × 10^1</td>
<td>5.3</td>
<td>3.9</td>
<td>0.3</td>
<td>6.3</td>
<td>2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PI-1691</td>
<td>Fe/FeO</td>
<td>pc</td>
<td>2.1 × 10^2</td>
<td>1.6 × 10^1</td>
<td>3.2</td>
<td>2.1</td>
<td>0.1</td>
<td>2.5</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PI-1706</td>
<td>Fe/FeO</td>
<td>pc</td>
<td>1.6 × 10^2</td>
<td>1.4 × 10^1</td>
<td>2.4</td>
<td>1.6</td>
<td>0.1</td>
<td>1.9</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* a: sample wrapped with nickel foil and natural orthopyroxene and not in direct contact with talc and brucite buffer powders.
Figure 2.4: Unpolarized FTIR spectra from samples hydrothermally annealed at 0.3 GPa, 1473 K and buffered by either pyroxene (PI-1712) or periclase (PI-1715). Oxygen fugacity was buffered with Ni/NiO.

For both pyroxene and periclase buffered samples, the largest peaks are located at the wavenumbers of 3566 and 3525 cm\(^{-1}\) (see Table 2.2). For pyroxene buffered samples at the higher \(f_{O_2}\), significant peaks also occur at 3355 and 3329 cm\(^{-1}\), as shown in Figure 2.4; for periclase buffered samples, these peaks are absent. In the case with \(f_{O_2}\) fixed at Fe/FeO, peaks at 3355 and 3329 cm\(^{-1}\) are absent in both spectra, as shown in Figure 2.5. The hydrogen concentration in samples buffered with pyroxene is larger than those buffered with periclase.
Figure 2.5: Unpolarized FTIR spectra from samples hydrothermally annealed at 0.3 GPa, 1473 K and buffered by either pyroxene (PI-1708) or periclase (PI-1706). Oxygen fugacity was buffered with Fe/FeO.

At higher pressures, 3 and 5 GPa, the dependence of hydrogen concentration on pyroxene activity differs from the case at 0.3 GPa. Samples buffered with periclase exhibit higher hydroxyl contents than samples buffered with pyroxene, as illustrated in Figure 2.6 and 2.7.
Table 2.3: Water solubility of the samples hydrothermally annealed at 3, 5 and 8 GPa, 1473 K for 5 hours. Pyroxene activity was buffered with either pyroxene, px, or periclase, pc. Oxygen fugacity was buffered with Ni/NiO. ∗: Hydroxyl content calculated with Paterson (1982) calibration and magnified by a factor of 3.5 (Bell et al., 2003). ∗∗: Hydroxyl content calculated as the integrated area under each spectrum. Values in the columns labeled with wavenumber are the integrated area of each peak in cm$^{-2}$ as a proxy of hydroxyl content.

<table>
<thead>
<tr>
<th>Run #</th>
<th>P (GPa)</th>
<th>$a_{px}$</th>
<th>H$_2$O present</th>
<th>$C_2^{OH}$ (H/10$^6$Si)</th>
<th>$C_2^*^{OH}$ (cm$^2$)</th>
<th>$C_{3612}^{OH}$ (cm$^2$)</th>
<th>$C_{3598}^{OH}$ (cm$^2$)</th>
<th>$C_{3572}^{OH}$ (cm$^2$)</th>
<th>$C_{3566}^{OH}$ (cm$^2$)</th>
<th>$C_{3550}^{OH}$ (cm$^2$)</th>
<th>$C_{3525}^{OH}$ (cm$^2$)</th>
<th>$C_{3511}^{OH}$ (cm$^2$)</th>
<th>$C_{35485}^{OH}$ (cm$^2$)</th>
<th>$C_{35329}^{OH}$ (cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M647</td>
<td>3 px</td>
<td>×</td>
<td>1.4 × 10$^3$</td>
<td>2.0 × 10$^2$</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>1</td>
<td>23</td>
<td>45</td>
<td>20</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>M666</td>
<td>3 px</td>
<td>√</td>
<td>1.6 × 10$^3$</td>
<td>2.1 × 10$^2$</td>
<td>9</td>
<td>7</td>
<td>16</td>
<td>22</td>
<td>19</td>
<td>16</td>
<td>22</td>
<td>15</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>M708</td>
<td>3 px</td>
<td>√</td>
<td>1.9 × 10$^3$</td>
<td>2.6 × 10$^2$</td>
<td>6</td>
<td>8</td>
<td>12</td>
<td>24</td>
<td>38</td>
<td>23</td>
<td>25</td>
<td>23</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td>M713</td>
<td>3 px</td>
<td>√</td>
<td>2.2 × 10$^3$</td>
<td>3.1 × 10$^2$</td>
<td>7</td>
<td>9</td>
<td>14</td>
<td>27</td>
<td>44</td>
<td>27</td>
<td>28</td>
<td>27</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>M648</td>
<td>3 pc</td>
<td>×</td>
<td>1.6 × 10$^4$</td>
<td>1.5 × 10$^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M709</td>
<td>3 pc</td>
<td>√</td>
<td>2.6 × 10$^4$</td>
<td>2.6 × 10$^3$</td>
<td>463</td>
<td>183</td>
<td>979</td>
<td>113</td>
<td>323</td>
<td>251</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M671</td>
<td>3 pc</td>
<td>√</td>
<td>1.6 × 10$^4$</td>
<td>1.7 × 10$^3$</td>
<td>256</td>
<td>92</td>
<td>565</td>
<td>197</td>
<td>149</td>
<td>178</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M712</td>
<td>3 pc</td>
<td>√</td>
<td>3.1 × 10$^4$</td>
<td>3.1 × 10$^3$</td>
<td>473</td>
<td>143</td>
<td>1219</td>
<td>115</td>
<td>502</td>
<td>357</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M670</td>
<td>5 px</td>
<td>√</td>
<td>4.0 × 10$^3$</td>
<td>4.5 × 10$^2$</td>
<td>63</td>
<td>40</td>
<td>60</td>
<td>24</td>
<td>43</td>
<td>54</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M682</td>
<td>5 px</td>
<td>√</td>
<td>4.4 × 10$^3$</td>
<td>5.1 × 10$^2$</td>
<td>69</td>
<td>43</td>
<td>60</td>
<td>27</td>
<td>48</td>
<td>59</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M625</td>
<td>5 pc</td>
<td>√</td>
<td>1.1 × 10$^4$</td>
<td>1.2 × 10$^3$</td>
<td>226</td>
<td>229</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M650</td>
<td>5 pc</td>
<td>√</td>
<td>1.1 × 10$^4$</td>
<td>1.2 × 10$^3$</td>
<td>145</td>
<td>156</td>
<td>374</td>
<td>120</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M704</td>
<td>8 px</td>
<td>×</td>
<td>1.7 × 10$^3$</td>
<td>4.5 × 10$^2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
At 3 GPa, for samples buffered with pyroxene, the heights of the peaks at 3566 and 3525 cm\(^{-1}\) are similar to those of the peaks at 3355 and 3329 cm\(^{-1}\). The latter group of peaks is absent in IR spectra from samples buffered with periclase, and the peaks of highest hydroxyl content are located at the wavenumbers of 3612, 3572 and 3550 cm\(^{-1}\), as shown in Figure 2.6.

At 5 GPa, for samples buffered with pyroxene as well as samples buffered with periclase, the largest peaks are located at 3612, 3598, 3572, 3566, and 3550 cm\(^{-1}\). For pyroxene buffered
Figure 2.7: Unpolarized FTIR spectra from samples hydrothermally annealed at 5 GPa, 1473 K and buffered with either pyroxene (M670) or periclase (M650). Oxygen fugacity was fixed by Ni/NiO.

samples, similar to the observation of 0.3 GPa, smaller peaks at 3355 and 3329 cm$^{-1}$ are again clearly present; for periclase buffered samples, these peaks are absent, as shown in Figure 2.7.

As illustrated in Figure 2.8, at pressures of 3 and 5 GPa, for samples buffered with pyroxene, water solubility increases with increasing pressure. However, as shown in Figure 2.9, for samples buffered with periclase, water solubility is higher at 3 GPa than that at 5 GPa.
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Figure 2.8: Water solubility of olivine buffered with pyroxene versus pressure. All referenced data were normalized to 1473 K and $X_{Fa} = 0.1$ using equation 7(b) of Zhao et al. (2004). Stars are data from this study for the samples buffered with pyroxene and the circle, diamond, up-pointing triangle, down-pointing triangle, and square are data from Kohlstedt et al. (1996), Mosenfelder et al. (2006), Withers and Hirschmann (2008), Withers et al. (2011), and Gaetani et al. (2014), respectively.

2.5 Discussion

Water solubility (hydroxyl content) of olivine depends on various thermodynamic parameters. Here we expand this relationship by including the pyroxene activity in the expression from (Zhao et al.,
2004) to obtain the following equation:

$$C_{OH} = A f_{H_2O}^{r} f_{O_2}^{m} a_{px}^{q} \exp \left( \frac{\alpha X_{Fa}}{RT} \right) \exp \left( -\frac{\Delta E^{\circ} + P \Delta V^{\circ}}{RT} \right),$$

(2.6)

where $a_{px}$ is the pyroxene activity and $X_{Fa}$ is the iron content; $\Delta E^{\circ}$ and $\Delta V^{\circ}$ are the changes of internal energy and molar volume due to the incorporation of H in olivine; $r$, $m$, and $q$ are the exponents of water and oxygen fugacity and pyroxene activity. The dependencies on these parameters (values of the exponents) provide constraints on the mechanism(s) by which hydrogen...
is incorporated in olivine.

Hydrogen ions associated with the defects on metal sites can be described by reactions such as

$$
H_2O(fl) + 2O_{Me}^\times + \text{MeMe} + \text{MeSiO}_3 \iff \{2(OH)_{O}^\bullet - V_{Me}^{\parallel/\parallel}\}^\times + \text{Me}_2\text{SiO}_4 \quad \text{(srg),} \quad (2.7)
$$
or

$$
H_2O(fl) + 2O_{Me}^\times + \text{MeMe} + \text{MeSiO}_3 \iff \{(OH)_{O}^\bullet - V_{Me}^{\parallel/\parallel}\}^\prime + (OH)_{O}^\bullet + \text{Me}_2\text{SiO}_4 \quad \text{(srg),} \quad (2.8)
$$

where fl means in the fluid phase, and srg means site of repeatable growth. By applying the law of mass action to the point defect reaction in Equation 2.7, we obtain

$$
[\{2(OH)_{O}^\bullet - V_{Me}^{\parallel/\parallel}\}^\times] \propto f_0^{O_2} f_0^{H_2O} a_{pz}^{1}. \quad (2.9)
$$

and for Equation 2.8, with charge neutrality governed by $[\{(OH)_{O}^\bullet - V_{Me}^{\parallel/\parallel}\}] = [\{(OH)_{O}^\bullet - V_{Me}^{\parallel/\parallel}\}^\prime]$, we obtain

$$
[\{(OH)_{O}^\bullet - V_{Me}^{\parallel/\parallel}\}^\prime] \propto f_0^{O_2} f_0^{H_2O} a_{pz}^{1}. \quad (2.10)
$$

An example of hydrogen ions associated with Si vacancies can be described by the reaction

$$
2H_2O(fl) + \text{SiSi}^\times + 4O_{Si}^\times + \text{Me}_2\text{SiO}_4 \iff \{4(OH)_{O}^\bullet - V_{Si}^{\parallel/\parallel/\parallel}\}^\times + 2\text{MeSiO}_3 \quad \text{(srg).} \quad (2.11)
$$

Again, by applying the law of mass action, the concentration of defect associates is

$$
[\{4(OH)_{O}^\bullet - V_{Si}^{\parallel/\parallel/\parallel}\}^\times] \propto f_0^{O_2} f_0^{H_2O} a_{pz}^{2}. \quad (2.12)
$$

A more complete summary of the dependencies of hydrogen concentration on each parameter for a certain mechanism is presented in Table 2.4. As shown in Equation 2.9, 2.10 and 2.12,
the concentration of hydrogen ions associated with metal vacancies (e.g., \(\{2(\text{OH})^\bullet - V^\text{Me}\}_x\)) increases linearly with increasing water fugacity and concentration of hydrogen ions associated with silicon vacancy (e.g., \(\{4(\text{OH})^\bullet - V^\text{Si}\}_x\)) increases with increasing water fugacity to the power of two. We can also notice that these two defect associates have different dependencies on pyroxene activity; the concentration of hydrogen ions associated with metal vacancies increases with increasing pyroxene activity, while the concentration of hydrogen ions associated with silicon vacancies decreases with increasing pyroxene activity.
Table 2.4: Possible charge neutrality conditions; intrinsic and water-derived point defects dependencies on thermodynamic parameters of concentrations in olivine under dry and wet conditions. The numbers in each cell are $m$, $r$, $q$ and $p$, respectively, where $[\text{defect}] \propto f_{O_2}^{m} f_{H_2O}^{r} a_{px}^{q}$. For all charge neutrality conditions, $[[2(OH)_O - V_{Me}^{//}]] \propto f_{H_2O}^{1} a_{px}^{1}$ and $[[4(OH)_O - V_{Si}^{///}]] \propto f_{H_2O}^{2} a_{px}^{2}$.

<table>
<thead>
<tr>
<th>Charge Neutrality</th>
<th>$[\text{Fe}_{Me}^{•}]$</th>
<th>$[V_{Me}^{//}]$</th>
<th>$[(OH)_O^•]$</th>
<th>$[[((OH)<em>O^• - V</em>{Me}^{//})]]$</th>
<th>$[[3(OH)<em>O^• - V</em>{Si}^{///})]]$</th>
<th>$[\text{Fe}_{Si}^/]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\text{Fe}<em>{Me}^{•}] = 2[V</em>{Me}^{//}]$</td>
<td>$\frac{1}{6} \ 0 \ \frac{1}{3} \ \frac{2}{3}$</td>
<td>$\frac{1}{6} \ 0 \ \frac{1}{2} \ \frac{2}{3}$</td>
<td>$\frac{1}{12} \ \frac{1}{2} \ \frac{1}{3} \ \frac{1}{3}$</td>
<td>$\frac{1}{12} \ \frac{1}{2} \ \frac{2}{3} \ \frac{1}{3}$</td>
<td>$\frac{1}{12} \ \frac{3}{2} \ \frac{7}{3} \ \frac{1}{3}$</td>
<td>$\frac{1}{3} \ 0 \ \frac{10}{3} \ \frac{4}{3}$</td>
</tr>
<tr>
<td>$[(OH)<em>O^•] = 2[V</em>{Me}^{//}]$</td>
<td>$\frac{1}{4} \ -\frac{1}{6} \ \frac{1}{3}$</td>
<td>$0 \ \frac{1}{3} \ \frac{1}{3} \ 0$</td>
<td>$0 \ \frac{1}{3} \ \frac{1}{3} \ 0$</td>
<td>$0 \ \frac{2}{3} \ \frac{2}{3} \ 0$</td>
<td>$0 \ \frac{5}{3} \ \frac{7}{3} \ 0$</td>
<td>$\frac{1}{4} \ \frac{1}{6} \ \frac{10}{3} \ 1$</td>
</tr>
<tr>
<td>$[\text{Fe}_{Me}^{•}] = [{(OH)<em>O^• - V</em>{Me}^{//})]]$</td>
<td>$\frac{1}{8} \ \frac{1}{4} \ \frac{1}{2} \ \frac{1}{2}$</td>
<td>$\frac{1}{4} \ -\frac{1}{2} \ \frac{1}{2}$</td>
<td>$\frac{3}{8} \ \frac{3}{4} \ \frac{1}{4} \ \frac{1}{2}$</td>
<td>$\frac{1}{8} \ \frac{1}{4} \ \frac{1}{2} \ \frac{1}{2}$</td>
<td>$\frac{1}{8} \ \frac{1}{4} \ \frac{1}{2} \ \frac{1}{2}$</td>
<td>$\frac{3}{8} \ -\frac{1}{4} \ \frac{7}{2} \ \frac{3}{2}$</td>
</tr>
<tr>
<td>$[(OH)_O^•] = [{(OH)<em>O^• - V</em>{Me}^{//})]]$</td>
<td>$\frac{1}{3} \ 0 \ \frac{1}{2} \ 1$</td>
<td>$0 \ \ \ \ \ \ \ \ \ \ \ \ \ 0$</td>
<td>$0 \ \frac{1}{3} \ \frac{1}{2} \ 0$</td>
<td>$0 \ \frac{1}{3} \ \frac{1}{2} \ 0$</td>
<td>$0 \ \frac{3}{2} \ \frac{5}{2} \ 0$</td>
<td>$\frac{1}{3} \ 0 \ \frac{7}{2} \ 1$</td>
</tr>
<tr>
<td>$[(OH)<em>O^•] = [\text{Fe}</em>{Si}^/]]$</td>
<td>$\frac{3}{8} \ -\frac{1}{4} \ \frac{1}{2} \ \frac{3}{3}$</td>
<td>$-\frac{1}{4} \ \frac{1}{2} \ \frac{4}{3}$</td>
<td>$\frac{1}{8} \ \frac{1}{4} \ \frac{3}{2} \ \frac{1}{2}$</td>
<td>$-\frac{1}{8} \ \frac{1}{4} \ \frac{3}{2} \ \frac{1}{2}$</td>
<td>$-\frac{1}{8} \ \frac{7}{4} \ \frac{1}{2} \ \frac{1}{2}$</td>
<td>$\frac{1}{8} \ \frac{1}{4} \ \frac{3}{2} \ \frac{1}{2}$</td>
</tr>
<tr>
<td>$[(OH)_O^•] = [{(3(OH)<em>O^• - V</em>{Si}^{///})]]$</td>
<td>$\frac{1}{4} \ \frac{1}{2} \ -\frac{1}{1} \ 1$</td>
<td>$0 \ \frac{1}{3} \ \frac{0}{0} \ \frac{1}{0}$</td>
<td>$0 \ \frac{1}{3} \ \frac{1}{0} \ \frac{0}{2}$</td>
<td>$0 \ \frac{1}{3} \ \frac{1}{0} \ \frac{0}{2}$</td>
<td>$0 \ \frac{1}{3} \ \frac{1}{0} \ \frac{0}{2}$</td>
<td>$\frac{1}{4} \ \frac{1}{2} \ \frac{2}{1}$</td>
</tr>
</tbody>
</table>
Base on the results of this study, at 0.3 GPa, water solubility increases with pyroxene activity, yielding a positive pyroxene activity exponent. This observation indicates that hydrogen ions associated with metal vacancies are the dominant mechanism at that temperature and pressure condition. In the literature, Bai (1992) reported a water fugacity exponent of about 1, consistent with hydrogen ions associated with metal vacancies as the major incorporation mechanism at 0.05 to 0.3 GPa and 1573 K. Recall from Figures 2.4 and 2.5 in the results section of this paper, at 0.3 GPa, the dominant peaks appear at 3566 and 3525 cm\(^{-1}\), so these peaks are likely related to hydrogen ions associated with metal vacancies.

In addition, in the case with oxygen fugacity buffered at Ni/NiO, IR spectra from samples buffered with pyroxene also exhibit peaks at 3355 and 3329 cm\(^{-1}\), but these peaks are almost invisible in the IR spectra from samples buffered with periclase (Figure 2.4). IR peaks in the 3400-3300 cm\(^{-1}\) regions are correlated with the content of trivalent cations in olivine (Berry et al., 2007). Thus, our results indicate that the presence of periclase has an effect on the incorporation of hydrogen ions with trivalent ions in olivine single crystals.

For samples with oxygen fugacity buffered at Fe/FeO (Figure 2.5), the positions of dominant peaks are the same as those present in the IR spectra of samples with oxygen fugacity buffered at Ni/NiO. However, a minor peak is present at 3612 cm\(^{-1}\), which is absent in the other case. In addition, no peak is any obvious in the 3400-3300 cm\(^{-1}\) region.

Oxygen fugacity values are 2.3\(\times\)10\(^{-6}\) Pa and 1.8\(\times\)10\(^{-2}\) Pa for samples buffered with Fe/FeO and Ni/NiO, respectively. Based on Equation 2.5, the water fugacity, as well as oxygen fugacity, is different for these two cases even though temperature and pressure are the same. Thus, the
incorporation of hydrogen ions with trivalent cations (IR peaks at 3355 and 3329 cm\(^{-1}\)) is dependent on either oxygen fugacity, water fugacity, or both under the experimental conditions.

At 3 and 5 GPa, the locations of the primary peaks for samples buffered with periclase are at 3612 and 3572 cm\(^{-1}\) as opposed to 3566 and 3525 cm\(^{-1}\) as observed in the case of 0.3 GPa. These peaks are higher than those of samples buffered with pyroxene. Data from Withers and Hirschmann (2008) and Aubaud et al. (2007) similarly show a higher water solubility at 8 GPa for sample buffered with ferropericlase than those buffered with pyroxene, indicating a negative dependence of water solubility of olivine on pyroxene activity. These observations suggest that a different mechanism of water incorporation in olivine will start to compete at pressure ≥ 3 GPa.

As shown in Figure 2.8, for comparison purpose with previous studies, hydroxyl concentration for olivine samples buffered with pyroxene from the studies of Kohlstedt et al. (1996), Withers and Hirschmann (2008), Withers et al. (2011), and Gaetani et al. (2014) are plotted normalized to 1473 K and \(X_{\text{Fa}} = 0.1\) using the formula 7(b) from Zhao et al. (2004), with water fugacity calculated with the equation of state for water from Pitzer and Sterner (1994) (Table 2.5). Water solubility of olivine buffered with pyroxene at 1 GPa (Gaetani et al., 2014), 3 GPa and 6 GPa (Withers and Hirschmann, 2008; Withers et al., 2011) agrees well with that of this study. Meanwhile water solubility at 2.5 to 13 GPa from Kohlstedt et al. (1996) and Mosenfelder et al. (2006) is systematically larger than the results of this study by a factor of 2 to 3. Possibly the pyroxene activity buffer powders used in those experiments produced periclase due to a ratio of 1.4:1 between talc and brucite.
Similar to Equation 2.6, water solubility can be expressed

\[ C_{\text{OH}} = A(a_{\text{px}}, f_{\text{O}_2}^m, X_{\text{F}_2}) f_{\text{H}_2\text{O}}^r \exp(-\frac{\Delta E^\circ + P\Delta V^\circ}{RT}). \] (2.13)

To study the water fugacity exponent \( r \), the solubility of water in olivine samples buffered with pyroxene at 1473 K from this study and those from Mosenfelder et al. (2006), Withers et al. (2011), and Gaetani et al. (2014) were chosen based on sample’s chemical composition and similar experimental conditions to calculate \( C_{\text{OH}} \times \exp(\frac{\Delta E^\circ + P\Delta V^\circ}{RT}) \). A value of \( \Delta V = 10.0 \times 10^{-6} \text{ m}^3/\text{mol} \) was previously determined from the study of Zhao et al. (2004) for samples buffered with pyroxene, and is used in this study to plot \( C_{\text{OH}} \times \exp(\frac{\Delta E^\circ + P\Delta V^\circ}{RT}) \) versus water fugacity in Figure 2.10. A least-squares linear fit yields a slope of \( r_{\text{px}} = 1.0 \pm 0.1 \) for samples buffered with pyroxene. This value agrees well with the water fugacity exponent from earlier studies with similar pyroxene activity buffer (Bai, 1992; Kohlstedt et al., 1996).
**Figure 2.10:** Log-log plot of pressure and temperature weighted water solubility in olivine buffered with pyroxene versus water fugacity. Stars are data obtained in the present study including runs from both gas-medium and solid-medium experiments. Diamonds, triangles, and square are data from solid-medium experiments of Mosenfelder et al. (2006), Withers et al. (2011), and Gaetani et al. (2014), respectively. The solid line is a linear least-squares fit of the data to Equation 2.13, as described in the Discussion section.

If water fugacity exponent is fixed at $r_{px} = 1$, the activation volume can be evaluated by plotting $\log_{10}(C_{OH} \times f_{H_2O}^{T})$ against pressure (see Equation 2.13), which yields an activation volume of $\Delta V_{px} = (12 \pm 1) \times 10^{-6}$ m$^3$/mol, as shown in Figure 2.11. This value of activation volume is approximately equal to the MgO molar volume (Karato, 2006), consistent with an incorporation...
mechanism of hydrogen associated with metal vacancies. Thus, the positive dependence on pyroxene activity at low pressure, the value of the water fugacity exponent, and the activation volume all suggest that hydrogen incorporates in olivine buffered with pyroxene through association with vacant metal sites at pressure from 0.3 to 8 GPa.

Meanwhile, for the case of samples buffered with periclase, we fit water fugacity exponent $r_{pc}$ and the activation volume $\Delta V_{pc}$ simultaneously with the results from this study and that of Withers and Hirschmann (2008) and obtained $r_{pc} = 1.8 \pm 0.5$ and $\Delta V_{pc} = (25 \pm 8) \times 10^{-6} \text{ m}^3/\text{mol}$. With the different values for water fugacity exponent and the activation volume combined with the negative dependence on pyroxene activity at high pressure, we suggest that a different water incorporation mechanism competes with that of hydrogen associated with metal vacancies in the case of samples buffered with periclase at high pressure (3 to 8 GPa), such as hydrogen associated with silicon vacancies. Thus, hydrogen ions associated with the peaks at 3612 and 3572 cm$^{-1}$ are incorporated through a different mechanism than those associated with the peaks at 3566 and 3535 cm$^{-1}$. However, further results are needed to constrain fully the incorporation mechanism that dominates in the case of samples buffered with periclase at high pressure.
Figure 2.11: Semi-log plot of $C_{OH} \times f_{H_2O}^{-1}$ versus pressure of data from this study, Mosenfelder et al. (2006), Withers et al. (2011), and Gaetani et al. (2014) for samples buffered with pyroxene at 1473 K. The solid line is a linear least-squares fit of all the data to Equation 2.13, which yields an activation volume of $(12 \pm 1) \times 10^{-6}$ ($m^3$/mol).
Figure 2.12: Semi-log plot of $C_{\text{OH}} \times f_{\text{H}_2\text{O}}^{1.8}$ versus pressure of data from this study and Withers and Hirschmann (2008) for samples buffered with periclase at 1473 K. The solid line is a linear least-squares fit of all the data to Equation 2.13, which yields an activation volume of $(25 \pm 8) \times 10^{-6} \text{ m}^3/\text{mol}$.
Table 2.5: Results of water solubility from earlier studies. $C_{\text{OH}}^*$ is hydroxyl content normalized to 1473 K and Fo$_{90}$ using the formula from Zhao et al. (2004). Pyroxene activity buffers: en, px, and pc are enstatite, pyroxene, and periclase, respectively.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>P (GPa)</th>
<th>$a_{px}$ buffer</th>
<th>$C_{\text{OH}}$ (H/10$^6$Si)</th>
<th>$C_{\text{OH}}^*$ (H/10$^6$Si)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1373</td>
<td>2.5</td>
<td>en</td>
<td>$7.70 \times 10^3$</td>
<td>$1.07 \times 10^4$</td>
<td>Kohlstedt et al. (1996)</td>
</tr>
<tr>
<td>1373</td>
<td>5</td>
<td>en</td>
<td>$2.82 \times 10^4$</td>
<td>$3.84 \times 10^4$</td>
<td>Kohlstedt et al. (1996)</td>
</tr>
<tr>
<td>1373</td>
<td>8</td>
<td>en</td>
<td>$4.94 \times 10^4$</td>
<td>$6.67 \times 10^4$</td>
<td>Kohlstedt et al. (1996)</td>
</tr>
<tr>
<td>1373</td>
<td>8</td>
<td>en</td>
<td>$5.11 \times 10^4$</td>
<td>$6.91 \times 10^4$</td>
<td>Kohlstedt et al. (1996)</td>
</tr>
<tr>
<td>1373</td>
<td>9</td>
<td>en</td>
<td>$5.60 \times 10^4$</td>
<td>$7.57 \times 10^4$</td>
<td>Kohlstedt et al. (1996)</td>
</tr>
<tr>
<td>1373</td>
<td>10</td>
<td>en</td>
<td>$6.09 \times 10^4$</td>
<td>$8.21 \times 10^4$</td>
<td>Kohlstedt et al. (1996)</td>
</tr>
<tr>
<td>1373</td>
<td>12</td>
<td>en</td>
<td>$8.61 \times 10^4$</td>
<td>$1.18 \times 10^5$</td>
<td>Kohlstedt et al. (1996)</td>
</tr>
<tr>
<td>1373</td>
<td>13</td>
<td>en</td>
<td>$6.23 \times 10^4$</td>
<td>$8.53 \times 10^4$</td>
<td>Kohlstedt et al. (1996)</td>
</tr>
<tr>
<td>1273</td>
<td>5.65</td>
<td>en</td>
<td>$2.99 \times 10^4$</td>
<td>$6.96 \times 10^4$</td>
<td>Mosenfelder et al. (2006)</td>
</tr>
<tr>
<td>1273</td>
<td>6</td>
<td>en</td>
<td>$2.60 \times 10^4$</td>
<td>$6.05 \times 10^4$</td>
<td>Mosenfelder et al. (2006)</td>
</tr>
<tr>
<td>1273</td>
<td>8</td>
<td>en</td>
<td>$4.30 \times 10^4$</td>
<td>$9.95 \times 10^4$</td>
<td>Mosenfelder et al. (2006)</td>
</tr>
<tr>
<td>1373</td>
<td>8</td>
<td>en</td>
<td>$2.48 \times 10^4$</td>
<td>$3.98 \times 10^4$</td>
<td>Mosenfelder et al. (2006)</td>
</tr>
<tr>
<td>1473</td>
<td>8</td>
<td>en</td>
<td>$3.53 \times 10^4$</td>
<td>$4.14 \times 10^4$</td>
<td>Mosenfelder et al. (2006)</td>
</tr>
<tr>
<td>1793</td>
<td>8</td>
<td>en</td>
<td>$1.93 \times 10^4$</td>
<td>$1.20 \times 10^4$</td>
<td>Withers and Hirschmann (2008)</td>
</tr>
<tr>
<td>1673</td>
<td>8</td>
<td>px</td>
<td>$1.94 \times 10^4$</td>
<td>$1.37 \times 10^4$</td>
<td>Withers and Hirschmann (2008)</td>
</tr>
<tr>
<td>1773</td>
<td>8</td>
<td>px</td>
<td>$1.61 \times 10^4$</td>
<td>$9.88 \times 10^3$</td>
<td>Withers and Hirschmann (2008)</td>
</tr>
<tr>
<td>1823</td>
<td>8</td>
<td>px</td>
<td>$1.45 \times 10^4$</td>
<td>$8.43 \times 10^3$</td>
<td>Withers and Hirschmann (2008)</td>
</tr>
<tr>
<td>1673</td>
<td>8</td>
<td>pc</td>
<td>$3.56 \times 10^4$</td>
<td>$2.56 \times 10^4$</td>
<td>Withers and Hirschmann (2008)</td>
</tr>
<tr>
<td>1473</td>
<td>6</td>
<td>px</td>
<td>$1.29 \times 10^4$</td>
<td>$1.29 \times 10^4$</td>
<td>Withers et al. (2011)</td>
</tr>
<tr>
<td>1473</td>
<td>3</td>
<td>px</td>
<td>$3.75 \times 10^3$</td>
<td>$3.75 \times 10^3$</td>
<td>Withers et al. (2011)</td>
</tr>
<tr>
<td>1473</td>
<td>1</td>
<td>px</td>
<td>$1.03 \times 10^3$</td>
<td>$9.2 \times 10^2$</td>
<td>Gaetani et al. (2014)</td>
</tr>
</tbody>
</table>
2.6 Geological implications

Based on the results in this study, pyroxene activity plays an important role in water solubility and incorporation mechanisms in olivine. Water solubility increases with increasing pyroxene activity at 0.3 GPa and decreases with increasing pyroxene activity at pressures greater than 1 GPa. Water solubility differs by up to an order of magnitude between pyroxene and periclase buffers, so different chemical and compositional conditions are capable of creating a strong water distribution anomaly throughout the upper mantle in the Earth. One should evaluate pyroxene activity carefully when analyzing the water content present to derive thermodynamic conditions at the formation of water incorporation in olivine samples.

If pyroxene is present as a chemical activity buffer, two protons associated with a metal vacancy is the dominant incorporation mechanism under the thermodynamic conditions of the upper mantle. Although, the incorporation of hydrogen ions with a silicon vacancy will increase the concentration of silicon vacancy and greatly change the rheological creep behavior of rock-forming minerals in the upper mantle, the concentration of the hydrogen associated with silicon vacancies has not been found to be dominant from the observations in this study.
Chapter 3

Diffusion rates of hydrous defects associated with site-specific IR spectra wavenumbers for natural olivine

[Abstract] Hydration and dehydration experiments were carried out using naturally occurring, iron-bearing single crystals of San Carlos olivine under 200 to 300 MPa at 1173 to 1303 K for hydration anneals and under 1 atm at 1191 to 1358 K for dehydration anneals. Chemical diffusion coefficients were determined from diffusion profiles for individual OH-stretching bands from a series of IR spectra. Within experimental uncertainty, the diffusivities associated with the individual bands are in good agreement with one another in both the hydration and the dehydration experiments. The center wavenumbers of these bands include 3598, 3572, 3566, 3543, 3525, 3490, 3372,
3355, 3329 cm$^{-1}$. Hydration proceeds by two diffusion mechanisms, as reported previously. The faster process involves diffusion of hydrogen coupled with a counter flux of electron holes with hydrogen diffusion rate-limiting hydration. For this mechanism, diffusion is faster along the [100] direction than along [010] and [001]. The slower process involves hydrogen diffusion coupled with a parallel flux of metal vacancies with vacancy diffusion rate-limiting hydration. For this mechanism, diffusion is faster along [001] than along [100] and [010], consistent with the anisotropy reported for the diffusion of metal cations. The dehydration process exhibits similar slower diffusion kinetics. The anisotropy in diffusion rate is consistent with hydrogen diffusion out of the olivine single crystals with a parallel flux of metal vacancies. The good agreement between the diffusivities determined from dehydration experiments and those obtained from hydration experiments demonstrates the validity of analyzing hydrogen diffusion profiles in naturally occurring olivine grains to obtain rates of ascent of xenoliths.

3.1 Introduction

The incorporation of a small amount of water (hydrogen) in nominally anhydrous minerals (NAMs) profoundly influences the kinetic properties of the materials that compose Earth’s upper mantle including viscosity (Mackwell et al., 1985; Karato et al., 1986; Hirth and Kohlstedt, 1996; Mei and Kohlstedt, 2000a,b; Dixon et al., 2004; Karato, 2006; Kohlstedt, 2006; Karato, 2010), electrical conductivity (Karato, 1990, 2006; Simpson and Tommasi, 2005; Poe et al., 2010; Du Frane and Tyburczy, 2012; Wang et al., 2006; Yoshino et al., 2009; Wang et al., 2012), ionic diffusion (Wang
and attenuation of seismic waves (Karato and Spetzler, 1990; Karato and Jung, 1998; Karato, 2003; Aizawa et al., 2008; Jacobsen et al., 2008). As the smallest and lightest element, the hydrogen ion (proton) has the highest mobility through crystal lattice, and this property enables it to create water-derived defects in rock-forming minerals at a very fast rate (Mackwell and Kohlstedt, 1990; Kohlstedt and Mackwell, 1998). Since olivine is the most abundant mineral in Earth’s upper mantle, the mechanism of incorporation of water in olivine and the associated alteration of its point defect chemistry has been the subject of a number of studies and vigorous debate over the last three decades.

Although hydrogen ions are bonded to oxygen ions in olivine and observed as OH stretching bands in infrared spectra, the specific mechanisms by which hydrogen is incorporated into the lattice remains under discussions. Studies have focused on the dependence of water solubility on various thermodynamic parameters (Bai, 1992; Kohlstedt et al., 1996; Mosenfelder et al., 2006; Withers and Hirschmann, 2008; Kovács et al., 2010; Gaetani et al., 2014). These analyses provide some insights into the mechanisms of water incorporation mechanisms under water-saturated, thermodynamic equilibrium conditions. However, diffusion processes of hydrogen in olivine have not been fully understood. On one hand, knowledge of the mechanisms by which hydrogen diffuses in olivine can help in understanding the hydration process that leads to a water-saturated condition and thus interpretation of the observed dependence of the water solubility on specific thermodynamic parameters. On the other hand, under most thermochemical conditions in Earth’s mantle, rocks are not under water-saturation conditions (Peslier, 2010) and constantly undergo dynamic hydrogen
compositional exchange with the ambient environment, such as in the transition zone and at the lithosphere-asthenosphere boundary (LAB) (Hirschmann, 2006; Green et al., 2010; Karato, 2011). Thus, it is of great importance to investigate the kinetics of hydrogen transport processes and the mechanisms by which hydrogen diffuses into or out of olivine grains.

Recent studies have discussed site-specific hydrogen incorporation mechanisms (Berry et al., 2005; Walker et al., 2007; Kovács et al., 2010). These authors have argued that there are four different substitution mechanisms in forsterite, including hydrogen ions associated with Si vacancies \((4H)_{Si}\), hydrogen ions associated with metal vacancies \((2H)_{Me}\), hydrogen ions involved with titanium substitution \((Ti^{4+})_{Me}(2H)_{Si}^{//}\), and hydrogen ions associated with trivalent cations \((Me^{3+})_{Me}(H)_{Me}^{/}\).

In a recent study on synthetic samples of forsterite and Ti-doped forsterite, Padrón-Navarta et al. (2014) reported a unique diffusivity for each of the site-specific species based on analyses of IR spectra measured following dehydration experiments with a series of time. From their results, the hydrous defects that they associate with trivalent cations and metal vacancies exhibited the highest diffusivity, while those that they associate with silicon vacancies had the lowest diffusivity.

In the present study, experiments were carried out using natural iron-bearing single crystals of olivine to investigate the hydration and dehydration kinetics for site-specific hydrous defects. Our goal is to improve our knowledge of diffusion processes of the hydrous defects based on experimental observations and address the issue of hydrogen diffusion results reported for forsterite and the titanium-doped forsterite. The results test the applicability of diffusivities obtained on Fe-free samples to naturally occurring rocks. In addition, the observations reported here examine the
appropriateness of calculating rates of ascent of mantle xenoliths determined from dehydration profiles using hydrogen diffusivities obtained from hydration experiments.

3.2 Hydrogen diffusion experiment methods

Naturally occurring single crystals of iron-bearing San Carlos (Arizona, USA) olivine with no cracks or optically visible inclusions were prepared for hydrogen diffusion experiments. The crystals were orientated using Laue X-ray diffraction, and the orientations were checked with EBSD pole figures.

3.2.1 hydration experiments

For hydration experiments, five samples (SC14-6, SC16-4, SC31-2, SC31-3, and SC31-5) were cut with faces perpendicular to each of the crystallographic axes (±5°) and polished using diamond lapping films from 30 to 0.5 µm. Samples sizes were roughly 3 × 5 × 3 mm parallel to [100], [010], and [001], respectively. FTIR analyses were performed to confirm the dry state of the samples prior to hydration experiments. Two samples, SC14-6 and SC16-4 were hydrothermally annealed for relatively short times of ≤1 h in iron and nickel capsules at temperatures of 1173 and 1273 K, respectively, and a confining pressure of 300 MPa using a gas-medium pressure vessel. Oxygen fugacity was buffered by either Fe/FeO or Ni/NiO powders. Silica activity was buffered by a mixture of olivine plus orthopyroxene powders. The other three samples, SC31-2, SC31-3, and SC31-5, were hydrothermally annealed for relatively long times of ≥5 h in platinum capsules at
temperatures of 1173 to 1303 K and a confining pressure of 200 MPa in a cold-seal pressure vessel. Oxygen fugacity was buffered by Ni/NiO powders. Silica activity was buffered by orthopyroxene powders. Experimental conditions are summarized in Table 3.1.

Table 3.1: Experimental conditions and results of hydration experiments. $\log D_a$, $\log D_b$, and $\log D_c$ represent the chemical diffusion coefficients obtained from the diffusion profiles of full IR spectra along [100], [010], and [001]. Diffusivities of hydrogen ions from the faster mechanism were obtained from samples SC14-6 and SC16-4, and diffusivities of metal vacancies from the slower mechanism were obtained from samples SC31-2, SC31-3, and SC31-5.

<table>
<thead>
<tr>
<th>Sample</th>
<th>T</th>
<th>P</th>
<th>t</th>
<th>$P_{O_2}$ buffer</th>
<th>$a \times b \times c$ (mm$^3$)</th>
<th>$\log D_a$ (m$^2$/s)</th>
<th>$\log D_b$ (m$^2$/s)</th>
<th>$\log D_c$ (m$^2$/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC14-6</td>
<td>1173</td>
<td>300</td>
<td>1</td>
<td>Fe/FeO</td>
<td>$3.32 \times 4.07 \times 3.19$</td>
<td>-10.0</td>
<td>-11.5</td>
<td>-10.9</td>
</tr>
<tr>
<td>SC16-4</td>
<td>1273</td>
<td>300</td>
<td>0.58</td>
<td>Ni/NiO</td>
<td>$2.84 \times 5.03 \times 3.23$</td>
<td>-9.8</td>
<td>-11.7</td>
<td>-11.1</td>
</tr>
<tr>
<td>SC31-2</td>
<td>1173</td>
<td>200</td>
<td>21.1</td>
<td>Ni/NiO</td>
<td>$2.82 \times 4.72 \times 3.38$</td>
<td>-14.2</td>
<td>-13.6</td>
<td>-12.5</td>
</tr>
<tr>
<td>SC31-3</td>
<td>1273</td>
<td>200</td>
<td>8</td>
<td>Ni/NiO</td>
<td>$2.82 \times 4.76 \times 3.02$</td>
<td>-12.8</td>
<td>-12.4</td>
<td>-11.3</td>
</tr>
<tr>
<td>SC31-5</td>
<td>1303</td>
<td>200</td>
<td>5</td>
<td>Ni/NiO</td>
<td>$2.70 \times 2.82$</td>
<td>-12.0</td>
<td>—</td>
<td>-10.8</td>
</tr>
</tbody>
</table>

At the end of each experiment, temperature was decreased at a constant pressure to 973 K at $\sim$150 K/min, and then decreased to room temperature at $\sim$30 K/min. A fast initial cooling was used to prevent the formation of a secondary hydrous phase and limit the precipitation of the hydrous defects as fluid inclusions (Mackwell et al., 1985; Kohlstedt and Mackwell, 1998). Metal capsules were pierced to verify the presence of water.
3.2.2 Dehydration experiments

For the dehydration experiments, the first step was to obtain water-saturated olivine single crystals with a uniform distribution of hydrogen throughout the samples. Olivine single crystals were pressed with talc and brucite (2:1 by weight) and 10 to 14 drops of distilled water into cylindrical nickel capsules with an inner diameter of 1.2 mm and a length of 2.0 mm. A nickel disc was then laser welded onto each end of the capsule to prevent direct loss of water. Hydrothermal anneals were carried out at 1473 K and 300 MPa for 5 h using a gas-medium apparatus (Paterson, 1990). Water-saturation was confirmed with FTIR spectra that revealed a uniform hydrogen content along all three crystallographic axes. The second step of a dehydration experiment involved annealing slices of water-saturated olivine samples in a one-atmosphere furnace with a thermocouple monitoring the temperature at the sample. Temperature was set within the range 1191 to 1358 K. The experimental conditions for each of four runs are summarized in Table 3.2. Oxygen fugacity was set at $\sim 10^{-7}$ atm with a flowing mixture of CO and CO$_2$ and monitored with an oxygen fugacity sensor. Samples were quickly retracted from the furnace at the end of experiments and cooled to room temperature. Samples were cut perpendicular to [010] to extract the center slab with [010] as the normal vector, as shown schematically in Figure 3.1. Chemical diffusion profiles along [100] and [001] were generated by collecting IR spectra along two crossed straight lines from and to the outer edges of the sample slab. The other two center slabs from the side slices of previous cutting step were cut perpendicular to [001] direction (Figure 3.1) to obtain hydrogen diffusion profiles along [010] by collecting IR spectra on the these two side slices.
Table 3.2: Experimental conditions and results of dehydration experiments. \( \log D_a, \log D_b, \) and \( \log D_c \) represent the chemical diffusion coefficients obtained from the diffusion profiles of full IR spectra along [100], [010], and [001].

<table>
<thead>
<tr>
<th>Sample #</th>
<th>T</th>
<th>t</th>
<th>( a \times b \times c )</th>
<th>( \log D_a )</th>
<th>( \log D_b )</th>
<th>( \log D_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI-1914</td>
<td>1253</td>
<td>5</td>
<td>3.07 ( \times ) 4.42 ( \times ) 3.65</td>
<td>-12.3</td>
<td>-12.3</td>
<td>-11.2</td>
</tr>
<tr>
<td>PI-1918-1</td>
<td>1322</td>
<td>3</td>
<td>2.99 ( \times ) 0.67 ( \times ) 2.28</td>
<td>-12.0</td>
<td>—</td>
<td>-11.1</td>
</tr>
<tr>
<td>PI-1918-2</td>
<td>1358</td>
<td>2</td>
<td>2.71 ( \times ) 0.94 ( \times ) 2.67</td>
<td>-11.8</td>
<td>—</td>
<td>-11.0</td>
</tr>
<tr>
<td>PI-1918-3</td>
<td>1191</td>
<td>20</td>
<td>1.83 ( \times ) 2.50 ( \times ) 1.83</td>
<td>-13.4</td>
<td>—</td>
<td>-11.5</td>
</tr>
</tbody>
</table>

3.3 Analytical methods for chemical diffusion profiles

3.3.1 Fourier transform infrared spectroscopy

Hydration chemical diffusion profiles

The hydroxyl distribution within samples was analyzed using Fourier transform infrared (FTIR) spectroscopy. Infrared spectra were collected on samples from edge to edge along center axis, as shown in Figure 3.2, over the wavenumber range 2000 to 4000 cm\(^{-1}\) with a Bruker\textsuperscript{TM} IFS 120 HR high resolution FTIR spectrometer coupled with a Bruker\textsuperscript{TM} IR microscope and a KBr beam splitter. Two hundred scans were accumulated for each spectrum at a resolution of 1 cm\(^{-1}\). A polarized IR beam (E//a) was focused at the center depth along the sample thickness. Other aspects of the technical setup are identical to those described by Demouchy and Mackwell (2003). IR
spectra of hydration samples at various locations are shown in the Appendix B.1 in Figures B.1.1 to B.1.5.

**Dehydration chemical diffusion profiles**

For the dehydration diffusion samples, a Fourier transform infrared spectrometer equipped with a Nic-Plan IR microscope and a KBr beam splitter at the University of Minnesota was used to analyze hydrogen diffusion profiles. An unpolarized beam in transmittance mode was used and IR spectra were recorded in the wavenumber range of 1000 to 4000 cm$^{-1}$. One-hundred twenty-eight scans were accumulated with a resolution of 2 cm$^{-1}$. A window size of $20 \times 200 \ \mu m$ with the long dimension perpendicular to the profile direction was chosen to minimize the convolution...
effect due to the gradient in water concentration along the diffusion profile, thus optimizing the signal-to-noise ratio. Air purged of H$_2$O and CO$_2$ was flowed into the FTIR sample chamber to limit contamination due to atmospheric moisture. A background spectrum was collected before measurements on samples to remove the interference from the residual moisture in the air. IR spectra of dehydration samples at various locations are shown in the Appendix B.1 in Figures B.1.6 to B.1.8.

### 3.3.2 IR individual peak fitting method

Raw IR spectra were processed with OriginLab$^\text{®}$ software. Each spectrum was firstly smoothed using 20 points Savitzky-Golay filtering method to increase the signal-to-noise ratio. Each IR spectrum was baseline corrected by fitting the regions away from OH- stretching bands and normalized to a thickness of 1 cm. The spectrum was then deconvolved as the summation of a series of peaks, each with a Gaussian distribution of the form

$$A^i = A^i_0 + \frac{C^i}{\sigma^i \sqrt{2\pi}} e^{-\frac{(\nu - \nu^i_c)^2}{2\sigma^i}} ,$$  \hspace{1cm} (3.1)

where $\nu$ is wavenumber in cm$^{-1}$, $\nu^i_c$ is the center wavenumber from $i$th peak, $A^i$ and $A^i_0$ are the IR absorption coefficient and residual background level in cm$^{-1}$, and $C^i$ and $\sigma^i$ are the integral area and standard deviation of the $i$th Gaussian distribution. The total number and the wavenumber of the selected primary peaks, $\nu^i_c$, were identified with the “pick-peak” function in OriginLab$^\text{®}$ software; the picked-peak wavenumber was compared with values reported in previous studies. The wavenumbers of six to nine primary peaks were chosen as the input of fitting parameters so...
as to obtain optimal fitting results. Figure 3.3 is an example of fitting the overall spectrum from sample SC31-3C with 9 individual peaks, each with a Gaussian distribution, with the wavenumber labeled above each peak. The other chemical diffusion profiles are shown in the Appendix B.3 in Figures B.3.1 to B.3.5 and in the Appendix B.4 in Figures B.4.1 to B.4.4.

Figure 3.3: An IR spectrum from sample SC31_3C decomposed into 9 Gaussian peaks. Red curve is the fit to the full spectrum, which is shown as the black curve.

3.3.3 Determining the diffusivities for water-derived point defects

The hydroxyl concentration, [OH], associated with each site-specific hydrous defect (in ppm by site) is proportional to the integrated area $C^i$ (in cm$^{-2}$) under that peak in the IR spectrum. Thus we treat integrated area under a peak in an IR spectrum as the corresponding hydroxyl concentration.
Hydroxyl concentration evolves with time and position according to Fick’s second law

$$\frac{\partial C}{\partial t} = \bar{D} \nabla^2 C,$$

(3.2)

where \( C \) is hydroxyl concentration, \([\text{OH}]\), \( \bar{D} \) is chemical diffusion coefficient, and \( t \) is time. For a one-dimensional diffusion profile in a hydration experiment, data were fitted with the solution to Equation 3.2 for an infinite source into a finite slab for a short period of time (Carslaw and Jaeger, 1959);

$$C = C_0 + (C_1 - C_0) \times \{ \text{erfc}\left( \frac{x}{2\sqrt{\bar{D} \cdot t}} \right) + \text{erfc}\left( \frac{w - x}{2\sqrt{\bar{D} \cdot t}} \right) \},$$

(3.3)

where \( w \) is width of the sample, \( C_0 \) is the initial \([\text{OH}]\) before the diffusion process, and \( C_1 \) is \([\text{OH}]\) at the surface of the sample. Values for \( C_0 \) and \( C_1 \) were obtained from fitting the diffusion profiles with Equation 3.3. For the samples from hydration experiments, \( C_0 \) was near zero. For the samples from dehydration experiments, \( C_1 \) was constrained at 0 corresponding to the fully depleted condition at the surface of the sample.

Interpretation of a measured value for a chemical diffusivity requires understanding the charge coupling condition associated with the diffusion process. Previous studies identified two distinct chemical diffusivities associated with hydrogen diffusion based on the kinetics and anisotropy of the diffusion of water-derived point defects (Mackwell and Kohlstedt, 1990; Kohlstedt and Mackwell, 1998). At relatively low temperatures and short experimental durations, a fast diffusion process occurs that these authors associated with the exchange of protons with polarons (electron holes created by ferric iron ions occupying octahedrally coordinated metal cation sites); this process was referred to as redox exchange. At higher temperature and longer experimental durations, a slower
diffusion process dominates that was attributed to hydrogen diffusion coupled with a parallel flux of metal vacancies; this process was termed hydrous defect incorporation.

Under anhydrous conditions iron-bearing olivine has a maximum polaron content $\sim 100$ ppm in one-atmosphere, controlled-$p_{O_2}$-experiments (Nakamura and Schmalzried, 1983; Tsai and Dieckmann, 1997, 2002); this value sets a limit on the amount of hydrogen that can be incorporated through the redox exchange mechanism. This process is rate limited by the diffusion of hydrogen ions, which is strongly anisotropic with the fastest diffusion direction parallel to [100] (e.g., Yoshino et al., 2006; Poe et al., 2010). Thus the chemical diffusivity, $\tilde{D}$, obtained from the OH concentration profiles associated with the redox exchange process is given by

$$\tilde{D} = \frac{2D_p \cdot D_H}{D_p + D_H}, \quad (3.4)$$

where $D_p$ is the polaron diffusivity and $D_H$ is the hydrogen ion diffusivity. Since $D_p \gg D_H$, $\tilde{D} \approx 2D_H$.

The slow mechanism involves metal vacancies, and is referred as the proton-vacancy incorporation mechanism. This process is rate limited by the diffusion of metal vacancies, which is anisotropic with the fastest diffusion direction parallel to [001] (e.g., Du Frane et al., 2005; Dohmen et al., 2007; Dohmen and Chakraborty, 2007). In this case, the chemical diffusivity is thus described by

$$\tilde{D} = \frac{3D_{V_{Me}} \cdot D_H}{2D_{V_{Me}} + D_H}, \quad (3.5)$$

where $D_{V_{Me}}$ is the metal vacancy diffusivity. Since $D_H \gg D_{V_{Me}}$, $\tilde{D} \approx 3D_{V_{Me}}$. 
3.4 Point defect diffusivity results

3.4.1 Inward (hydration) diffusion

A series of IR spectra from which the chemical diffusion coefficients were obtained for sample SC31-3 along the three principal axes are shown in Figure 3.4. The chemical diffusion data in the Appendix B.2 in Figures B.2.1 to B.2.5 illustrate the anisotropy observed in the hydration experiments. Included in these figures are the chemical diffusion coefficients derived from the full IR spectra and the chemical diffusion coefficients for the individual peaks, as well as the experimental uncertainty associated with each diffusion coefficient. For the two samples hydrothermally annealed for less than 1 h with oxygen fugacity buffered by either Fe/FeO (SC14-6) or Ni/NiO (SC16-4), the chemical diffusion coefficient obtained along [100] for the full IR spectra is roughly 1.5 orders of magnitude larger than those for diffusion along [010] and [001]. For the samples hydrothermally annealed longer than 5 h (SC31-2, SC31-3, and SC31-5), the largest chemical diffusivity is associated with diffusion along [001], with diffusion along [100] and [010] occurring at similar rates to one another but both slower by at least a factor of 10 than diffusion along [001]. The chemical diffusivities obtained by analyzing the full FTIR spectra for diffusion along the principal crystallographic directions are listed in Table 3.1. These results are consistent with those reported in previous studies (Kohlstedt and Mackwell, 1998; Demouchy and Mackwell, 2006). Thus, hydration is characterized by two time scales. The faster hydration step occurs more quickly along [100] than along [010] and [001]. The slower one occurs more quickly along [001] than along [100] and [010].
Figure 3.4: Series of polarized (E//a) IR spectra from sample SC31-3 hydrothermally annealed at 1273 K and 200 MPa for 8 h with oxygen fugacity buffered by Ni/NiO. The numbers on the left are the distance from the edge along each principal direction on the sample: (a) parallel to [100], (b) parallel to [010], (c) parallel to [001].
Figure 3.5: OH concentration versus positions (x, y, z) along [100], [010], and [001] of sample SC31-3. Title of each plot has the format of “SC31-3” + “diffusion profile direction (a, b, or c)” + “wavenumber”. First three plots in the top row are diffusion profiles of the overall region, 3650-3200 cm$^{-1}$, in IR spectra along [100], [010], and [001].
SC31-3a_3355
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log D = -12.490 (-0.089 / +0.098) m/s
C0 = 1.191 ± 0.058 cm⁻²
C1 = 4.073 ± 0.386 cm⁻²
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log D = -12.779 (-0.036 / +0.040) m/s
C0 = 1.170 cm⁻²
C1 = 6.750 cm⁻²
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log D = -11.448 (-0.109 / +0.145) m/s
C0 = 1.324 ± 0.262 cm⁻²
C1 = 6.726 ± 0.350 cm⁻²

C0, C1 Fixed
log D = -11.409 (-0.050 / +0.057) m/s
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C1 = 6.750 cm⁻²

SC31-3a_3372
C0, C1 Variable
log D = -12.286 (-0.263 / +0.774) m/s
C0 = 0.039 ± 0.031 cm⁻²
C1 = 0.393 ± 0.134 cm⁻²

C0, C1 Fixed
log D = -13.279 (-0.079 / +0.097) m/s
C0 = 0.040
C1 = 1.930

SC31-3b_3372
C0, C1 Variable
log D = -12.937 (-0.206 / +0.405) m/s
C0 = 0.163 ± 0.118 cm⁻²
C1 = 5.129 ± 0.237 cm⁻²

C0, C1 Fixed
log D = -12.391 (-0.066 / +0.123) m/s
C0 = 0.040
C1 = 1.930

SC31-3c_3372
C0, C1 Variable
log D = -11.542 (-0.148 / +0.225) m/s
C0 = 0.113 ± 0.115 cm⁻²
C1 = 1.930 ± 0.188 cm⁻²

C0, C1 Fixed
log D = -11.483 (-0.072 / +0.086) m/s
C0 = 0.040
C1 = 1.930
Hydration diffusion profiles for sample SC31-3 obtained for IR absorption bands at 3598, 3572, 3566, 3543, 3525, 3490, 3372, 3355, and 3329 cm\(^{-1}\) for the three orthogonal directions are shown in Figure 3.5, and diffusion profiles for the other samples are included in Appendix B.3 in Figures B.3.1 to B.3.5. Some profiles do not have results for all the wavenumbers listed above because the concentration of OH associated with these peaks dropped below the detection limit. Each diffusion profile was fit to Equation 3.3 in two ways: First, each profile was fit with \(C_0\), \(C_1\) and \(\tilde{D}\) as variable parameters. Second, profiles for the three orthogonal directions were fit with fixed values of the largest \(C_0\) and \(C_1\) chosen from the values obtained in the first step for all three directions so that diffusion profiles for the three directions have the same values of \(C_0\) and \(C_1\); \(\tilde{D}\) was then allowed to vary independently for the three directions. Two significant observations require emphasis: (1) All of the IR bands in samples from the hydration anneals yield similar chemical diffusion coefficients, and (2) the directional anisotropy in diffusion is the same for all of the bands for any given sample. All diffusivities fall within a factor of 2 of the average diffusion coefficient. The scale of each error bar depends on the resolution of the peak height derived from the fitting processes.

For the fast mechanism in the hydration diffusion process, the chemical diffusivity was divided by a factor of 2 to obtain the hydrogen diffusivity \(D_H\) based on Equation 3.4. For diffusion parallel to the three crystallographic axes, diffusion coefficients were then fit to the Arrhenius relation

\[
D^j = D_0^j \exp\left(-\frac{\Delta H^j}{RT}\right),
\]

where \(R\) and \(T\) are the gas constant and temperature, \(D^j\) is the hydrous defect diffusion coefficient parallel to \(j = a, b, \) or \(c\) for diffusion parallel to \([100]\), \([010]\), and \([001]\), respectively, and \(D_0^j\) and
\( \Delta H^j \) are the preexponential term and the activation enthalpy for the diffusion parallel to the \( j \)th crystallographic axis.

In Figure 3.6, we combine published data for the proton diffusivity (Mackwell and Kohlstedt, 1990) and the results from present study to obtain the best fit values from the \( \text{p}^* - \text{h}^* \) (redox) mechanism with Equation 3.6. The Arrhenius relations are given by

\[
D_a^H = 10^{-4.0\pm1.4} \, (\text{m}^2/\text{s}) \times \exp\left(-\frac{140 \pm 30 \, (\text{kJ/mol})}{RT}\right) \quad (3.7)
\]

\[
D_b^H = 10^{-3.8\pm1.4} \, (\text{m}^2/\text{s}) \times \exp\left(-\frac{180 \pm 30 \, (\text{kJ/mol})}{RT}\right) \quad (3.8)
\]

\[
D_c^H = 10^{-6.9\pm3.2} \, (\text{m}^2/\text{s}) \times \exp\left(-\frac{110 \pm 70 \, (\text{kJ/mol})}{RT}\right) \quad (3.9)
\]

where \( D_a^H \), \( D_b^H \), and \( D_c^H \) are the diffusion coefficients of hydrogen ions along [100], [010], and [001], respectively.
Figure 3.6: Arrhenius plot of diffusivity of hydrogen ions parallel to [100], [010], and [001] from hydration experiments. Open symbols are data from Mackwell and Kohlstedt (1990), and the solid symbols are the results of samples SC14-6 and SC16-4 from this study.
For the slow mechanism of hydration, the measured chemical diffusivities were divided by a factor of 3 to obtain the diffusivities for metal vacancies, $D_{V_{\text{Me}}}$, based on Equation 3.5. As illustrated in Figure 3.7, a least-squares fit to the data from present study and results from Kohlstedt and Mackwell (1998) and Demouchy and Mackwell (2006) yield metal vacancy diffusion coefficients for the $p^* - V_{\text{Me}}^{*/}$ incorporation mechanism in olivine of

$$D_{V_{\text{Me}}}^a = 10^{2.9 \pm 6.5} \text{ (m}^2/\text{s}) \times \exp\left(-\frac{250 \pm 150 \text{ (kJ/mol)}}{RT}\right) \tag{3.10}$$

$$D_{V_{\text{Me}}}^b = 10^{0.3 \pm 1.3} \text{ (m}^2/\text{s}) \times \exp\left(-\frac{310 \pm 30 \text{ (kJ/mol)}}{RT}\right) \tag{3.11}$$

$$D_{V_{\text{Me}}}^c = 10^{1.3 \pm 1.5} \text{ (m}^2/\text{s}) \times \exp\left(-\frac{320 \pm 40 \text{ (kJ/mol)}}{RT}\right) \tag{3.12}$$

where $D_{V_{\text{Me}}}^a$, $D_{V_{\text{Me}}}^b$, and $D_{V_{\text{Me}}}^c$ represent the diffusion coefficients of metal vacancy along [100], [010], and [001], respectively. These diffusivity results yield higher values for activation enthalpy than those for the fast diffusion mechanism (Equation 3.7, 3.8, and 3.9).
Figure 3.7: Arrhenius plot of diffusivity of metal vacancies parallel to [100], [010], and [001] from hydration experiments. Open symbols are data from Kohlstedt and Mackwell (1998) and from Demouchy and Mackwell (2006), and the solid symbols are the results of samples SC31-2, SC31-3, and SC31-5 from this study.
3.4.2 Outward (dehydration) diffusion

Chemical diffusion profiles obtained from samples of dehydration diffusion experiments (PI-1914, PI-1918-1, PI-1918-2, and PI-1918-3) illustrate anisotropy similar to that observed for the slower mechanism discussed for hydration experiments, as shown in Appendix B.4, Figures B.4.1 to B.4.4. Due to the resolution limit, we cannot retrieve diffusion profiles for the faster (redox exchange) mechanism in hydration experiments. A series of IR spectra from sample PI-1914 collected along [100] and [001] are shown in Figures 3.8. The diffusion coefficients for the full IR spectra along two principal crystallographic directions were derived from the wavenumber range 3650-3200 cm\(^{-1}\). Due to the relatively small signal-to-noise ratio, we separate the OH-bond related peaks into only two groups, 3650-3450 cm\(^{-1}\) and 3450-3200 cm\(^{-1}\), rather than analyzing each individual peaks. This approach is justified based on the results from the hydration experiments in which all of the peaks yield similar values of diffusivity and on visual inspection of the IR spectra from dehydration experiments. Chemical diffusivities were obtained from the diffusion profiles for each group of peaks (Figure B.4.1 to B.4.4) using Equation 3.3 with \(C_0\) and \(\tilde{D}\) as variables, and \(C_1\) constrained at 0 corresponding to the depleted condition of hydroxyl concentration at the surface of the sample. The chemical diffusion coefficients for the two groups of peaks agree within experimental uncertainty and exhibit the same anisotropy, as demonstrated in Figure 3.9 and summarized in Table 3.2).
Figure 3.8: Series of unpolarized IR spectra from sample PI-1914 dehydrated at 1253 K and 1 atmosphere for 5 hour with an oxygen fugacity of $10^{-11}$ Pa. The numbers on the left are the distance from the edge along each principal direction on the sample: (a) parallel to [100], (b) parallel to [001].
The chemical diffusivities obtained from the dehydration experiments exhibit similar values and the same anisotropy as the slow mechanism in the hydration diffusion experiments, suggesting that dehydration occurs by the process as hydration, that is, through a flux of protons coupled with a parallel flux of metal vacancies. Thus the chemical diffusivities obtained for the full region 3650-3200 cm\(^{-1}\) and for the separated groups 3650-3450 cm\(^{-1}\) and 3450-3200 cm\(^{-1}\) were divided by a factor of 3 to obtain the metal vacancy diffusivity (Equation 3.5). The results are plotted in Figure 3.9. We fit the diffusivities from the overall regions of 3650-3200 cm\(^{-1}\) for [100] and [001] with Equation 3.6 to obtain the following results:

\[
D_{VMe}^{0} (dehydration) = 10^{-3.4\pm1.7} \text{ (m}^2\text{/s)} \times \exp(-\frac{240 \pm 40 \text{ (kJ/mol)}}{RT})
\] (3.13)

\[
D_{VMe}^{c} (dehydration) = 10^{-5.6\pm1.1} \text{ (m}^2\text{/s)} \times \exp(-\frac{150 \pm 30 \text{ (kJ/mol)}}{RT})
\] (3.14)

The diffusivities for diffusion along both [100] and [001] agree well with the results from the hydration experiments, thus indicating that dehydration is the counter-process of the slower mechanism in hydration diffusion process, which is rate-limited by the diffusion of metal vacancies in olivine single crystal. Due to detection limit, we did not have the resolution to quantify the faster diffusion process through these diffusion profiles. The faster (redox exchange) diffusion mechanism decreases overall hydroxyl content by only a small amount, such that the diffusion profiles associated with the mechanism are buried in the noise of hydroxyl content measured with IR spectra. For hydration experiments, we can detect a small increase in hydroxyl concentration above near zero starting value, but a small drop of hydroxyl content from an elevated level cannot
be retrieved due to the detection limit.

We fit the metal vacancy diffusivity data based on results from both hydration experiments (the present study, Kohlstedt and Mackwell (1998), and Demouchy and Mackwell (2006)), and dehydration experiments (the present study). Thus we obtain the following results:

\[
D^a_{VMe} (dehydration + hydration) = 10^{-3.3\pm3.3} \text{ (m}^2/\text{s}) \times \exp(-\frac{240 \pm 80 \text{ (kJ/mol)}}{RT}) \tag{3.15}
\]

\[
D^c_{VMe} (dehydration + hydration) = 10^{-1.6\pm0.2} \text{ (m}^2/\text{s}) \times \exp(-\frac{250 \pm 30 \text{ (kJ/mol)}}{RT}) \tag{3.16}
\]
Figure 3.9: Arrhenius plot of metal vacancy diffusivity from dehydration experiments.
3.5 Discussion

3.5.1 Diffusivities of water-derived defects

The diffusivity of electron holes and self-diffusivity of hydrogen were measured in a number of studies. Sato (1986) calculated values of $10^{-7.5}$ and $10^{-8.0}$ m$^2$/s for the diffusivity of electron holes parallel to [010] and [001] based on the diffusivity of metal vacancies and the ratio of mobility of electron holes and metal vacancies obtained from electrical conductivity experiments with the Fe-Mg interdiffusion results of Misener (1973) at 1673 K. Extrapolation of proton diffusivities for transport along [010] and [001] from the present study to 1673 K with Equations 3.8 and 3.9 yields smaller values than the calculated polaron diffusivities along [010] and [001] (Sato, 1986) by 1.8 and 2.3 log units, respectively. Hirsch et al. (1993) measured electrical conductivity of iron-bearing olivine single crystals and obtained a mobility of electron holes as a function of iron content. Calculated diffusivity of electron hole at 1473 K with an iron content of 0.1 is larger than the diffusivity of protons obtained from the present study at the same condition by at least 1.7 log units. Thus, these differences between the diffusivities of polarons and protons justify the assumption used with Equation 3.4 to obtain proton diffusivities from the chemical diffusivities. In addition, Du Frane and Tyburczy (2012) reported hydrogen self-diffusion coefficients in olivine, between 1023 and 1173 K at 2 GPa, that are roughly a factor of 0.8 log units lower than the proton diffusivities from this study. The difference indicates that an activation volume, $\sim 7 \times 10^{-6}$ m$^3$, is required for hydrogen-self diffusion results at high pressure.
Results for the diffusivity of metal vacancies obtained from the slower (incorporation) mechanism are in good agreement with results from other experimental studies, as illustrated in Figure 3.10. The diffusivity of metal vacancies, $D_{V_{Me}}$, can be calculated from the relation $D_{V_{Me}} = D_{Me}/X(V_{Me})$. We used the values for self-diffusivity of metal ions parallel to [100], [010], and [001] from Dohmen and Chakraborty (2007) and metal vacancy concentrations, $X(V_{Me})$, from thermogravimetric experiments expressed by Equation 18(b) of Nakamura and Schmalzried (1983) to calculate $D_{V_{Me}}$. Values of self-diffusivity obtained at $f_{O_2} = 10^{-7}$ Pa were chosen and normalized to the oxygen fugacity of Ni/NiO with an oxygen fugacity exponent of 1/5 (Dohmen and Chakraborty, 2007) for comparison with the results for the diffusivity of metal vacancies from hydration and dehydration experiments in present study. Same calculation has been applied to the results of self-diffusivity of metal ions parallel to [001] from Table 3 in Chakraborty (1997). Results for the chemical diffusivity of metal vacancies in polycrystalline olivine obtained by using the parameter in Table 2 from Nakamura and Schmalzried (1984) at the oxygen fugacity of Ni/NiO were also included for comparison. These calculated results for the diffusivity of metal vacancies agree very well with the measured diffusivities from the present study, as demonstrated in Figure 3.10. In addition, Constable and Duba (2002) calculated metal vacancy diffusivity from electrical conductivity of lherzolite measured as a function of time after changes in the oxygen fugacity, and the reported values also agree well with the metal vacancy diffusivities from this study. Based on these results, diffusivity of metal vacancies parallel to [001] is approximately one order of magnitude higher than those parallel to [100] and [010] at 1173 to 1573 K.
The results of electrical conductivity measurements following an abrupt change in oxygen partial pressure on olivine crystals along [100] (Wanamaker, 1994) exhibit two relaxation times, which were interpreted in terms of diffusion of metal vacancies and silicon vacancies. These results for chemical diffusion yielded a difference in diffusivity for metal vacancies and silicon vacancies of less than 0.6 log units, and the diffusivity of metal vacancies parallel to [100] agree well with the results from this study. Meanwhile, Mackwell et al. (1988) calculated point defect diffusivities from the time taken for San Carlos olivine specimens to reach a steady-state creep rate after a change in $p_{O_2}$ assuming that strain rate, $\dot{\varepsilon}$, and changes in $\dot{\varepsilon}$ are rate-limited by the slowest diffusing species. These point defect diffusivities lie within reasonable range compared to the extrapolated curve of the metal vacancy diffusion along [001] (Figure 3.10). These results indicate that the minority defects of silicon and oxygen vacancies have a similar or higher diffusivity than the majority defects of metal vacancies. Thus, there is no significant difference between the diffusivities of silicon vacancies and metal vacancies.
Figure 3.10: Arrhenius plot of metal vacancy diffusivity parallel to [100], [010], and [001] from both hydration (black solid symbols) and dehydration (red solid symbols) experiments. Black open symbols are the results of metal vacancy diffusivity from Kohlstedt and Mackwell (1998) and Demouchy and Mackwell (2006). "*" symbols are data from point defect relaxation experiments (Mackwell et al., 1988), orange open symbols are calculated diffusivity for metal vacancies using the concentration of metal vacancies from thermogravimetric experiments (Nakamura and Schmalzried, 1983) and measured values of self-diffusivity of metal ions (Dohmen and Chakraborty, 2007) parallel to three crystallographic axes, olivine color open symbols are calculated diffusivity for metal vacancies using the measured values of self-diffusivity of metal ions along [001] from Chakraborty (1997), gray cross symbols are chemical diffusivity of metal vacancies from Nakamura and Schmalzried (1984), cyan and blue "×" symbols represent the diffusivities of metal vacancies (blue) and silicon vacancies (cyan) from electrical conductivity relaxation experiments with olivine single crystals (Wanamaker, 1994), and magenta "×" symbols are the metal vacancy diffusivities obtained from electrical conductivity relaxation experiments with lherzolite (Constable and Duba, 2002) (see text for more details).
Another significant observation is that, for both the fast and the slow diffusion process, the diffusion coefficients associated with all of the individual absorption bands in the IR spectra, including 3598, 3572, 3566, 3543, 3525, 3490, 3372, 3355, and 3329 cm\(^{-1}\), have similar values; all are within experimental uncertainty of the average value as presented in Appendix B.2 in Figures B.2.1 to B.2.5. Similarly, the dehydration diffusion experiments also yield for the two separated Group I and Group II bands (3650-3450 and 3450-3200 cm\(^{-1}\)) that are in good agreement in terms of magnitude, temperature dependence, and anisotropy as illustrated in Figure 3.9. These observations provide strong evidence that hydrogen ions associated with the individual bands in an IR spectrum diffuse by the same mechanism.

In contrast, Padrón-Navarta et al. (2014) reported that different hydrous defects in forsterite and Ti-doped forsterite have diffusivities that differ by several orders of magnitude. The fastest species associated with the band at 3220 cm\(^{-1}\) was assigned to hydrogen associated with Mg-vacancy, the slower species associated with the bands at 3572 and 3525 cm\(^{-1}\) were interpreted as hydrogen associated with titanium defects, and the slowest species associated with bands at 3613, 3566, 3542 cm\(^{-1}\) were assigned to hydrogen associated with silicon vacancies. In forsterite, Ti\(^{4+}\) is strongly bonded either tetrahedrally or octahedrally with oxygen ions. Thus, on the one hand, hydrous defects associated with Ti ions, such as \(\text{Ti}^{\bullet\bullet} \rightarrow \text{Mg}^+ - 2\text{H}^+_{\text{Si}}\), might be expected to have a lower mobility if Ti ions effectively trap H\(^+\) ions. On the other hand, the forsterite samples doped with titanium used in their experiments were grown under wet hydrous conditions leading to the possibility that grain boundary migration incorporated a population of non-equilibrium hydrous defects, including point defect, planar defects, or nano-scale water inclusions. These hydrous defects would
work as a secondary water supply that extend the duration of the subsequent dehydration process, thus resulting in an apparently slow chemical diffusion.

3.5.2 Hydrogen diffusion models

Inward diffusion model

Charge neutrality in natural, iron-bearing, olivine under dry conditions is governed by electron holes and metal vacancies (e.g., Dohmen and Chakraborty, 2007). An increase in hydrogen fugacity under hydrous conditions facilitates the consumption of electron holes and creates protons by the redox reaction at the specimen surface as described by the reaction

$$\text{H}_2\text{O}(g) + 2\text{Fe}^{\bullet}_{\text{Me}} \rightleftharpoons 2\text{H}^{\bullet}_1 + 2\text{Fe}^{\times}_{\text{Me}} + \frac{1}{2}\text{O}_2(g)$$

(3.17)

using the Kröger-Vink notation (Kröger and Vink, 1956). From previous studies (Kohlstedt and Mackwell, 1998) and the results of the present study, the fast diffusion process in the hydration experiments thus involves an inward flux of protons coupled and charge compensated with a counterflux of electron holes, as illustrated as the $t_1$ phase in Figure 3.11. Thus, diffusion of hydrogen will form (1) an interstitial hydrogen defect, $\text{H}^{\bullet}_1$, and supply hydrogen ions to form (2) a point defect associate formed between a proton and a metal vacancy (e.g., $\{(\text{OH})^\bullet_{\text{O}} - \text{V}_{\text{Me}}^{///}\}$) or (3) a point defect associate formed between a proton and a silicon vacancy (e.g., $\{(\text{OH})^\bullet_{\text{O}} - \text{V}_{\text{Si}}^{/////}\}$, shown as the $t_2$ phase in Figure 3.11.
Inward hydrogen diffusion processes

$t_0 = 0$

$t_1 > 0$

$t_2 > t_1$

$t' > 0$

$t' > 0$

$t' = \infty$

Figure 3.11: Schematic diagram of the mechanisms of diffusion of hydrous point defects in olivine from a time series perspective. Left column presents the fast mechanism that is rate-limited by the diffusion of protons, while the right column presents the slow mechanism that is rate-limited by the diffusion of metal vacancies. Red circle, green square and blue square represent the electron hole, metal vacancy, and silicon vacancy, respectively, which are intrinsic point defects in olivine. Green and blue circles are hydrogen associated point defect species as labeled in the figures. Blue dash lines delineate the hydrogen diffusion front for the fluxes labeled under the black arrows.
As for the slow diffusion process, results from the present study as well as previous studies (Kohlstedt and Mackwell, 1998; Demouchy and Mackwell, 2006) present in Figure 3.10 suggest that this slow diffusion process occurs by the inward flux of protons coupled with a parallel inward flux of metal vacancies, the $t'_1$ phase in Figure 3.11. The concentration of metal vacancies in the sample consequently increases due to the inward flux of metal vacancy. The chemical reaction at the specimen surface is

$$\text{H}_2\text{O}(g) + \text{Me}^{\times}_{\text{Me}} \rightleftharpoons 2\text{H}^*_i + V_{\text{Me}}^{\parallel} + \text{MeO}.$$  (3.18)

The diffusion of interstitial hydrogen ions is then rate-limited by the diffusion of metal vacancies. This slow mechanism thus becomes dominant in increasing the hydrogen content after the fast hydration process is complete, as shown the $t'_1$ phase in Figure 3.11.

**Outward diffusion model**

The chemical diffusion coefficient for outward diffusion in our experiments is larger for transport along [001] than for transport along [010] and [001]. This observation indicates that the outward diffusion of protons is coupled with a parallel flux of metal vacancies as in the case of the slow mechanism in the inward diffusion process. Thus, the defect diffusion coefficient is calculated by applying Equation 3.5 to the chemical diffusion coefficients. The results for dehydration kinetics agree well with the slow diffusion rates measured in the hydration experiments for all three crystallographic orientations.
Because of the detection limit, it was not possible to resolve the fast mechanism in the outward diffusion results. In the case of hydration, the fast diffusion process adds a small amount of hydrogen to an initially near-zero baseline. In contrast, in the case of dehydration, the fast diffusion process removes a small amount of hydrogen from an initially large background. However, in the dehydration case, the gradient of polaron concentration does drive an inward flux of polarons coupled with a counter flux of protons, helping to deplete the concentration of hydrous defects.

3.6 Application to ascent rates of mantle xenoliths

Several studies have measured dehydration diffusion profiles in olivine grains in peridotite mantle xenoliths (e.g., Demouchy et al., 2006; Peslier and Luhr, 2006; Peslier et al., 2008; Denis et al., 2013; Hilchie et al., 2014; Peslier et al., 2015). Generally these samples exhibit features common to IR spectra from mantle-derived olivine (Miller et al., 1987; Ingrin and Skogby, 2000) including the peaks located at 3572, 3525, 3353, 3330 cm$^{-1}$. Results from the present study have demonstrated that all the major peaks exhibit similar growth or decay rates. In addition, the similarity between the diffusivities obtained from hydration and dehydration experiments justifies the validity of using the diffusivities obtained from hydration experiments to calculate the ascent rates of olivine xenolith host magma. The hydrogen diffusivities reported by Padrón-Navarta et al. (2014) predict ascent rates of xenoliths at least 3 orders of magnitude smaller. More importantly, no significant disparity for the diffusivities associated with the various hydrogen species were observed in the diffusion profiles from natural olivine grains (e.g., Demouchy et al., 2006; Denis et al., 2013; Peslier et al.,
2015). Thus, rates of magma ascent should remain rapid, several meters per second, regardless of the diffusivity of hydrogen obtained from various bands from IR spectra as reported in the earlier studies.

### 3.7 Conclusion and implication

Through this study of inward or outward diffusion of hydrogen in olivine, we systematically measured diffusion profiles of individual bands with specific wavenumbers in IR spectra.

- **In** hydration experiments, all of the major bands yield similar diffusion rates for both the fast mechanism, \( p^\bullet - h^\bullet \), and the slow mechanism, \( p^\bullet - V_{\text{Me}}^{/} \).

- **The** fast mechanism is rate-limited by the diffusion of hydrogen with the fastest rate of diffusion along [100]. The slow mechanism is rate-limited by the diffusion of metal vacancies, with the fastest rate of diffusion along [001].

- **The** diffusion coefficients determined for all of the individual bands are in reasonably good agreement with one another. The same diffusion properties for all the hydrous defects associated with the major bands of specific wavenumbers in an IR spectrum suggest that hydrogen diffusion in olivine through a single mechanism.

- **Results** of dehydration experiments also yield diffusivities, activation enthalpy, and anisotropy that agree within uncertainty with those from hydration experiments with the slower diffusion mechanism.

- **Therefore,** we propose that hydrogen diffuse both inward and outward through the crystal lattice
in the form of interstitial protons that are formed or annihilated at the surface of a sample (Equation 3.17 and 3.18).

★Thus, diffusivity measured from inward H diffusion can appropriately be used to calculate ascent times of xenoliths obtained from out H diffusion profiles in olivine grains.
Chapter 4

Diffusivity of silicon ions in iron-bearing olivine single crystal

4.1 Introduction

Diffusivity of silicon ions is an important physical parameter for understanding flow of the mantle, which is essential for tectonic activity on Earth and plays a key role in the solid earth geodynamics. In particular, diffusion of Si is important for understanding the rheological properties of olivine, the major constituent mineral in the upper portion of the Earth’s mantle. Thus, the deformation behavior of olivine has been the subject of a great number of modelling and experimental studies (e.g. Carter and Ave’Lallemant, 1970; Blacic, 1972; Pommellec and Jaoul, 1984; Poirier, 1995; Evans and Kohlstedt, 1995; Mei and Kohlstedt, 2000a,b; Hirth and Kohlstedt, 2003; Karato and Jung, 2003; Boioli et al., 2015). Experimental results of diffusional creep of olivine (e.g., Cooper and
Kohlstedt, 1984; Hirth and Kohlstedt, 1995; Weertman, 1999; Mei and Kohlstedt, 2000a) assert that deformation is limited by the diffusion processes along grain boundaries. Meanwhile, models for dislocation creep suggest that climb of dislocations is the rate-controlling step for high-temperature steady-state creep (e.g., Weertman, 1955, 1957; Poirier, 1985, pages 126-136; Karato, 2008, pages 143-164), and climb velocity of dislocation is also a function of ionic self-diffusivity (e.g., Kohlstedt and Hansen, 2015). Thus, plastic deformation is limited by ionic diffusion (Weertman et al., 1978; Cannon and Langdon, 1988; Evans and Kohlstedt, 1995; Weertman, 1999; Dohmen et al., 2002a; Kohlstedt, 2006). Meanwhile, silicon has the lowest ionic diffusivity among the major constituents (Mg, Fe, Si, O) in olivine (Buening and Buseck, 1973; Hermeling and Schmalzried, 1984; Gérard and Jaoul, 1989; Ryerson and Durham, 1989; Houlier et al., 1990; Chakraborty, 1997; Dohmen et al., 2002a; Dohmen and Chakraborty, 2007). Thus, knowledge of diffusivity and activation energy of silicon diffusion is critical to the understanding of olivine’s rheological properties and dynamic features for the Earth’s mantle.

Results of silicon diffusion obtained from experimental studies have shown a discrepancy of self-diffusivity and associated activation energy. Under anhydrous condition, Houlier et al. (1990) measured silicon self-diffusivity using isotope $^{30}\text{Si}$ in single crystals of San Carlos olivine at 1403 to 1803 K and obtained an activation energy $Q_{\text{dry}}^{c} = 291 \pm 15$ kJ/mol from the results of silicon diffusivity. Dohmen et al. (2002a) measured silicon self-diffusivity using $^{29}\text{Si}$ in single crystals of Nanga Parbat, Pakistan, olivine ($\sim \text{Fo93}$) at 1373 to 1774 K, and this newer data set exhibited smaller values of silicon diffusivity by 0.5 to 1 log unit and a larger value for the activation energy, $Q_{\text{Si}}^{\text{dry}} = 530 \pm 40$ kJ/mol. Dohmen et al. (2002a) attributed the difference between values of
silicon diffusivity and activation energy to the artifacts associated with convolution effects caused by the very short diffusion distance and detecting limits on the spatial resolutions of the analytical instruments used to measure the diffusion profiles. The newer results agree well with the activation energy obtained from creep deformation experiments of olivine-rich rocks, $Q_{c}^{\text{dry}} \approx 530$ kJ/mol \cite{Hirth and Kohlstedt 2003}. In addition, newer results from Fei et al. (2012) measured silicon diffusivity parallel to [010] from 1 atm to 13 GPa at 1600 to 1800 K using single crystals of synthetic forsterite and obtained larger values of silicon diffusivity than those from Dohmen et al. (2002a). This newer data set yielded an activation volume and activation energy of $1.7 \pm 0.4$ cm$^3$/mol and $Q_{\text{Si}}^{\text{dry}} = 410 \pm 30$ kJ/mol, respectively. These results for silicon diffusivity and $Q_{\text{Si}}^{\text{dry}}$ under dry conditions exhibit disagreements. Thus, it is important to revisit this problem in an attempt to explain the discrepancy between these studies. In this study, we measured silicon self-diffusion coefficient parallel to [010] using natural single crystals of San Carlos olivine ($\sim$ Fo90) and examined the convolution effects embedded in the measurements that may cause artifacts and lead to different values for silicon diffusivity and activation energy.

### 4.2 Silicon diffusion experiments

Crack-free single crystals of San Carlos olivine with no visible inclusions were selected for diffusion experiments. They were orientated using Laue X-ray diffraction and cut into slabs with normal vectors parallel to [010]. These slabs were polished using lapping films from 30 µm down to 0.5 µm, and then polished with colloidal silica for over one hour to obtain a surface roughness
of less than 10 nm. Olivine discs with a diameter of 1.5 mm were core drilled out of the single crystal slabs. Further thin film deposition was applied using pulsed laser deposition (PLD) at Ruhr Universität Bochum, Germany. Details of the facility and characterization of the thin films can be found in (Dohmen et al., 2002b). Composition of the pellet for thin film deposition was 
$$(\text{MgO})_{1.8}(\text{Fe}_2\text{O}_3)_{0.1}(^{29}\text{SiO}_2)_{0.5}(^{18}\text{SiO}_2)_{0.5},$$ similar to that of the substrate single crystal in terms of iron and silica content, $\sim$ Fo90. The composition of the thin film was confirmed with Rutherford backscattering spectroscopy (RBS) at Ruhr Universität Bochum, Germany. The amorphous thin film layer with a thickness of $\sim$500 nm was then crystallized into a polycrystalline layer through a pre-diffusion anneal at 1173 K for 20 hour. Oxygen fugacity was buffered by a flow mixture of CO-CO$_2$, volumetrically 20/80, at $10^{-14}$ bar. Surface roughness on the crystalized thin film layer is approximately 20 nm with a grain size of $\sim$100 nm, as shown in the SEM image (Figure 4.1) and the atomic force microscopy (AFM) image (Figure 4.2 and 4.3) of a diffusion sample’s surface.

Diffusion experiments were carried out using 1 atmosphere furnace equipped to flow a mixture of CO-CO$_2$ and to monitor oxygen partial pressure. A diffusion couple of single crystals with thin film layers facing each other (Figure 4.4) were placed into a container fabricated from an olivine single crystal. A lid made of olivine single crystal was placed on top of the diffusion couple and onto the olivine container to help maintain a stable chemical field to minimize evaporation that may occur from the surfaces of the sample at high temperature. The furnace was heated to 100 K below the target temperature at a rate of 400 K/h and then increased to the target temperature within 30 min. Temperature at the sample was checked using a travel thermal couple and monitored for
Figure 4.1: SEM image of the olivine diffusion sample’s surface after the pre-diffusion anneal step.

4.3 Diffusion profile measurements and analytical methods

4.3.1 SIMS measurements

Diffusion profiles of isotope $^{29}\text{Si}$ were measured in an ionprobe equipped with secondary ion mass spectrometry (SIMS) attachment ( Cameca IMS 1270) in the depth sputtering mode using a primary Cs$^+$ beam at the University of Edinburgh, UK. The primary current of the ion beam was set stabilized in the range of 4.0-6.0 nA, indicating instrument stability and measurement consistency. The field aperture was set at 1500 $\mu$m, and the raster size was 50 $\mu$m. An electron multiplier was
Figure 4.2: AFM map of surface height difference for a pre-diffusion sample.

Figure 4.3: Height profile along the black line in Figure 4.2 representing sample surface roughness.

Figure 4.4: Silicon diffusion couple with polycrystalline thin film layer facing each other. Yellow areas are thin film deposited on olivine substrates.

chosen as the detector to improve the measurement spatial resolution. Final depth of ion beam raster process was measured using surface height image both with the AFM at the University of Minnesota and white light interference microscopy at Ruhr Universität Bochum, Germany.

The convolution factor can have a strong effect on diffusion profiles versus depth (e.g., Ganguly et al., 1988 and Dohmen et al., 2002a); this artifact results in an anomalously high diffusivity. It
can be caused by either atomic mixing or surface roughness (Hofmann, 1994). The effect of atomic mixing is mainly caused by the detection limit of SIMS associated with its working conditions. Improper setup for SIMS may cause artifacts to diffusion profiles such as tiled or non-flattened concentration profiles of isotope in thin film (source) and substrate (reservoir). Surface roughness of diffusion samples also plays a key factor causing a convolution effect due to sample preparation or material evaporation that occurs in long diffusion anneals at high temperatures. As an ion beam sputters at the sample surface and propagates down to the material beneath, roughness on the surface can be magnified and lead to an averaging effect to materials of different isotope concentrations. As illustrated in Figure 4.5, if the isotope enriched layer (lighter yellow) has a rough topography, it will cause higher averaging effect to the materials at different depths and lead to a slower sputtering rate on the thin film. A similar convolution effect can also be caused if the sample is mounted tilted on sample holder for SIMS measurements. Thus, it is of great importance to evaluate convolution factor involved in measured diffusion profiles.

\[ t=0 \quad t>>0 \]

Figure 4.5: Sketch for surface roughness due to evaporation at high temperature causing convolution effect.
To obtain optimum conditions for less convolution effect, it is important to balance between sputtering rate and spatial resolution of SIMS measurement. Factors that increase sputtering rate (e.g. higher voltage, smaller raster for a given beam energy, larger integration times for counting signals) with better detection limits can reduce spatial resolution thus increase convolution effect. Thus, one needs to estimate reasonable overall drilling time so that ions beam can stay stable with enough signal strength to obtain good counting statistics.

We determined the convolution factor caused by roughness of the surface and irregularity of the film-substrate interface by measuring $^{29}\text{Si}$ profiles on pre-diffusion (zero-time) samples. The zero-time profile was fit to a smeared profile of an ideal step function convolved with a Gaussian function to determine the convolution factor, $\epsilon$, (Ganguly et al., 1988):

$$ C_{\text{conv}}(x, t) = \int_{-\infty}^{+\infty} C(x') \cdot G(x - x')dx', \quad (4.1) $$

where $G(x) = \frac{1}{\sqrt{2\pi\epsilon}} \exp\left(\frac{-x^2}{2\epsilon^2}\right)$. This result provides a minimum estimation for the convolution effect since higher surface roughness may be caused through the following long diffusion anneals at high temperature.

### 4.3.2 Diffusion profile model

An analytical solution for a one-dimensional system with a layer of finite thickness (constant diffusion coefficient, $D_{\text{film}}$) with zero flux at the surface on a semi-infinite substrate (constant diffusion coefficient $D_{\text{substrate}}$) is given by the solution to the diffusion equation:

$$ \frac{\partial C(x, t)}{\partial t} = D_{\text{film}} \frac{\partial^2 C(x, t)}{\partial x^2} \quad (0 \leq x \leq L, t > 0) $$

with the boundary conditions:

$$ C(0, t) = 0, \quad C(L, t) = 0 \quad (t > 0) $$

and the initial condition:

$$ C(x, 0) = \delta(x) \quad (0 \leq x \leq L) $$

where $\delta(x)$ is the Dirac delta function. The solution can be expressed as:

$$ C(x, t) = \frac{1}{\sqrt{4\pi D_{\text{film}} t}} \exp\left(-\frac{x^2}{4D_{\text{film}} t}\right) \quad (0 \leq x \leq L, t > 0) $$

This solution describes the diffusion of species through the film, which is limited by the thickness of the film and the diffusion coefficient within the film. The boundary conditions ensure that there is no flux at the surface and at the interface between the film and the substrate, while the initial condition represents a step function at the beginning of the diffusion process.
coefficient, independent on the isotope distribution, \(D_{\text{sub}}\) is given by Lovering (1936):

\[
\frac{C_{\text{film}}(x, t) - C_{\text{sub}}^0}{C_{\text{film}}^0 - C_{\text{sub}}^0} = -\frac{1 + p}{2} \text{erf}\left(\frac{x}{2\sqrt{D_{\text{film}} t}}\right) + \frac{1 + p}{2} \sum_{n=1}^{\infty} (-p)^{n-1} \left[\text{erf}\left(\frac{d \cdot n + x}{2\sqrt{D_{\text{film}} t}}\right) - p \cdot \text{erf}\left(\frac{d \cdot n - x}{2\sqrt{D_{\text{film}} t}}\right)\right],
\]

\(p := \frac{\sqrt{D_{\text{film}} D_{\text{sub}}} - \sqrt{D_{\text{sub}} D_{\text{film}}}}{\sqrt{D_{\text{film}} D_{\text{sub}}} + \sqrt{D_{\text{sub}} D_{\text{film}}}},\)

where \(x\) is the distance from the film-substrate interface with \(x > 0\) for the substrate, \(h\) is thin film thickness, and \(d = 2h\); \(C_{\text{film}}^0\) and \(C_{\text{sub}}^0\) represent the initial concentration in the thin film and the substrate at \(t = 0\), respectively.

Because of the symmetrical shape of our diffusion profiles, similar values of \(D_{\text{film}}\) and \(D_{\text{sub}}\) were obtained from fitting our results to Equation 4.2. With \(D_{\text{film}} = D_{\text{sub}}\), the solution to the Fick’s second law with the convolution factor can be simplified into the following expression (Ganguly et al., 1988):

\[
C = \frac{C_{\text{film}} + C_{\text{sub}}}{2} + \frac{C_{\text{film}} - C_{\text{sub}}}{2} \left\{\text{erf}\left(\frac{x}{2\sqrt{D_{\text{Si}} t}}\right) + \frac{2x \cdot \exp\left\{-(\frac{x}{2\sqrt{D_{\text{Si}} t}})^2\right\}}{(2\sqrt{D_{\text{Si}} t})^3 \cdot \sqrt{\pi} \epsilon^2}\right\},
\]

where \(\epsilon\) is convolution factor. Location of the interface between the thin film and the substrate is identified as \(C(x = 0) = (C_{\text{film}} + C_{\text{sub}})/2\), constrained by the mass balance condition between the two sides of the interface. Thus, we obtained the silicon diffusivity and the convolution factor
from fitting diffusion profile to the Equation 4.3. Values of the convolution factor should be bigger than that from the zero-time profile (Equation 4.1) because long-time anneals at high temperatures resulted in evaporation on material from the sample surface, causing a more significant convolution effect.

Thus, deconvoluted profiles were obtained by deleting the convolution term in Equation 4.3:

\[ C = \frac{C_{\text{film}} + C_{\text{sub}}}{2} + \frac{C_{\text{film}} - C_{\text{sub}}}{2} \text{erf} \left( \frac{x}{2\sqrt{D_{Si}t}} \right). \]  

(4.4)

### 4.4 Silicon diffusion results

Results of silicon diffusivity are summarized in Table 4.1, and diffusion profiles with various fitting parameters are shown in Figures 4.6 to 4.9. Diffusion profiles were firstly fit with variable values for \( C_{\text{film}}, C_{\text{sub}}, \) and \( \epsilon \). Diffusion profiles were also fit with fixed values for \( C_{\text{film}} \) and \( C_{\text{sub}} \) as calculated from the average elevated concentration in regions of the plateau in the concentration profile in the film and the flatten-out concentration in regions of the profile tail in the substrate. Deconvolved profiles were also plotted in the figures from applying Equation 4.4 to the red curves.

Silicon diffusivity results exhibit a temperature dependence, as illustrated in Figure 4.10. A least-squares fit yields the following expression:

\[ D_{Si} = 10^{-3.6\pm3.8} \text{ m}^2/\text{s} \times \exp\left(\frac{-5.6 \pm 1.2 \times 10^2 \text{ kJ}}{RT} \right). \]  

(4.5)
Table 4.1: Experimental settings and results of silicon diffusion parallel to [010]. Oxygen fugacity was $10^{-9}$ Pa controlled with a mixture flow of CO-CO$_2$. Sample SC2b1418p was buffered with periclase while other samples were not buffered.

<table>
<thead>
<tr>
<th>Sample</th>
<th>T (K)</th>
<th>t (hour)</th>
<th>logD$_{Si}$ (m$^2$/s)</th>
<th>$\epsilon$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC2b1380</td>
<td>1653</td>
<td>96</td>
<td>-20.6</td>
<td>24</td>
</tr>
<tr>
<td>SC3b1397</td>
<td>1670</td>
<td>72</td>
<td>-21.0</td>
<td>21</td>
</tr>
<tr>
<td>SC2b1418p</td>
<td>1691</td>
<td>60</td>
<td>-20.7</td>
<td>28</td>
</tr>
<tr>
<td>SC2b1431</td>
<td>1704</td>
<td>50</td>
<td>-20.9</td>
<td>14</td>
</tr>
<tr>
<td>SC2b1450</td>
<td>1723</td>
<td>60</td>
<td>-20.8</td>
<td>9</td>
</tr>
<tr>
<td>SC2b1479</td>
<td>1752</td>
<td>50</td>
<td>-20.0</td>
<td>53</td>
</tr>
<tr>
<td>SC2b1489</td>
<td>1762</td>
<td>50</td>
<td>-20.2</td>
<td>47</td>
</tr>
</tbody>
</table>

4.5 Discussion

The convolution factor needs to be used in order to obtain true profiles for silicon diffusion. To measure silicon diffusion profiles, one needs to run experiments for relatively long times at fairly high temperature to produce a measurable diffusion length, which should be at least twice value of the convolution factor (Dohmen et al., 2002a). However, values of silicon diffusivity are on the order $10^{-22}$ m$^2$/s at 1573 K, such that the diffusion length after 50 hour at this temperature is roughly on the order of several tens of nanometer, which is similar to the length scale of the convolution factor. In addition, a long time anneal at high temperature can also result in evaporation of material
Figure 4.6: Diffusion profiles of Si isotope from sample SC2b1380. Cross symbols are SIMS measurements, green curve is the best fit to the data with $C_{film}$ and $C_{sub}$ as variable, red curve is the best fit to the data with $C_{film}$ and $C_{sub}$ fixed to the averaged values of $^{29}$Si concentration in the thin film and substrate, respectively, and the black dashed line is the deconvoluted profile obtained from Equation 4.4.

Results for silicon diffusivity from the present study for natural single crystals of San Carlos olivine are similar to those from Dohmen et al. (2002a). In addition, our activation energy of $\sim$560 kJ/mol is the value of 529 kJ/mol reported by Dohmen et al. (2002a). The similarity between the
Figure 4.7: Diffusion profiles of Si isotope from sample SC3b1397. Cross symbols are SIMS measurements, green curve is the best fit to the data with $C_{\text{film}}$ and $C_{\text{sub}}$ as variable, red curve is the best fit to the data with $C_{\text{film}}$ and $C_{\text{sub}}$ fixed to the averaged values of $^{29}\text{Si}$ concentration in the thin film and substrate, respectively, and the black dashed line is the deconvoluted profile obtained from Equation 4.4.

As for the discrepancy between these results with those from Fei et al. (2012, 2013), different
Figure 4.8: Diffusion profiles of Si isotope from sample SC2b1418p. Cross symbols are SIMS measurements, green curve is the best fit to the data with $C_{\text{film}}$ and $C_{\text{sub}}$ as variable, red curve is the best fit to the data with $C_{\text{film}}$ and $C_{\text{sub}}$ fixed to the averaged values of $^{29}\text{Si}$ concentration in the thin film and substrate, respectively, and the black dashed line is the deconvoluted profile obtained from Equation 4.4.

Sample materials and fitting models for silicon diffusion could account for the different observations. On one hand, they used synthetic iron-free forsterite single crystals. Iron has a significant influence on the physical and chemical properties of olivine as expressed through its point defect chemistry (e.g., Nakamura and Schmalzried, 1983) and creep behavior under dry conditions (e.g., Durham et al., 1979; Kohlstedt and Ricoult, 1984; Zhao et al., 2009). These effects indicate that
Figure 4.9: Diffusion profiles of Si isotope from sample SC2b1489. Cross symbols are SIMS measurements, green curve is the best fit to the data with $C_{film}$ and $C_{sub}$ as variable, red curve is the best fit to the data with $C_{film}$ and $C_{sub}$ fixed to the averaged values of $^{29}$Si concentration in the thin film and substrate, respectively, and the black dashed line is the deconvoluted profile obtained from Equation 4.4.

Iron content is important to the concentration of silicon vacancies and consequently to silicon self-diffusivity. On the other hand, Fei et al. (2012, 2013) used a different term of nominal diffusion length $L(\sigma)$ in their diffusion model to fit the diffusion profiles. This model may underestimate the convolution effect caused by surface roughness and irregularity at the interface between thin film and substrate. These factors could potentially lead to larger values of silicon diffusivity and a different value for activation energy.

In our study, one sample annealed at 1691 K was buffered with periclase while other samples
Figure 4.10: Arrhenius plot of silicon diffusivity. Red solid circles are results of silicon diffusivity parallel to [010] with $f_{O_2} = 10^{-9}$ bar from natural single crystals of San Carlos olivine; black solid circles are data from Dohmen et al. (2002a) that were not affected by convolution effects and used to obtain the activation anergy of 529 kJ/mol; open circles are data from Dohmen et al. (2002a) that were affected by convolution effects with diffusion profile length $< 2\epsilon$.

were not buffered with pyroxene activity. There is no significant difference in the silicon diffusivities from samples annealed at similar temperatures. Thus, no obvious dependence of silicon diffusivity on pyroxene activity is observed.

The concentration of silicon vacancies in olivine should be lower than that of metal vacancies by orders of magnitude. We can calculate the concentration of silicon vacancies, $[V_{Si}]$, from results for the diffusivity of silicon, $D_{Si}$, and the diffusivity of silicon vacancies $D_{V_{Si}}$, from the relationship $D_{Si} = [V_{Si}] \times D_{V_{Si}}$. Under dry condition, with the results of silicon diffusivity from Equation 4.5, we obtain a silicon diffusivity of $\times 10^{-22}$ m$^2$/s at 1573 K. The diffusivity of silicon
vacancies has a lower limit of $\sim 10^{-12} \text{ m}^2/\text{s}$ at the same temperature, as discussed in Chapter 3. For water saturated conditions with a water fugacity of 1 GPa, silicon diffusivity is $\sim 10^{-19} \text{ m}^2/\text{s}$ (Costa and Chakraborty, 2008; Fei et al., 2013); applying the equation for diffusivity of silicon and silicon vacancies, the concentration of silicon vacancies has a upper limit $10^{-7}$. Thus, the incorporation mechanism of hydrogen associated with silicon vacancies is not sufficient to present as much hydrogen ions as observed in the results of water solubility of olivine in Chapter 2.

Results of hydroxyl content from hydrogen decoration experiments (Bai and Kohlstedt, 1993) agree well with the results of concentration of metal vacancies from thermogravimetric analyses for olivine (Nakamura and Schmalzried, 1983; Tsai and Dieckmann, 2002) as shown in Figure 4.11. The hydroxyl content obtained from IR peaks of Group I (3650-3450 cm$^{-1}$), green symbols, and Group II (3450-3200 cm$^{-1}$), blue symbols, exhibit an oxygen fugacity exponent of $\sim 1/6$ (green curve) and $\sim 1/3$ (blue curve), respectively. The former value is the same as the dependence of the concentration of metal vacancies on oxygen fugacity for olivine (e.g., Nakamura and Schmalzried, 1983). We can calculate the concentration of metal vacancies by assuming that the charge neutrality condition is governed by $2[V_{\text{Me}}^/] = [(\text{OH})^\cdot_0]$. Thus, magenta and green dashed curves are the calculated concentration of metal vacancies from the hydroxyl concentration determined from the summation of Group I and Group II peaks and the Group I peaks only, respectively. Black and red dotted curves are concentration of metal vacancies calculated from Nakamura and Schmalzried (1983) and Tsai and Dieckmann (2002), respectively. Similarity between calculated concentration of metal vacancies from the hydroxyl content (decorated with hydrogen) and the experimental
results of concentration of metal vacancies hence indicates that the dominant incorporation mech-
anism for hydrogen in olivine is hydrogen associated with metal vacancies.

Figure 4.11: Hydroxyl content and concentration of metal vacancies versus oxygen fugacity. Green and blue open symbols are results of hydroxyl content obtained from IR peaks of Group I (3650-3450 cm\(^{-1}\)) and Group II (3450-3200 cm\(^{-1}\)) from vacancy decoration experiments from Bai and Kohlstedt (1993), and solid green and blue curves are linear best-fit to the data points. Green dashed line is calculated concentration of metal vacancies from the hydroxyl content from Group I with corrected calibration factors from Bell et al. (2003); Withers et al. (2011); magenta dashed curve is calculated concentration of metal vacancies from the hydroxyl content from both Group I and Group II peaks in IR spectra. Black dotted curve represent the concentration of metal vacancies obtained with Equation 18b from Nakamura and Schmalzried (1983). Red dotted curve is the concentration of metal vacancies obtained with Equation 17 and data in Figure 15 from Tsai and Dieckmann (2002).
4.6 Conclusion

The convolution effect strongly influences on measured silicon diffusion profiles. Models for fitting silicon diffusivity from measured self-diffusion profiles require the convolution factor to obtain true diffusion profiles and diffusivity.

Results of silicon diffusion experiments on single crystals of San Carlos olivine (∼Fo90) parallel to [010] exhibit similar values and activation energy as those from single crystals of Nanga Parbat olivine (∼Fo93) parallel to [001]. No significant anisotropy is observed for silicon diffusion in olivine.

No obvious dependence of silicon diffusivity on pyroxene activity is observed.

The concentration of silicon vacancies is much smaller than that of metal vacancies in olivine, and is insufficient to incorporate as many hydrogen ions as observed in the water solubility studies. Meanwhile, the concentration of metal vacancies obtained with the assumption that hydrogen is associated with metal vacancies agrees with the results of concentration of metal vacancies from thermogravimetric experiments. Thus, hydrogen incorporation mechanism in olivine is dominant by hydrogen associated with metal vacancies.
Chapter 5

Conclusion

5.1 Summary of results

Results of water solubility of olivine single crystal exhibit a positive dependence on pyroxene activity at a pressure of 0.3 GPa. Results from present study and those from earlier studies for the cases of samples buffered with pyroxene yield an exponent of water fugacity close to 1 and an activation volume of $\Delta V_{px} = (12 \pm 1) \times 10^{-6}$ m$^3$/mol. These observations all suggest an incorporation mechanism of hydrogen associated with metal vacancies in the case of samples buffered with pyroxene. However, a negative dependence on pyroxene activity was observed at pressures higher than 3 GPa. Results of water solubility at 3, 5 and 8 GPa for samples buffered with periclase from the present and earlier studies yield a water fugacity exponent of $\sim 1.8$ and an activation volume of $\Delta V_{pc} = (25 \pm 8) \times 10^{-6}$ m$^3$/mol. Thus, a different mechanism for the hydrogen incorporation apply to olivine buffered with periclase.
In Chapter 3, hydrogen species associated with different wavenumbers in IR spectra exhibit the same diffusivity within experimental uncertainty suggesting that hydrogen diffuses through olivine crystal lattice as interstitial protons. Results also illustrate that hydrogen diffusion occurs by two different mechanisms: the faster mechanism is a flux of hydrogen ions with a counter-flux of electron holes; the slower mechanism is a flux of hydrogen ions with a flux of metal vacancies. Results of dehydration experiments exhibit similar anisotropy and diffusivity to that from results of hydration experiments. This important observation indicates that dehydration is the counter process of hydration for olivine. Thus, it is valid to apply hydrogen diffusion results obtained from hydration experiments to the water loss profiles in olivine grains from xenoliths.

Through Chapter 4, we measured silicon diffusivity and estimated the concentration of silicon vacancies in natural single crystals of olivine. No significant anisotropy was observed. Concentration of silicon vacancies is much lower than that of metal vacancies, thus not sufficient to incorporate as many hydrogen ions as observed in the water solubility experiments. In addition, concentration of metal vacancies agree well with the hydroxyl content again indicating that hydrogen dominantly is associated with metal vacancies.

### 5.2 Future directions

In Chapter 2, it has been noticed that a different mechanism for water solubility in olivine from that for hydrogen associated with metal vacancies becomes dominant for the samples buffered with periclase at high pressures. More results of water solubility in olivine buffered with periclase
are needed to better constrain the water incorporation mechanism at high pressures. A systematic study of the dependence of individual peaks in IR spectra on water fugacity and pyroxene activity may help place constraints on the incorporation mechanisms of the hydroxyl associated with those individual peaks.

Following the work of silicon diffusivity in Chapter 4, future work will be continued on the effect of hydrogen incorporation on silicon diffusivity with elevated water fugacity. Costa and Chakraborty (2008) reported results of silicon diffusivity under wet to water-saturated conditions, but unfortunately they did not estimate the influence of convolution effects on the diffusion profiles. In addition, pyroxene activity plays an important role in water solubility of olivine and may also play a key role in silicon diffusivity under wet conditions. However, no experimental results of silicon diffusivity with various pyroxene activity buffers under wet conditions are available yet. Future work may explore the dependence of silicon diffusivity on water fugacity and pyroxene activity together with analyses of water peak in IR spectra.

Retrieving olivine diffusion couple from high-pressure experiment is challenging. However, proper experimental design can help preserve diffusion couple and protect interface in between so that diffusion profile that has a diffusion length shorter than 100 nm can be analyzed. More importantly, convolution effects should be carefully evaluated from silicon diffusion profiles to exclude the artifacts caused by atomic mixing from SIMS measurements and surface roughness of diffusion samples.
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Appendix A

IR spectra for water solubility

A.1 IR spectra from samples hydrothermally annealed at 0.3, 3, and 5 GPa

Figure A.1: Unpolarized FTIR spectra from sample PI-1676a hydrothermally annealed at 0.3 GPa, 1473 K and buffered by pyroxene. Oxygen fugacity was buffered with Ni/NiO.

Figure A.2: Unpolarized FTIR spectra from sample PI-1676 hydrothermally annealed at 0.3 GPa, 1473 K and buffered by pyroxene. Oxygen fugacity was buffered with Ni/NiO.
Figure A.3: Unpolarized FTIR spectra from sample PI-1674a hydrothermally annealed at 0.3 GPa, 1473 K and buffered by periclase. Oxygen fugacity was buffered with Ni/NiO.

Figure A.4: Unpolarized FTIR spectra from sample PI-1674 hydrothermally annealed at 0.3 GPa, 1473 K and buffered by periclase. Oxygen fugacity was buffered with Ni/NiO.
Figure A.5: Unpolarized FTIR spectra from sample PI-1680a hydrothermally annealed at 0.3 GPa, 1473 K and buffered by pyroxene. Oxygen fugacity was buffered with Fe/FeO.

Figure A.6: Unpolarized FTIR spectra from sample PI-1680 hydrothermally annealed at 0.3 GPa, 1473 K and buffered by pyroxene. Oxygen fugacity was buffered with Fe/FeO.

Figure A.7: Unpolarized FTIR spectra from sample PI-1691a hydrothermally annealed at 0.3 GPa, 1473 K and buffered by periclase. Oxygen fugacity was buffered with Fe/FeO.

Figure A.8: Unpolarized FTIR spectra from sample PI-1691 hydrothermally annealed at 0.3 GPa, 1473 K and buffered by periclase. Oxygen fugacity was buffered with Fe/FeO.
Figure A.9: Unpolarized FTIR spectra from sample M666 hydrothermally annealed at 3 GPa, 1473 K and buffered by pyroxene. Oxygen fugacity was buffered with Ni/NiO.

Figure A.10: Unpolarized FTIR spectra from sample M708 hydrothermally annealed at 3 GPa, 1473 K and buffered by pyroxene. Oxygen fugacity was buffered with Ni/NiO.

Figure A.11: Unpolarized FTIR spectra from sample M709 hydrothermally annealed at 3 GPa, 1473 K and buffered by periclase. Oxygen fugacity was buffered with Ni/NiO.

Figure A.12: Unpolarized FTIR spectra from sample M712 hydrothermally annealed at 3 GPa, 1473 K and buffered by periclase. Oxygen fugacity was buffered with Ni/NiO.
Figure A.13: Unpolarized FTIR spectra from sample M670 hydrothermally annealed at 5 GPa, 1473 K and buffered by pyroxene. Oxygen fugacity was buffered with Ni/NiO.

Figure A.14: Unpolarized FTIR spectra from sample M682 hydrothermally annealed at 5 GPa, 1473 K and buffered by pyroxene. Oxygen fugacity was buffered with Ni/NiO.

Figure A.15: Unpolarized FTIR spectra from sample M709 hydrothermally annealed at 5 GPa, 1473 K and buffered by periclase. Oxygen fugacity was buffered with Ni/NiO.

Figure A.16: Unpolarized FTIR spectra from sample M650 hydrothermally annealed at 5 GPa, 1473 K and buffered by periclase. Oxygen fugacity was buffered with Ni/NiO.
Appendix B

Diffusion profiles of hydrous defect

B.1 Series of IR spectra of diffusion samples
Figure B.1.1: Series of polarized (E//a) IR spectra from sample SC14.6 hydrothermally annealed at 1173 K and 300 MPa for 1 hour with oxygen fugacity buffered by Fe/FeO. The numbers on the left are the distance from the edge along each principal direction on the sample: (a) parallel to [100], (b) parallel to [010], (c) parallel to [001].
Figure B.1.2: Series of polarized (E//a) IR spectra from sample SC16,6 hydrothermally annealed at 1273 K and 300 MPa for 35 min with oxygen fugacity buffered by Ni/NiO. The numbers on the left are the distance from the edge along each principal direction on the sample: (a) parallel to [100], (b) parallel to [010], (c) parallel to [001].
Figure B.1.3: Series of polarized (E//a) IR spectra from sample SC31.2 hydrothermally annealed at 1173 K and 200 MPa for 21 h 6 min with oxygen fugacity buffered by Ni/NiO. The numbers on the left are the distance from the edge along each principal direction on the sample: (a) parallel to [100], (b) parallel to [010], (c) parallel to [001].
Figure B.1.4: Series of polarized (E//a) IR spectra from sample SC31_3 hydrothermally annealed at 1273 K and 200 MPa for 8 h with oxygen fugacity buffered by Ni/NiO. The numbers on the left are the distance from the edge along each principal direction on the sample: (a) parallel to [100], (b) parallel to [010], (c) parallel to [001].
Figure B.1.5: Series of polarized (E//a) IR spectra from sample SC31.5 hydrothermally annealed at 1303 K and 200 MPa for 5h with oxygen fugacity buffered by Ni/NiO. The numbers on the left are the distance from the edge along each principal direction on the sample: (a) parallel to [100], (b) parallel to [001].
Figure B.1.6: Series of unpolarized IR spectra from sample PI-1914 dehydrated at 1253 K and 1 atmosphere for 5 hour with oxygen fugacity of $10^{-11}$ Pa. The numbers on the left are the distance from the edge along each principal direction on the sample: (a) parallel to [100], (b) parallel to [001].
Figure B.1.7: Series of unpolarized IR spectra from sample PI-1918-1 dehydrated at 1322 K and 1 atmosphere for 3 hour with an oxygen fugacity of $10^{-11}$ Pa. The numbers on the left are the distance from the edge along each principal direction on the sample: (a) parallel to [100], (b) parallel to [001].
Figure B.1.8: Series of unpolarized IR spectra from sample PI-1918-2 dehydrated at 1358 K and 1 atmosphere for 2 hour with an oxygen fugacity of $10^{-11}$ Pa. The numbers on the left are the distance from the edge along each principal direction on the sample: (a) parallel to [100], (b) parallel to [001].
Figure B.1.9: Series of unpolarized IR spectra from sample PI-1918-3 dehydrated at 1191 K and 1 atmosphere for 20 hour with an oxygen fugacity of $10^{-11}$ Pa. The numbers on the left are the distance from the edge along each principal direction on the sample: (a) parallel to [100], (b) parallel to [001].
B.2 Chemical diffusivities from diffusion profiles
Figure B.2.1: Chemical diffusion coefficient for each IR band parallel to each of the three orthogonal directions of sample SC14-6: (a) parallel to [100], (b) parallel to [010], and (c) parallel to [001]. Magenta line labeled as K&M is from Kohlstedt and Mackwell (1998). Green line is the chemical diffusivity obtained from the diffusion profile of the overall region, 3650-3200 cm\(^{-1}\), in an IR spectrum. Blue dash line is the average chemical diffusivity of that of each IR band.
Figure B.2.2: Chemical diffusion coefficient for each IR band parallel to each of the three orthogonal directions of sample SC16-4: (a) parallel to [100], (b) parallel to [010], and (c) parallel to [001]. Magenta line labeled as K&M is from Kohlstedt and Mackwell (1998). Green line is the chemical diffusivity obtained from the diffusion profile of the overall region, 3650-3200 cm$^{-1}$, in an IR spectrum. Blue dash line is the average chemical diffusivity of that of each IR band.
Figure B.2.3: Chemical diffusion coefficient for each IR band parallel to each of the three orthogonal directions of sample SC31-2: (a) parallel to [100], (b) parallel to [010], and (c) parallel to [001]. Magenta line labeled as K&M is from Kohlstedt and Mackwell (1998). Green line is the chemical diffusivity obtained from the diffusion profile of the overall region, 3650-3200 cm$^{-1}$, in an IR spectrum. Blue dash line is the average chemical diffusivity of that of each IR band.
Figure B.2.4: Chemical diffusion coefficient for each IR band parallel to each of the three orthogonal directions of sample SC31-3: (a) parallel to [100], (b) parallel to [010], and (c) parallel to [001]. Magenta line labeled as K&M is from Kohlstedt and Mackwell (1998). Green line is the chemical diffusivity obtained from the diffusion profile of the overall region, 3650-3200 cm$^{-1}$, in an IR spectrum. Blue dash line is the average chemical diffusivity of that of each IR band.
Figure B.2.5: Chemical diffusion coefficient for each IR band parallel to each of the three orthogonal directions of sample SC31-5: (a) parallel to [100], and (b) parallel to [001]. Magenta line labeled as K&M is from Kohlstedt and Mackwell (1998). Green line is the chemical diffusivity obtained from the diffusion profile of the overall region, 3650-3200 cm⁻¹, in an IR spectrum. Blue dash line is the average chemical diffusivity of that of each IR band.
B.3 Inward (hydration) chemical diffusion profiles
Figure B.3.1: OH concentration versus positions (x, y, z) along [100], [010], and [001] of sample SC14-6. Title of each plot has the format of “SC14-6” + “diffusion profile direction (a, b, or c)” + “wavenumber”. First three plots in the top row are diffusion profiles of the overall region, 3650-3200 cm⁻¹, in IR spectra along [100], [010], and [001].
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Figure B.3.2: OH concentration versus positions (x, y, z) along [100], [010], and [001] of sample SC16-4. Title of each plot has the format of “SC16-4” + “diffusion profile direction (a, b, or c)” + “wavenumber”. First three plots in the top row are diffusion profiles of the overall region, 3650-3200 cm\(^{-1}\), in IR spectra along [100], [010], and [001].
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Figure B.3.3: OH concentration versus positions (x, y, z) along [100], [010], and [001] of sample SC31-2. Title of each plot has the format of "SC31-2" + "diffusion profile direction (a, b, or c)" + "wavenumber". First three plots in the top row are diffusion profiles of the overall region, 3650-3200 cm$^{-1}$, in IR spectra along [100], [010], and [001].
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\[ \log D = -12.375 \pm 0.173 \text{ cm}^{-2} \text{s}^{-1} \]
\[ C0 = 0.030 \]
\[ C1 = 0.818 \]
C₀, C₁ Variable
\( \log D = -13.475 \)
C₀ = 0.101 ± 0.016 cm⁻²
C₁ = 0.787 ± 0.128 cm⁻²

C₀, C₁ Fixed
\( \log D = -13.306 \)
C₀ = 0.070
C₁ = 0.774

C₀, C₁ Variable
\( \log D = -12.601 \)
C₀ = 0.025 ± 0.132 cm⁻²
C₁ = 0.774 ± 0.335 cm⁻²

C₀, C₁ Fixed
\( \log D = -12.678 \)
C₀ = 0.070
C₁ = 0.774

C₀, C₁ Variable
\( \log D = -13.385 \)
C₀ = 0.361 ± 0.041 cm⁻²
C₁ = 1.085 ± 0.418 cm⁻²

C₀, C₁ Fixed
\( \log D = -13.558 \)
C₀ = 0.439
C₁ = 3.137

C₀, C₁ Variable
\( \log D = -13.104 \)
C₀ = 0.341 ± 0.041 cm⁻²
C₁ = 2.023 ± 0.247 cm⁻²

C₀, C₁ Fixed
\( \log D = -13.558 \)
C₀ = 0.439
C₁ = 3.137

C₀, C₁ Variable
\( \log D = -12.601 \)
C₀ = 0.025 ± 0.132 cm⁻²
C₁ = 0.774 ± 0.335 cm⁻²

C₀, C₁ Fixed
\( \log D = -12.678 \)
C₀ = 0.070
C₁ = 0.774

C₀, C₁ Variable
\( \log D = -13.385 \)
C₀ = 0.361 ± 0.041 cm⁻²
C₁ = 1.085 ± 0.418 cm⁻²

C₀, C₁ Fixed
\( \log D = -13.558 \)
C₀ = 0.439
C₁ = 3.137

C₀, C₁ Variable
\( \log D = -12.601 \)
C₀ = 0.025 ± 0.132 cm⁻²
C₁ = 0.774 ± 0.335 cm⁻²

C₀, C₁ Fixed
\( \log D = -12.678 \)
C₀ = 0.070
C₁ = 0.774
C0, C1 Variable
log D = -14.298
C0 = 0.151 ± 0.019 cm⁻²
C1 = 3.507 ± 6.482 cm⁻²
(-0.292 / +1.401) m²/s⁻¹

C0, C1 Fixed
log D = -14.170
C0 = 0.165
C1 = 1.946
(-0.059 / +0.069) m²/s⁻¹

C0, C1 Variable
log D = -13.183
C0 = 0.260 ± 0.015 cm⁻²
C1 = 1.330 ± 0.083 cm⁻²
(-0.066 / +0.078) m²/s⁻¹

C0, C1 Fixed
log D = -13.405
C0 = 0.165
C1 = 1.946
(-0.058 / +0.066) m²/s⁻¹

C0, C1 Variable
log D = -12.544
C0 = 0.165 ± 0.063 cm⁻²
C1 = 1.947 ± 0.222 cm⁻²
(-0.117 / +0.161) m²/s⁻¹

C0, C1 Fixed
log D = -12.544
C0 = 0.165
C1 = 1.946
(-0.058 / +0.066) m²/s⁻¹
Figure B.3.4: OH concentration versus positions (x, y, z) along [100], [010], and [001] of sample SC31-3. Title of each plot has the format of "SC31-3" + "diffusion profile direction (a, b, or c)" + "wavenumber". First three plots in the top row are diffusion profiles of the overall region, 3650-3200 cm\(^{-1}\), in IR spectra along [100], [010], and [001].
### SC31-3a_3355
- **C₀, C₁ Variable**
  - \( \log D = -12.490 \)
  - \( C₀ = 1.181 \pm 0.058 \text{ cm}^{-2} \)
  - \( C₁ = 4.573 \pm 0.380 \text{ cm}^{-2} \)
  - \((-0.080 / +0.098) \text{ m}^2 \text{s}^{-1}\)
- **C₀, C₁ Fixed**
  - \( \log D = -12.779 \)
  - \( C₀ = 1.170 \text{ cm}^{-2} \)
  - \( C₁ = 6.750 \text{ cm}^{-2} \)
  - \((-0.036 / +0.040) \text{ m}^2 \text{s}^{-1}\)

### SC31-3b_3355
- **C₀, C₁ Variable**
  - \( \log D = -11.837 \)
  - \( C₀ = 1.213 \pm 0.284 \text{ cm}^{-2} \)
  - \( C₁ = 4.186 \pm 0.682 \text{ cm}^{-2} \)
  - \((-0.230 / +0.522) \text{ m}^2 \text{s}^{-1}\)
- **C₀, C₁ Fixed**
  - \( \log D = -12.323 \)
  - \( C₀ = 1.170 \text{ cm}^{-2} \)
  - \( C₁ = 6.750 \text{ cm}^{-2} \)
  - \((-0.101 / +0.132) \text{ m}^2 \text{s}^{-1}\)

### SC31-3c_3355
- **C₀, C₁ Variable**
  - \( \log D = -11.448 \)
  - \( C₀ = 1.324 \pm 0.262 \text{ cm}^{-2} \)
  - \( C₁ = 6.726 \pm 0.350 \text{ cm}^{-2} \)
  - \((-0.109 / +0.145) \text{ m}^2 \text{s}^{-1}\)
- **C₀, C₁ Fixed**
  - \( \log D = -11.409 \)
  - \( C₀ = 1.170 \text{ cm}^{-2} \)
  - \( C₁ = 6.750 \text{ cm}^{-2} \)
  - \((-0.050 / +0.057) \text{ m}^2 \text{s}^{-1}\)
C₀, C₁ Variable

log D = -13.798
C₀ = 0.222 ± 0.022 cm⁻²
C₁ = 48.467 ± 127.098 cm⁻²
(-0.220 / +0.468) m²/s⁻¹

C₀, C₁ Fixed
log D = -13.400
C₀ = 0.190
C₁ = 4.200
(-0.120 / +0.320) m²/s⁻¹

C₀, C₁ Variable

log D = -10.461
C₀ = -4.353 ± 2398.702 cm⁻²
C₁ = 1.474 ± 21.921 cm⁻²
(-2.895 / +0.000) m²/s⁻¹

C₀, C₁ Fixed
log D = -12.712
C₀ = 0.190
C₁ = 4.200
(-0.076 / +0.093) m²/s⁻¹

C₀, C₁ Variable

log D = -11.546
C₀ = 0.291 ± 0.262 cm⁻²
C₁ = 4.198 ± 0.432 cm⁻²
(-0.156 / +0.246) m²/s⁻¹

C₀, C₁ Fixed
log D = -11.505
C₀ = 0.190
C₁ = 4.200
(-0.051 / +0.058) m²/s⁻¹

C₀, C₁ Variable

log D = -12.654
C₀ = 0.815 ± 0.047 cm⁻²
C₁ = 3.733 ± 0.446 cm⁻²
(-0.091 / +0.115) m²/s⁻¹

C₀, C₁ Fixed
log D = -12.785
C₀ = 0.750
C₁ = 4.760
(-0.034 / +0.037) m²/s⁻¹
### SC31-3a_3543

**C0, C1 Variable**

\[ \log D = -12.437 \]
\[ C_0 = 0.095 \pm 0.008 \text{ cm}^{-2} \]
\[ C_1 = 0.664 \pm 0.049 \text{ cm}^{-2} \]

\[ (-0.065 / +0.077) \text{ m}^2 \text{s}^{-1} \]

**C0, C1 Fixed**

\[ \log D = -12.957 \]
\[ C_0 = 0.090 \]
\[ C_1 = 1.490 \]

\[ (-0.044 / +0.049) \text{ m}^2 \text{s}^{-1} \]

### SC31-3b_3543

**C0, C1 Variable**

\[ \log D = -11.585 \]
\[ C_0 = -0.223 \pm 1.437 \text{ cm}^{-2} \]
\[ C_1 = 0.924 \pm 0.257 \text{ cm}^{-2} \]

\[ (-0.665 / +0.000) \text{ m}^2 \text{s}^{-1} \]

**C0, C1 Fixed**

\[ \log D = -12.341 \]
\[ C_0 = 0.090 \]
\[ C_1 = 1.490 \]

\[ (-0.086 / +0.107) \text{ m}^2 \text{s}^{-1} \]

### SC31-3c_3543

**C0, C1 Variable**

\[ \log D = -11.388 \]
\[ C_0 = 0.105 \pm 0.028 \text{ cm}^{-2} \]
\[ C_1 = 1.475 \pm 0.034 \text{ cm}^{-2} \]

\[ (-0.047 / +0.053) \text{ m}^2 \text{s}^{-1} \]

**C0, C1 Fixed**

\[ \log D = -11.382 \]
\[ C_0 = 0.090 \]
\[ C_1 = 1.490 \]

\[ (-0.021 / +0.022) \text{ m}^2 \text{s}^{-1} \]

### SC31-3a_3566

**C0, C1 Variable**

\[ \log D = -12.580 \]
\[ C_0 = 0.809 \pm 0.035 \text{ cm}^{-2} \]
\[ C_1 = 4.589 \pm 0.282 \text{ cm}^{-2} \]

\[ (-0.050 / +0.057) \text{ m}^2 \text{s}^{-1} \]

**C0, C1 Fixed**

\[ \log D = -12.858 \]
\[ C_0 = 0.780 \]
\[ C_1 = 7.160 \]

\[ (-0.029 / +0.031) \text{ m}^2 \text{s}^{-1} \]

### SC31-3b_3566

**C0, C1 Variable**

\[ \log D = -12.131 \]
\[ C_0 = 0.493 \pm 0.084 \text{ cm}^{-2} \]
\[ C_1 = 5.931 \pm 0.354 \text{ cm}^{-2} \]

\[ (-0.060 / +0.070) \text{ m}^2 \text{s}^{-1} \]

**C0, C1 Fixed**

\[ \log D = -12.350 \]
\[ C_0 = 0.780 \]
\[ C_1 = 7.160 \]

\[ (-0.041 / +0.045) \text{ m}^2 \text{s}^{-1} \]

### SC31-3c_3566

**C0, C1 Variable**

\[ \log D = -11.391 \]
\[ C_0 = 0.888 \pm 0.127 \text{ cm}^{-2} \]
\[ C_1 = 7.158 \pm 0.155 \text{ cm}^{-2} \]

\[ (-0.047 / +0.053) \text{ m}^2 \text{s}^{-1} \]

**C0, C1 Fixed**

\[ \log D = -11.366 \]
\[ C_0 = 0.780 \]
\[ C_1 = 7.160 \]

\[ (-0.020 / +0.021) \text{ m}^2 \text{s}^{-1} \]
Figure B.3.5: OH concentration versus positions (x, z) along [100] and [001] of sample SC31-5. Title of each plot has the format of “SC31-5” + “diffusion profile direction (a or c)” + “wavenumber”. The plot in the top row is diffusion profiles of the overall region, 3650-3200 cm$^{-1}$, in IR spectra along [001].
C0, C1 Variable
$log D = -12.067$
$C_0 = 1.031 \pm 0.080 \text{ cm}^{-2}$
$C_1 = 4.355 \pm 0.319 \text{ cm}^{-2}$

C0, C1 Fixed
$log D = -12.067$
$C_0 = 1.031$
$C_1 = 4.355$

C0, C1 Variable
$log D = -10.820$
$C_0 = 0.561 \pm 0.495 \text{ cm}^{-2}$
$C_1 = 4.231 \pm 0.104 \text{ cm}^{-2}$

C0, C1 Fixed
$log D = -10.820$
$C_0 = 1.031$
$C_1 = 4.355$

C0, C1 Variable
$log D = -10.582$
$C_0 = 0.045 \pm 0.000 \text{ cm}^{-2}$
$C_1 = 0.134 \pm 0.000 \text{ cm}^{-2}$

C0, C1 Fixed
$log D = -10.582$
$C_0 = 0.048$
$C_1 = 0.134$
<table>
<thead>
<tr>
<th>Description</th>
<th>$C_0$, C Variable</th>
<th>$C_0$, C Fixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\log D = -11.905$</td>
<td>$C_0 = 0.466 \pm 0.094$ cm$^{-2}$</td>
<td>$C_0 = 0.467$</td>
</tr>
<tr>
<td></td>
<td>$C_1 = 2.493 \pm 0.288$ cm$^{-2}$</td>
<td>$C_1 = 2.495$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\log D = -10.850$</td>
<td>$C_0 = 0.959 \pm 0.593$ cm$^{-2}$</td>
<td>$C_0 = 0.467$</td>
</tr>
<tr>
<td></td>
<td>$C_1 = 2.471 \pm 0.167$ cm$^{-2}$</td>
<td>$C_1 = 2.495$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\log D = -11.958$</td>
<td>$C_0 = 2.548 \pm 0.128$ cm$^{-2}$</td>
<td>$C_0 = 2.548$</td>
</tr>
<tr>
<td></td>
<td>$C_1 = 7.397 \pm 0.426$ cm$^{-2}$</td>
<td>$C_1 = 7.397$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\log D = -10.495$</td>
<td>$C_0 = 0.400 \pm 63.091$ cm$^{-2}$</td>
<td>$C_0 = 2.825$</td>
</tr>
<tr>
<td></td>
<td>$C_1 = 7.074 \pm 3.049$ cm$^{-2}$</td>
<td>$C_1 = 7.397$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
SC31-5a_3543

C0, C1 Variable

\[ \log D = -11.828 \pm 0.025 \text{ m/s} \]

\[ C_0 = 0.417 \pm 0.041 \text{ cm}^{-2} \]

\[ C_1 = 1.381 \pm 0.112 \text{ cm}^{-2} \]

C0, C1 Fixed

\[ \log D = -11.973 \pm 0.057 \text{ m/s} \]

\[ C_0 = 0.417 \text{ cm}^{-2} \]

\[ C_1 = 1.548 \text{ cm}^{-2} \]

(-0.125 / +0.177) m

x (mm)

[OH] (cm^{-2})

SC31-5c_3543

C0, C1 Variable

\[ \log D = -10.540 \pm 0.065 \text{ m/s} \]

\[ C_0 = 0.086 \pm 0.041 \text{ cm}^{-2} \]

\[ C_1 = 1.549 \pm 0.197 \text{ cm}^{-2} \]

C0, C1 Fixed

\[ \log D = -10.754 \pm 0.022 \text{ m/s} \]

\[ C_0 = 0.417 \text{ cm}^{-2} \]

\[ C_1 = 1.548 \text{ cm}^{-2} \]

(-0.760 / +0.000) m

z (mm)

[OH] (cm^{-2})

SC31-5a_3566

C0, C1 Variable

\[ \log D = -11.925 \pm 0.092 \text{ m/s} \]

\[ C_0 = 3.266 \pm 0.180 \text{ cm}^{-2} \]

\[ C_1 = 9.688 \pm 0.568 \text{ cm}^{-2} \]

C0, C1 Fixed

\[ \log D = -11.925 \pm 0.042 \text{ m/s} \]

\[ C_0 = 3.266 \text{ cm}^{-2} \]

\[ C_1 = 9.688 \text{ cm}^{-2} \]

(-1.148 / +0.000) m

x (mm)

[OH] (cm^{-2})

SC31-5c_3566

C0, C1 Variable

\[ \log D = -10.520 \pm 0.115 \text{ m/s} \]

\[ C_0 = 0.697 \pm 0.115 \text{ cm}^{-2} \]

\[ C_1 = 9.081 \pm 0.335 \text{ cm}^{-2} \]

C0, C1 Fixed

\[ \log D = -10.916 \pm 0.047 \text{ m/s} \]

\[ C_0 = 3.266 \text{ cm}^{-2} \]

\[ C_1 = 9.688 \text{ cm}^{-2} \]

(-0.045 / +0.050) m

z (mm)

[OH] (cm^{-2})
C₁, C₂ Variable
\[ \log D = -12.012 \pm (-0.081 / +0.099) \text{ m}^2\text{s}^{-1} \]
\[ C₁ = 1.498 \pm 0.063 \text{ cm}^{-2} \]
\[ C₂ = 4.258 \pm 0.231 \text{ cm}^{-2} \]

C₁, C₂ Fixed
\[ \log D = -10.509 \pm (-0.037 / +0.041) \text{ m}^2\text{s}^{-1} \]
\[ C₁ = 1.498 \]
\[ C₂ = 4.258 \]

C₁, C₂ Variable
\[ \log D = -10.924 \pm (-0.040 / +0.045) \text{ m}^2\text{s}^{-1} \]
\[ C₁ = 1.498 \]
\[ C₂ = 4.258 \]

C₁, C₂ Fixed
\[ \log D = -10.924 \pm (-0.040 / +0.045) \text{ m}^2\text{s}^{-1} \]
\[ C₁ = 1.498 \]
\[ C₂ = 4.258 \]
B.4 Outward chemical diffusion profiles

Figure B.4.1: OH concentration versus positions (x, z) along [100] and [001] of sample PI-1914, respectively. Plots on the left are OH concentration from separated regions, 3450-3200 (black symbols and curves) and 3650-3450 (red symbols and curves) cm$^{-1}$, versus positions on the sample; plots on the right are OH concentration from the overall region, 3650-3200 (blue symbols and curves) cm$^{-1}$, versus positions on the sample.
PI1914c

\[ \text{OH} \text{ cm}^{-2} \]

\[ z (\text{mm}) \]

PI1914c_all

\[ \text{OH} \text{ cm}^{-2} \]

\[ z (\text{mm}) \]

3450-3200 cm\(^{-1}\)
3650-3450 cm\(^{-1}\)

- \( D = 5.6 \times 10^{-12} \text{ m}^2/\text{s} \)
- \( C_0 = 20.2 \pm 0.7 \text{ cm}^{-2} \)

- \( D = 5.4 \times 10^{-12} \text{ m}^2/\text{s} \)
- \( C_0 = 15.7 \pm 0.6 \text{ cm}^{-2} \)

3650-3200 cm\(^{-1}\)

- \( D = 5.5 \times 10^{-12} \text{ m}^2/\text{s} \)
- \( C_0 = 35.9 \pm 1.0 \text{ cm}^{-2} \)
Figure B.4.2: OH concentration versus positions (x, z) along [100] and [001] of sample PI-1918-1, respectively. Plots on the left are OH concentration from separated regions, 3450-3200 (black symbols and curves) and 3650-3450 (red symbols and curves) cm$^{-1}$, versus positions on the sample; plots on the right are OH concentration from the overall region, 3650-3200 (blue symbols and curves) cm$^{-1}$, versus positions on the sample.

---

**PI1918-1a**

- 3450-3200 cm$^{-1}$
- 3650-3450 cm$^{-1}$
- $D = 2.1 \times 10^{-13}$ m$^2$/s
- $C_0 = 18.8 \pm 0.3$ cm$^{-2}$

**PI1918-1a_all**

- 3650-3200 cm$^{-1}$
- $D = 4.3 \times 10^{-13}$ m$^2$/s
- $C_0 = 25.5 \pm 0.5$ cm$^{-2}$
\[ \text{[OH] (cm}^{-2} \text{)} \]

\[ z \text{ (mm)} \]

\[ \text{PI1918-1c} \]

3450-3200 cm\(^{-1}\)
3650-3450 cm\(^{-1}\)

\[ D = 1.2 \times 10^{-11} \text{ m}^2/\text{s} \]
\[ C_0 = 7.1 \pm 0.8 \text{ cm}^{-2} \]

\[ D = 6.8 \times 10^{-12} \text{ m}^2/\text{s} \]
\[ C_0 = 18.9 \pm 0.9 \text{ cm}^{-2} \]

\[ \text{PI1918-1c\_all} \]

3650-3200 cm\(^{-1}\)

\[ D = 7.8 \times 10^{-12} \text{ m}^2/\text{s} \]
\[ C_0 = 26 \text{ cm}^{-2} \]
Figure B.4.3: OH concentration versus positions (x, z) along [100] and [001] of sample PI-1918-2, respectively. Plots on the left are OH concentration from separated regions, 3450-3200 (black symbols and curves) and 3650-3450 (red symbols and curves) cm⁻¹, versus positions on the sample; plots on the right are OH concentration from the overall region, 3650-3200 (blue symbols and curves) cm⁻¹, versus positions on the sample.
\[ [\text{OH}] \text{ (cm}^{-2}\text{)} \]

\[
\begin{align*}
D &= 7.8 \times 10^{-12} \text{ m}^2/\text{s} \\
C &= 13.8 \pm 0.4 \text{ cm}^{-2}
\end{align*}
\]

\[
\begin{align*}
D &= 1.2 \times 10^{-11} \text{ m}^2/\text{s} \\
C_0 &= 7.1 \pm 0.2 \text{ cm}^{-2}
\end{align*}
\]

\[
\begin{align*}
D &= 9.1 \times 10^{-12} \text{ m}^2/\text{s} \\
C_0 &= 21.1 \pm 0.6 \text{ cm}^{-2}
\end{align*}
\]
Figure B.4.4: OH concentration versus positions (x, z) along [100] and [001] of sample PI-1918-3, respectively. Plots on the left are OH concentration from separated regions, 3450-3200 (black symbols and curves) and 3650-3450 (red symbols and curves) cm$^{-1}$, versus positions on the sample; plots on the right are OH concentration from the overall region, 3650-3200 (blue symbols and curves) cm$^{-1}$, versus positions on the sample.