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Abstract

Within social science research, data are often collected using a measurement instrument that produces ordered-categorical data. When comparing scores created from a measurement instrument across subpopulations, measurement invariance must be a tenable assumption. Confirmatory Factor Analysis (CFA) and Item Response Theory (IRT) are two unobserved conditional approaches to assessing measurement invariance. Within the research literature, there are three often cited simulation studies that compare the two unobserved conditional invariance techniques. Because the research design of the three studies varied greatly, the results of the studies are contradictory and not comparable. In this simulation study, the true positive (TP) and false positive (FP) rates of the IRT and CFA approaches to assessing measurement invariance are evaluated under four manipulated factors: (a) source of Differential Item Functioning (DIF), (b) size of DIF, (c) sample size, and (d) baseline model. The parameters used for the data generation came from a five-item unidimensional scale with four ordered-categories (i.e., Likert-scale). The results suggest that the IRT model using a free-baseline is the most precise model. Additionally, regardless of the model chosen, a free-baseline model is most favorable across all conditions of source of DIF, size of DIF, and sample size. Finally, the TP and FP rates of the studied models vary as a function of source of DIF, size of DIF, sample size, and baseline model. The significance of these results for social science research is discussed.
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CHAPTER ONE
INTRODUCTION

Within the social sciences, many constructs of interest cannot be directly observed (Bollen, 1989). For instance, within educational research, a student’s algebraic ability cannot be directly measured, and thus must be approximated using a measurement instrument. During the development phase of the measurement instrument, it is assumed that the measurement instrument produces scores that are accurate approximations of the student’s level of algebraic ability. It is further assumed that the measurement instrument will produce scores that are accurate approximations for all individuals of the population of interest. Put simply, it is assumed that the measurement instrument is not biased towards individuals based on an unrelated grouping factor (Meredith, 1993). Subsequent to the development phase of the measurement instrument, these assumptions are tested.

There are two ways to assess whether a measurement instrument is producing estimates that are not systematically accurate or biased (Millsap & Everson, 1993). First, there are observed conditional invariance techniques for assessing measurement bias. Falling within this category are procedures such as the Mantel-Haenszel \( \chi^2 \) method (Holland & Thayer, 1988; Mantel & Haenszel, 1959, as cited by Millsap & Everson, 1993), standardization approaches (Dorans, 1989), and logistic regression methods (Swaminathan & Rogers, 1990).

There are also unobserved conditional invariance techniques for assessing measurement bias (Millsap & Everson, 1993). Falling within this category are procedures based on Factor Analysis (FA) and Item Response Theory (IRT). Theoretically, the
various approaches for assessing measurement bias should lead to the same items being flagged as exhibiting Differential Item Functioning (DIF). However, given the unobserved conditional approaches to assessing measurement bias, the research literature suggests that this is often not the case (e.g., Kim & Yoon, 2011; Meade & Lautenschlager, 2004, April).

Within the measurement invariance literature, there are three simulation studies that are often cited by applied researchers: Kim and Yoon (2011), Meade and Lautenschlager (2004), and Stark, Chernyshenko, and Drasgow (2006). These studies are influential because they focused on the similarities and differences of FA and IRT based approaches to assessing DIF; however, they are limited in that they are not comparable. As a consequence, there are still many questions that remain.

1.1 Statement of the problem

The literature is limited in that most studies compared the linear Confirmatory Factor Analysis (LCFA) model to an IRT model (e.g., Meade & Lautenschlager, 2004; Raju, Laffitte, & Byrne, 2002; Reise, Widaman, & Pugh, 1993; Stark, Chernyshenko, & Drasgow, 2006). Even though research suggests that the LCFA model is appropriate for 5-point Likert scaled data under conditions of normal skewness and kurtosis (Babakus, Ferguson, & Jöreskog, 1987; Muthén & Kaplan, 1985), the results may not extend to multiple groups CFA (MG-CFA) models (Lubke & Muthén, 2004; Temme, 2006). For instance, Stark et al. (2006) found that the LCFA model is appropriate for detecting DIF using 5-point Likert scaled data, whereas Meade and Lautenschlager (2004) found that the LCFA model has low power for detecting DIF. It is important to note that the DIF
generation methods differed across studies. As a consequence, the results are dissimilar (Elosua, 2011).

Kim and Yoon (2011) furthered the literature by comparing the categorical CFA (CCFA) model to the 2PL and GR IRT models. However, because the LCFA model was not included in the study, the CCFA results are not comparable to Meade and Lautenschlager (2004) or Stark et al. (2006). In addition, because threshold DIF is simulated on all thresholds, which is the same DIF generation method used by Stark et al. (2006), the results cannot be compared to Meade and Lautenschlager’s (2004) study, which generated threshold-parameter DIF on specific thresholds.

Taking all three of the studies into consideration, because Meade and Lautenschlager (2004) used a different DIF generation method from Stark et al. (2006) and Kim and Yoon (2011) and Kim and Yoon (2011) used a different CFA model from the CFA model used by Meade and Lautenschlager (2004) and Stark et al. (2006), the results across studies are not comparable (Elosua, 2011). It is argued that the studies are not comparable because of the differences in the methods and designs across studies. Thus, research is needed that compares the LCFA, CCFA, and IRT models using both methods of DIF generation within a single study.

Finally, similar to many simulation studies involving Structural Equation Modeling (SEM; Paxton, Curran, Bollen, Kirby, & Chen, 2001), the literature is limited because the population parameters simulated may not adequately represent empirical data (e.g., Kim & Yoon, 2011; Meade & Lautenschlager, 2004). In other words, external validity is often a limitation of simulation studies, as parameter values are often selected
arbitrarily. To my knowledge, Stark et al. (2006) is the only study that used population parameters that were based on empirical data. Additional research is needed using population parameters based on empirical data.

1.2 Purpose of the study

The purpose of this dissertation study is to answer the following research questions:

1. Using the LCFA model, the CCFA model, and the Graded Response (GR) IRT model, which model is most precise at detecting DIF given unidimensional ordered-categorical data?
   a. Do the findings vary as a function of the source of DIF?
   b. Do the findings vary as a function of the size of DIF?
   c. Do the findings vary as a function of the type of baseline model used for identification?
   d. Do the findings vary as a function of sample size?

1.3 Significance of the study

There are multiple ways that the findings of this study can be significant to research within the social sciences and psychometrics. First, while several simulation studies have been conducted to examine the conditions under which the performance of FA and IRT based approaches to assessing DIF are similar and/or different (Kim & Yoon, 2011; Meade & Lautenschlager, 2004; Stark et al., 2006), there are differences in the methodology of the studies, with the result that optimal approaches are not discernible from the existing research. The current study incorporates features of the prior three
studies so it can unify findings that compare unobserved conditional invariance techniques to assessing DIF. For instance, the current study includes the LCFA model, the CCFA model, and the GR model. As a consequence, the similarities and differences of the models under various data conditions can be compared directly.

Second, the current study is significant because of its possible impact for applied researchers using the CFA model to analyze five-point Likert-scaled data. The need for simulation research that studies the unobserved conditional invariance approaches to assessing DIF is based on early empirical research (Raju et al., 2002; Reise et al., 1993). Even though the literature has progressed to the point where the original questions proposed by Reise, Widaman, and Pugh (1993), and Raju, Laffitte, and Byrne (2002) are being studied using simulation research, the methods and designs of the simulation studies have led to additional complexities. As an example, given a five-point Likert-scaled measurement instrument, should factorial invariance be studied using the LCFA or CCFA model? Research suggests that studying the factorial invariance of ordinal data using the LCFA model may lead to distorted factor structures and, as a consequence, produce biased results (Lubke & Muthén, 2004; Temme, 2006). To my knowledge, Lubke and Muthén (2004) is the only study to test this issue. Therefore, this study also contributes to the literature that compares the performance of the LCFA to the CCFA model given five-point Likert-scaled data.
CHAPTER TWO
LITERATURE REVIEW

2.1 Measurement

McDonald (1999) argues that “the purpose of measurement is to quantify an attribute” (p. 55). Within the social sciences, many attributes or constructs of interest (e.g., attitudes, behaviors, traits) are unobservable or latent (Bollen, 1989). Assuming that the construct of interest is an abstract concept, measurement is “the process by which a concept is linked to one or more latent variables, and these are linked to observed variables” (Bollen, 1989, p. 180). A latent variable or factor is defined as an “unobservable variable that influences more than one observed variable and that accounts for the correlations among these observed variables” (Brown, 2006, p. 13). An observed or manifest variable is defined as a variable that can be directly observed (e.g., item scores) and serves as an indicator of a latent variable.

Measurement models are mathematical expressions that operationalize the relationships between latent and observed variables, and lead to quantification of the construct(s) of interest (Bollen, 1989). Measurement instruments are needed to collect the manifest variables required for the measurement models. If a purpose of the measurement instrument is to make valid comparisons of groups (i.e., subpopulations), then measurement invariance is an assumption that must be tested and found to be tenable (Millsap, 2011).
2.2 Measurement Invariance

Measurement invariance exists when the conditional distribution of an observed variable, given a value of the latent trait or common factor, is independent of group membership (Meredith, 1993; Meredith & Teresi, 2006; Millsap, 2011). Measurement invariance can be expressed as

\[ P_g(x|\xi) = P(x|\xi) \]  \hspace{1cm} (2.1)

where \( P_g(x|\xi) \) is the conditional probability function for \( x \) given \( \xi \) in group \( g \), \( g (g = 1, 2, \ldots G) \) represents a grouping variable, \( x (x = x_1, x_2, \ldots x_i) \) is a random vector of scores on the \( i (i = 1, 2, \ldots j, I) \) manifest variables, and \( \xi (\xi = \xi_1, \xi_2, \ldots \xi_m) \) is a random vector of scores on \( m (m = 1, 2, \ldots M; M < I) \) common factors (Millsap, 2011). Equation 2.1 provides a general probabilistic structure that can be applied to any measurement model. Depending on the measurement model fit to the data (e.g., IRT models, FA models), measurement invariance can be examined at the item and/or test level. Given the definition of measurement invariance, measurement bias can be defined (Millsap, 2011; Millsap & Everson, 1993).

2.3 Measurement Bias

Measurement bias is defined as a violation of measurement invariance (Millsap, 2011; Millsap & Everson, 1993). Measurement bias exists when the measurement instrument provides a systematically inaccurate estimate of latent ability for subgroups within a population (e.g., gender, race/ethnicity). As a consequence, measurement bias can lead to decisions based on invalid observations (Ackerman, 1992; Drasgow, 1982; Osterlind & Everson, 2009). The focus of this paper is on measurement bias based on
unobserved conditional invariance, which is tested directly using a measurement model that relates the observed score to the unobserved latent trait score (Millsap & Everson, 1993). The two measurement frameworks of interest are IRT models and FA models. The following sections will describe measurement bias within each measurement framework, the measurement models of each measurement framework, and tests of measurement bias within each framework. Following the discussion on measurement bias, studies that compared measurement bias methods across measurement frameworks are reviewed.

2.4 Factorial Invariance

If a purpose of the instrument is to make valid comparisons of subgroups, then measurement invariance is required (Meredith, 1993; Meredith & Teresi, 2006; Millsap, 2011). Within the FA literature, measurement invariance is termed factorial invariance (Gregorich, 2006; Meredith, 1993; Meredith & Teresi, 2006; Millsap, 2011). Assuming a common factor model, factorial invariance exists when the factor structure underlying the data is the same across subgroups.

2.5 Common Factor Model

The common factor model can be expressed as

\[ x = \tau + \Lambda \xi + \delta \]  

(2.2) 

where \( \Lambda \) (commonly called the factor pattern matrix) is a \( i \times m \) matrix of factor loadings \( (\lambda_{im}) \) relating the \( i \) manifest variables to the \( m \) common factors, \( \tau \) (\( \tau = \tau_1, \tau_2, \ldots, \tau_i \)) is a vector of intercepts for the \( i \) manifest variables, and \( \delta \) (\( \delta = \delta_1, \delta_2, \ldots, \delta_i \)) is a random vector of scores on the \( i \) unique factors (Jöreskog, 1969; MacCallum, 2009; Millsap, 2011). It is important to note that the unique factor, \( \delta_i \), is the sum of the item specific factor, \( s_i \), which
influences only item $i$, and random measurement error, $e_i$. Under the common factor model, it is assumed that

$$\text{Cov}(\xi, \delta) = 0, \quad (2.3a)$$

$$\text{Cov}(\xi) = \Phi, \quad (2.3b)$$

and

$$\text{Cov}(\delta) = \Theta, \quad (2.3c)$$

where $\Phi$ is the $m \times m$ matrix of common factor covariances, and $\Theta$ is a $i \times i$ diagonal matrix of unique factor variances (Jöreskog, 1969; MacCallum, 2009). Without loss of generality

$$E(x) = \tau = 0, \quad (2.4a)$$

$$E(\xi) = 0, \quad (2.4b)$$

and

$$E(\delta) = 0, \quad (2.4c)$$

which leads to the covariance structure of $x$

$$\Sigma = E(xx') = \Lambda \Phi \Lambda' + \Theta, \quad (2.5)$$

where $\Sigma$ is the $i \times i$ population covariance matrix for the manifest variables (Jöreskog, 1969; MacCallum, 2009). Equation 2.5 defines the variances and covariances of the manifest variables as a function of the model parameters in $\Lambda, \Phi$, and $\Theta$, and thus represents a theory about the structure of the population covariances among the manifest variables (Bollen, 1989; MacCallum, 2009).

Depending on the researcher’s theory, the common factor model can be fit in an exploratory or confirmatory manner (Bollen, 1989; Brown, 2006; Long, 1983;
MacCallum, 2009). Generally speaking, if a researcher is lacking a prior theory, then the parameters of the common factor model are estimated using an unrestricted or Exploratory Factor Analysis (EFA); conversely, if the researcher has a theory a priori, then the parameters of the common factor model are estimated using a restricted or CFA (Bollen, 1989; Brown, 2006; MacCallum, 2009). Early studies on factorial invariance utilized the EFA model; however, now that the CFA model has been developed, and it is able to test a wide range of invariance hypotheses, the CFA model is used most often in present research (Millsap, 2011). Consequently, only factorial invariance using CFA models is further discussed. The LCFA model is discussed in greater detail (Bollen, 1989; Brown, 2006; Jöreskog, 1969; MacCallum, 2009), followed by a discussion of the CFA model appropriate for ordered-categorical data (i.e., CCFA; Christoffersson, 1975; Muthén, 1978, 1984). Subsequent to the discussion on the LCFA and CCFA models, tests of factorial invariance are discussed (Millsap, 2011; Muthén & Christoffersson, 1981; Vandenberg & Lance, 2000).

2.6 Confirmatory Factor Analysis

The purpose of FA is to account for the covariances among a set of manifest variables using a smaller set of common factors (i.e., latent variables; Bollen, 1989; Brown, 2006; Long, 1983; MacCallum, 2009). Contrary to EFA, CFA requires that the researcher have a theory that guides specification of the parameters in $\Lambda$, $\Phi$, and $\Theta$. Assuming that the model’s specifications lead to model identification, the model parameters are estimated, producing a unique solution. Given the estimated model parameters ($\hat{\Lambda}, \hat{\Phi}, \hat{\Theta}$) and Equation 2.5, an implied covariance structure is created
\[
\hat{\Sigma} = \hat{\Lambda} \hat{\Phi} \hat{\Lambda}' + \hat{\Theta},
\]

(2.6)

and subsequently compared to the sample covariance structure (\(S\)) of observed variables, which is a \(i \times i\) matrix. Model parameters are estimated to find values that produce an implied covariance structure (\(\hat{\Sigma}\)) that reproduces the sample covariance structure (\(S\)). The accuracy of the model’s ability to reproduce the sample covariance structure is assessed using a fitting or discrepancy function, \(F(S, \hat{\Sigma})\). The fitting function equals zero if the model’s parameters lead to an exact replication of the sample covariance matrix.

The fitting function depends upon the estimation method (e.g., unweighted least squares, maximum likelihood; Bollen, 1989; Long, 1983; MacCallum, 2009). The choice of estimation method depends on the nature of the data (Bollen, 1989; Long, 1983). Each estimation method has a set of assumptions about the data, and violation of the model’s assumptions may bias results (e.g., Babakus, Ferguson, & Jöreskog, 1987; DiStefano, 2002). Within the factorial invariance literature, maximum likelihood (ML) is the estimation method most often used in applied (e.g., Davis-Kean & Sexton, 2009; Gregorich, 2006) and simulation (e.g., Meade & Lautenschlager, 2004; Stark et al., 2006) studies, and thus is the only estimator for continuous measures discussed in this paper.

Subsequent to the discussion of the ML estimation method, the CCFA model (Christoffersson, 1975; Muthén, 1978; 1984) is discussed.

### 2.6.1 Maximum likelihood.

Based on the ML estimation method, the discrepancy function can be expressed as

\[
F_{ML} = tr\left(S\hat{\Sigma}^{-1}\right) + \left[ln|\hat{\Sigma}| - ln|S|\right] - i,
\]

(2.7)
where $tr(\cdot)$ is the trace of a matrix, namely, the sum of the diagonal elements, and $ln|\cdot|$ is the natural log of the determinant of a matrix (Bollen, 1989; Brown, 2006; Jöreskog, 1969; Long, 1983). It is assumed that the observations are independent, the sample is sufficiently large, the model is correctly specified, and the data are continuous and multivariate normally distributed. Estimates are produced using an iterative procedure that minimizes the ML discrepancy function. The minimum of the ML discrepancy function value can be used to calculate a chi-square ($\chi^2$) test statistic to assess the null hypothesis that the specified model fits exactly in the population (Brown, 2006; Long, 1983; Millsap, 2011), and is calculated as

$$\chi^2 = F_{ML}(N - 1),$$  \hspace{1cm} (2.8)

where $N$ is the sample size. Assuming that the model is correctly specified, the test statistic is $\chi^2$ distributed with degrees of freedom equal to $[i \times (i + 1)] / 2$ minus the number of free model parameters (Bollen, 1989). If the assumptions of the model and estimation method are tenable, then the ML estimates are asymptotically unbiased (i.e., the expected value of the parameter estimates approach the population parameters in large samples), asymptotically efficient (i.e., the variance of the sampling distribution of the ML estimators is at a minimum in large samples), and consistent (i.e., the parameter estimates converge to the population parameters as sample size increases; e.g., Bollen, 1989; Brown, 2006; Finney & DiStefano, 2006; Jöreskog, 1969; Long, 1983; MacCallum, 2009).
2.7  **Confirmatory Factor Analysis Model for Ordered-Categorical Data**

The previous sections described a factor model and estimation method (i.e., ML) appropriate for continuous measures (Bollen, 1989; Brown, 2006; Long, 1983; MacCallum, 2009). However, in applied research in the social sciences, data tend to be ordinal (DiStefano, 2002; Flora & Curran, 2004; Lubke & Muthén, 2004). In spite of the ordinal nature of the data, applied researchers assess factorial invariance using a LCFA model with ML estimation (Lubke & Muthén, 2004; Sass, 2011). As previously mentioned, the CFA model using ML estimation assumes the following: (a) independent observations, (b) large sample sizes, (c) a correctly specified model, and (d) continuous data that are multivariate normally distributed (e.g., Finney & DiStefano, 2006; Maruyama, 1998). When the observed data are on an ordinal scale, the assumption of multivariate normally distributed data is violated, and as a consequence, ML may produce biased results (Babakus et al., 1987; DiStefano, 2002; Finney & DiStefano, 2006; Lubke & Muthén, 2004).

Even though there are multiple estimators that can handle ordered-categorical data, such as the Asymptotic Distribution Free estimator (ADF; Browne, 1984) and Generalized Least Squares (GLS; Christofferson, 1975; Muthén, 1978), research suggests that the Robust Weighted Least Squares (RWLS) approach is optimal (Flora & Curran, 2004). This is due to the large sample size needed for stable estimates using the ADF and GLS estimation methods (Flora & Curran, 2004; Millsap, 2011). Moreover, as the number of indicators increases, the minimum sample size required also increases. This is not the case using the WLS approach (Muthén, 1983, 1984) to testing factorial invariance.
described by Muthén and Christofferson (1981), and thus is the only estimation method further discussed.

### 2.7.1 Latent response variates

Prior to discussion of the WLS estimation method (Muthén, 1983, 1984), the common factor model must be modified to accommodate the ordinal nature of the data (Christofferson, 1975; Muthén, 1978, 1983, 1984). The common factor model expressed in Equation 2.2 defines the common factors in $\xi$ as continuous variables linearly related to the manifest variables, and thus assumes that the manifest variables are also continuous (e.g., MacCallum, 2009; Wirth & Edwards, 2007). Given ordered-categorical data, this is not a tenable assumption. As a result, the common factor model and estimation procedure must be modified to accommodate the nature of the data. Christofferson (1975) and Muthén (1978, 1984) describe the use of a threshold model that relates the ordinal manifest variable ($x_i$) to a latent response variate ($x_i^*$), which follows a standard normal distribution with a mean of 0 and variance of 1, expressed as

$$x_i = c \text{ if } v_{ic} < x_i^* < v_{ic+1}, \quad (2.9)$$

where $v_{ic} (v_{i0}, v_{i1}, v_{i2}, \ldots, v_{ic})$ are the $c$ thresholds that relate the latent response variate to the response category $k (k = 1, \ldots, c + 1)$. It is further assumed that $v_{i0} = -\infty$ and $v_{ic+1} = \infty$. The thresholds of the latent response variates can be estimated using the following equation

$$v_{ic} = \phi^{-1} \left( \sum_{k=1}^{c} \frac{N_k}{N} \right) \quad (2.10)$$

where $\phi^{-1}$ is the inverse of the standard normal distribution function, and $N_k$ is the number of subjects who selected category $k$ (Bollen, 1989; Finney & DiStefano, 2006;
Olsson, 1979; Wirth & Edwards, 2007). Thus, the threshold model estimates threshold parameters that mark the point on the continuous latent response scale that separates one manifest discrete response option from the adjacent response option (e.g., Yes/No).

Given the threshold model in Equation 2.10, Equation 2.2 can be modified to model the factor structure underlying the latent response variates

\[
x^* = \tau + \Lambda \xi + \delta
\]  

(2.11)

where \( x^* (x^*_i = x^*_1, x^*_2, \ldots, x^*_i) \) is a random vector of scores on the \( i \) latent response variables. Because a single latent response variate is assumed to follow a univariate normal distribution, it is further assumed that a pair of latent response variates follow a bivariate normal distribution. As a consequence, the correlation structure of the latent response variables can be expressed as

\[
P^* = \Lambda \Phi \Lambda' + \Theta,
\]  

(2.12)

where \( P^* \) is the \( i \times i \) polychoric correlation matrix (Bollen, 1989; Finney & DiStefano, 2006; Wirth & Edwards, 2007).

### 2.7.2 Polychoric correlations

As previously discussed, the factor structure is modeling the underlying latent response variates (Bollen, 1989; Finney & DiStefano, 2006; Wirth & Edwards, 2007). Subsequently, the correlation and covariance matrices calculated from the observed ordinal data are not of interest. Instead, the correlations of interest are those between the latent response variates called tetrachoric/polychoric correlations. Assuming polytomous data, there are two ways described by Olsson (1979) to estimate the thresholds and polychoric correlations. The first option is to estimate the thresholds and polychoric
correlations simultaneously using ML. The second option is to first estimate the thresholds as the inverse of the standard normal distribution, evaluated at the cumulative marginal proportions of the contingency table (see Latent response variate section). Subsequent to estimation of the threshold parameters, the ML estimate of the population correlation coefficient is computed, conditional on the estimated thresholds. Because the difference between the estimates of the two procedures is minimal and the two-step procedure takes less time to compute, the two-step procedure may be preferred. The following section discusses estimation methods appropriate for the models shown in Equations 2.9-2.12.

2.7.3 Weighted least squares

Given polychoric correlations, the WLS estimator is the only method that produces correct standard errors and test statistics (Bollen, 1989, p. 443). The WLS fitting function can be expressed as

\[ F_{WLS} = (r - \rho)'W^{-1}(r - \rho), \]

where \( r \) represents a vector of unique elements of the \( i \times i \) sample polychoric correlation matrix and thresholds, \( \rho \) represents a vector of unique elements of the \( i \times i \) model implied polychoric correlation matrix and thresholds, and \( W \) represents a consistent estimator of the asymptotic covariance matrix of the elements of \( r \) (Bollen, 1989; Muthén, 1983; Muthén, du Toit, & Spisic, 1997; Wirth & Edwards, 2007). Depending on the number of items, the size of \( W \) may be very large (Brown, 2006; Muthén, 1993; Muthén et al., 1997; Wirth & Edwards, 2007). To ensure that the estimate of the \( W \) matrix is correct and that
the $W$ matrix can be inverted, the sample size must be larger than the number of elements in $W$.

As a result, Muthén (1993) and Muthén, du Toit, and Spisic (1997) developed RWLS by setting all off-diagonal elements of the $W$ to zero, so that it is a diagonal matrix, and subsequently easier to invert when obtaining standard errors of parameter estimates (Brown, 2006; Muthén et al., 1997; Wirth & Edwards, 2007). Because of the reduction in information (i.e., $W$ is a diagonal matrix), the $W$ is no longer the optimal weight matrix, and subsequently estimates obtained are not statistically efficient (Muthén et al., 1997; Wirth & Edwards, 2007). Because of the lack of efficiency, the standard errors and test statistics are biased. Consequently, inspired by Satorra (1992, as cited by Muthén et al., 1997), Muthén (1993) argued for the use of a mean and mean and variance adjustment that corrects the chi-square test statistic and standard error of the parameter estimates (see Muthén, 1993 and Muthén et al., 1997 for a detailed discussion). It is important to note that the calculation of the robust test statistics avoids inversion of the full $W$ matrix, and therefore, may be used with sample sizes as small as 100 cases (Flora & Curran, 2004).

2.8 Multiple Groups Confirmatory Factor Analysis

The following section discusses factorial invariance (Gregorich, 2006; Meredith, 1993; Meredith & Teresi, 2006; Millsap, 2011). Prior to discussing the parameters of interest when assessing factorial invariance, the common factor model must be extended to model multiple groups (i.e., multiple group confirmatory factor analysis; MG-CFA). According to Jöreskog (1971) and Millsap (2011), MG-CFA can be expressed as
\[ x_g = \tau_g + \Lambda_g \xi_g + \delta_g. \]  

(2.14)

In addition, it is no longer assumed that the latent and manifest variables are deviation scores, and thus,

\[ E(\xi_g) = k_g, \]  

(2.15a)

and

\[ E(x_g) = \mu_g = \tau_g + \Lambda_g \kappa_g, \]  

(2.15b)

which allows for each group to have a mean structure for the common factor and observed scores (\(\kappa_g\) and \(\mu_g\), respectively).

Using ordered-categorical data, the mean structure does not include the factor intercept matrix (Millsap, 2011). Given the multiple thresholds needed to be modeled using ordered-categorical data, the mean structure can be expressed as

\[ \mu_g = \Lambda \kappa_g, \nu_g. \]  

(2.16)

The covariance structure for \(g\) groups (\(\Sigma_g\)) can be expressed as

\[ \Sigma_g = \Lambda_g \Phi_g \Lambda_g' + \Theta_g. \]  

(2.17)

The ML discrepancy function for MG-CFA is

\[ F_{ML} = \sum_{g=1}^{G} \left( \frac{N_g}{N} \right) F_{MLg} \]  

(2.18)

where \(N_g\) is the total sample size for group \(g\), and \(F_{MLg}\) is the ML discrepancy function for group \(g\). Assuming CCFA, the threshold model is extended to accommodate the multiple groups

\[ x_{ig} = c \text{ if } \nu_{icg} < x_{ig}^* < \nu_{ic+1g}, \]  

(2.19)

and the WLS discrepancy function for MG-CFA is
\[ F_{WLS} = \sum_{g=1}^{G} F_{WLSg} \] (Millsap, 2011).

### 2.8.1 Tests of factorial invariance

Factorial invariance is assessed using a series of nested models and the chi-square test statistic (Jöreskog, 1971; Millsap, 2011; Vandenberg & Lance, 2000). The following section describes the tests of factorial invariance in detail. Assuming a MG-CFA model using ML estimation, the parameters of interest are the \( \tau_g, A_g, \) and \( \Theta_g \) matrices (Jöreskog, 1971; Millsap, 2011). Assuming a MG-CFA model using WLS, the parameters of interest are the \( \nu_g, A_g, \) and \( \Theta_g \) matrices (Millsap, 2011; Muthén & Christoffersson, 1981).

Subsequent to the discussion of the tests of factorial invariance, partial invariance is discussed (Byrne, Shavelson, & Muthén, 1989).

#### 2.8.1.1 Invariance of covariance matrices

The initial step is to test the null hypothesis of invariant population covariance matrices (\( \Sigma_g = \Sigma \); Jöreskog, 1971; Millsap, 2011; Vandenberg & Lance, 2000). Failure to reject the null hypothesis suggests that the equality of population covariance matrices is plausible, and thus there is no need for further invariance testing (Jöreskog, 1971; Millsap, 2011; Vandenberg & Lance, 2000). On the contrary, rejection of the null hypothesis suggests that some degree of measurement non-invariance exists (Jöreskog, 1971; Millsap, 2011; Vandenberg & Lance, 2000). Differences in the covariance matrices suggest that the inter-relationships of the manifest variables are different for the different groups. This could happen if for a group of academic tests we had dropouts versus graduates, and the graduates took the tests more seriously, and thus the scores were more
reliable for them. In such a case, we may expect to have higher inter-correlations of the measures for the graduates.

Byrne (1998, as cited by Raju et al., 2002) argues that the test of covariance matrices invariance is not needed because the test results may lead to contradictory results. For instance, the null hypothesis of invariant covariance matrices may be rejected even though subsequent invariance tests of specific parameter matrices may suggest that measurement invariance is a tenable assumption (e.g., Meade & Lautenschlager, 2004). As a consequence, many applied researchers studying measurement invariance do not include the test of invariant covariance matrices (see Vandenberg & Lance, 2000 for a review of applied measurement invariance research).

2.8.1.2 Configural invariance

Factorial invariance is assessed using a series of nested models and the $\chi^2$ test statistic (Jöreskog, 1971; Millsap, 2011; Vandenberg & Lance, 2000). The first test of invariance is configural invariance. Configural invariance is assessed by setting the same pattern of fixed and free elements in the $\Lambda_g$ parameter matrices. Configural invariance can be expressed as

$$\Sigma_g = \Lambda_g \Phi_g \Lambda_g' + \Theta_g.$$  \hspace{1cm} (2.21)

Because the free elements are not constrained to be equal across groups, configural invariance implies that similar, but not identical, latent variables are conceptualized across groups. Failure to reject the null hypothesis implies that the same number of latent variables underlies the data and that the latent variables correspond to the same set of manifest variables. Rejection of the null hypothesis suggests that different latent variables
underlie the data across groups, and subsequent tests of factorial invariance are not justified. As an example, assuming item responses on a motivation scale and a dropout group and a graduate group, rejecting the null hypothesis of configural invariance may occur when the clusters of observed item responses are not identical across groups suggesting that the construct of motivation is being measured differently across groups (Vandenberg & Lance, 2000).

2.8.1.3 Metric invariance

Metric invariance constrains the factor pattern matrices to be fully invariant (Jöreskog, 1971; Millsap, 2011; Vandenberg & Lance, 2000). Metric invariance can be expressed as

\[ \Sigma_g = \Lambda \Phi_g \Lambda' + \Theta_g. \]  

(2.22)

Notice that the \( g \) subscript is no longer attached to the \( \Lambda \) matrix. Failure to reject the null hypothesis suggests that the relationships between the latent and manifest variables are the same across groups. If the null hypothesis is rejected, then the relationships between the latent and manifest variables vary across groups. Returning to the example previously discussed, this may occur when a cluster of items on the motivation scale does not have the same meaning for dropouts and graduates (Gregorich, 2006).

2.8.1.4 Scalar invariance

Scalar invariance is the first test that involves the mean structure of the data (Millsap, 2011). Using continuous data, scalar invariance constrains the vector of intercepts in the mean structure to equality, and can be expressed as

\[ \mu_g = \tau + \Lambda \kappa_g. \]  

(2.23)
Scalar invariance is also termed strong factorial invariance (Meredith, 1993). Scalar invariance implies that differences in means on the manifest variables are due to differences in means on the latent variables (Millsap, 2011; Vandenberg & Lance, 2000). Failure to reject the null hypothesis suggests that the factor intercepts are the same across groups, whereas rejection of the null hypothesis suggests that the factor intercepts vary across groups. Rejecting the null hypothesis of scalar invariance may occur if, for example, the graduate group is more likely to exhibit an acquiescence response style bias than the dropout group on the motivation scale (Gregorich, 2006).

Using ordered-categorical data, the test analogous to scalar invariance constrains the item thresholds \((v_k)\) to be invariant (Millsap, 2011), and can be expressed as

\[
\mathbf{\mu}_g = \Lambda \kappa_g, v. \tag{2.24}
\]

Assuming that the latent response variates are multivariate normally distributed, the test of threshold invariance is a test of strong invariance. Threshold invariance suggests that the amount of the common factor needed to select a specific response category is invariant across groups, and furthermore, that differences in means on the manifest variables are due to differences in means on the latent variables. Failure to reject the null hypothesis suggests that the item thresholds are the same across groups, whereas rejection of the null hypothesis suggests that the item thresholds vary across groups. Similar to scalar invariance using continuous responses, rejecting the null hypothesis may occur when the acquiescence response bias exists within a subgroup of the population (Gregorich, 2006). For instance, the graduate group is more likely to agree with
individual items on the motivation scale then the dropout group. The primary difference is whether the item responses are continuous or categorical.

2.8.1.5 Invariance of unique factor covariance matrices

Assuming that the focus of the study is on the items of the measurement instrument, the final test of factorial invariance is the test of invariant unique factor covariances (Millsap, 2011). Meredith (1993) used the term strict factorial invariance. According to Millsap (2011), invariance of the unique factor covariance matrices can be expressed as

$$\Sigma_g = \Lambda \Phi_g \Lambda' + \Theta.$$  \hspace{1cm} (2.25)

Under strict invariance, group differences in covariances among observed variables are attributable only to differences in covariances among latent variables (Millsap, 2011; Vandenberg & Lance, 2000). Assuming that the common factor variances are the same, a test of invariant unique factors is analogous to a test for invariant reliabilities across groups (Vandenberg & Lance, 2000). Failure to reject the null hypothesis suggests that the matrix of item unique variance is the same across groups, whereas rejection of the null hypothesis suggests that the matrix of item unique variance varies across groups (Millsap, 2011; Vandenberg & Lance, 2000). Moreover, upon verifying the assumption of invariant unique factor covariance matrices, the measurement instrument is assumed to be free of measurement bias (Millsap, 2011). As previously discussed (see Invariance of covariance matrices section), if the graduate group took the series of tests more seriously than the dropout group, the null hypothesis of the strict invariance test may be rejected due to the differences in reliability.
2.8.1.6 Partial invariance

The invariance tests previously mentioned (e.g., configural invariance, metric invariance, scalar invariance) assumed that the elements of the entire parameter matrices met the assumption of invariance (i.e., full invariance; Byrne et al., 1989; Millsap, 2011; Millsap & Kwok, 2004). Partial invariance exists when at least one element of the parameter matrix of interest violates that assumption of invariance. That is, after rejecting the null hypothesis of one of the aforementioned tests of factorial invariance (e.g., configural invariance, metric invariance), the source of the invariance may be found by relaxing the constraints on individual items within a parameter matrix. Subsequently, partial invariance allows for comparisons across groups even if full measurement invariance is untenable. A limitation of partial factorial invariance is that there are no prescribed or minimum set of conditions to achieve partial invariance (Millsap & Kwok, 2004). For example, given the motivation scale and the groups of dropouts and graduates, partial invariance may occur when the relationship between one or more of the items on the motivation scale is not identical across the dropout and graduates groups.

2.9 Differential Item Functioning

Within the IRT framework, measurement bias may be present when DIF exists (Millsap, 2011; Millsap & Everson, 1993). DIF refers to differences in item functioning after conditioning on the ability intended to be measured by the item (Dorans & Holland, 1993, as cited in Raju et al., 2002; Osterlind & Everson, 2009). That is, DIF exists when the parameters of item response functions (IRF) are non-invariant across groups (Osterlind & Everson, 2009). DIF is a required, but not sufficient condition for item bias
(Millsap, 2011; Millsap & Everson, 1993; Osterlind & Everson, 2009). Consequently, a DIF analysis is required to ensure valid interpretation of test scores across groups. Prior to discussion of the various methods of DIF using IRT, the IRT models of interest are discussed.

2.10 Item Response Theory Models

IRT is within the family of latent variable models (Mislevy, 1986; Thissen & Steinberg, 1986), and models observed data at the item-level (Birnbaum, 1968; De Ayala, 2009; Hambleton & Swaminathan, 1985; Lord & Novick, 1968). The first IRT models focused on dichotomous data (Lord & Novick, 1968). IRT assumes that the observed item responses are a function of an individual’s common factor and the item properties (Birnbaum, 1968; De Ayala, 2009; Hambleton & Swaminathan, 1985; Lord & Novick, 1968). For instance, the 3-parameter dichotomous IRT model assumes that the item’s discrimination, difficulty, and probability of guessing interact with an individual’s latent ability to produce an observed item response (Birnbaum, 1968).

The regression of the item response on the underlying common factor leads to the IRF or item characteristic curve (ICC; Birnbaum, 1968; De Ayala, 2009; Hambleton & Swaminathan, 1985; Lord & Novick, 1968). Assuming dichotomous data, as the level of the common factor (i.e., latent trait) increases, the proportion of individuals endorsing the item increases; however, it is apparent that the relationship is not linear (De Ayala, 2009; McDonald, 1999). Given the monotonic relationship between observed scores and the proportion of individuals endorsing an item, IRT models use a non-linear function to model the observed item response data (Birnbaum, 1968; De Ayala, 2009; Hambleton &
Swaminathan, 1985; Lord & Novick, 1968; McDonald, 1999). Because of the ogival pattern, the cumulative normal or logistic distribution can be used to model the data. A discussion on the assumptions of the IRT models, which apply to both the normal ogive and logistic IRT models, follows.

The common assumptions of IRT focus on the dimensionality of the latent space, local independence, and functional form of the ICC (De Ayala, 2009; Hambleton & Swaminathan, 1985; Lord & Novick, 1968). The assumption of dimensionality states that the response data are a manifestation of one or more common factors. Once all of the common factors that underlie the data are accounted for in the model, the latent space is complete. In practice the assumption is relaxed, and it is assumed that there is (are) a dominant factor(s) that influences item responses (Hambleton & Swaminathan, 1985). Relaxing the assumption of dimensionality allows for it to be further assumed that the latent space is complete. As a consequence, assuming an instrument designed to measure mathematics ability, an incorrect response is due solely to a lack of mathematics ability.

The assumption of local independence states that, conditional on the common factor(s), the responses to an item are statistically independent of the responses to any other item on the instrument (De Ayala, 2009; Hambleton & Swaminathan, 1985; Lord & Novick, 1968; McDonald, 1999). Put simply, all item responses should be uncorrelated at a fixed level of the common factor. Violating the assumption of local independence implies that some examinees have higher expected test scores than others of the same ability level (Hambleton & Swaminathan, 1985; Lord & Novick, 1968). As a
consequence, additional common factors would be needed to account for the examinee’s performance, which suggests that the test is multidimensional.

The functional form assumption states that the data follow the specified IRT model (De Ayala, 2009; Hambleton & Swaminathan, 1985; Lord & Novick, 1968). McDonald (1999) argues that there are three properties required for a function representing the conditional probability of endorsing an item. That is, the function should (a) “be bounded above by unity, and below by zero”, (b) “be smooth and monotone-increasing”, and (c) “approach horizontal asymptotes at each extreme value of [the common factor]” (McDonald, 1999, p. 250). The functional form of IRT models is that of an ogive, and is represented by the trace line of the ICC. The number of parameters used to describe the ICC distinguishes the family of IRT models (Osterlind & Everson, 2009). The following sections introduce the IRT models commonly used in applied research, and describe the functional form of each model in greater detail.

2.11 IRT Models for Dichotomous Data

The normal ogive model was the first item response model, and posits the normal cumulative distribution as a response function for item $i$ (Birnbaum, 1968; De Ayala, 2009; Hambleton & Swaminathan, 1985; Lord & Novick, 1968). Because the lower asymptote is bounded by zero and the upper asymptote is bounded by one, the normal ogive model may be used as a probabilistic model (De Ayala, 2009; Hambleton & Swaminathan, 1985; Lord & Novick, 1968; McDonald, 1999). The normal ogive model is expressed as the integral

$$P(x_i = 1|\theta) = \int_{-\infty}^{a_i(\theta-b_i)} \frac{1}{\sqrt{2\pi}} e^{-z^2/2} dz$$  \hspace{1cm} (2.26)
where \( P(x_i = 1|\theta) \) is the probability that a randomly selected examinee with common factor \( \theta \) endorses item \( i \), \( a_i \) is the discrimination parameter for item \( i \), \( b_i \) is the difficulty parameter for item \( i \), and \( z \) is a normal deviate from a distribution with mean \( b_i \) and standard deviation \( 1/a_i \) (De Ayala, 2009; Hambleton & Swaminathan, 1985). The \( a_i \) is proportional to the slope of the tangent at the point on the common factor scale where the probability of endorsing the item is 50%, and the \( b_i \) is the point on the common factor scale where the probability of endorsing the item is 50% (De Ayala, 2009; Hambleton & Swaminathan, 1985; Lord & Novick, 1968). It is important to note that the normal ogive model does not assume that examinees of extremely low ability will select the correct response option by chance (i.e., guessing does not occur; Lord & Novick, 1968, p. 383); however, assuming multiple choice items, Birnbaum (1968) extended the model to account for guessing (p. 404). A limitation of the normal ogive model is that the integration is not easily performed (Birnbaum, 1968; Hambleton & Swaminathan, 1985). Consequently, logistic models are used in most applications of IRT (Thissen & Steinberg, 1986).

Birnbaum (1968) introduced the item response model using the logistic distribution. The decision to model the data using a logistic distribution has several advantages over the normal ogive distribution (Birnbaum, 1968). For instance, “the logistic model is more ‘mathematically tractable’ than the normal ogive model because the latter involves an integration while the former is an explicit function of item and ability parameters” (Hambleton & Swaminathan, 1985, p. 37). Consequently, the logistic IRT models are “mathematically convenient” (Thissen & Steinberg, 1986). In addition,
with the use of a scaling factor $D = 1.7$, the normal and logistic distributions nearly coincide (Birnbaum, 1986; Hambleton & Swaminathan, 1985).

IRT models are distinguished by the number of parameters estimated about the items (Osterlin & Everson, 2009). The first logistic model for dichotomous data discussed is the three-parameter (3PL) model, and can be expressed as

$$P(x_i = 1 | \theta) = c_i + (1 - c_i) \frac{1}{1 + e^{-Da_i(\theta - b_i)}}$$

(2.27)

where $c_i$ is the lower asymptote of the IRF and is known as the guessing parameter (Birnbaum, 1968). Assuming that the $c_i$ is greater than 0, the $b_i$ is located at the point of the common factor scale where the slope of the ICC is a maximum, and is no longer on the common factor scale where the probability of endorsing the item is 50% (Hambleton & Swaminathan, 1985). Instead, the probability of endorsing the item is $(1 + c_i)/2$. In addition, the slope of the curve at $b_i$ equals $0.425 a_i (1 - c_i)$.

Similar to the normal ogive model, the two-parameter logistic (2PL) model does not assume that the probability of endorsing an item is a function of guessing (Birnbaum, 1968; Lord & Novick, 1968). The 2PL model can be expressed as

$$P(x_i = 1 | \theta) = \frac{1}{1 + e^{-Da_i(\theta - b_i)}}$$

(2.28)

The interpretation of the parameters of the normal ogive and 2PL models are the same (Birnbaum, 1968; De Ayala, 2009; Hambleton & Swaminathan, 1985; Lord & Novick, 1968).
An even more restrictive model is the one-parameter logistic (1PL) model which assumes that the $a_i$ are the same across all items on the instrument. The 1PL model can be expressed as

$$P(x_i = 1|\theta) = \frac{1}{1 + e^{-Da(\theta - b_i)}}$$

(2.29)

Given the 1PL model, items on a measurement instrument only vary by $b_i$. Assuming that the discrimination parameter of each item on the instrument is equal to 1, the 1PL model is known as the Rasch (1960, as cited by Birnbaum, 1968) model. Subsequently, the Rasch (1960, as cited by Birnbaum, 1968) model is a reparameterization of the 1PL model (Hambleton & Swaminathan, 1985).

### 2.12 IRT Models for Polytomous Data

There are many IRT models used for polytomous data (e.g., Rating Scale, Partial Credit Model, Generalized Partial Credit Model; Ostini & Nering, 2006; Thissen & Steinberg, 1986). The intent of this literature review is not to be exhaustive; therefore, the interested reader is referred to Ostini and Nering (2006) for a detailed account of polytomous IRT models. Based on a review of the measurement invariance literature, Samejima’s (1969) GR model is the only polytomous model used in simulation research (e.g., Kim & Yoon, 2011; Meade & Lautenschlager, 2004; Stark et al., 2006). As a result, the GR model (Samejima, 1969) is the only polytomous IRT model discussed.

According to Millsap (2011), “the [GR model] views the response categories … as representing a series of steps” (p. 160). In other words, in order for an examinee to select a particular response category $c$, they must pass through all $c - 1$ categories that precede category $c$ (Millsap, 2011; Ostini & Nering, 2006). The GR model specifies the
probability of an examinee endorsing category $c$ as the difference between the probabilities of endorsing category $c$ or above and endorsing category $c + 1$ or above, and can be expressed as

\[
P(x_i = c|\theta) = \frac{1}{1 + e^{-Da_i(\theta - b_{ic})}} - \frac{1}{1 + e^{-Da_i(\theta - b_{ic+1})}}
\]

\[= P_c^* - P_{c+1}^*, \quad (2.30)\]

where $P_c^*$ represents the category boundary response function (CBRF), which is the trace line that describes the probability of responding in category $c$ or higher, given the common factor, and $b_{ic}$ is the boundary location for category $c$ (Millsap, 2011; Ostini & Nering, 2006; Samejima, 1969). By definition, $P_0^* = 1$ and $P_k^* = 0$.

Given Equation 2.30, it is easy to see why Thissen and Steinberg (1986) classified the GR model as a difference model. In essence, the GR model is a two-parameter model that reduces the multiple response options into two sets of response options (De Ayala, 2009; Samejima, 1969; Thissen & Steinberg, 1986). Therefore, similar to the 2PL and 3PL models, the GR model does not have a sufficient statistic (Hambleton & Swaminathan, 1985; Millsap, 2011). Even though the GR model shown in Equation 2.30 follows a logistic distribution, it is important to note that the GR model can also be adapted to follow the normal ogive distribution (Samejima, 1969; Thissen & Steinberg, 1986).

2.12.1 Marginal maximum likelihood

The most commonly used parameter estimation methods in IRT are conditional maximum likelihood (CML), marginal maximum likelihood (MML), and Bayesian estimation (Millsap, 2011). Generally speaking, the most appropriate estimation method
depends on the IRT model. For instance, CML requires a sufficient statistic (Hambleton & Swaminathan, 1985; Millsap, 2011). Of the IRT models previously discussed, only the Rasch (1960, as cited by Birnbaum, 1968) model, which assumes that all item discrimination parameters are equal to one, has a sufficient statistic (Millsap, 2011). Subsequently, CML is only appropriate for the Rasch model. MML, however, does not require a sufficient statistic, and subsequently, is an appropriate estimation method for all of the IRT models previously discussed (Millsap, 2011; Thissen & Steinberg, 1986).

Without a sufficient statistic, both the item and person parameters must be simultaneously estimated; however, if the likelihood function can be expressed without any reference to the ability parameters, then the item parameters can be estimated (De Ayala, 2009; Hambleton & Swaminathan, 1985; Millsap, 2011). MML estimation “isolate[s] the item parameters by explicitly modeling the distribution of [the common factor], followed by integration over this distribution to yield a marginal likelihood for [the response vector]” (Millsap, 2011, p. 165). The marginal likelihood for response vector $x$ can be expressed as

$$L(x) = \prod_{i=1}^{l} \int_{-\infty}^{\infty} P(x_i|\theta)g(\theta)d\theta = \prod_{i=1}^{l} \int_{-\infty}^{\infty} P(x_i|\theta)g(\theta)d\theta$$

(2.31)

where $g(\theta)$ is the population density function for $\theta$ specified from theory or given the empirical data and $x_i$ represents a response vector from a random examinee in the population (De Ayala, 2009; Millsap, 2011). Given $g(\theta)$, the item parameters are estimated by maximizing the marginal likelihood function (Bock & Aitkin, 1981; De Ayala, 2009; Hambleton & Swaminathan, 1985; Millsap, 2011; Mislevy, 1986; Wirth & Edwards, 2007).
The integral in Equation 2.31 can be approximated by $q$-dimensional Gauss-Hermite quadrature, and can be expressed as

$$L(x) = \sum_{q=1}^{Q} P(x|Q_k) A(Q_k),$$

(2.32)

where the summation occurs over the $q$ quadrature points, $Q_k$, and $A(Q_k)$ is the quadrature weight for each point $Q_k$ (Bock & Aitkin, 1981; De Ayala, 2009; Mislevy, 1986; Wirth & Edwards, 2007). The Gauss-Hermite quadrature amounts to using $q$ rectangles to approximate the area under the curve. Because the number of quadrature points corresponds to the number of rectangles used to approximate the area under the curve, increasing the number of quadrature points also increases the accuracy of the approximation. A negative consequence of increasing the number of quadrature points is an increase in the computation and complexity of the model (Cai, Yang, & Hansen, 2011). Cai, Yang, and Hansen (2011) argue that a minimum of 20 quadrature points are needed for a moderate degree of accuracy.

The MML estimates are found using an expectation-maximization (EM) algorithm (Dempster, Laird, & Rubin, 1977) as described by Bock and Aitkin (1981; De Ayala, 2009; Millsap, 2011; Mislevy, 1986; Wirth & Edwards, 2007). The EM algorithm is an iterative procedure that proceeds in two steps. The first step is the expectation step (i.e., E-step), which involves using provisional estimates of the item parameters to obtain estimates for the expected number of endorsements for item $i$ and the expected number of examinees along the regions of the $q$ quadrature nodes, conditional on the data and item parameter estimates (Bock & Aitkin, 1981; De Ayala, 2009; Mislevy, 1986; Wirth & Edwards, 2007). The second step is the maximization step (i.e., M-step), which involves
taking the expected number of endorsements for item \( i \) and the expected number of examinees along the regions of the \( q \) quadrature nodes from the E-step as known, and obtaining new estimates of the item parameters by substituting the E-step estimates in the likelihood equations. The process continues until the desired convergence criterion is achieved. The parameter estimates obtained using MML are consistent and asymptotic normal (Hambleton & Swaminathan, 1985). The interested reader is referred to Bock and Aitkin (1981) for a detailed presentation of the formulas used during the E- and M-steps of the EM algorithm. The following sections will discuss approaches for assessing measurement bias using IRT models.

2.13 Tests of DIF

According to Millsap and Everson (1993), statistical approaches for assessing measurement bias can be categorized as either observed or unobserved conditional invariance models. Assuming unidimensionality, observed conditional invariance models condition on an observable random variable used to stratify the sample into subgroups (i.e., stratifying variable). Examples of observed conditional invariance models are the traditional \( \chi^2 \) methods, the Mantel-Haenszel (MH) \( \chi^2 \) method, standardization approaches, and logistic regression methods (Millsap & Everson, 1993; Osterlind & Everson, 2009). Unobserved conditional invariance models condition on a latent trait that is related to the observed items through a measurement model. Examples of unobserved conditional invariance models are IRT and FA (Millsap & Everson, 1993).

According to Osterlind and Everson (2009), “the aim of using IRT in DIF investigations is to determine whether an item assesses the underlying ability or
proficiency (θ) similarly for all groups taking the test in the portion of the ability continuum covered by the test item(s)” (p. 40). Within the IRT literature, there are numerous tests of DIF (e.g., Likelihood Ratio Test, Area-based measures; Millsap & Everson, 1993; Osterlind & Everson, 2009). Among the various IRT DIF methods, the likelihood ratio (LR; Thissen, Steinberg, & Wainer, 1988) test is most commonly used when comparing CFA and IRT (e.g., Kim & Yoon, 2011; Meade & Lautenschlager, 2004; Stark et al., 2006).

Assuming that the items are placed on the same scale across groups, the IRT LR test compares the likelihood when a studied item’s parameters are constrained to be invariant across groups with the likelihood function when the parameters of the studied item are allowed to vary across groups (Millsap & Everson, 1993; Osterlind & Everson, 2009; Thissen et al., 1988). The LR can be expressed as

\[ G^2 = -2 \ln \left( \frac{L(A)}{L(C)} \right), \]  

(2.33)

where \( L(A) \) is the likelihood obtained when the studied item’s parameter(s) are freely estimated across groups (i.e., augmented model) and \( L(C) \) is the likelihood obtained when the studied item has parameter(s) constrained to equality across groups (i.e., constrained model). The \( G^2 \) statistic is distributed approximately as a chi-square statistic with degrees of freedom equal to the number of constraints needed to derive the constrained model from the augmented model. The null hypothesis is that the item parameters are invariant across groups. The LR test can be applied to both dichotomous and polytomous data (Millsap & Everson, 1993).
The differential functioning of items and tests (DFIT) framework (Raju, van der Linden, & Fleer, 1995) is another approach to assessing DIF that has been used in comparisons of CFA and IRT (Raju et al., 2002). As a consequence, a brief review of the approach is warranted. Once again, assume that the item parameters are placed on a common scale across the reference and focal groups. The DFIT framework consists of three indices of differential functioning: (a) the differential test functioning (DTF) index, (b) the compensatory DIF (CDIF) index, and (c) the noncompensatory DIF (NCDIF) index (Oshima, Raju, & Flowers, 1997; Raju, van der Linden, & Fleer, 1995).

Within the IRT context, an examinee’s true score can be expressed as

\[ T = \sum_{i=1}^{I} P(x_i | \theta), \]  

(2.34)

According to the DFIT framework (Oshima et al., 1997; Raju et al., 1995), each examinee has a true score for being a member of the focal group \([T_F = \sum_{i=1}^{I} P_F(x_i | \theta)]\) and reference group \([T_R = \sum_{i=1}^{I} P_R(x_i | \theta)]\), where \(P_F(x_i | \theta)\) and \(P_R(x_i | \theta)\) represent the probability of success on item \(i\) for an examinee if they were in the focal group and reference group, respectively. If \(T_F\) equals \(T_R\), then the examinee’s true score is independent of group membership. The squared difference between \(T_F\) and \(T_R\) is the DTF index, and can be defined as

\[ DTF = E_F(T_F - T_R)^2 = E_F D^2 = \sigma_D^2 + (\mu_{TF} - \mu_{TR})^2 = \sigma_D^2 + \mu_D^2, \]  

(2.35)

where the expectation (\(E\)) is taken over the focal group in the current situation, but can be taken over either the focal or reference group, \(D\) equals the difference between true scores \((T_F \text{ and } T_R)\), and \(\mu\) and \(\sigma\) refer to the mean and standard deviation, respectively (Oshima et al., 1997; Raju et al., 1995). If Equation 2.35 is rewritten as
\[ DTF = E_F D^2 = E_F \left[ \sum_{i=1}^{I} (d_i D) \right] = \sum_{i=1}^{I} E_F (d_i D) = \sum_{i=1}^{I} \left[ \text{Cov}(d_i, D) + \mu_{d_i} \mu_D \right], \] (2.36)

where \( d_i \) equals the difference between the probability of success for item \( i \) in the focal and reference group, \( P_F(x_i | \theta) - P_R(x_i | \theta) \), \( \sum_{i=1}^{I} d_i = D \), and \( \text{Cov}(d_i, D) \) is the covariance between \( d_i \) and \( D \), which reflects the correlated DIF between items such that

\[ \text{Cov}(d_i, D) = \sigma_{d_i}^2 + \sum \text{Cov}(d_i, d_j), i \neq j, \] (2.37)

then \( CDIF \), an index of DIF at the item level, can be expressed as

\[ CDIF_i = E_F (d_i D) = \text{Cov}(d_i, D) + \mu_{d_i} \mu_D, \] (2.38)

such that \( DTF = \sum_{i=1}^{I} CDIF_i \) (Oshima et al., 1997, p. 255). Because \( DTF \) is the sum of \( CDIF \), an item with a positive \( CDIF \) may partially or fully cancel an item with a negative \( CDIF \); hence, the term \( CDIF \) (Flowers et al., 1999; Oshima et al., 1997; Raju et al., 1995). Furthermore, according to Equations 2.37 and 2.38, the \( CDIF \) for item \( i \) includes correlated DIF between items \( i \) and \( j \) of the test (Oshima et al., 1997).

A second index of item level DIF is the \( NCDIF \), which assumes that all items other than the one under study are free from DIF (Raju et al., 1995). If all items other than the studied item \( i \) do not exhibit DIF, then \( d_j \) equals zero for all \( j \neq i \), and Equation 2.38 can be rewritten as

\[ NCDIF_i = \sigma_{d_i}^2 + \mu_{d_i}^2 \] (2.39)

The \( NCDIF \) is noncompensatory because its value for an item can only be non-negative and it assumes that all items other than the one under study are free from DIF. In addition, the \( NCDIF \) index is closely related to Lord’s (1980, as cited by Raju et al., 1995) \( \chi^2 \) test (Raju et al., 1995).
Raju et al. (1995) initially proposed significance tests based on the $\chi^2$ distribution. However, because the $\chi^2$ statistic is overly sensitive to large sample sizes, researchers began to identify cutoff values using Monte Carlo studies to decrease FP rates and power rates (e.g., Flowers et al., 1999; Raju et al., 1995). Oshima, Raju, and Nanda (2006) argue that applied researchers may not have the technical knowledge to develop cutoff values specific to their particular data sets, and, as a consequence, proposed a new method [i.e., item parameter replication (IPR) method] for deriving study-based cutoffs for assessing DIF in dichotomously scored items using the DFIT framework. Readers interested in the IPR method are referred to Oshima et al. (2006).

The DFIT framework has several advantages over other DIF methods. First, the DFIT framework can be applied using unidimensional data with dichotomous (Raju et al., 1995) and/or polytomous scoring (see Flowers, Oshima, & Raju, 1999). Second, the DFIT framework can be applied to multidimensional data (see Oshima, Raju, & Flowers, 1999; Flowers et al., 1999). Third, the DFIT framework can be applied at the test level by testing for DTF and the item level using $NCDIF$ and $CDIF$ indices (Flowers et al., 1999; Oshima, Raju, & Nanda, 2006). Fourth, the $CDIF$ index does not assume that all items in the test other than the studied item are unbiased (Flowers et al., 1999). Finally, the DTF index provides the overall effect of eliminating an item from a test (Raju et al., 1995; Oshima et al., 1997).

Despite the advantages of the DFIT framework, the LR test is most often used in comparisons of CFA and IRT (e.g., Kim & Yoon, 2011; Meade & Lautenschlager, 2004; Stark et al., 2006). This is due to the similarity between measurement invariance using
CFA (i.e., $\chi^2$) and the LR method ($G^2$; e.g., Kim & Yoon, 2011; Meade & Lautenschlager, 2004; Stark et al., 2006). Nevertheless, future research using the DFIT framework in comparisons of measurement invariance using CFA versus IRT is warranted.

### 2.14 Comparisons between IRT and CFA

Reise et al. (1993) published the first article to compare measurement invariance using CFA and IRT. Specifically, the LCFA model is compared to the GR model using a 5-item negative affect measure called NA5. Respondents used a Likert-scale ranging from (1) not at all to (5) extremely to rate whether they considered themselves to be (a) nervous, (b) worried, (c) jittery, (d) tense, and (e) distressed. Data were collected from two samples of undergraduate students attending the University of Minnesota and the University of Nanjing Normal in China.

Reise et al. began by fitting a one-dimensional LCFA model to the five items using three different free-baseline models (i.e., minimal model constraints for identification) that were mathematically equivalent for illustrative purposes. Next, a full metric invariance model was fit to the data by constraining the factor pattern matrix to be equal across the samples of undergraduates. The results suggested that the full metric invariance was an untenable assumption. As a result, a partial metric invariance (Byrne et al., 1989) hypothesis was tested. The modification indices suggested that freeing the $\lambda_{im}$ of the item distressed would lead to a significant decrease in the overall chi-square statistic (Reise et al., 1993). After freeing the $\lambda_{im}$ of the item distressed across groups, there was a statistically significant improvement in model fit when compared to the full
invariance model; subsequently, partial invariance across samples of undergraduate students was tenable.

Because the goal of the paper was to identify similarities and differences across the CFA and IRT frameworks, similar analyses were conducted using the IRT approach to measurement invariance or DIF. Using the GR model, the baseline model was fit to the data using a concurrent calibration. To be specific, the data were treated as if 1,138 (540 Minnesota and 598 Nanjing) students responded to a 10-item test with items 1-5 missing for the Nanjing students and items 6-10 missing for the Minnesota students. Model fit was assessed using the IRT LR test (Thissen et al., 1988), whereas person fit was assessed using the \( Z_l \) statistic (Drasgow, Levine, & Williams, 1985), which is the standardized value of the likelihood of an individual's item response pattern given the IRF (Reise et al., 1993).

After fitting the baseline model, a full measurement invariance model was fit to the data by constraining all item parameters to equality (Reise et al., 1993). Because the full measurement invariance model led to a significant decrease in model fit, each item was tested for DIF separately. Similar to the results from the CFA analyses, the IRT analyses found that the item distressed was non-invariant across groups and the items nervous and tense were invariant across groups. Unlike the results from the CFA analyses, the IRT analyses suggest that the items worried and jittery also were functioning differently across groups. Consequently, a researcher’s assessment of measurement invariance using the NA5 depends on the measurement framework used to test measurement invariance.
In similar fashion, Raju et al. (2002) compared factorial invariance using LCFA to the DFIT framework (Raju et al., 1995) using IRT. To be specific, the NCDIF index was used to assess DIF at the item level, and the DTF index was used to assess DIF at the subscale total score level. Data consisted of responses to a 10-item scale intended to measure satisfaction in work/assignment taken from the 1995 Armed Forces Sexual Harassment Survey (Edwards, Elig, Edwards, & Riemer, 1997). Data were collected from a sample of 1,000 Black and 1,000 White participants. Each of the 10 items on the scale has five response categories.

Beginning with the measurement invariance testing within the CFA framework, a free-baseline model was fit to the data, followed by a test of full metric invariance. The results suggest that full metric invariance is an untenable assumption; consequently, partial measurement invariance testing (Byrne et al., 1989) began by testing one item at a time using a nested model $\chi^2$ analysis. Raju et al. (2002) found that only items 1 and 2 were noninvariant across racial groups.

Subsequent to the analysis using the CFA approach to factorial invariance, Raju et al. (2002) assessed measurement invariance using the DFIT framework. After calibrating the items within each group, the item parameters for the White group were placed on the same scale as the Black group and examined for DIF. Unlike the results from the CFA framework, only item 2 exhibited significant DIF using the NCDIF index. In addition, the DTF index suggested no signs of DIF at the subscale level. Based on the inconsistent results across frameworks (i.e., CFA suggesting DIF of items 1 and 2, whereas IRT suggesting DIF of only item 2), Raju et al. argued that “a comprehensive Monte Carlo
study, with some of the highlighted differences (e.g., dichotomous vs. polytomous data, sample size, the degree to which the underlying assumptions are met) between the two models as moderators, will be needed” (p. 527).

To my knowledge, Meade and Lautenschlager (2004) conducted the first simulation study comparing factorial invariance using CFA to DIF using IRT. The purpose of the study was to compare the ability of factorial invariance using LCFA and DIF using the IRT GR model. Measurement invariance was tested using the omnibus tests of invariant covariance matrices, and the tests of invariant factor pattern matrices, item intercepts, and factor variances. IRT DIF testing was based on the LR test (Thissen et al., 1988). The baseline model was identified by constraining a single referent item across groups and freely estimated all remaining items’ parameters, factor variances, and factor means. Next, a series of models were fit to the data by constraining each item parameter separately. A statistically significant LR test statistic (i.e., $G^2$) suggests that the fit of the restrictive model is significantly poorer than that of the less restrictive model, and that the item may be exhibiting DIF.

A single scale composed of six Likert-scaled items with five response categories was simulated. First, data were created for group 1 (i.e., the reference group), then, based on a prescribed set of 15 DIF conditions, adjusted by subtracting 0.25 from the $a_i$ and/or adding 0.40 to or subtracting 0.40 from the $b_{ic}$ to create the data for group 2 (i.e., the focal group). The $a_i$ estimates for the reference group were drawn from a random normal distribution with $\mu = 1.25$, $\sigma = 0.07$, whereas the $b_{ic}$ estimates of the lowest CBRF of each item were sampled from a random normal distribution with $\mu = -1.7$, $\sigma = 0.45$. After
drawing a random value for the lowest CBRF of each item, the constants 1.2, 2.4, and 3.6 were added to the lowest CBRF to create the remaining three \( b_{ic} \)s needed to accurately represent an item with 5 response categories. The number of items exhibiting DIF was also manipulated by simulating either two of the six items exhibiting DIF or four of the six items exhibiting DIF. Finally, there were three sample sizes simulated for each group: 150, 500, and 1,000 with 100 samples simulated for each condition.

As briefly mentioned in the paragraph above, Meade and Lautenschlager (2004) created a total of 15 conditions of DIF. This is due to the fact that there were three different ways that DIF in the \( b_{ic} \) were simulated. That is, DIF in the \( b_{ic} \) was simulated by adding 0.40 to or subtracting 0.40 from: (a) the highest \( b_{ic} \) for each DIF item (e.g., strongly agree), (b) the two highest \( b_{ic} \)s for each DIF item (e.g., agree and strongly agree), and (c) the two extreme \( b_{ic} \)s for each DIF item (e.g., strongly disagree and strongly agree). Consequently, the items either did not exhibit DIF (one condition), only the \( a_i \) exhibited DIF (two conditions), only the \( b_{ic} \) exhibited DIF (six conditions), or both the \( a_i \) and \( b_{ic} \) exhibited DIF (six conditions).

Because the CFA tests of factor invariance test the entire parameter matrices, whereas LR tests test individual items, two sets of dependent variables were used (Meade & Lautenschlager, 2004). For comparisons made at the scale level, the dependent variable for the study was a statistic called AnyDIF, which recorded the number of times any of the six items was found to exhibit DIF. At the item level, the dependent variables for the study were the true positive (TP) rates, which record the number of items simulated to have DIF that were successfully detected as DIF items divided by the total
number of DIF items generated, and the false positive (FP) rates, which record the number of items flagged as DIF items divided by the total number of items simulated to not contain DIF.

Based on the results from the six conditions of DIF simulated in the $b_{i,c}$, the CFA omnibus test of invariant observed covariance matrices was mostly incapable of detecting DIF unless the two highest $b_{i,c}$ or the two extreme $b_{i,c}$ exhibited DIF on four items with sample sizes of 500 and 1,000 (Meade & Lautenschlager, 2004). Furthermore, the subsequent tests of specific parameter matrices that follow a statistically significant omnibus test were unable to identify the specific source of the noninvariance. On the contrary, the LR test was largely effective at identifying the specific items contaminated with DIF, and increased in accuracy as the sample size and number of parameters exhibiting DIF increased. Similar results were found in the remaining conditions that manipulated DIF in the $a_i$ and both the $a_i$ and $b_{i,c}$.

Finally, CFA TP and FP rates (.00-.20 and .00-.07, respectively) were very low overall and, surprisingly, the CFA TP rates were higher for sample sizes of 150 than 500 or 1,000. The IRT TP and FP rates (.15-1.00 and .02-.14, respectively), however, were higher for the larger samples (i.e., 500 and 1,000). As a result, Meade and Lautenschlager concluded that IRT using the LR test performs better in identifying DIF of the $a_i$ and/or $b_{i,c}$ than does the test of measurement invariance using the CFA model.

Stark et al. (2006) compared CFA and IRT DIF detection methods. Specifically, factorial invariance using a mean and covariance structure (MACS) model was compared to the IRT LR test using the 2PL and GR models. A unidimensional scale consisting of
15 items was simulated using the linear common factor model and a threshold model that related the continuous measures to ordered-categories. The parameter values were obtained by analyzing real response data collected from the Illinois Supervisor Satisfaction Scale (ISSS; Chernyshenko, Stark, Crede, Wadlington, & Lee, 2003, as cited in Stark et al., 2006). Factors manipulated in the study were sample size (500 or 1,000), number of response categories (two or five), type of DIF (no DIF, $\lambda_{im}$ DIF, $\nu_{ic}$s DIF, or DIF in both item parameters), amount of DIF simulated for focal group (small - $\lambda_{im} = -.15$, $\nu_{ic}$s = +.25 or large - $\lambda_{im} = -.4$, $\nu_{ic}$s = +.5), amount of impact [i.e. latent mean difference; 0.0 (i.e., common factor scores drawn from a standard normal distribution, N(0,1) for both the reference and focal groups) or 0.5 (i.e., common factor scores drawn from a standard normal distribution for the reference group and N(-0.5, 1) for the focal group)], type of baseline model (free-baseline model with only a referent item constrained to equality or constrained-baseline model with all items set equal across groups), and $p$-value for rejecting the null hypothesis of no DIF items [.05 or Bonferroni corrected (p-value/number of comparisons made)]. In the conditions of DIF, the data were simulated such that the 3$^{rd}$, 7$^{th}$, 11$^{th}$, and 15$^{th}$ items exhibited DIF. Dependent variables used were the power or TP and the Type 1 error FP rates.

Stark et al. (2006) hypothesized that (a) the IRT LR method would better detect DIF when the data were dichotomous, (b) that the MACS method would perform better using small samples and polytomous data, and (c) that the IRT LR method would outperform MACS under conditions when both DIF and impact were present. Based on the results of the analyses using dichotomous data, Stark et al. found that under the
conditions of no DIF, the Type 1 error rate of the MACS analyses only exceeded the nominal value of .05 when the sample size was 1,000 and impact was present. Using the IRT LR method, the Type 1 error rate only exceeded the nominal value of .05 under the conditions with (a) a sample size of 1,000 and no impact (Type 1 error rate = .06) and (b) a sample size of 500, a free-baseline model, and impact (Type 1 error rate = .07). Using polytomous data and a constrained-baseline model, the Type 1 error rate of MACS analyses exceeded the nominal value of .05 under conditions (a) the sample was 500 and no impact and (b) impact was present, whereas using the free-baseline model, the Type 1 error rate only exceeded the nominal value in the condition where a MACS analysis was used with a sample size of 1,000 and impact present. On the contrary, the Type 1 error rate using the IRT method never exceeded the nominal value of .05.

Generally speaking, using the Bonferroni adjusted \( p \)-value, the Type 1 error rate did not exceed .01 in any of the simulated conditions for both the MACS and IRT DIF detection methods. If the Bonferroni adjusted \( p \)-values were not used, then the constrained-baseline condition led to inflated Type 1 error rates using both dichotomous (.06-.79) and polytomous (.00-.93) data across both the MACS and IRT LR DIF detection methods (Stark et al., 2006). On the contrary, the free-baseline model Type 1 error rates ranged from .00 to .12 across all manipulated conditions in the study. This suggests that a constrained-baseline model with anchor items exhibiting DIF may lead to higher FP rates.

DIF was easier to detect for \( \nu \)-scrs than for \( \lambda \)-scrs using both the CFA and IRT DIF detection methods. IRT DIF detection methods outperformed MACS DIF detection in
identifying DIF in large samples using dichotomous data. In contrast, using polytomous data, MACS DIF detection had higher power rates and similar Type 1 error rates as IRT DIF detection. It is important to note that these results are in contrast to those found by Meade and Lautenschlager (2004). To be specific, IRT outperformed CFA methods in DIF detection using polytomous data in Meade and Lautenschlager (2004), whereas Stark et al. (2006) found the opposite. It is also important to note that the threshold DIF conditions vary greatly between the two studies, which is argued as a limitation of the existing literature, and thus is a manipulated factor included in this dissertation. As a consequence, additional research is warranted. Finally, impact had little detrimental effect on the accuracy of both IRT and MACS DIF detection.

Kim and Yoon (2011) furthered the literature by comparing IRT to CCFA. Previous studies were limited because the “traditional” LCFA model was compared to IRT models (e.g., Meade & Lautenschlager, 2004; Stark et al., 2006). Given that ordered-categorical data are likely to violate the assumptions of LCFA, the comparisons between IRT and CFA were limited from the beginning (Reise et al., 1993). The comparisons were warranted, however, because applied researchers use either framework to test the hypothesis of measurement invariance (e.g., Oishi, 2006).

The purpose of Kim and Yoon’s (2011) study was to compare the power to detect violations of measurement invariance using CCFA and IRT through a Monte Carlo study. Towards that end, the CCFA model with multiple groups was compared to the 2PL and GR IRT models. A balanced design with two groups of equal sample sizes: 100, 200, 500, and 1,000 were simulated. A unidimensional six item scale was simulated. Both
dichotomous and polytomous conditions were simulated. In conditions of polytomous data, five category ordered-response items were simulated. A single item was simulated to have DIF on the six item scale. Three different conditions of DIF were simulated: (a) noninvariance in the $\lambda_{im}$, (b) noninvariance in the $\nu_{ic}(s)$, and (c) noninvariance in both the $\lambda_{im}$ and $\nu_{ic}(s)$. In addition, there were two conditions simulated for the size of DIF in the $\lambda_{im}$ (i.e., small - .2 decrease and large - .4 decrease) and in the $\nu_{ic}(s)$, (i.e., small - .3 decrease and large - .6 decrease) favoring the reference group. In all conditions, the unique variance of each item is set to .3 in both groups. Interestingly, the common factor mean and variance were simulated to be higher for the focal group (i.e., 0.5 and 1.3, respectively) than the reference group (i.e., 0.0 and 1.0, respectively).

The IRT LR test using a constrained-baseline model was compared to factorial invariance using a constrained-baseline model in CCFA (Kim & Yoon, 2011). The constrained-baseline model was identified by constraining the $\lambda_{im}$ of each item to be equal across groups, setting the factor variance of the reference group to 1, and freely estimating all parameters in the focal group. The less-constrained (i.e., augmented) model relaxes the $\lambda_{im}$ and $\nu_{ic}(s)$ of an item to test for DIF. The critical $p$-value was adjusted using a Bonferroni correction, $p \leq .008 (.05/6)$. Lastly, the performances of the root mean square error of approximation (RMSEA) and weighted root mean square residual (WRMR) statistics, which are alternative fit indices of CCFA, were also examined. Because these statistics are only appropriate for CFA, the results related to these fit indices will not be discussed.
Using the TP and FP rates as the dependent variables of the study, Kim and Yoon (2011) found that the TP rates in detecting DIF of the $\lambda_{im}$ and $\nu_{ic}(s)$ of IRT (.39-1.00) were similar to or higher than those of CCFA (.24-1.00) across all conditions using dichotomous data. However, when using polytomous data, the TP rates in detecting DIF of the $\lambda_{im}$ and/or $\nu_{ic}(s)$ of CCFA (.18-1.00) were the same as or higher than those of IRT (.08-1.00) across all manipulated conditions, which supports the findings of Stark et al. (2006). In addition, the FP rates were the same or higher for CCFA than IRT using dichotomous (.01-.86 and .01-.44, respectively) and polytomous (.01-.95 and .01-.29, respectively) data across all conditions.

Except for when the sample size is larger than 500 and the degree of DIF is large, $\lambda_{im}$ DIF is difficult to detect for both methods using dichotomous data. DIF exhibited in the $\nu_{ic}$ was difficult to detect when the sample size was small (i.e., 100, 200) and DIF was small for both methods. Both methods were able to detect large DIF in the $\nu_{ic}$ or $\lambda_{im}$ and $\nu_{ic}$ across all sample size conditions (TP ≥ .93). CCFA performed as well as or outperformed IRT in detecting DIF when DIF was exhibited in the $\nu_{ic}$ or $\lambda_{im}$ only, whereas, if both the $\lambda_{im}$ and $\nu_{ic}$ exhibited DIF, then IRT performed as well as or outperformed CCFA in detecting DIF.

Using polytomous data, the TP rates of CCFA were either the same or higher than those of IRT across all conditions. In addition, except for the condition of large $\lambda_{im}$ only DIF with a sample size of 500, the FP rates of CCFA were the same or higher than those of IRT. Even though CCFA outperformed IRT in detecting DIF exhibited in the $\lambda_{im}$ only, both methods TP rates did not exceed .95 unless the size of DIF was large and the sample
was large (i.e., 500, 1,000). On the contrary, when detecting DIF of the \( \nu_{ic} \)s only and DIF of the \( \lambda_{im} \) and \( \nu_{ic} \)s, the TP rates of both measurement frameworks exceeded .95 when DIF was small and the sample size was large (i.e., 500, 1,000) and across all conditions of sample size when DIF was large for both methods.

Considering both the TP and FP rates, Kim and Yoon (2011) argue that IRT outperformed CCFA in DIF detection. That is, even though the TP rates of CCFA were slightly higher than those of IRT (i.e., .03 - 1.00 and .02 - 1.00, respectively) across most of the simulated conditions, the FP rates of CCFA were significantly higher than those of IRT (i.e., .01 - .95 and .01 - .44, respectively). Consequently, a researcher is as likely to correctly identify an item as exhibiting DIF and more likely to falsely identify an item as exhibiting DIF using CCFA than IRT.

2.15 Conclusion

In theory, if a measurement instrument is designed for comparisons across subpopulations, then the assumption of measurement invariance must be plausible. Millsap and colleagues (Millsap, 2011; Millsap & Everson, 1993) define measurement bias as a violation of measurement invariance. CFA and IRT are measurement models that can be used to assess measurement invariance; however, the conclusions drawn from each model’s results may vary (Oishi, 2006; Raju et al., 2002; Reise et al., 1993).

Many simulation studies have compared the LCFA and IRT approaches to testing for measurement invariance or DIF using ordered-categorical data under various conditions (e.g., Forero & Maydeu-Olivares, 2009; Meade & Lautenschlager, 2004; Stark et al., 2006). Manipulated factors included sample size (e.g., Forero & Maydeu-Olivares,
2009, Kim & Yoon, 2011), type of DIF (e.g., Meade & Lautenschlager, 2004; Stark et al., 2006), and degree of impact (e.g., Stark et al., 2006). A review of the literature reveals that many studies comparing factorial invariance using CFA and DIF using IRT advantaged IRT because the simulated data often violated CFA model assumptions (Kim & Yoon, 2011; Lubke & Muthén, 2004; Reise et al., 1993).

For instance, several studies generated data using the GR model (Samejima, 1969) and compared the performance of CFA and IRT in identifying uniform (i.e., threshold) DIF (e.g., Meade & Lautenschlager, 2004; Stark et al., 2006). Because the LCFA model assumes continuous data and estimates a single item intercept versus multiple item thresholds, it was assumed that the IRT model would be better able to detect uniform DIF (Reise et al., 1993; Meade & Lautenschlager, 2004). Meade and Lautenschlager (2004) found that IRT was better able to detect $b_{ic}$ DIF than CFA factorial invariance techniques, whereas Stark et al. (2006) found that CFA (i.e., mean and covariance structure analysis) outperformed IRT in identifying DIF using polytomous data. Because different models were used to generate the data and different strategies were used to simulate DIF, it is difficult to compare the results across studies. As a consequence, additional research is needed to further explore these contradictory results.

Kim and Yoon (2011) compared IRT and CCFA (Christofferson, 1975; Muthén, 1983; 1984; Muthén & Christoffersson, 1981). The categorical variable methodology assumes that underlying the ordered-categorical variables are latent response variates that are multivariate normally distributed (Christofferson, 1975; Kim & Yoon, 2011; Muthén, 1983; 1984; Muthén & Christoffersson, 1981). The latent response variables are
manifested as discrete scores with a set of thresholds and are estimated parameters in the CCFA model. As a result, polytomous data with multiple item thresholds can be correctly modeled using a CCFA model (Kim & Yoon, 2011; Muthén & Christoffersson, 1981; Reise et al., 1993). Despite the contributions made by Kim and Yoon (2011), there are a few limitations of their study that warrant additional research.

First, similar to Stark et al. (2006), Kim and Yoon (2011) simulated DIF on all $v_{ic}$s and found that CFA outperformed IRT in detecting $v_{ic}$ DIF, which contradicts the results of Meade and Lautenschlager (2004). This may be due to the fact that Meade and Lautenschlager generated the data using an IRT model and simulated DIF on only one or two $b_{ic}$s. Meade and Lautenschlager assumed that certain groups may be less likely to select extreme item responses (e.g., Strongly Agree, Strongly Disagree), and, as a consequence, specific $b_{ic}$s may function differently across groups. Subsequently, additional research is needed that generates data using both the IRT and CFA model (Raju et al., 2002) and simulates DIF on all item thresholds ($v_{ic}$s and $b_{ic}$s) and only specific item thresholds ($v_{ic}$s and $b_{ic}$s), as outlined by Meade and Lautenschlager (2004).

Second, Kim and Yoon (2011) used a backward procedure with a constrained-baseline model to test DIF using a six-item scale with only one item exhibiting DIF in the conditions where DIF was present. Because research suggests that the CFA (i.e., MACS) model has more power to detect DIF when a constrained-baseline model approach is used as compared to a free-baseline model (Stark et al., 2006), research is needed that examines the performance of CCFA using a free-baseline model with minimal constraints needed for identification. Moreover, because Kim and Yoon (2011) simulated one DIF
item on the scale and used a constrained-baseline model, the constrained-baseline model was misspecified when assessing FP rates. Subsequently, additional research is needed that studies the performance of CCFA and IRT using a free-baseline model that is correctly specified.

Third, Kim and Yoon (2011) simulated equal sample sizes across groups. On the contrary, the focal and reference groups tend to be unbalanced in applied research (Woods, 2008, 2009). Consequently, research is needed that compares the power and FP rates of DIF detection using IRT to factorial invariance using CCFA under conditions of unbalanced designs. That is, research is needed to assess whether the power and FP rates of DIF vary as a function of the difference between the sample sizes of the reference and focal groups.

Finally, to my knowledge, missing from the literature are studies that study invariance of unique factor covariance matrices. For instance, Kim and Yoon (2011) simulated data using the CCFA model, and compared the ability of IRT and CCFA to detect DIF. Kim and Yoon (2011) simulated data such that the unique factor covariance matrices were invariant. Muthén and Christofferson (1981) argue that if the amount of unique factor variance varies across groups, then it is possible that the factor loadings are invariant while the item discrimination parameters are noninvariant. For this reason, additional research is needed that includes varying levels of the unique factors across groups as a manipulated factor.
CHAPTER THREE

METHODOLOGY

In chapter 2, I reviewed the literature on unobserved conditional invariance approaches to assessing measurement invariance (Millsap, 2011; Millsap & Everson, 1993). At the end of chapter 2, I identified various gaps in the literature. This dissertation study addressed two of those gaps through a simulation study. The purpose of this chapter is to discuss the methodology of the dissertation study. To be specific, the chapter will discuss the following: the (a) research design, (b) research questions, (c) unobserved conditional techniques for detecting measurement bias, (d) procedure, (e) data-generating mechanism, (f) data analysis, (g) manipulated factors, and (h) dependent variables of the study.

3.1 Research Design

The study used a quantitative research design. The research design was a simulation. Given that the study was a simulation study, it can be classified as experimental. The population parameters were based on data publicly released by the National Center for Education Statistics (NCES). They were obtained from a unidimensional five-item scale of school satisfaction collected during the 2007 wave of the National Household Education Surveys program (Hagedorn, O’Donnell, Smith, & Mulligan, 2008). Respondents were parents and guardians of elementary students.

The population parameters were based upon data from Love’s (2012) empirical study. A scale composed of five items was simulated. It is important to note that having five items serve as indicators of a single latent factor is not unique to this study (e.g.,
Flora & Curran, 2004; Muthén & Kaplan, 1985; Reise et al., 1993). The factor loading parameters were based on an EFA model. Because the data are on a 4-point Likert scale, the procedure described by Stark et al. (2006, p. 1296) was used to create an additional response option. The five response options were used to create four thresholds by transforming the cumulative proportion of endorsement to a standard normal metric. The item labels, item factor loading parameters, and item thresholds parameters are shown in Table 3.1.

Similar to Kim and Yoon (2011), only a single item was manipulated to exhibit DIF. The factors and levels of each factor are shown in Table 3.2. Given the factors shown in Table 3.2 and the full factorial design of the study, there were a total of 54 DIF conditions. In addition, there were three conditions that focus on the FP rates with an unbiased anchor: (1) No DIF and a sample size of 250, (2) No DIF and a sample size of 500, and (c) No DIF and a sample size of 1,000. Therefore, there were a total of 57 conditions in the study. In an attempt to control for sampling error, a total of 1,000 replications were simulated for each condition. Finally, the dependent variables (i.e., TP and FP rates) were calculated as an average across all replications within each condition. A p value of .05 was considered statistically significant.

3.2 Research Questions

The purpose of this dissertation was to answer the following research question:

1. Using the LCFA model, the CCFA model, and the GR IRT model, which model is most precise at detecting measurement invariance of unidimensional ordered-categorical data?
Table 3.1

*Population Parameters of Dissertation Study*

<table>
<thead>
<tr>
<th>Item</th>
<th>$\lambda$</th>
<th>$\nu_1$</th>
<th>$\nu_2$</th>
<th>$\nu_3$</th>
<th>$\nu_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfied with the school that child attends?</td>
<td>0.93</td>
<td>-2.01</td>
<td>-1.46</td>
<td>-1.03</td>
<td>-0.42</td>
</tr>
<tr>
<td>Satisfied with teachers that child has this year?</td>
<td>0.74</td>
<td>-2.03</td>
<td>-1.54</td>
<td>-1.14</td>
<td>-0.59</td>
</tr>
<tr>
<td>Satisfied with the academic standards of school?</td>
<td>0.81</td>
<td>-1.96</td>
<td>-1.49</td>
<td>-1.06</td>
<td>-0.46</td>
</tr>
<tr>
<td>Satisfied with the order and discipline of school?</td>
<td>0.79</td>
<td>-1.83</td>
<td>-1.37</td>
<td>-1.02</td>
<td>-0.49</td>
</tr>
<tr>
<td>Satisfied with the way that school staff interacts with parents?</td>
<td>0.83</td>
<td>-1.94</td>
<td>-1.42</td>
<td>-0.98</td>
<td>-0.35</td>
</tr>
</tbody>
</table>

*Note.* Parameters are based on data collected by the National Household Education Survey: 2007 (Hagedorn, O’Donnell, Smith, & Mulligan, 2008). Respondents are parents and guardians of elementary school. Respondents responded to a 5-item, 4-point Likert scaled (i.e., Very dissatisfied, Somewhat dissatisfied, Somewhat satisfied, Very satisfied) school satisfaction scale. A fifth response option (i.e., neutral) was created using the procedure described by Stark, Chernyshenko, and Drasgow (2006). EFA model fit - $\chi^2 (5, N = 4,586) = 27.88, p < .001$, Comparative Fit Index (CFI) = 1.00, Root Mean Square Error of Approximation (RMSEA) = 0.03, $p = 1.00$, Standardized Root Mean Square Residual (SRMR) = 0.02.
### Table 3.2

**Conditions and Manipulated Factors of Dissertation Study**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Source of DIF</th>
<th>Sample Size</th>
<th>Size of DIF</th>
<th>Baseline Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>250 500 1,000</td>
<td>-</td>
<td>Free Constrained</td>
</tr>
<tr>
<td>2</td>
<td>$\lambda$</td>
<td>250 500 1,000</td>
<td>Small Large</td>
<td>Free Constrained</td>
</tr>
<tr>
<td>3</td>
<td>$\nu_{1-4}$</td>
<td>250 500 1,000</td>
<td>Small Large</td>
<td>Free Constrained</td>
</tr>
<tr>
<td>4</td>
<td>$\nu_{4}$</td>
<td>250 500 1,000</td>
<td>Small Large</td>
<td>Free Constrained</td>
</tr>
<tr>
<td>5</td>
<td>$\nu_{3-4}$</td>
<td>250 500 1,000</td>
<td>Small Large</td>
<td>Free Constrained</td>
</tr>
<tr>
<td>6</td>
<td>$\nu_{1-4}$</td>
<td>250 500 1,000</td>
<td>Small Large</td>
<td>Free Constrained</td>
</tr>
<tr>
<td>7</td>
<td>$\lambda$ and $\nu_{1-4}$</td>
<td>250 500 1,000</td>
<td>Small Large</td>
<td>Free Constrained</td>
</tr>
<tr>
<td>8</td>
<td>$\lambda$ and $\nu_{4}$</td>
<td>250 500 1,000</td>
<td>Small Large</td>
<td>Free Constrained</td>
</tr>
<tr>
<td>9</td>
<td>$\lambda$ and $\nu_{3-4}$</td>
<td>250 500 1,000</td>
<td>Small Large</td>
<td>Free Constrained</td>
</tr>
<tr>
<td>10</td>
<td>$\lambda$ and $\nu_{1}$ and $\nu_{4}$</td>
<td>250 500 1,000</td>
<td>Small Large</td>
<td>Free Constrained</td>
</tr>
</tbody>
</table>

*Note.* DIF stands for Differential Item Functioning. $\lambda$ represents the factor loading given the Categorical Confirmatory Factor Analysis model. $\nu_{c}$ represents the latent thresholds given the Categorical Confirmatory Factor Analysis model. In attempt to control for sampling error, 1,000 replications are simulated for each condition.
a. Do the findings vary as a function of sample size?

b. Do the findings vary as a function of the size and source of DIF?

c. Do the findings vary as a function of the type of baseline model used for identification?

3.3 Unobserved Conditional Techniques for Detecting Measurement Bias

3.3.1 Linear Confirmatory Factor Analysis

The MG-LCFA model can be expressed as

\[ x_g = \tau_g + \Lambda_g \xi_g + \delta_g, \]  

(3.1)

where \( x_g \) (\( x_{pig} = x_{p1g}, x_{p2g}, \ldots, x_{pig} \)) is a response vector for person \( p_g \) (\( p_g = 1, 2, \ldots, N_g \)) of manifest variables \( i \) (\( i = 1, 2, \ldots, j, I \)) in group \( g \) (\( g = 1, \ldots, G \)), where the total sample size \( N \) equals the sum of \( N_g \) (i.e., the total sample size for group \( g \)). \( \Lambda_g \) is a \( i \times m \) matrix of factor loadings (\( \lambda_{img} \)) relating the \( i \) manifest variables to the \( m \) common factors, \( \tau_g \) (\( \tau_g = \tau_{1g}, \tau_{2g}, \ldots, \tau_{ig} \)) is a vector of intercepts for the \( i \) manifest variables, and \( \delta_g \) (\( \delta_g = \delta_{1g}, \delta_{2g}, \ldots, \delta_{ig} \)) is a random vector of scores on the \( i \) unique factors for each group \( g \) (Jöreskog, 1969; MacCallum, 2009; Millsap, 2011). The covariance structure for group \( g \) can be expressed as

\[ \Sigma_g = \Lambda_g \Phi_g \Lambda_g' + \Theta_g, \]  

(3.2)

where \( \Sigma_g \) is the \( i \times i \) covariance matrix, \( \Phi_g \) is the \( m \times m \) matrix of common factor covariances, and \( \Theta_g \) is a \( i \times i \) diagonal matrix of unique factor variances for group \( g \) (Millsap, 2011). Assuming a large sample size, multivariate normally distributed data,
correct model specification, and continuous measures, the LCFA model parameters are estimated using ML. The ML discrepancy function for MG-CFA is

\[ F_{ML} = \sum_{g=1}^{G} \left( \frac{N_g}{N} \right) F_{ML,g} \],

where \( F_{ML,g} \) is the ML discrepancy function for group \( g \) expressed as

\[ F_{ML,g} = tr\left(S_g \hat{\Sigma}_g^{-1}\right) + \left[ ln|\hat{\Sigma}_g^{-1}| - ln|S_g|\right] - i, \]

where \( tr(\cdot) \) is the trace of a matrix, namely, the sum of the diagonal elements, \( \hat{\Sigma} \) is the \( i \times i \) model implied covariance matrix for the manifest variables, \( S \) is the \( i \times i \) observed covariance matrix for the manifest variables, and \( ln|\cdot| \) is the natural log of the determinant of a matrix (Bollen, 1989; Brown, 2006; Jöreskog, 1969; Long, 1983; MacCallum, 2009).

### 3.3.2 Categorical Confirmatory Factor Analysis

According to Millsap (2011), the group-specific threshold model relates the ordinal manifest variable (\( x_{ig} \)) for group \( g (g = 1, \ldots, G) \) to a latent response variate (\( x_{ig}^* \)), which follows a standard normal distribution with a mean of 0 and variance of 1, expressed as

\[ x_{ig} = c \text{ if } v_{icg} < x_{ig}^* < v_{i(c+1)g}, \]

where \( v_{icg} (v_{icg} = v_{i0g}, v_{i1g}, v_{i2g}, \ldots, v_{i(c+1)g}) \) are the thresholds that relate the latent response variate to the response category \( k (k = 1, \ldots, c + 1) \). It is further assumed that \( v_{i0} = -\infty \) and \( v_{ic+1} = \infty \). Given this assumption, there are a total of \( c \) thresholds that may vary.
Given the threshold model in Equation 3.5, the common factor model is modified to model the factor structure underlying the latent response variates

\[ x^*_g = \tau_g + \Lambda_g \xi_g + \delta_g \]  

(3.6)

where \( x^*_g (x^*_g = x^*_{p_1g}, x^*_{p_2g}, \ldots, x^*_{p_ig}) \) is a random vector of scores on the \( i \) latent response variables for person \( p_g \) in group \( g \) (Jöreskog, 1969; MacCallum, 2009; Millsap, 2011). Because a single latent response variate is assumed to follow a univariate normal distribution, it is further assumed that a pair of latent response variates follow a bivariate normal distribution. As a consequence, the correlation structure of the latent response variables in each group can be expressed as

\[ P^*_g = \Lambda_g \Phi_g \Lambda_g' + \Theta_g, \]  

(3.7)

where \( P^*_g \) is the \( i \times i \) polychoric correlation matrix for group \( g \) (Millsap, 2011).

Given the polychoric correlations, the WLS estimator is the only method that produces correct standard errors, and test statistics (Bollen, 1989, p. 443). The WLS fitting function can be expressed as

\[ F_{WLS} = \sum_{g=1}^{G} \left[ r_g - \rho_g \right]' W_g^{-1} \left[ r_g - \rho_g \right], \]  

(3.8)

where \( r_g \) represents a vector of unique elements of the \( i \times i \) sample polychoric correlation matrix and thresholds for group \( g \), \( \rho_g \) represents a vector of unique elements of the \( i \times i \) model implied polychoric correlation matrix and thresholds for group \( g \), and \( W_g \) represents a consistent estimator of the asymptotic covariance matrix of the elements of \( r_g \) for group \( g \) (Millsap, 2011).
Factorial invariance is assessed using a series of nested models and the chi-square test statistic (Jöreskog, 1971; Millsap, 2011; Vandenberg & Lance, 2000). Assuming a MG-CCFA model using WLS, the parameters of interest are those in the $v_g, A_g$, and $\Theta_g$ matrices (Millsap, 2011; Muthén & Christoffersson, 1981). In an attempt to make the comparison of the CCFA comparable to IRT, the approach to measurement invariance described by Muthén and Muthén (1998-2010) is used, which is to free the item’s discrimination and thresholds simultaneously. Muthén and Muthén (1998-2010) argue that DIF in either parameter is likely to lead to an item being discarded and/or revised. By taking this approach to assessing DIF, the tests of measurement invariance are comparable across measurement models.

3.3.3 Graded Response Item Response Theory Model

IRT models calculate the probability of an item response (or a pattern of item responses), conditional on the level of the common factor (De Ayala, 2009; Hambleton & Swaminathan, 1985). With the goal of making the analyses comparable across measurement models in mind, the model selected is the GR model.

The GR model can be expressed as

$$P(x_i = c|\theta) = \frac{1}{1 + e^{-Da_i(\theta - b_{ic})}} - \frac{1}{1 + e^{-Da_i(\theta - b_{ic+1})}}$$

$$= P^*_c - P^*_{c+1},$$

(3.9)

where $P(x_i = c|\theta)$ represents the probability of an examinee endorsing category $c$ given $\theta$, $P^*_c$ represents the CBRF, $a_i$ is the discrimination parameter for item $i$, and $b_{ic}$ is the
boundary location for category c (Millsap, 2011; Ostini & Nering, 2006; Samejima, 1969). By definition, $P_0^* = 1$ and $P_k^* = 0$.

According to Thissen (2001), the marginal likelihood for response vector $x$ for two groups using an EM algorithm, as described by Bock and Aitkin (1981), can be expressed as

$$L(x) = \prod_{g=1}^{2} \prod_{p_g=1}^{N_g} \int_{-\infty}^{\infty} P_g(x|\theta) f_g(\theta) d\theta$$

where $f_g(\theta)$ is the population density function for $\theta$ within group $g$ specified from theory or given the empirical data and the item parameters are embedded within $P_g(x|\theta)$.

Because the parameters for the focal and reference groups are estimated concurrently, the IRT LR test compares the likelihood when a studied item’s parameters are constrained to be invariant across groups with the likelihood function when the parameters of the studied item are allowed to vary across groups. The LR can be expressed as

$$G^2 = -2 \ln \left[ \frac{L(A)}{L(C)} \right]$$

where $L(A)$ is the likelihood obtained when the studied item’s parameter(s) are freely estimated across groups (i.e., augmented model) and $L(C)$ is the likelihood obtained when the studied item has parameter(s) constrained to equality across groups (i.e., constrained model). The $G^2$ statistic is distributed approximately as a chi-square statistic with degrees of freedom equal to the number of constraints needed to derive the constrained model from the augmented model. The null hypothesis is that the item parameters are invariant.
across groups. The LR test can be applied to both dichotomous and polytomous data (Millsap & Everson, 1993; Thissen, 2001).

3.4 Procedure

The dissertation study was structured as follows:

1. Twelve hundred data sets were generated using Mplus 6.12 for each condition.
2. The first 1,000 data sets without data issues and complexities (e.g., response options not selected) were analyzed (Paxton et al., 2001).
3. IRTLRDIF v2.0b (Thissen, 2001) and the multiple group function in the R package MIRT (R Core Team, 2012) were used to analyze data using the GR IRT model and a LR test of DIF for each item individually. The number of quadrature points used during estimation were 49 (P. Chalmers, personal communication, June 30, 2014) and 42 (D. Thissen, personal communication, July 4, 2014), respectively.
4. Mplus 6.12 was used to analyze data using a LCFA model and a chi-square nested model test of DIF for each item individually.
5. Mplus 6.12 was used to analyze data using a CCFA model and a chi-square nested model test of DIF for each item individually.
6. The output of each analysis was stored in a data file.
7. The process looped over all 1,000 simulated data sets.
8. All output data files were read into SAS® 9.3, and dependent variables were created and stored for the specific condition.

9. The process looped over all conditions of the study.

10. The results of the data simulation were interpreted and discussed.

3.5 Data Generating Model

The CCFA model was used to simulate data. Data were simulated using the Monte Carlo feature in Mplus 6.12. A criticism of simulation studies is that parameter values are chosen for mathematical convenience, and therefore may not reflect empirical data (Paxton et al., 2001). In an attempt to increase the external validity of the dissertation study, the population parameters were based on real data from an analysis done by Love (2012).

3.6 Data Analysis

Mplus 6.12, IRTLRDIF version 2.0b (Thissen, 2001), and the multiple group () function in the R package MIRT (R Core Team, 2012) were used to analyze the data. Data were analyzed using the GR IRT model coupled with a LR test for DIF (Thissen, 2001), and a LCFA and CCFA model both coupled with a comparable chi-square test of nested models. Customarily, factorial invariance is assessed by testing an entire parameter matrix, whereas DIF is assessed by testing each item individually (Millsap, 2011). In the current study, however, both factorial invariance and DIF were assessed by testing each item individually. This was done so that the results of the CFA and IRT
models’ analyses could be directly compared. Using the LCFA model, each DIF test is a nested model comparison with two degrees of freedom. When using the CCFA model and the GR IRT model, each DIF test is a nested model comparison with five degrees of freedom. Because the IRT LR test statistic follows a chi-square distribution (Meade & Lautenschlager, 2004), this approach makes the assessment of measurement invariance across measurement frameworks identical (Stark et al., 2006). Finally, the mean and variance of the common factor of the reference group were fixed to 0 and 1, respectively, whereas, the mean and variance of the common factor of the focal group were freely estimated.

The dependent variables for the dissertation study were the TP and FP rates for each condition averaged across all replications. The TP rate was calculated by taking the number of items simulated to have DIF that were successfully detected as DIF items divided by the total number of DIF items generated. The FP rate was calculated by taking the number of items flagged as DIF items divided by the total number of items simulated to not contain DIF. Both the TP and FP rates were averaged over all replications within each condition.

3.7 Manipulated Factors

3.7.1 Source of DIF

Research suggests that both CFA and IRT have a difficult time identifying DIF associated with an item’s factor loading (i.e., discrimination) parameter only (Kim &
Yoon, 2011; Meade & Lautenschlager, 2004). When examining the power of the methods to identify DIF associated with a polytomous item’s threshold parameter, Meade and Lautenschlager (2004) found that IRT outperformed LCFA, whereas Kim and Yoon (2011) found that the CCFA and IRT performed similarly. A noteworthy point is that the studies may not be comparable because different CFA models were fit to the data and the source of DIF across the studies vary greatly. In an attempt to remedy this issue, this study included the source of DIF levels used by Kim and Yoon (2011), Meade and Lautenschlager (2004), and Stark et al. (2006). By including the sources of DIF used by all of the studies within a single study (see Table 3.2), the results of the current study may be compared to the aforementioned studies.

### 3.7.2 Size of DIF

Previous studies have simulated various amounts of DIF between the reference and focal groups (e.g., Kim & Yoon, 2011; Meade & Lautenschlager, 2004; Stark et al., 2006; Woods, 2008, 2009). Woods (2008, 2009) operationalized DIF by creating a difference in item parameter estimates ranging from .3-.7. Stark et al. (2006) operationalized small and large DIF as an item factor loading difference of 0.15 and threshold difference of 0.25 and an item factor loading difference of 0.4 and threshold difference of 0.5, respectively (p. 1295). Meade and Lautenschlager (2004), however, simulated DIF using a constant of 0.4. Clearly, the values of small and large DIF simulated in previous research vary. In an attempt to add consistency across studies, the
values simulated by Kim and Yoon (2011) were chosen. Consequently, small DIF was operationalized as a factor loading difference of 0.2 and a threshold difference of 0.3, and large DIF was operationalized as a factor loading difference of 0.4 and a threshold difference of 0.6 (see Table 3.2). Both conditions favored the reference group.

3.7.3 Sample Size

Research suggests that the ability of the IRT model to detect items exhibiting DIF is related to the sample size of both groups (Woods, 2009b). As a consequence, this dissertation study manipulated sample size. Previous studies manipulated the sample size factor by including sample sizes of 150, 500, and 1,000 (Meade & Lautenschlager, 2004), 500 and 1,000 (Stark et al., 2006), and 200, 500, and 1,000 (Kim & Yoon, 2011). The current dissertation study studied the effect of sample size by including sample sizes of 250, 500, and 1,000.

3.7.4 Baseline Model

There are multiple ways to identify the IRT, LCFA, and CCFA models (Meade & Wright, 2012; Stark et al., 2006). Two common approaches to identifying the IRT, LCFA, and CCFA models are to use a free-baseline model or a constrained-baseline model. Among the three simulation studies that compared unobserved conditional invariance techniques to identifying DIF (i.e., Kim & Yoon, 2011; Meade & Lautenschlager, 2004; Stark et al., 2006), only Stark et al. (2006) studied the effect of using a free-baseline model versus a constrained-baseline model on identifying an item.
exhibiting DIF. For these reasons, research is needed that compares the IRT, LCFA, and CCFA models using both types of baseline models (i.e., free-baseline and constrained-baseline models).

This dissertation addressed this gap by including both free- and constrained-baseline modeling approaches. The free-baseline model approach identified the model by constraining a single referent item to be equal across groups and allowing all remaining items to be freely estimated across groups, and thus assumes that configural invariance holds and the referent item is invariant across groups (Millsap, 2011; Stark et al., 2006). Given the free-baseline model, each item was studied for DIF by comparing the free-baseline model to a compact model, which constrains the studied item to equality across groups. The constrained-baseline model approach, however, identified the model by constraining all items on the scale to equality across groups, and thus assumes that configural invariance holds and all items are invariant. Given the constrained-baseline model, each item was studied for DIF by comparing the constrained-baseline model to an augmented model, which freely estimated the studied item across groups. It is important to note that both the free- and constrained-baseline models fix the mean and variance of the latent factor of the reference group to zero and one, respectively, and freely estimates the mean and variance of the latent factor of the focal group.

As previously discussed, there are multiple baseline models that can be used to identify the IRT, LCFA, and CCFA models (Meade & Wright, 2012; Stark et al., 2006;
Woods, 2009a). These include the constrained-baseline model, free-baseline model, and a baseline model (i.e., anchor) that is iteratively purified (Meade & Wright, 2012; Woods, 2009a). The accuracy and ease of implementation and use of a baseline model are taken into consideration when deciding which baseline model to use (Meade & Wright, 2012). In the current study, only the constrained-baseline and free-baseline models are included as a manipulated factor. The constrained-baseline model approach is the default setting for IRTLRDIF v2.0b (Thissen, 2001) and MPLUS 6.12, and, as a consequence, is assumed to be used most often by applied researchers because it is easy to implement (Kim & Yoon, 2011). Likewise, the free-baseline model is included in the study because it is easy to program and non-iterative (Woods, 2009a). Purification methods, however, require multiple analyses, and thus are not easy to implement and use. In addition, it is unclear if the additional complexity of the purification methods lead to a significant increase in the accuracy of DIF detection when compared to a free-baseline model given a 5-item scale. For these reasons, baseline models based upon purification methods were not included in this study.

3.8 Dependent Variables

3.8.1 True Positive Rate

Previous studies compared the TP rates of CFA and IRT in DIF detection (e.g., Kim & Yoon, 2011). In this study, the TP rate was calculated as the proportion of DIF items correctly identified as having DIF across the number of replications in each
condition. The TP rates were averaged over all replications in each condition included in the study.

3.8.2 False Positive Rate

Previous studies compare the FP rates of CFA and IRT in DIF detection (e.g., Kim & Yoon, 2011). In this study, the FP rate represents the proportion of times an item having no DIF was incorrectly flagged as having DIF across the number of replications in each condition. The FP rates were averaged over all replications in each condition included in the study. Similar to Elosua (2011), Kim and Yoon (2011), and Stark et al. (2006), it is assumed that the nominal FP rate is .05.

3.9 Decision Rule

Each model will have a TP and FP rate within each condition of the study (i.e., source of DIF factor × size of DIF factor × sample size factor × baseline model factor). If the TP rate is at or above the nominal rate of .95, the model receives a “1” for the TP rate category; whereas if the TP rate is below the nominal rate of .95, the model receives a “0” for the TP rate category. If the FP rate is at or below the nominal rate of .05, the model receives a “1” for the FP rate category; whereas if the FP is above the nominal rate of .05, the model receives a “0” for the FP rate category. Thus, there are a total of four possible outcomes given the coding scheme. The following list is rank-ordered based on the assumption that falsely identifying an item as exhibiting DIF (i.e., FP > .05) is preferred over falsely identifying an item as being invariant (i.e., TP < .95).
The first and most preferred outcome is for a model to have a TP rate that is at or above .95 and a FP rate that is at or below .05. If more than one model meets this criteria within a given condition, the model with the FP rate at or closest to .05 is preferred. If more than one model has a FP rate at .05, the model within this subset of models with the largest TP rate is preferred.

The second outcome is preferred when none of the models meet the requirements of the first outcome. The second outcome is for a model to have a TP rate that is at or above .95 and a FP rate that is above .05. If more than one model meets this criteria within a given condition, the model within this subset of models with the smallest FP rate is preferred.

Assuming that no model meets the first and second outcomes, the third outcome is preferred. The third outcome is for a model to have a TP rate that is below .95 and a FP rate that is at or below .05. If more than one model meets this criteria within a given condition, the model within this subset of models with largest TP rate is preferred. If two or more models have the same TP rate, the model within this subset of models the FP rate that is closest to .05 preferred.

The fourth and final outcome is preferred when no model meets the requirements of the first three outcomes. The fourth outcome is for a model to have a TP rate that is below .95 and a FP rate that is above .05. If more than one model meets this criteria within a given condition, both the TP and FP rates are considered. Generally speaking,
the model with the smallest FP rate is preferred. This assumes, however, that there is not much variation in the TP rates across models.

Once the preferred model is chosen for each condition (i.e., source of DIF factor × size of DIF factor × sample size factor × baseline model factor), the results are aggregated across sample sizes within each level of the size of DIF factor given a specific source of DIF and baseline modeling approach. The most precise model is the model with the highest frequency of being chosen as the preferred model at the aggregated level. In some instances, the same model is preferred across the various levels of the size of DIF factor. In these situations, the results are aggregated across the size of DIF factor and a single model is presented as being most precise given a specific baseline modeling approach.
CHAPTER FOUR

RESULTS

The results of the simulation study described in Chapter 3 are presented in this chapter. First, results are presented to demonstrate the validity of the generated data within each condition. Second, the results from each condition are presented. Within each condition, the results under small DIF are presented, followed by the results under large DIF. Within each level of the size of DIF factor, the FP rates are first presented, then TP rates are presented. Given the dependent variable of interest, the impact of sample size and baseline model are discussed. Prior to the discussion of the results of the simulation study, the details of the simulation study are briefly discussed.

4.1 Details of the simulation study

Similar to most simulation studies, the data generation and analysis procedures did not go exactly as planned (Paxton et al., 2001). To be specific, during the data generation phase, some of the simulated data sets had issues that warranted removal of the data set. As mentioned by Paxton et al. (2001), it is likely that some of the data sets need to be replaced by chance. Given the categorical nature of the data and sample sizes of 250 per group, there were some instances where data sets were created with response options unselected. Given the assumptions of the GR model (Samejima, 1969), this causes many issues pertaining to data analysis. The GR model assumes that a higher level of ability is needed as the response options progress along the ability distribution. By
having an empty cell, the data suggest that the response option is not needed. Instead of collapsing the response option, additional data sets were created, as suggested by Paxton et al., and used to replace the data sets with empty response option cells.

After removing all data sets with empty cells, there was still an additional issue that remained. Some of the data sets had issues where the model did not converge (e.g., negative variance). As previously discussed, even though only 1,000 data sets were needed for the analysis, 1,200 data sets were created (Paxton et al., 2001). Whenever an issue arose during data analysis, similar to the data generation phase, the data set was replaced.

4.2 Results of Simulation Study

4.2.1 Condition 1

The data for condition 1 were simulated so that the parameters were the same across groups (i.e., no DIF). Thus, only the FP rates were of interest. The average parameter bias and 95% coverage rates across simulated data sets are presented in Table 4.1. The 95% coverage rate is the proportion of replications that have a 95% confidence interval that includes the population parameter (Muthén & Muthén, 1998-2010). Generally speaking, the parameters were within the generating model parameters up to the second decimal place (i.e., 0.00). In addition, the average 95% coverage rate was at the nominal rate of 95%.
Table 4.1

Parameter Bias and 95% Confidence Intervals for Data Simulated Under Condition 1

<table>
<thead>
<tr>
<th>Description</th>
<th>N</th>
<th>Average Parameter Bias</th>
<th>Average 95% Coverage Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 DIF Items</td>
<td>250</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td>No $\lambda$ DIF</td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td>No $\nu_c$ DIF</td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
</tr>
</tbody>
</table>

*Note.* DIF stands for Differential Item Functioning. $N$ stands for sample size. $\lambda$ represents the factor loading parameter. $\nu_c$ represents the threshold parameter for response option $c$.

Table 4.2 presents the results of condition 1. The FP rates remained constant at the nominal rate of .05 for the IRT model across all levels of the sample size factor regardless of the baseline model used. The FP rates of the CCFA model were similar across all levels of the sample size and baseline model factors. Likewise, the FP rates of the LCFA model exhibited little variation across the levels of the sample size and baseline model factors. Based on the results presented in Table 4.2, it is argued that the optimal model is the IRT model using either a constrained- or free-baseline model.

### 4.2.2 Condition 2

The data for condition 2 were simulated such that the factor loading parameters were different across groups. Assuming a Likert-scaled item with five response options (e.g., Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree), this occurs when the relationship between the studied item and the latent construct of interest is higher for the reference group than it is for the focal group. Under condition 2, both the TP and FP rates...
Table 4.2
False Positive Rates of IRT, LCFA, and CCFA Models Under Condition 1

<table>
<thead>
<tr>
<th>Description</th>
<th>$N$</th>
<th>IRT</th>
<th>LCFA</th>
<th>CCFA</th>
<th>IRT</th>
<th>LCFA</th>
<th>CCFA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 DIF Items</td>
<td>250</td>
<td>0.05</td>
<td>0.14</td>
<td>0.06</td>
<td>0.05</td>
<td>0.13</td>
<td>0.05</td>
</tr>
<tr>
<td>No $\lambda$ DIF</td>
<td>500</td>
<td>0.05</td>
<td>0.13</td>
<td>0.06</td>
<td>0.05</td>
<td>0.12</td>
<td>0.06</td>
</tr>
<tr>
<td>No $v_c$ DIF</td>
<td>1000</td>
<td>0.05</td>
<td>0.12</td>
<td>0.05</td>
<td>0.05</td>
<td>0.12</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Note. DIF stands for Differential Item Functioning. $N$ stands for sample size. IRT stands for the Graded Response Item Response Theory model. LCFA stands for the linear Confirmatory Factor Analysis model. CCFA stands for the categorical Confirmatory Factor Analysis model. FP stands for false positive rates. $\lambda$ represents the factor loading parameter. $v_c$ represents the threshold parameter for response option $c$. 
were of interest. The average parameter bias and 95% coverage rates across simulated data sets are presented in Table 4.3. Except for the data simulated with a sample size of 250 (.01), the parameters were within the generating model parameters up to the second decimal place (.00). It is important to note that this was a very small difference that may be due to noise. In addition, the average 95% coverage rates were all at the nominal rate of 95%.

Table 4.3
Parameter Bias and 95% Confidence Intervals for Data Simulated Under Condition 2

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>Average Parameter Bias</th>
<th>Average 95% Coverage Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>λ DIF</td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>No νc DIF</td>
<td>Large</td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
</tbody>
</table>

*Note.* DIF stands for Differential Item Functioning. N stands for sample size. λ represents the factor loading parameter. νc represents the threshold parameter for response option c. Small DIF equals .2. Large DIF equals .4.

The results of condition 2 are shown in Table 4.4. Beginning with the conditions where the degree of DIF was small, the FP rates of the IRT, LCFA, and CCFA models were above .05 when using a constrained-baseline model and, in general, increased as the sample size increased. The FP rates of the IRT, LCFA, and CCFA models were at or above .05 when using a free-baseline model and did not exhibit much variation across the
Table 4.4
*True Positive and False Positive Rates of IRT, LCFA, and CCFA Models Under Condition 2*

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>IRT</th>
<th>LCFA</th>
<th>CCFA</th>
<th>IRT</th>
<th>LCFA</th>
<th>CCFA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>0.63  0.06</td>
<td>0.66  0.16</td>
<td>0.70  0.10</td>
<td>0.58  0.05</td>
<td>0.57  0.14</td>
<td>0.58  0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.95  0.06</td>
<td>0.90  0.18</td>
<td>0.96  0.13</td>
<td>0.91  0.06</td>
<td>0.84  0.14</td>
<td>0.89  0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.00  0.08</td>
<td>1.00  0.20</td>
<td>1.00  0.22</td>
<td>1.00  0.05</td>
<td>0.99  0.13</td>
<td>0.99  0.06</td>
</tr>
<tr>
<td>λ DIF</td>
<td>Large</td>
<td>250</td>
<td>0.99  0.07</td>
<td>0.99  0.18</td>
<td>1.00  0.17</td>
<td>0.98  0.06</td>
<td>0.97  0.14</td>
<td>0.99  0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>1.00  0.10</td>
<td>1.00  0.23</td>
<td>1.00  0.28</td>
<td>1.00  0.05</td>
<td>1.00  0.14</td>
<td>1.00  0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.00  0.15</td>
<td>1.00  0.31</td>
<td>1.00  0.49</td>
<td>1.00  0.05</td>
<td>1.00  0.13</td>
<td>1.00  0.06</td>
</tr>
</tbody>
</table>

*Note.* DIF stands for Differential Item Functioning. N stands for sample size. IRT stands for the Graded Response Item Response Theory model. LCFA stands for the linear Confirmatory Factor Analysis model. CCFA stands for the categorical Confirmatory Factor Analysis model. TP stands for true positive. FP stands for false positive. λ represents the factor loading parameter. \( v_c \) represents the threshold parameter for response option \( c \). Small DIF equals .2. Large DIF equals .4.
various sample sizes. Finally, using a constrained-baseline model versus a free-baseline model led to higher FP rates for the IRT, LCFA, and CCFA models.

The TP rates of the models are also shown in Table 4.4. Given a sample size of 250, none of the models was able to correctly detect DIF at an adequate rate. As the sample size increased, the ability to detect DIF improved for all models. Nevertheless, only the IRT and CCFA models using a constrained-baseline were able to correctly detect DIF at an adequate rate given a sample size of 500. Using a constrained-baseline model versus a free-baseline model led to higher TP rates for the IRT, LCFA, and CCFA models. When the sample size reached 1,000, the ability to correctly detect DIF was similar for all models regardless of baseline-model.

Turning attention to the conditions where the data were simulated to exhibit large DIF, except for the IRT model using a free-baseline strategy and sample sizes of 500 and 1000, the FP rates were above the nominal rate of .05 for all of the studied models across all sample sizes (see Table 4.4). Given a constrained-baseline model, the FP rates of the IRT, LCFA, and CCFA models consistently increased as sample size increased. In contrast, there were only small differences, if any, in the FP rates of the IRT, LCFA and CCFA models using a free-baseline model across sample sizes.

Under large DIF, the performance of the studied models was very similar (see Table 4.4). The TP rates were at least .97 across all sample sizes and models. Taking all
results into consideration, it is argued that a free-baseline model is most accurate, and the IRT model is the most precise model using either baseline strategy.

4.2.3 Condition 3

The data for condition 3 were simulated such that all four of the latent threshold parameters ($\nu_1-\nu_4$) are different across groups. Assuming a Likert-scaled item with five response options (e.g., Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree), this amounts to the focal group needing a higher amount of the latent construct of interest to select any of the five response options. As was the case with condition 2, the FP and TP rates were both of interest. The average parameter bias and 95% coverage rates across simulated data sets are presented in Table 4.5. Other than the data simulated with a sample size of 250 (-.01), the parameters were within the generating model parameters up to the second decimal place (.00). In addition, the average 95% coverage rate was at the nominal rate of 95%.

The results of condition 3 are shown in Table 4.6. Under small DIF, the FP rates of the IRT, LCFA, and CCFA models using a constrained-baseline strategy were all well above the nominal rate of .05. The same holds true for the LCFA model given a free-baseline model. The FP rates of the IRT and CCFA models given a free-baseline approach, however, were at or slightly above .05. The FP rates of the free-baseline models were quite consistent across sample sizes; whereas the FP rates of the constrained-baseline models consistently increased as sample size increased. In addition,
using a constrained-baseline model led to higher FP rates than a free-baseline model for the IRT, LCFA, and CCFA models within each level of sample size.

Table 4.5
Parameter Bias and 95% Confidence Intervals for Data Simulated Under Condition 3

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>Average Parameter Bias</th>
<th>Average 95% Coverage Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>No λ DIF</td>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td>υ1-υ4 DIF</td>
<td>Large</td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Note. DIF stands for Differential Item Functioning. N stands for sample size. λ represents the factor loading parameter. υc represents the threshold parameter for response option c. Small DIF equals .3. Large DIF equals .6.

The TP rates of the models are also shown in Table 4.6. When the sample size is 250, only the LCFA model using a constrained-baseline approach correctly detected DIF at an adequate rate (TP = .96). Using a constrained-baseline model led to higher TP rates than a free-baseline model for the IRT, LCFA, and CCFA models. Once the sample size was 500 or larger, the TP rates were .99 and above for all of the studied models.
Table 4.6

*True Positive and False Positive Rates of IRT, LCFA, and CCFA Models Under Condition 3*

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>IRT TP</th>
<th>IRT FP</th>
<th>LCFA TP</th>
<th>LCFA FP</th>
<th>CCFA TP</th>
<th>CCFA FP</th>
<th>IRT TP</th>
<th>IRT FP</th>
<th>LCFA TP</th>
<th>LCFA FP</th>
<th>CCFA TP</th>
<th>CCFA FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>0.89</td>
<td>0.08</td>
<td>0.96</td>
<td>0.18</td>
<td>0.91</td>
<td>0.12</td>
<td>0.81</td>
<td>0.05</td>
<td>0.93</td>
<td>0.14</td>
<td>0.85</td>
<td>0.06</td>
</tr>
<tr>
<td>No $\lambda$ DIF</td>
<td></td>
<td>500</td>
<td>1.00</td>
<td>0.12</td>
<td>1.00</td>
<td>0.22</td>
<td>1.00</td>
<td>0.17</td>
<td>0.99</td>
<td>0.05</td>
<td>1.00</td>
<td>0.14</td>
<td>0.99</td>
<td>0.05</td>
</tr>
<tr>
<td>$\nu_1-$D4 DIF</td>
<td>Large</td>
<td>1000</td>
<td>1.00</td>
<td>0.21</td>
<td>1.00</td>
<td>0.31</td>
<td>1.00</td>
<td>0.30</td>
<td>1.00</td>
<td>0.05</td>
<td>1.00</td>
<td>0.13</td>
<td>1.00</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>250</td>
<td>1.00</td>
<td>0.21</td>
<td>1.00</td>
<td>0.25</td>
<td>1.00</td>
<td>0.31</td>
<td>1.00</td>
<td>0.05</td>
<td>1.00</td>
<td>0.13</td>
<td>1.00</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>500</td>
<td>1.00</td>
<td>0.41</td>
<td>1.00</td>
<td>0.38</td>
<td>1.00</td>
<td>0.58</td>
<td>1.00</td>
<td>0.05</td>
<td>1.00</td>
<td>0.13</td>
<td>1.00</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>1000</td>
<td>1.00</td>
<td>0.73</td>
<td>1.00</td>
<td>0.62</td>
<td>1.00</td>
<td>0.87</td>
<td>1.00</td>
<td>0.05</td>
<td>1.00</td>
<td>0.14</td>
<td>1.00</td>
<td>0.06</td>
</tr>
</tbody>
</table>

*Note.* DIF stands for Differential Item Functioning. $N$ stands for sample size. IRT stands for the Graded Response Item Response Theory model. LCFA stands for the linear Confirmatory Factor Analysis model. CCFA stands for the categorical Confirmatory Factor Analysis model. TP stands for true positive. FP stands for false positive. $\lambda$ represents the factor loading parameter. $\nu_c$ represents the threshold parameter for response option $c$. Small DIF equals .3. Large DIF equals .6.
regardless of baseline strategy.

Under large DIF, only the IRT and CCFA models using a free-baseline approach falsely identified an item as having DIF at an adequate rate (see Table 4.6). The FP rates of the IRT, LCFA, and CCFA models using a constrained-baseline strategy consistently increased as the sample size increased. The FP rates of the IRT, LCFA, and CCFA models using a free-baseline approach, however, did not exhibit a consistent change across sample sizes. The results also illustrate that using a constrained-baseline strategy versus a free-baseline strategy led to an increase of the FP rate within each sample size for all of the studied models.

Under large DIF, the TP rates reached 1.00 for all models across all levels of sample size regardless of baseline strategy (see Table 4.6). Thus, a comparison of the TP rates of the studied models across sample size (i.e., 250, 500, and 1,000) and baseline model (i.e., free-baseline and constrained-baseline) suggests that they all have comparable power to accurately detect an item exhibiting DIF. Taking all results into consideration, it is concluded that the IRT model is most precise regardless of the baseline approach. Considering the similar FP and TP rates of the IRT and CCFA models using a free-baseline strategy, both models are effective at DIF detection.

4.2.4 Condition 4

The data for condition 4 were simulated such that the fourth (\(v_4\)) of four latent threshold parameters (\(v_1-v_4\)) was different across groups. Assuming a Likert-scaled item
with five response options (e.g., Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree), this amounts to the focal group needing a higher amount of the latent construct of interest to select a response of Strongly Agree. Finally, the FP and TP rates were the dependent variables. The average parameter bias and 95% coverage rates across simulated data sets are presented in Table 4.7. Other than the data simulated with a sample size of 250 (-.01), the parameters were within the generating model parameters up to the second decimal place. In addition, the average 95% coverage rate was at the nominal rate of 95%.

Table 4.7
Parameter Bias and 95% Confidence Intervals for Data Simulated Under Condition 4

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>Average Parameter Bias</th>
<th>Average 95% Coverage Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>No $\lambda$ DIF</td>
<td>500</td>
<td>0.00</td>
<td></td>
<td>0.95</td>
</tr>
<tr>
<td>$\nu_4$ DIF</td>
<td>Large</td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>-0.01</td>
<td></td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.00</td>
<td></td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.00</td>
<td></td>
<td>0.95</td>
</tr>
</tbody>
</table>

Note. DIF stands for Differential Item Functioning. $N$ stands for sample size. $\lambda$ represents the factor loading parameter. $\nu_c$ represents the threshold parameter for response option $c$. Small DIF equals .3. Large DIF equals .6.
The results of condition 4 are shown in Table 4.8. Beginning with the conditions where the degree of DIF is small, the FP rates were consistently above the nominal rate of .05 for the IRT and CCFA models using a constrained-baseline approach and the LCFA model using both baseline model approaches. The FP rates of the IRT and CCFA models using a free-baseline strategy were similar and, at times, at the nominal level of .05. For all of the models using a constrained-baseline model, as the sample size increased, the FP rate also increased. Given the free-baseline models, there was not a consistent pattern of FP rates across sample size. Finally, the data suggest that using a constrained-baseline model versus a free-baseline model led to an increase in FP rates.

The TP rates of the models are also shown in Table 4.8. The IRT model outperformed the LCFA and CCFA models at detecting DIF regardless of the baseline strategy. Generally speaking, an increase in sample size led to an increase in TP rates. Focusing on the IRT and LCFA models, using a constrained-baseline approach versus a free-baseline approach resulted in a slight increase in TP rates. Given the CCFA model, there was little difference in TP rates between the constrained-baseline strategy and free-baseline strategy.

When the data were simulated to exhibit large DIF, the FP rates of the IRT and CCFA models using a free-baseline approach were consistent (see Table 4.8). The IRT-C, LCFA-C, CCFA-C, and LCFA-F models’ FP rates ranged from .10-.59. As the sample size increased, the FP rates also increased for the IRT, LCFA, and CCFA models
Table 4.8  
*True Positive and False Positive Rates of IRT, LCFA, and CCFA Models Under Condition 4*

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>IRT</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>IRT</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TP</td>
<td>FP</td>
<td>TP</td>
<td>FP</td>
<td></td>
<td>TP</td>
<td>FP</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>0.78</td>
<td>0.07</td>
<td>0.42</td>
<td>0.15</td>
<td>0.58</td>
<td>0.06</td>
<td>0.69</td>
<td>0.05</td>
<td>0.37</td>
<td>0.14</td>
</tr>
<tr>
<td>No $\lambda$ DIF</td>
<td></td>
<td>500</td>
<td>0.99</td>
<td>0.09</td>
<td>0.71</td>
<td>0.16</td>
<td>0.92</td>
<td>0.07</td>
<td>0.96</td>
<td>0.05</td>
<td>0.64</td>
<td>0.13</td>
</tr>
<tr>
<td>$\nu_4$ DIF</td>
<td>Large</td>
<td>1000</td>
<td>1.00</td>
<td>0.15</td>
<td>0.95</td>
<td>0.17</td>
<td>1.00</td>
<td>0.09</td>
<td>1.00</td>
<td>0.04</td>
<td>0.90</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>250</td>
<td>1.00</td>
<td>0.17</td>
<td>0.97</td>
<td>0.18</td>
<td>1.00</td>
<td>0.10</td>
<td>1.00</td>
<td>0.05</td>
<td>0.93</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>1.00</td>
<td>0.31</td>
<td>1.00</td>
<td>0.21</td>
<td>1.00</td>
<td>0.12</td>
<td>1.00</td>
<td>0.06</td>
<td>1.00</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.00</td>
<td>0.59</td>
<td>1.00</td>
<td>0.29</td>
<td>1.00</td>
<td>0.21</td>
<td>1.00</td>
<td>0.05</td>
<td>1.00</td>
<td>0.12</td>
</tr>
</tbody>
</table>

*Note.* DIF stands for Differential Item Functioning. *N* stands for sample size. IRT stands for the Graded Response Item Response Theory model. LCFA stands for the linear Confirmatory Factor Analysis model. CCFA stands for the categorical Confirmatory Factor Analysis model. TP stands for true positive. FP stands for false positive. $\lambda$ represents the factor loading parameter. $\nu_c$ represents the threshold parameter for response option *c*. Small DIF equals .3. Large DIF equals .6.
using a constrained-baseline strategy. There was no consistent pattern in the FP rates of the IRT, LCFA, and CCFA models using a free-baseline strategy across sample sizes. Lastly, the constrained-baseline approach led to higher FP rates for each of the studied models than the free-baseline approach.

Under large DIF, the ability to correctly identify an item as exhibiting DIF was similar for the IRT, LCFA, and CCFA models across all sample sizes and baseline strategies (see Table 4.8). Given the homogenous results presented in Table 4.8, it is difficult to conclude that there were any differences in TP rates related to the sample size and/or baseline model for the IRT and CCFA models. Perhaps an argument could be made for the LCFA model given a sample of 250. The results in Table 4.8 suggest that the IRT model is the most precise model using a free-baseline strategy. The most precise model, which is either the IRT model or CCFA model, using a constrained-baseline strategy depends upon the size of DIF, however.

4.2.5 Condition 5

Data for condition 5 were simulated such that the last two ($\nu_3$-$\nu_4$) of four latent threshold parameters ($\nu_1$-$\nu_4$) were different across groups. Assuming a Likert-scaled item with five response options (e.g., Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree), this occurs when the focal group needs a higher amount of the latent construct of interest to select a response of Agree or Strongly Agree. The FP and TP rates are the dependent variables. The average parameter bias and 95% coverage rates across
simulated data sets are presented in Table 4.9. Other than the data simulated with a sample size of 250 (-.01), the parameters were within the generating model parameters up to the second decimal place. In addition, the average 95% coverage rate was at the nominal rate of 95%.

Table 4.9
Parameter Bias and 95% Confidence Intervals for Data Simulated Under Condition 5

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>$N$</th>
<th>Average Parameter Bias</th>
<th>Average 95% Coverage Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>No $\lambda$ DIF</td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>$\nu_3$ and $\nu_4$ DIF</td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
</tbody>
</table>

*Note.* DIF stands for Differential Item Functioning. $N$ stands for sample size. $\lambda$ represents the factor loading parameter. $\nu_c$ represents the threshold parameter for response option $c$. Small DIF equals .3. Large DIF equals .6.

The results of condition 5 are shown in Table 4.10. First, the cells where the degree of DIF was small are discussed. The FP rates were above the nominal rate of .05 for all of the studied models using a constrained-baseline strategy, and the LCFA model using a free-baseline strategy. The FP rates for the IRT and CCFA models using a
Table 4.10

True Positive and False Positive Rates of IRT, LCFA, and CCFA Models Under Condition 5

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>IRT TP</th>
<th>IRT FP</th>
<th>LCFA TP</th>
<th>LCFA FP</th>
<th>CCFA TP</th>
<th>CCFA FP</th>
<th>IRT TP</th>
<th>IRT FP</th>
<th>LCFA TP</th>
<th>LCFA FP</th>
<th>CCFA TP</th>
<th>CCFA FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>0.89</td>
<td>0.09</td>
<td>0.81</td>
<td>0.16</td>
<td>0.82</td>
<td>0.09</td>
<td>0.81</td>
<td>0.06</td>
<td>0.74</td>
<td>0.14</td>
<td>0.77</td>
<td>0.06</td>
</tr>
<tr>
<td>No λ DIF</td>
<td></td>
<td>500</td>
<td>0.99</td>
<td>0.12</td>
<td>0.98</td>
<td>0.18</td>
<td>0.99</td>
<td>0.12</td>
<td>0.98</td>
<td>0.05</td>
<td>0.96</td>
<td>0.13</td>
<td>0.97</td>
<td>0.06</td>
</tr>
<tr>
<td>$\nu_3$ and $\nu_4$ DIF</td>
<td>Large</td>
<td>1000</td>
<td>1.00</td>
<td>0.18</td>
<td>1.00</td>
<td>0.22</td>
<td>1.00</td>
<td>0.16</td>
<td>1.00</td>
<td>0.05</td>
<td>1.00</td>
<td>0.14</td>
<td>1.00</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>250</td>
<td>1.00</td>
<td>0.22</td>
<td>1.00</td>
<td>0.23</td>
<td>1.00</td>
<td>0.18</td>
<td>1.00</td>
<td>0.06</td>
<td>1.00</td>
<td>0.14</td>
<td>1.00</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>1.00</td>
<td>0.39</td>
<td>1.00</td>
<td>0.30</td>
<td>1.00</td>
<td>0.31</td>
<td>1.00</td>
<td>0.05</td>
<td>1.00</td>
<td>0.12</td>
<td>1.00</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.00</td>
<td>0.70</td>
<td>1.00</td>
<td>0.51</td>
<td>1.00</td>
<td>0.55</td>
<td>1.00</td>
<td>0.04</td>
<td>1.00</td>
<td>0.12</td>
<td>1.00</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Note: DIF stands for Differential Item Functioning. $N$ stands for sample size. IRT stands for the Graded Response Item Response Theory model. LCFA stands for the linear Confirmatory Factor Analysis model. CCFA stands for the categorical Confirmatory Factor Analysis model. TP stands for true positive. FP stands for false positive. λ represents the factor loading parameter. $\nu_c$ represents the threshold parameter for response option c. Small DIF equals .3. Large DIF equals .6.
free-baseline strategy were at or slightly above the nominal rate of .05. For all of the models using a constrained-baseline, as the sample size increased, the FP rate also increased. Given a free-baseline strategy, there was a slight decrease in FP rates as sample size increased for the IRT and CCFA models. There was no consistent pattern in FP rates across sample sizes given the LFCA model. Lastly, using a constrained-baseline model versus a free-baseline model led to a slight increase in the FP rate of the IRT, LCFA, and CCFA models.

The TP rates of the models are also shown in Table 4.10. Given small DIF, the IRT, LCFA, and CCFA models were unable to correctly detect DIF at a sufficient rate until the sample size reached at least 500 for both baseline approaches. As sample size increased, so did the TP rates of all of the models for both baseline models. In addition, using a constrained-baseline strategy led to higher TP rates than using a free-baseline strategy.

Turning attention to the cells simulated to exhibit large DIF, even though none of the studied models maintained the nominal FP rate of .05 across sample sizes, the IRT model using a free-baseline strategy performed well given a sample size of 500 and above (see Table 4.10). Given the constrained-baseline models, as the sample size increased, the FP rates also increased. Conversely, given the IRT and CCFA models using a free-baseline approach, as the sample size increased, the FP rates slightly
decreased. There was not a consistent pattern given the LCFA model using a free-baseline approach.

Examining the TP rates of the cells simulated to exhibit large DIF, the TP rates were all 1.00 (see Table 4.10). This suggests that the IRT, LCFA, and CCFA models have the power to detect large DIF across all levels of the sample size factor regardless of baseline model. Based on the results presented in Table 4.10, the IRT model using a constrained-baseline was most accurate under conditions of small DIF, whereas the CCFA model using a constrained-baseline was most accurate under conditions of Large DIF. The IRT model, however, was clearly most precise using a free-baseline model.

4.2.6 Condition 6

Data for condition 6 were simulated such that the first and last ($\nu_1$ and $\nu_4$, respectively) of four latent threshold parameters ($\nu_1$-$\nu_4$) were different across groups. Assuming a Likert-scaled item with five response options (e.g., Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree), this occurs when the focal group is less likely to select an extreme response of Strongly Disagree or Strongly Agree. The FP and TP rates are the dependent variables. The average parameter bias and 95% coverage rates across simulated data sets are presented in Table 4.11. Other than the data simulated with small DIF and a sample size of 250 (-.01), the parameters were within the generating model parameters up to the second decimal place. In addition, the average 95% coverage rate was at the nominal rate of 95%.
Table 4.11
Parameter Bias and 95% Confidence Intervals for Data Simulated Under Condition 6

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>Average Parameter Bias</th>
<th>Average 95% Coverage Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>No $\lambda$ DIF</td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>$\nu_1$ and $\nu_4$ DIF</td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>250</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
</tbody>
</table>

Note. DIF stands for Differential Item Functioning. $N$ stands for sample size. $\lambda$ represents the factor loading parameter. $\nu_c$ represents the threshold parameter for response option $c$. Small DIF equals 0.3. Large DIF equals 0.6.

The results of condition 6 are shown in Table 4.12. Under small DIF, the FP rate of the LCFA and CCFA models were above the nominal rate of 0.05 across all levels of sample size. The FP rate of the IRT model using a free-baseline model, however, only exceeded the nominal rate of 0.05 when the sample size is 250. Interestingly, among the constrained-baseline models, only the FP rates of the IRT model increased as sample size increased. There was not a consistent pattern of FP rates for the remaining models across sample sizes. Finally, using a constrained-model versus a free-baseline model led to an increase in FP rates.

Examining the TP rates of the studied models, it is apparent that the power of the
Table 4.12

*True Positive and False Positive Rates of IRT, LCFA, and CCFA Models Under Condition 6*

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>$N$</th>
<th>Constrained-Baseline</th>
<th>Free-Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>IRT</td>
<td>LCFA</td>
</tr>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.85</td>
<td>0.09</td>
</tr>
<tr>
<td>No $\lambda$ DIF</td>
<td></td>
<td>500</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>$\nu_1$ and $\nu_4$ DIF</td>
<td>Large</td>
<td>1000</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>250</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>TP</td>
<td>FP</td>
</tr>
</tbody>
</table>

*Note.* DIF stands for Differential Item Functioning. $N$ stands for sample size. IRT stands for the Graded Response Item Response Theory model. LCFA stands for the linear Confirmatory Factor Analysis model. CCFA stands for the categorical Confirmatory Factor Analysis model. TP stands for true positive. FP stands for false positive. $\lambda$ represents the factor loading parameter. $\nu_c$ represents the threshold parameter for response option $c$. Small DIF equals .3. Large DIF equals .6.
models varied greatly (see Table 4.12). Given a sample size of 250, none of the models’ TP rate exceeded a rate of .85. The performance of the LCFA models were poorer than those of the IRT and CCFA models across all sample sizes. The data suggests that an increase in sample size led to an increase in TP rates. Focusing on the IRT and CCFA models, using a constrained-baseline strategy led to an increase of TP rates. Interestingly, given the CCFA model, there was no difference in TP rates using the constrained-baseline model versus the free-baseline model.

Turning attention to large DIF, the FP rates of the constrained-baseline models and the LCFA model using a free-baseline strategy exceeded the nominal value of .05 across all levels of the sample size factor (see Table 4.12). As the sample size increased, FP rates of the constrained-baseline models also increased and grew in variation. The FP rates of the free-baseline model, however, were similar across all sample sizes. Using a constrained-baseline model versus a free-baseline model led to an increase in FP rates within each model.

Examining the TP rates of the studied models under large DIF, it is important to note that the TP rates of the IRT, LCFA, and CCFA models were similar across all levels of sample size and baseline strategy (see Table 4.12). Because the TP rates of the studied models did not exhibit consistent variation, the impact of using a larger sample or constrained- versus free- baseline model could not be determined. In conclusion, the IRT model slightly outperformed the CCFA model using a free-baseline strategy. Given a constrained-baseline strategy, it is argued that, in general, the CCFA model is most accurate.
4.2.7 Condition 7

Data for condition 7 were simulated such that the factor loading parameter ($\lambda$) and all four latent threshold parameters ($\nu_1-\nu_4$) were different across groups. Assuming a Likert-scaled item with five response options (e.g., Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree), this occurs when the relationship between the item and the latent construct is stronger for the reference group than the focal group (i.e., $\lambda$ DIF) and the focal group needs a higher amount of the latent construct of interest to select any of the five response options. The FP and TP rates were the dependent variables. The average parameter bias and 95% coverage rates across simulated data sets are presented in Table 4.13. Other than the data simulated with a sample size of 250 (-.01), the parameters were within the generating model parameters up to the second decimal place. In addition, the average 95% coverage rate was at the nominal rate of 95% for all conditions.

The results of condition 7 are shown in Table 4.14. First, the cells where the degree of DIF is small are discussed. The FP rate of the IRT model using a free-baseline approach remained at .05 across all sample sizes, whereas the CCFA model using a free-baseline approach had minor fluctuations around the nominal value of .05 across sample sizes. The remaining models’ FP rates were consistently above the nominal rate of .05. This suggests that using a constrained-baseline versus a free-baseline model led to higher FP rates. The FP rates of the constrained-baseline models increased as sample size increased. Given the free-baseline models, there was little variation, if any, in the FP rates as the sample size increased.

Examining the TP rates of the studied models, it is apparent that the ability to correctly detect DIF of the models were very similar (see Table 4.14). Given a sample
size of 250, the constrained-baseline models outperformed the free-baseline models. Of the free-baseline models, only the CCFA model detected DIF at an acceptable rate. When the sample size was at least 500, the TP rates were 1.00 for all of the models. As a consequence, it is difficult to determine the impact that sample size and baseline model had on these models under these conditions.

Table 4.13
*Parameter Bias and 95% Confidence Intervals for Data Simulated Under Condition 7*

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>Average Parameter Bias</th>
<th>Average 95% Coverage Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>λ DIF</td>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td>(\nu_1-\nu_4) DIF</td>
<td>Large</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
</tr>
</tbody>
</table>

*Note.* DIF stands for Differential Item Functioning. \(N\) stands for sample size. \(\lambda\) represents the factor loading parameter. \(\nu_c\) represents the threshold parameter for response option \(c\). Small DIF equals \(\lambda = .2, \nu = .3\). Large DIF equals \(\lambda = .4, \nu = .6\).

Next, the FP rates under large DIF are discussed. Even though the performance of the IRT and CCFA models using a free-baseline approach were similar, only the IRT-F model had a FP rate that did not exceed .05 across all sample sizes (see Table 4.14). The FP rates of the constrained-baseline models and LCFA model using a free-baseline strategy were above the nominal rate of .05 across all sample sizes. The FP rates of the IRT, LCFA, and CCFA models increased as sample size increased given a
Table 4.14

*True Positive and False Positive Rates of IRT, LCFA, and CCFA Models Under Condition 7*

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>IRT</th>
<th>LCFA</th>
<th>CCFA</th>
<th>IRT</th>
<th>LCFA</th>
<th>CCFA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>TP</td>
<td>FP</td>
<td>TP</td>
<td>FP</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>0.97</td>
<td>0.09</td>
<td>0.96</td>
<td>0.17</td>
<td>0.99</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>1.00</td>
<td>0.13</td>
<td>1.00</td>
<td>0.17</td>
<td>1.00</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.00</td>
<td>0.23</td>
<td>1.00</td>
<td>0.22</td>
<td>1.00</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>250</td>
<td>1.00</td>
<td>0.19</td>
<td>1.00</td>
<td>0.18</td>
<td>1.00</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>1.00</td>
<td>0.36</td>
<td>1.00</td>
<td>0.24</td>
<td>1.00</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.00</td>
<td>0.67</td>
<td>1.00</td>
<td>0.37</td>
<td>1.00</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Note. DIF stands for Differential Item Functioning. N stands for sample size. IRT stands for the Graded Response Item Response Theory model. LCFA stands for the linear Confirmatory Factor Analysis model. CCFA stands for the categorical Confirmatory Factor Analysis model. TP stands for true positive. FP stands for false positive. $\lambda$ represents the factor loading parameter. $\nu_c$ represents the threshold parameter for response option $c$. Small DIF equals $\lambda = .2, \nu = .3$. Large DIF equals $\lambda = .4, \nu = .6$. 
constrained-baseline model. On the contrary, given a free-baseline model, there was not a consistent pattern of FP rates across sample sizes. In addition, the FP rates were much higher for the constrained-baseline models than the free-baseline models across all levels of the sample size factor.

Focusing on the TP rates of the IRT, LCFA, and CCFA models under large DIF, all of the models have a TP rate at 1.00 across all sample sizes regardless of baseline model (see Table 4.14). As a consequence, the impact of sample size and baseline model could not be determined.

Even though the performance of the IRT and CCFA models using a free-baseline are almost identical, generally speaking, the data suggest that the IRT model is most accurate. Using a constrained-baseline model, however, the conclusion depends on the size of DIF. Under small DIF, the IRT model was most accurate, whereas the LCFA model was most accurate under large DIF. On average, the LCFA is preferred. Clearly, the free-baseline strategy is more precise than the constrained-baseline strategy.

4.2.8 Condition 8

Data for condition 8 are simulated such that the factor loading parameter ($\lambda$) and the fourth ($\nu_4$) of four latent threshold parameters ($\nu_1$-$\nu_4$) were different across groups. Assuming a Likert-scaled item with five response options (e.g., Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree), this occurs when the relationship between the item and the latent construct is stronger for the reference group than the focal group (i.e., $\lambda$ DIF) and the focal group needs a higher amount of the latent construct of interest to the Strongly Agree response option. The FP and TP rates were the dependent variables. The average parameter bias and 95% coverage rates across simulated data sets are presented.
in Table 4.15. Other than the data simulated with a sample size of 250 (-.01), the parameters were within the generating model parameters up to the second decimal place. In addition, the average 95% coverage rate was at the nominal rate of 95%.

Table 4.15
Parameter Bias and 95% Confidence Intervals for Data Simulated Under Condition 8

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>Average Parameter Bias</th>
<th>Average 95% Coverage Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>λ DIF</td>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td>υc DIF</td>
<td>Large</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Note. DIF stands for Differential Item Functioning. N stands for sample size. λ represents the factor loading parameter. υc represents the threshold parameter for response option c. Small DIF equals $\lambda = .2$, $\nu = .3$. Large DIF equals $\lambda = .4$, $\nu = .6$.

The results of condition 8 are shown in Table 4.16. Under small DIF, the FP rates of the constrained-baseline models were quite similar and above the nominal rate of .05. Even though the FP rates of the IRT and CCFA models using a free-baseline model models were also similar, only the IRT model’s FP rate remained at .05 across all sample sizes. As sample size increased, the FP rates of the IRT, LCFA, and CCFA models using a constrained-baseline strategy also increased. The FP rates of the free-baseline models exhibited little variation, if any, across all sample sizes. Based on the results presented in Table 4.16, using a constrained-model compared to a free-baseline model led to an
Table 4.16

True Positive and False Positive Rates of IRT, LCFA, and CCFA Models Under Condition 8

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>IRT TP</th>
<th>IRT FP</th>
<th>LCFA TP</th>
<th>LCFA FP</th>
<th>CCFA TP</th>
<th>CCFA FP</th>
<th>Free-Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>0.90</td>
<td>0.10</td>
<td>0.87</td>
<td>0.17</td>
<td>0.94</td>
<td>0.12</td>
<td>0.77</td>
</tr>
<tr>
<td>λ DIF</td>
<td></td>
<td>500</td>
<td>1.00</td>
<td>0.14</td>
<td>1.00</td>
<td>0.19</td>
<td>1.00</td>
<td>0.16</td>
<td>0.98</td>
</tr>
<tr>
<td>νc DIF</td>
<td>Large</td>
<td>1000</td>
<td>1.00</td>
<td>0.25</td>
<td>1.00</td>
<td>0.25</td>
<td>1.00</td>
<td>0.27</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>250</td>
<td>1.00</td>
<td>0.21</td>
<td>1.00</td>
<td>0.20</td>
<td>1.00</td>
<td>0.22</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>1.00</td>
<td>0.39</td>
<td>1.00</td>
<td>0.27</td>
<td>1.00</td>
<td>0.37</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.00</td>
<td>0.71</td>
<td>1.00</td>
<td>0.41</td>
<td>1.00</td>
<td>0.64</td>
<td>1.00</td>
</tr>
</tbody>
</table>

*Note.* DIF stands for Differential Item Functioning. \( N \) stands for sample size. IRT stands for the Graded Response Item Response Theory model. LCFA stands for the linear Confirmatory Factor Analysis model. CCFA stands for the categorical Confirmatory Factor Analysis model. TP stands for true positive. FP stands for false positive. \( \lambda \) represents the factor loading parameter. \( \nu_c \) represents the threshold parameter for response option \( c \). Small DIF equals \( \lambda = .2, \nu = .3 \). Large DIF equals \( \lambda = .4, \nu = .6 \).
inflation of FP rates.

Examining the TP rates of the studied models, it is apparent that the power of the models are very similar (see Table 4.16). A sample size of 500 was needed for adequate DIF detection for the IRT, LCFA, and CCFA models regardless of baseline model. Increasing the sample size from 250 to 500 clearly led to an increase of TP rates for all models. Because there is little variation in TP rates after increasing the sample size from 500 to 1,000, it is assumed that the improved performance due to sample size is minor once the sample size is about 500. The same assumption is made pertaining to the use of a constrained- versus free-baseline model.

Given large DIF, the FP rates of the constrained-baseline model ranged from .20-.71 (see Table 4.16). The FP rates of the free-baseline models, however, did not exceed .14. This suggests that a constrained-baseline model deteriorates the performance of the IRT, LCFA, and CCFA models as compared to using a free-baseline approach. Additionally, an increase of sample size led to an increase in the FP rates of the constrained-baseline models. There was not much of a difference, if any, in FP rates amongst free-baseline models as sample size increased; the FP rates of the IRT, LCFA and CCFA models either stay the same or decrease.

Given large DIF, the TP rates of the IRT, LCFA, and CCFA models were all 1.00 regardless of baseline model strategy (see Table 4.16). Thus, it was impossible to detect the impact of increasing the sample size and using a constrained- versus free-baseline model under large DIF. This does suggest that any of the models can be employed given large DIF.
In summary, given a free-baseline model, either the IRT or CCFA model will suffice. It is difficult to identify the most effective model using a constrained-baseline model, as it depends on the size of DIF. In the presence of small DIF, the most precise model varies across sample sizes. Under the condition of large DIF, the LCFA model is the preferred constrained-baseline model.

4.2.9 Condition 9

Data for condition 9 were simulated such that the factor loading parameter ($\lambda$) and the third ($\upsilon_3$) and fourth ($\upsilon_4$) of four latent threshold parameters ($\upsilon_1$, $\upsilon_2$, $\upsilon_3$, $\upsilon_4$) were different across groups. Assuming a Likert-scaled item with five response options (e.g., Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree), this occurs when the relationship between the item and the latent construct is stronger for the reference group than the focal group (i.e., $\lambda$ DIF) and the focal group needs a higher amount of the latent construct of interest to select the Agree and Strongly Agree response options. The FP and TP rates were the dependent variables. The average parameter bias and 95% coverage rates across simulated data sets are presented in Table 4.17. Other than the data simulated with a sample size of 250 (.01) and small DIF with a sample size of 500, the parameters were within the generating model parameters up to the second decimal place. In addition, the average 95% coverage rate was at the nominal rate of 95%.

The results of condition 9 are shown in Table 4.18. Given small DIF, the FP rates of the IRT model using a free-baseline model were at the nominal value of .05 across all levels of sample size, whereas the FP rate of the CCFA model using a free-baseline model did not reach the nominal value of .05 until the sample size was 1,000. The FP rates of the constrained-baseline models and the LCFA model using a free-baseline
model, however, were above the nominal value of .05 across all levels of the sample size factor. Given the constrained-baseline models, the FP rates increased as sample size increased. Given the free-baseline models, there was not enough variation in FP rates to attribute a change associated with increasing sample size. Lastly, using a constrained-baseline model versus a free-baseline model led to an increase in FP rates.

Table 4.17
Parameter Bias and 95% Confidence Intervals for Data Simulated Under Condition 9

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>Average Parameter Bias</th>
<th>Average 95% Coverage Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>$\lambda$ DIF</td>
<td>500</td>
<td>-0.01</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>$\nu_3$ and $\nu_4$ DIF</td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
<td></td>
</tr>
</tbody>
</table>

Note. DIF stands for Differential Item Functioning. $N$ stands for sample size. $\lambda$ represents the factor loading parameter. $\nu_c$ represents the threshold parameter for response option $c$. Small DIF equals $\lambda = .2$, $\nu = .3$. Large DIF equals $\lambda = .4$, $\nu = .6$.

The TP rates of the studied models under small DIF are shown in Table 4.18. Given a sample size of 250, TP rates of the constrained baseline models were higher than those of the free-baseline models. This suggests that using a constrained-baseline model versus a free-baseline model led to slightly higher TP rates in small samples (i.e., 250). When the sample size reached 500, the TP rates of all the studied models were 1.00
Table 4.18

True Positive and False Positive Rates of IRT, LCFA, and CCFA Models Under Condition 9

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>Constrained-Baseline</th>
<th>Free-Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>IRT</td>
<td>LCFA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>0.96</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>1.00</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.00</td>
<td>0.26</td>
</tr>
<tr>
<td>$\lambda$ DIF</td>
<td></td>
<td>250</td>
<td>1.00</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>1.00</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.00</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Note. DIF stands for Differential Item Functioning. $N$ stands for sample size. IRT stands for the Graded Response Item Response Theory model. LCFA stands for the linear Confirmatory Factor Analysis model. CCFA stands for the categorical Confirmatory Factor Analysis model. TP stands for true positive. FP stands for false positive. $\lambda$ represents the factor loading parameter. $\nu_c$ represents the threshold parameter for response option $c$. Small DIF equals $\lambda = .2$, $\nu = .3$. Large DIF equals $\lambda = .4$, $\nu = .6$. 
suggesting that an increase of sample size led to an increase in TP rates.

Given large DIF, only the IRT and CCFA models using a free-baseline model had FP rates that were at or near the nominal value of .05 across all sample sizes (see Table 4.18). Increasing the sample size led to an increase in the FP rates of the IRT, LCFA, and CCFA models using a constrained-baseline strategy. As a matter of fact, given a sample size of 1,000, the constrained-baseline models FP rates are .44 and above. On the contrary, the free-baseline models exhibited little variation and did not exceed .15. Thus, the effect of using a constrained-baseline model versus a free-baseline model was an increase of FP rates.

Given large DIF, the TP rates of all of the studied models are 1.00 (see Table 4.18). Because the TP rates are all the same, the effect of increasing the sample size could not be determined. In addition, the effect of using a constrained-baseline model versus a free-baseline model on TP rates could not be determined.

In conclusion, it is argued that the IRT model using a free-baseline model is most precise at DIF detection. Assuming that a constrained-baseline model is preferred, the most accurate model depends on the size of DIF. Given small DIF and a constrained-baseline model, the IRT model is preferred. Conversely, given large DIF, the LCFA model is preferred.

4.2.10 Condition 10

Data for condition 10 were simulated such that the factor loading parameter ($\lambda$) and the first ($\nu_1$) and fourth ($\nu_4$) of four latent threshold parameters ($\nu_1$-$\nu_4$) were different across groups. Assuming a Likert-scaled item with five response options (e.g., Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree), this occurs when the relationship
between the item and latent construct is stronger for the reference group than the focal group (i.e., \(\lambda\) DIF) and when the focal group is less likely to select an extreme response of Strongly Disagree or Strongly Agree. The FP and TP rates were the dependent variables. The average parameter bias and 95% coverage rates across simulated data sets are presented in Table 4.19. Other than the data simulated under the condition of small DIF and a sample size of 250 (-.01), the values were within the generating model parameters up to the second decimal place. In addition, the average 95% coverage rate was at the nominal rate of 95%.

Table 4.19

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>Average Parameter Bias</th>
<th>Average 95% Coverage Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>(\lambda) DIF</td>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td>(\nu_{1}) and (\nu_{4}) DIF</td>
<td></td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>250</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.00</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Note. DIF stands for Differential Item Functioning. \(N\) stands for sample size. \(\lambda\) represents the factor loading parameter. \(\nu_{c}\) represents the threshold parameter for response option \(c\). Small DIF equals \(\lambda = .2, \nu = .3\). Large DIF equals \(\lambda = .4, \nu = .6\).

The results of condition 10 are shown in Table 4.20. Even though the FP rates of the IRT and CCFA models using a free-baseline strategy were similar, only the IRT
Table 4.20

*True Positive and False Positive Rates of IRT, LCFA, and CCFA Models Under Condition 10*

<table>
<thead>
<tr>
<th>Description</th>
<th>Degree of DIF</th>
<th>N</th>
<th>IRT</th>
<th>LCFA</th>
<th>CCFA</th>
<th>IRT</th>
<th>LCFA</th>
<th>CCFA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>TP</td>
<td>FP</td>
<td>TP</td>
<td>FP</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>1 DIF Item</td>
<td>Small</td>
<td>250</td>
<td>0.91</td>
<td>0.10</td>
<td>0.90</td>
<td>0.16</td>
<td>0.94</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>1.00</td>
<td>0.14</td>
<td>1.00</td>
<td>0.19</td>
<td>1.00</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.00</td>
<td>0.28</td>
<td>1.00</td>
<td>0.25</td>
<td>1.00</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>250</td>
<td>1.00</td>
<td>0.22</td>
<td>1.00</td>
<td>0.21</td>
<td>1.00</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>1.00</td>
<td>0.43</td>
<td>1.00</td>
<td>0.30</td>
<td>1.00</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.00</td>
<td>0.73</td>
<td>1.00</td>
<td>0.44</td>
<td>1.00</td>
<td>0.62</td>
</tr>
<tr>
<td>λ DIF</td>
<td></td>
<td></td>
<td>0.91</td>
<td>0.10</td>
<td>0.90</td>
<td>0.16</td>
<td>0.94</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.98</td>
<td>0.05</td>
<td>0.99</td>
<td>0.13</td>
<td>1.00</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.00</td>
<td>0.05</td>
<td>1.00</td>
<td>0.13</td>
<td>1.00</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.00</td>
<td>0.05</td>
<td>1.00</td>
<td>0.13</td>
<td>1.00</td>
<td>0.05</td>
</tr>
<tr>
<td>υ₁ and υ₄ DIF</td>
<td>Large</td>
<td></td>
<td>0.91</td>
<td>0.10</td>
<td>0.90</td>
<td>0.16</td>
<td>0.94</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.98</td>
<td>0.05</td>
<td>0.99</td>
<td>0.13</td>
<td>1.00</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.00</td>
<td>0.05</td>
<td>1.00</td>
<td>0.13</td>
<td>1.00</td>
<td>0.06</td>
</tr>
</tbody>
</table>

*Note.* DIF stands for Differential Item Functioning. *N* stands for sample size. IRT stands for the Graded Response Item Response Theory model. LCFA stands for the linear Confirmatory Factor Analysis model. CCFA stands for the categorical Confirmatory Factor Analysis model. TP stands for true positive. FP stands for false positive. λ represents the factor loading parameter. υₖ represents the threshold parameter for response option *c*. Small DIF equals λ = .2, υ = .3. Large DIF equals λ = .4, υ = .6.
model had FP rates at the nominal rate of .05 across all sample sizes. The FP rates given a constrained-baseline model, however, were all above the nominal value of .05. The same holds true for the LCFA model regardless of baseline model. Given the constrained-baseline models, the FP rate increased as sample size increased. In contrast, the FP rates of the IRT and LCFA models using a free-baseline model remained constant across all sample sizes. As illustrated in Table 4.20, using a constrained-baseline model versus a free-baseline model led to an increase in FP rates.

The TP rates under small DIF are presented in Table 4.20. Given a sample size of 250, none of the studied models’ TP rates exceeded .94. When the sample size reached at least 500, however, the TP rates of all of the studied models exceeded .98. Given a sample size of 1,000, all of the models were able to correctly identify an item as exhibiting DIF at a rate of 1.00. The results also suggest that using constrained-baseline models versus a free-baseline model led to a slight increase in TP rates.

Given large DIF, only the IRT model using a free-baseline approach had FP rates that were at the nominal value of .05 (see Table 4.20). The FP rates of the CCFA model using a free-baseline approach showed slight variation around the nominal level of .05 at specific levels of sample size. Whereas the FP rates of the IRT, LCFA, and CCFA models using a constrained-baseline strategy and the LCFA model using a free-baseline were consistently larger than the nominal value of .05. Given the constrained-baseline models, increasing the sample size led to a consistent increase in FP rates. Given the IRT model using a free-baseline model, increasing the sample size did not lead to a change in FP rates. Because there was not a consistent pattern of FP rates across sample sizes for the LCFA and CCFA models using a free-baseline model, the impact of increasing the
sample size could not be determined. Lastly, the results suggest that using a constrained-baseline model versus a free-baseline model led to an increase of FP rates.

Given large DIF, the TP rates of all of the studied models were fixed at 1.00. Because the TP rates are all the same, the impact of increasing the sample size could not be determined. In addition, the impact of using a constrained-baseline model versus a free-baseline model on TP rates could not be determined. Taking all of the results into consideration, it is concluded that the CCFA model is the most precise constrained-baseline model given small DIF, and the LCFA model is the most precise constrained-baseline model given large DIF. Given a free-baseline model, the IRT and CCFA model are both precise. It is important to note, however, that the CCFA model is preferred given a sample size of 250.

4.3 Concluding Remarks

The goal of this section is to succinctly summarize the results. A reader that is interested in a detailed discussion and illustration of the results is referred to the sections above (i.e., Sections 4.2.1-4.2.10). In conclusion, the IRT model using a free-baseline strategy was the most accurate model across most of the 10 conditions regardless of sample size and size of DIF (see Table 4.21). It is important to note, however, that even though only conditions 8 and 10 have results that would provide an argument for the CCFA model using a free-baseline strategy being the most precise model (see Tables 4.16 and 4.20, respectively), the absolute differences in TP and FP rates between the IRT and CCFA model are small (i.e., .11 and .02, respectively) across all conditions (see Sections 4.2.1-4.2.10). Thus, in most instances a CCFA model will also suffice given a free-baseline approach.
Table 4.21
Average True Positive and False Positive Rates of IRT, LCFA, and CCFA Models Across Size of DIF and Sample Size Factors

<table>
<thead>
<tr>
<th>Condition</th>
<th>Description</th>
<th>Constrained-Baseline</th>
<th>Free-Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>IRT TP</td>
<td>FP</td>
</tr>
<tr>
<td>1</td>
<td>No DIF</td>
<td>-</td>
<td>0.05</td>
</tr>
<tr>
<td>2</td>
<td>(\lambda) and No (v_c) DIF</td>
<td>0.93</td>
<td>0.09</td>
</tr>
<tr>
<td>3</td>
<td>No (\lambda) DIF and (v_{1-4}) DIF</td>
<td>(0.98)</td>
<td>0.29</td>
</tr>
<tr>
<td>4</td>
<td>No (\lambda) DIF and (v_d) DIF</td>
<td>0.96</td>
<td>0.23</td>
</tr>
<tr>
<td>5</td>
<td>No (\lambda) DIF and (v_{3-4}) DIF</td>
<td>0.98</td>
<td>0.28</td>
</tr>
<tr>
<td>6</td>
<td>No (\lambda) DIF and (v_1) and (v_d) DIF</td>
<td>0.97</td>
<td>0.26</td>
</tr>
<tr>
<td>7</td>
<td>(\lambda) and (v_{1-4}) DIF</td>
<td>1.00</td>
<td>0.28</td>
</tr>
<tr>
<td>8</td>
<td>(\lambda) and (v_d) DIF</td>
<td>0.98</td>
<td>0.30</td>
</tr>
<tr>
<td>9</td>
<td>(\lambda) and (v_{3-4}) DIF</td>
<td>0.99</td>
<td>0.31</td>
</tr>
<tr>
<td>10</td>
<td>(\lambda) and (v_1), and (v_d) DIF</td>
<td>0.98</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Note. DIF stands for Differential Item Functioning. IRT stands for the Graded Response Item Response Theory Model. LCFA stands for the linear Confirmatory Factor Analysis model. CCFA stands for the categorical Confirmatory Factor Analysis model. \(\lambda\) represents the factor loading parameter. \(v_c\) represents the threshold parameter for response option \(c\). The most precise model given the condition and baseline model is shown in boldface.
Unfortunately, given a constrained-baseline model, the most precise model depends upon the source of DIF, size of DIF, and sample size. In general, the IRT model is most precise given small DIF and a constrained-baseline approach. As is the case using a free-baseline model, the results suggest that the CCFA model is most precise given condition 10 and small DIF. In contrast, given large DIF and a constrained-baseline approach, the LCFA model is most accurate across most of the conditions (see Table 4.21). This is due to the very large FP rates of the IRT and CCFA models (.07-.73 and .08-.94, respectively; see sections 4.2.1-4.2.10). Table 4.21 presents the results within each condition after averaging across the size of DIF and sample size factors.
CHAPTER FIVE

CONCLUSION

As discussed in Chapters 1 and 2, CFA and IRT are two unobserved conditional invariance approaches to assessing measurement invariance (Millsap & Everson, 1993). Even though both methods are designed to answer the same question, research suggests that that the two methods may lead to contrasting results (Meade & Lautenschlager, 2004). The inconsistent results were first brought to light by researchers comparing the CFA and IRT approaches using empirical data (e.g., Oishi, 2006; Raju et al., 2002; Reise et al., 1993). These inconsistencies led to a need for research comparing the CFA and IRT approaches using simulation studies. Kim and Yoon (2011), Meade and Lautenschlager (2004), and Stark et al. (2006) compared the CFA and IRT approaches to assessing measurement invariance using simulated data, and, ironically, added to the complexity of the issue. This was mostly due in part to the inconsistent design used across the three studies. Because of the inconsistent design across studies, additional research was needed that focuses on the existing gaps in the literature by comparing the LCFA, CCFA, and GR IRT models using 5-point Likert scaled data and a research design that encompasses the design of the aforementioned studies.

Chapter 3 presented the research questions and methods used to answer these research questions. Chapter 4 presented the results of the methods used to answer the research questions of interest. Chapter 5 presents the conclusion of the dissertation study. The remainder of Chapter 5 will present the following: (a) summary of the results, (b)
discussion of the results, (c) significance of the study, (d) limitations of the study, (e) recommendations for future work, and (f) final thoughts.

5.1 Summary of the Results

The dissertation research examined the performance of three unobserved conditional invariance techniques (i.e., LCFA, CCFA, and IRT) under 10 conditions (see Chapters 3 and 4 for a detailed discussion of conditions). This section briefly summarizes the results across all of the manipulated conditions presented in Chapter 4.

Based on the results of the dissertation study, it can be concluded that the GR IRT model with a free-baseline is most precise when studying DIF using ordinal data across most conditions (Stark et al., 2006). Given a constrained-baseline strategy, the most precise model depends on the source and size of DIF. Considering that an applied researcher does not know whether DIF is present and, if so, which item parameter is exhibiting DIF, it is recommended that applied researchers avoid using a constrained-baseline strategy.

This study also found that using a constrained-baseline model will inflate FP rates, and, as a consequence, lead to items being falsely identified as exhibiting DIF at a rate higher than expected by chance (Stark et al., 2006). The constrained-baseline model will also correctly identify an item as exhibiting DIF at a rate higher than a free-baseline model. In most instances, the gain of power obtained by using a constrained-baseline model versus a free-baseline model was overshadowed by the significant increase in FPs. Under conditions of large DIF, the increases of FP rates were drastic. For that reason, the results suggest that a free-baseline model should be preferred.
A third finding of the dissertation study is that the TP and FP rates also varied depending on the size and source of DIF. To be specific, *as the size of DIF increased, so did the TP and FP rates of each model given a constrained-baseline strategy*. Given a free-baseline approach, *increasing the size of DIF led to an increase of TP rates only*. The impact of increasing the size of DIF therefore was much greater for the constrained-baseline approach than the free-baseline approach.

The source of DIF also had an impact on the TP and FP rates of the constrained-baseline. Generally speaking, *the more item parameters simulated to exhibit DIF, the larger the TP and FP rates across all models given a constrained-baseline approach*. Given a free-baseline approach, the source of DIF only impacted the TP rates of the studied models.

Lastly, the results of the study suggest that, *given a constrained-baseline model, increasing the sample size will lead to an increase in both FP and TP rates* (Stark et al., 2006). As a matter of fact, given large DIF, the FP rates of the constrained-baseline models were well above the nominal rate of .05 (see Chapter 4). *Given a free-baseline model, increasing sample size led to an increase of the TP rates only*. These results provide additional support for the use of a free-baseline model.

### 5.2 Discussion of the Results

The purpose of this section is to discuss the results of the dissertation study as it relates to the literature at large. As previously mentioned, the GR IRT model using a free-baseline strategy is the preferred model of choice. These results are similar to the results found by Meade and Lautenschlager (2004) and Kim and Yoon (2011). Given that the
design of the Meade and Lautenschlager (2004) and Kim and Yoon (2011) studies varied greatly the results were not directly comparable. Because this dissertation study covered the design and methods used by both of these studies, it is now clear that their results were not due to issues in design.

A second finding of this study is that a free-baseline model is preferred over a constrained-baseline model. This finding is similar to the findings of Stark et al. (2006). Both studies found that using a constrained-baseline model versus a free-baseline model led to inflated FP rates. Because Stark et al. (2006) only compared the LCFA model and the GR IRT model, this study contributes to the literature by including the CC FA model. In addition, considering that Stark et al. only simulated 50 replicates per condition, this study, which simulated 1,000 replicated per condition, provides evidence that suggests that Stark et al.’s results were not due to chance.

As previously mentioned, the size and source of DIF also had an effect on the TP and/or FP rates of the studied models. In similar fashion, Kim and Yoon (2011), Meade and Lautenschlager (2004), and Stark et al. (2006) found that increasing the size of DIF and number of item parameters exhibiting DIF led to an increase in TP and/or FP rates. For instance, it is easier to correctly identify an item as exhibiting DIF if all of the threshold parameters exhibit DIF as compared to when only the discrimination parameter exhibits DIF.

Finally, the current study found that, generally speaking, increasing the sample size will lead to an increase in TP rates. Given a constrained-baseline model, increasing the sample size will also lead to an increase in FP rates. In contrast, given a free-baseline
model, an increase of sample size had little to no effect on FP rates. These results are similar to those found by Kim and Yoon (2011), Meade and Lautenschlager (2004) and Stark et al. (2006). It is important to note, however, that Meade and Lautenschlager (2004) used a free-baseline model, whereas Kim and Yoon (2011) used a constrained-baseline model. Therefore, the results of this study pertaining to the constrained-baseline model analyses are similar to those of Kim and Yoon (2011), whereas the results of this study pertaining to the free-baseline model analysis are similar to those of Meade and Lautenschlager (2004).

5.3 Significance of the Study

The results of this dissertation study are important for researchers throughout social science research. For instance, applied cross cultural researchers often develop measurement instruments that are developed to compare hypothesized constructs across cultural groups (Chen, 2008; Riordan & Vandenberg, 1994). Typically, instruments are created in English, and translated to specific languages of interest. Given the scores obtained from the researcher-designed measurement instrument, comparisons are made across cultural groups. In order for these comparisons to be valid, measurement invariance is an assumption that must be tenable (Gregorich, 2006; Millsap, 2011).

Assuming that the measurement instrument is composed of Likert-scaled items, the item responses are on an ordinal scale (Lubke & Muthén, 2004). Research suggests that the LCFA model is appropriate when there are at least five response options (Babakus et al., 1987; Muthén & Kaplan, 1985). It is important to note that Babakus et al.’s (1987) and Muthén and Kaplan’s (1985) findings are based upon a single group. The
results of this study, however, suggest that the LCFA model is not appropriate when the item responses are on an ordinal scale given multiple groups (Lubke & Muthén, 2004; Temme, 2006). Thus, the significance of this dissertation also entails contributions made to the literature studying the appropriateness of the LCFA model under conditions of ordered-categorical data.

Based on the results from prior research (Kim & Yoon, 2011; Meade & Lautenschlager, 2004; Stark et al., 2006), applied researchers interested in assessing measurement invariance using measurement instruments composed of 5-point Likert scaled items may be confused as to the appropriate model to use. On one hand, Meade and Lautenschlager (2004) argue that the LCFA model has lower power than the GR IRT model in detecting DIF. On the other hand, Stark et al. (2006) conclude that the LCFA model has comparable power to the GR IRT model in detecting DIF. Furthering the complexity of the issue, Kim and Yoon’s (2011) comparison of the CCFA model to the GR IRT model found that the GR IRT model is the preferred choice of model. Taking all three studies into consideration, an applied researcher may be unsure as to which model to use (i.e., LCFA, CCFA, or GR IRT models). Given the focus, models, and factors manipulated in this dissertation study, these issues (contradictions) have been addressed. Applied researchers now have guidance as to the most precise model to use when assessing measurement invariance with 5-point Likert scaled data. That is, the GR IRT model is the preferred model of choice, similar to the results of Kim and Yoon (2011) and Meade and Lautenschlager (2004), and that the free-baseline model is preferred.
The results of this study also have implications on the field of education as it relates to classroom-level assessments. Teacher made tests are likely to include biased items simply because teachers do not possess the skills needed to test for items that are exhibiting DIF (Popham, 2003, 2009). In addition, a classroom teacher may not teach enough students to use an unobserved conditional invariance technique for DIF detection. Popham (2003) argues that “a teacher who is instructing students from racial/ethnic groups other than the teacher’s own racial/ethnic group might be wise to ask a colleague (or a parent) from those racial ethnic groups to serve as a one-person bias review committee (p.58)”.

While this approach is subjective in nature, it recognizes that teacher-made assessment may unintentionally include items that are biased. Considering that day-to-day instructional decisions are made based upon classroom-level assessment data, making an attempt to remove any bias from a classroom-level assessment is needed and worthwhile (Popham, 2009).

Instead of teachers creating assessments at the classroom level, it is argued that assessments should be created at the district-level. By creating assessments at the district level, it is likely that the sample size is large enough for a quantitative investigation of DIF using an unobserved conditional invariance technique. In addition, the district can employ education measurement specialist with high levels of assessment literacy that are familiar with quantitative and psychometric methods. The results from this study can contribute to education measurement specialist at the district level by providing guidance on the most accurate unobserved conditional invariance techniques for DIF detection.
during the creation of district-level assessments. By creating fair and equitable tests, we are striving closer to ensuring a fair and equitable education for all students.

5.4 Limitations

In spite of the contributions made by the dissertation study, it is important to remember that no study is free of limitations. Limitations of this dissertation study include: (a) only a single dimension was simulated, (b) only a single item exhibited measurement non-invariance, (c) the number of response options was not manipulated, (d) the data were generated using a CCFA model, (e) only two groups were simulated, and (f) the sample sizes of the groups were balanced.

5.5 Recommendations for Future Work

Based on the results of the dissertation study, the research questions of interest have been clearly answered. Nonetheless, there is additional work that needs to be done to further the quantitative research literature. Additional research areas of interest include: (a) comparing unobserved and observed conditional invariance techniques for DIF detection (Elosua, 2011), (b) studying DIF detection given multidimensional data, (c) studying DIF given multiple groups of unbalanced sample sizes, (d) studying DIF detection across three or more groups, (e) studying DIF detection when multiple items on a scale exhibit measurement non-invariance (Stark et al., 2006), (f) studying DIF detection when the data are generated using an IRT model (Meade & Lautenschlager, 2004), (g) studying DIF detection given different baseline models and different parameterizations (Millsap & Yun-Tien, 2004), and (h) comparing the ability of fit
indices other than the $\chi^2$ statistic (e.g., Comparative Fit Index (CFI), Root Mean Square Error of Approximation (RMSEA), and Weighted Root Mean Square Residual (WRMR); Kim & Yoon, 2011).

5.6 Final Thoughts

Within the literature comparing unobserved conditional invariance techniques to DIF detection, there were many inconsistencies across studies that led to contrasting results. For instance, Stark et al. (2006) found that the LCFA model is the preferred model for DIF detection, whereas Kim and Yoon (2011) and Meade and Lautenschlager (2004) found that the GR IRT model is the optimal model for DIF detection. The goal of the current dissertation study was to address some of those inconsistencies by integrating the features of the three most prominent studies (Kim & Yoon, 2011; Meade & Lautenschlager, 2004; Stark et al., 2006) within a single study. Towards that end, this study found that the IRT model with a free-baseline model is the optimal model when studying DIF using Likert-scaled data. As previously mentioned, there are limitation of this study that warrant further research (e.g., only a single item exhibited DIF). In spite of these limitations, the goal of the study was achieved and the research questions were answered. Given the results of the study, researchers studying DIF using polytomous data should select the GR IRT model and use a free-baseline model.
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