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Abstract

Long wave infrared is an important region of the electromagnetic spectrum due to strong

thermal emission in this region by room temperature blackbodies and good atmospheric trans-

parency which enables transmission of electromagnetic energy over large distances. Detectors for

this spectral region, especially ones that can operate at room temperature, have been an active

area of research due to applications in surveillance, remote sensing and chemical detection. Of

particular interest is the integration of spectral and spatial filtering directly with the detector

to incorporate multispectral capabilities with reduced hardware complexity.

This thesis explores several aspects of spectral selectivity in infrared detectors operating at

room temperature. The effects of spectral selectivity on the fundamental photon noise limit

are first explored using the formalism of an ideal resonant optical cavity. It is shown that the

photon noise limit of such a detector is higher than that of a broadband detector. The theoretical

performance of this detector architecture is investigated for the specific application of passive

standoff detection of gases.

Some practical aspects and trade-offs involved in optical and electrical design of such detec-

tors is discussed in detail. A process for fabrication of these detectors using standard silicon

micromachining techniques is described. Various optical and electrical characterization tech-

niques are used to demonstrate spectrally selective high sensitivity detectors operating at room

temperature. These detectors have amongst the highest sensitivities reported in the literature.

Finally, a thermal model for detector responsivity is developed for the particular case of

spatially non-uniform absorption. An approximate expression for detector absorbing area is

derived from this model, which can be directly substituted in standard equations to estimate

responsivity to good accuracy. Detailed derivation and experimental verification of this model

is described.
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Chapter 1

Introduction

Electromagnetic radiation is emitted by any body at temperature above absolute zero, the

spectral distribution of which is described by Planck’s radiation law. The peak wavelength of

the emitted radiation from a thermal radiator depends on its temperature and is frequently

in the infrared region of the spectrum for common terrestrial objects. In particular, the peak

wavelength of radiation emitted by a body at room temperature lies around 10 µm wavelength.

The region of the spectrum between 8 µm and 12 µm is also an atmospheric transmission window

due to minimal absorption from carbon dioxide and water vapor molecules. Thus radiation

emitted by thermal sources in this wavelength range can be detected from a distance. This

region is sometimes referred to as the thermal infrared or long wave infrared (LWIR) band.

Since observation of thermal radiation does not require any auxillary illumination, this band

has been commonly used for surveillance and remote sensing applications.

Detection of radiation in the LWIR is challenging because of the low energy of the radiated

photons (of the order of 0.1 eV). Two classes of detectors have been developed for this purpose.

Photon detectors respond to individual photons to excite electron-hole pairs through inter-band

or inter-sub-band processes in semiconductors to generate a photocurrent. These detectors

which include low bandgap compound semiconductors like HgCdTe and quantum well infrared

photodetectors (QWIPs), require cooling for operation in order to suppress thermal excitation of

carriers across the band gap. The second class of detectors are known as thermal detectors since

1
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they directly measure the energy of incoming photons through a change in temperature of the

detector material. The actual electrical transduction involves measurement of the temperature

change through a variety of physical effects like resistance change (resistive bolomters), Seebeck

effect (thermopiles) and pyroelectric effect amongst others. These detectors are relatively simple

to fabricate and do not require any cooling to operate.

Uncooled long wave infrared detectors have seen great advancements in technology in the

previous few decades. The elimination of cooling hardware and the use of silicon microfabrica-

tion techniques have made it possible to manufacture dense two dimensional arrays integrated

with electronics in a cost effective manner [3, 4]. This is a distinct advantage over photon

detectors where arrays are cost prohibitive to produce and single pixel detectors are more com-

mon. Current state of the art commercial thermal detectors are vanadium oxide based resistive

bolometers and are used for applications in night vision and radiometry [5].

In the traditional radiometry applications the objects under observation tend to a have

broad thermal emission spectrum as described by Planck’s law. But there are other applications

where the object under observation has narrow spectral distribution. An example would be

molecular spectroscopy using vibrational and rotational resonances of molecules which lead to

characteristic absorption signatures in the infrared. A related example would be analysis of

emission from hot exhaust gases and fumes. Detection of such narrow sources require the use of

filters to restrict detector response to the useful range.

In addition to spectral filtering, high performance spectroscopy systems often require cold

shielding to restrict the detector field of view. This is necessary because the object under

observation has a finite geometric extent and if observed from a distance, the radiated power

lies within a small solid angle. Radiation from bright objects in the background outside the

useful acceptance angle can degrade the system sensitivity by increasing clutter. Such high

performance systems involve integration of filters, cold shields and scanning systems with the

actual detectors and can be incredibly complex. Cooled photon detectors are the instruments

of choice for such systems because uncooled thermal detectors have lower sensitivity than their

cooled photon detector counterparts.

Further improvements in sensitivity are desirable if these detectors are to be useful for high
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performance spectroscopy applications. Improvements in detector sensitivities have been ob-

tained through a combination of thermal conductance reduction [6], improved transducer ma-

terials [7, 8] and reduction in the detector noise [9]. Due to the small magnitude of their 1/f

noise, thermopile detectors have an advantage over resistive bolometers and are more suitable

for high detectivity applications.

There has been a sustained effort within the infrared detector community towards integrating

filters directly with detector pixels towards a goal of achieving multispectral detection systems

at reduced system complexity, size and cost [10]. In the case of thermal detectors the electrical

transduction is unaffected by the operating wavelength range, and the optical absorption struc-

tures can be independently optimized to cover a variety of spectral bands. Spectrally selective

absorption has been demonstrated in infrared detectors and filters using patterned metamaterials

[11, 12] and resonant optical cavities [13, 14, 15].

The reduction of undesirable background absorption through spectral and spatial filtering

can lead to improvement in detector sensitivity at a very fundamental level. The ultimate limit

to detector performance is due to noise introduced by fluctuations in incoming photons. This is

called the photon noise limit or the background noise limit. This limit is extrinsic to the detector

and exists even when the detector is ideal in all respects. Detectors used in applications requiring

extreme accuracy and sensitivity, for example in cosmological instruments, usually operate in

this background limited regime [16].

The theory of photon noise for thermal detectors has been derived under the assumption of

a uniform broadband absorption. The background noise limit thus derived has been accepted as

the ultimate limit of performance of room temperature thermal detectors. If the assumption of a

broadband detector absorption is relaxed, the photon noise limit of thermal detector sensitivity

is found to be higher than that assumed conventionally.

This thesis explores several aspects of spectrally selective absorption in thermal detectors

in detail. Using numerical simulations it is first shown that photon noise for a spectrally nar-

rowband detector can be lower than a detector with broadband absorption. Next, a thermal

detector that utilizes resonant cavity coupling and low noise thermoelectric readout scheme is

demonstrated to achieve high detectivity values. This detector has amongst the highest room

temperature detectivity values published in the literature. The detectivity value is within an
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order of magnitude of the broadband photon noise limit and can be potentially scaled to sensitiv-

ities beyond that limit through improvements in detector design and fabrication process outlined

in this thesis. Finally a convenient approximation to correctly estimate detector performance

with spatially non-uniform absorption is also presented.

1.1 Thesis organization

The thesis is divided into the following chapters.

• Chapter 2 contains a detailed discussion of the photon noise limit of thermal detectors.

The photon noise limit under narrowband conditions is first explored analytically and using

numerical simulations and is shown to be much higher than those of broadband absorption

detectors. A narrow band detector architecture utilizing resonant cavity absorption is used

for these simulations. The performance of this detector architecture is then simulated for

a specific application.

• Chapter 3 gives the details of design and fabrication of resonant absorption optical cavities

including two specific examples. A technique for measuring optical constants of thin films

in the infrared is described. Details of the process for fabricating these resonant optical

cavities is discussed.

• Chapter 4 gives the details of design, fabrication and characterization of spectrally selective

thermal detectors using optical designs from chapter 3 and thermoelectric readout. Signif-

icant portions of the work described in this chapter was performed in collaboration with

Ryan Shea. Some aspects of general thermal detector design are first presented. A detailed

fabrication process flow for these detectors is then described. Optical and electrical char-

acterization results for some detectors are then presented along with the instrumentation

details.

• Chapter 5 gives details behind an approximate method used for detector characterization

when its actual absorbing area is not well defined or when there are multiple light sensitive

regions with different absorptivities. This approximation is useful for correctly estimating
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the responsivity of the detectors fabricated in chapter 4 without the need for accurately

defining the incident spot size using optical techniques.



Chapter 2

Photon noise in narrowband

thermal detectors

Vibrational and rotational resonances give rise to characteristics absorption signatures for many

molecules in the infrared and form the basis of infrared spectroscopy for the identification and

quantitative measurement of these molecules. Fourier-Transform infrared spectrometers are

commonly used for such measurements due to their high throughput, speed of measurement,

narrow spectral resolution and good accuracy. These advantages are a result of several decades

of instrument development and have made FTIR spectrometer the instrument of choice for

infrared spectroscopy.

In particular, an FTIR system has the advantage of higher throughput compared to a se-

quential wavelength scanning instrument. This is due to its ability to measure many spectral

windows simultaneously in a given measurement time window. This is called the multiplexed

advantage or the Fellgett advantage, and has been discussed extensively [17]. In this chapter,

the multiplexed advantage of an FTIR system is first discussed, especially under the conditions

of photon noise. It is shown that the under complete photon noise limited condition an FTIR

system has no advantage over a scanning system. Next, the photon noise limit for a narrowband

thermal detector are discussed. Finally, the theoretical performance of an ideal narrowband

thermal detector limited by photon noise is evaluated for a specific application, that of passive

6
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detection of gases at a distance.

2.1 The multiplexed advantage

The multiplexed advantage of a Fourier Transform instrument, which arises from the ability of

an FTIR system to simultaneously measure across all the spectral bands in its measurement

time window, was first derived by Fellgett [18] and hence is also called the Fellgett advantage.

This is unlike a grating spectrometer which sequentially scans wavelength bands one at a time

thus spending a fraction of its measurement time in each spectral band.

Besides the multiplexed advantage, an FTIR system also has a throughput advantage over a

grating instrument due to the limited light gathering capacity from narrow slits, known as the

Jacquinot advantage [17]. Tha Jacquinot advantage does not apply for a wavelength scanning

Fabry-Perot interferometer due to lack of entrance and exit slits. These advantages are clearly

valid in case of single pixel detector instruments. If an array of equivalent detectors were

available, then a scanning instrument like a grating spectrometer could in principle, perform a

spatially multiplexed measurement and there is some debate about the exact magnitude of these

advantages in imaging spectrometers [19, 20, 21].

A common example of sequential scanning instrument is a diffraction grating followed by a

slit. The performance analysis in this section, though specifically referred to for a grating, is

general enough be applicable to other sequential scanning arrangements. Following the analysis

of Hirschfeld [22] we can write for a signal spectral density f(ν), the signal to noise ratio (SNR)

of a grating system measuring the signal over time t can be given by

SNRG =
f(ν)∆νEGt

1/2

a

(
νmax − νmin

∆ν

)−1/2

(2.1)

where ∆ν is the spectral resolution of the grating, EG is the grating efficiency, t is the mea-

surement time, a is the detector electrical noise and νmax − νmin is the spectral range of the

measurement. .

The quantity N = (νmax − νmin)/∆ν gives the number of wavelength bands (resolution

elements) of the instrument. For a detector noise limited detectivity D∗ =
√
Ad/a the SNR can
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be written as

SNRG =
f(ν)∆νD∗EGt

1/2

√
Ad

(
νmax − νmin

∆ν

)−1/2

(2.2)

Since an FTIR system measures all spectral bands for the entire time t, its SNR can simply

be written as

SNRF =
f(ν)∆νEF t

1/2

a
(2.3)

where EF is typically the efficiency of the interferometer beam splitter. Comparing a grating

system to an FTIR system for equal efficiencies and equal measurement times, the ratio ζ of the

SNR of an FTIR to a grating system is given by

ζd =
SNRF
SNRG

= N1/2 (2.4)

This is exactly the Fellgett advantage. Hence under detector noise limited conditions the FTIR

will have an advantage of N1/2 over a grating system.

Under photon noise limited conditions this advantage is no longer observed because the FTIR

system redistributes the photon noise the entire spectral range since all the spectral bands are

being observed at the same time. This is not the case for a grating system since the detector

now only detects the noise that lies within the spectral band filtered by the grating. The SNR

under photon noise limited conditions can be written as

SNRG =
f(ν)∆ν)

[a2 + b2f2(ν)∆ν2]
1/2

EGt
1/2N−1/2 (2.5)

where b gives the magnitude of the photon noise. For an FTIR the photon noise is spread across

all frequencies giving

SNRF =
f(ν)∆ν)[

a2 + b2(
∫ νmin

νmax
f(ν)dν)2

]1/2EF t1/2 (2.6)

Under the assumption that the spectral density is uniform across the entire range such that
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f(ν) = f0 then the multiplexed advantage is given by

ζph =

[
a2 + b2f2

0 (ν)∆ν2

a2 + b2f2
0 (νmax − νmin)2

]1/2
EF
EG

1

N−1/2
(2.7)

Substituting g = bf0∆ν/a and noting that νmax − νmin = N∆ν we can finally write

ζph =

[
1 + g2

N−1 +Ng2

]1/2

(2.8)

This equation gives the multiplexed advantage under conditions when photon noise is comparable

to the electrical noise. The advantage ζph is a function of the noise magnitude and the number

of spectral bands that are scanned. It can also be seen that when g = N−1/2 then ζph = 1

and the multiplexed advantage disappears. Under the extreme condition that detector electrical

noise is negligible compared to the photon noise, i.e. when g →∞

ζph =

[
1

1 +N

]1/2

(2.9)

This shows that the SNR of an FTIR will always be degraded compared to a scanning instrument

when the system is completely dominated by the photon noise. Note that this is valid under the

simplifying assumption of a uniform spectral density. This assumption is invalid when viewing

bright emission lines, in which case the use of equation 2.6 is more appropriate.

Also, this analysis assumes that all sources of photon noise seen by the detector pass only

through the interferometer or the grating slits. This is equivalent to saying that the detector

has a radiation shield that restricts its field-of-view to one that matches the output of the

interferometer and that no sources outside this field-of-view contribute to the photon noise.

This assumption would not be valid in case of an uncooled thermal detector which would have

an unrestricted hemispherical field-of-view containing large noise generators.

There are several architectures are possible for constructing a photon noise limited detector

coupled to a sequential wavelength scanning filter. One such design is a thermal detector reso-

nantly coupled to a scanning optical interferometer. Thermal detectors are an attractive choice
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for room temperature operation and integration of the detector directly with an optical interfer-

ometer reduces the system complexity. The photon noise characteristics of such a narrowband

thermal detector system are discussed in the next section.

2.2 Photon noise limit

The fundamental upper limit of sensitivity of a radiation detector is determined by the statistical

fluctuations in the radiation exchange between the detector and its surroundings [23, 24, 25].

A detector operating at this upper limit is said to be background-limited. Background-limited

performance has traditionally been achieved by cooling below room temperature. For photon

detectors it is known that, once thermal generation and other noise sources have been suppressed,

the detectivity is primarily governed by the overlap of background thermal emission with the

spectral response of the detector [26].

The fundamental theory of photon noise in thermal detectors has been developed assuming

structures with a spectrally uniform high absorption. It has been postulated previously that

introducing radiation shielding tor restrict the detector field of view can lead to improvement in

the photon noise limited detectivity but the spectral dependence of the detector itself is neglected

[27]. From the point-of-view of the received signal this seems perfectly understandable since a

uniform high absorption guarantees maximum light collection, but it also causes the detector

to incur maximum photon fluctuation noise even when the desired signal is limited in spectral

width or lies in a spectral region far from the maximum emission of the background.

One can develop a more general theory of the background fluctuation limit by realizing that

the emissivity of a thermal detector may vary with direction and wavelength. Under this modi-

fication the background noise limit is found to be substantially reduced to that of a blackbody.

Such wavelength and direction dependent emissivity can be realized using optical cavity cou-

pling. The benefits of this detector architecture and the requirements on its performance will

be explored analytically in context of background limited detection.
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2.2.1 Photon noise theory

Photon noise occurs due to statistical fluctuations in the incoming stream of photons. This

is a well understood phenomenon that has been explored by several authors especially in the

astrophysics community [28, 29]. Photons follow Bose-Einstein statistics for which the mean

square fluctuations in the number of photons per mode is given by

〈(∆n)2〉 = n+ n2 (2.10)

where n is the number of photons per mode given by Planck’s distribution function. For a source

of emissivity η, optical path with transmissivity τ and detector with emissivity ε this is given

by

n =
ητε

ehν/kBT − 1
(2.11)

where ν is the mode frequency, kB is the Boltzmann constant and T is the temperature. The

number of modes N of one polarization and wavelength λ can be written as N = AΩ/λ2 for a

detector with area A and solid angle of acceptance Ω.

A thermal detector responds to the power of the incoming photons unlike a photon detector

which responds to the rate of incoming photons. The mean squared energy of the photon

fluctuation is given by h2ν2〈(∆n)2〉 for one mode. The total noise power spectrum summed

over all frequencies is then given by [28]

〈P 2
n〉 = 2

∫
h2ν2 · 2N · 〈(∆n)2〉

= 4h2c3A

∫
λ

∫
Ω

ε(λ,Ω)

λ6(ehc/λkBT − 1)

[
1 +

ε(λ,Ω)

ehc/λkBT − 1

]
dλdΩ (2.12)

where ε(λ,Ω) is the wavelength and direction dependent emissivity. If a detector has high

emissivity inside its acceptance solid angle Ω0 and low emissivity outside of it, then the net

emissivity can be written as a piecewise summation of two independent emissivites as

ε(λ,Ω) =


εin(λ) for Ω ≤ Ω0

εout(λ) for Ω > Ω0

(2.13)
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In this case the integral of equation 2.12 can simplified and written as a sum of two wavelength

dependent integrals. For a blackbody absorber, ε(λ,Ω) = 1 and equation 2.12 reduces to 〈P 2
n〉 =

8AσkBT
5 where σ is the Stefan-Boltzmann constant.

R1, ε1

R2 = 1

(a)
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Figure 2.1: (a) Schematic of a cavity coupled absorber having direction dependent emissivity.
(b) Emissivity as a function of wavelength. (c) Emissivity as a function of polar angle showing
the acceptance angle of the cavity.

A direction and wavelength dependent emissivity can be implemented by a simple resonant

cavity coupled structure as shown in Fig. 2.1a. This design is essentially a Fabry-Perot in-

terferometer which consists of a low emissivity and high reflectivity absorber separated from a

strongly reflecting back mirror by an mλ/2 air gap. The absorber can be integrated with an

electrical readout scheme to realize an integrated thermal detector and scanning interferometer

architecture. The reflectance of the cavity coupled structure is given by

R =
r2
1 + (1− a2

1)2 − 2(1− a2
1)r1 cos(2φ)

1 + r2
1 − 2r1 cos(2φ)

(2.14)

where r1 and a1 are the field reflectivity and absorptivity of the top mirror and φ = 2πd cos θ/λ
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is the phase accumulated in a single traversal through the cavity. The absorption is localized

at the top mirror and the gap between the two mirror is assumed to be completely transparent.

A detailed derivation of this result is given in chapter 3. The cavity emissivity εcav equals

absorptivity give by A = 1-R and is plotted against wavelength and incident angle in Fig. 2.1b

and Fig. 2.1c for the condition that the front mirror emissivity and reflective are matched such

that ε1 = a2
1 = 1− r1.
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Figure 2.2: Plot of cavity Full Width Half Maximum and front mirror emissivity against the
corresponding cavity half angle.

The cavity exhibits perfect emissivity only a specific resonance wavelength and only at normal

incidence. The cavity full width half maximum ∆λ1/2 and cavity acceptance half angle θ1/2 are

also indicated in the figures. For a finite size of the front mirror, the emissivity is angle dependent

as shown in Fig 2.1c. The emissivity drops off rapidly due to walk off at non-normal incidence

thus limiting its throughput.

The cavity resonance width and half angle can be engineered by selecting the appropriate

value for front mirror reflectance and emissivity. Fig. 2.2 shows the variation of the cavity

full width half maximum (FWHM) ∆λ1/2 with the corresponding cavity half angle as the front

mirror emissivity is continuously varied. It can be seen that narrow resonances will restrict the

cavity acceptance angles to small values and will require low emissivity and high reflectivity front

mirror. Also at an oblique angle of incidence θ > θ1/2 the resonant effect of the cavity can be

neglected and the emissivity approximated as a Lambertian emissivity of just the front mirror.
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Thus, this arrangement essentially replicates the functionality of a conventional cold shielding

used to restrict off-axis absorption and emission noise, but with much less hardware complexity

. The maximum F number corresponding to the cavity acceptance angle is also shown in Fig.

2.2.

Using the piecewise approximation of equation 2.14 in equation 2.13 the photon noise due

to incoming photons from the background is given by

〈P 2
n〉 = 〈P 2

n〉in + 〈P 2
n〉out (2.15a)

where

〈P 2
n〉in = 16π sin2(

θ1/2

2
)h2c3A

∫
λ

εin(λ)

λ6(ehc/λkBT − 1)

[
1 +

εin(λ)

ehc/λkBT − 1

]
dλ (2.15b)

〈P 2
n〉out = 4π cos2 θ1/2h

2c3A

∫
λ

εout(λ)

λ6(ehc/λkBT − 1)

[
1 +

εout(λ)

ehc/λkBT − 1

]
dλ (2.15c)

The total noise power will be the quadrature sum of the power absorbed and the power radiated

by the detector. In the ideal condition where electrical noise is completely absent the specific

detectivity under background limited conditions is given by D∗ = [〈P 2
n(Tdet)〉+ 〈P 2

n(Tbkg)〉]−1/2

where Tdet and Tbkg are the detector and background temperatures respectively. Any electrical

noise power if present, adds to this photon noise power and reduces the detectivity.

Fig. 2.3 shows the calculated photon noise limited detectivity for increasing cavity half width

under an ideal photon noise limited condition and also under the presence of electrical noise.

The dotted horizontal line indicates the noise for a broadband blackbody absorber. This noise

level is considered as a fundamental performance limit for all thermal detectors. The numbers

indicated in the legend are the electrical noise levels as a fraction of the blackbody photon noise.

With decreasing cavity resonance width the magnitude of the photon noise decreases and

the detectivity increases. This is because of at narrow resonance widths the cavity acceptance

angle θ1/2 progressively decreases to smaller values. The incident power contained inside this

cavity half angle is then much lower than that outside of it. Consequently the photon noise is

dominated by the photon noise outside the half angle 〈P 2
n〉out as opposed to the noise inside
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Figure 2.3: Detector D* for various values of electrical noise for various cavity half widths. The
box shows the magnitude of the electrical noise NEP relative to the blackbody photon noise.

the half angle 〈P 2
n〉in. The quantity 〈P 2

n〉out depends directly on the magnitude of the single

pass emissivity of the front mirror membrane which is quite small for a narrow resonance width

cavity. The total photon noise magnitude consequently decreases. In presence of electrical noise

the D* levels off since the electrical noise is not affected by the cavity bandwidth.
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Figure 2.4: (a) Minimum responsivity normalized to area for various detector resistances. (b)
Minimum thermal conductance for various detector areas.

It is useful to determine the responsivity and the thermal conductance required to achieve

photon noise limited performance. The electrical NEP per unit bandwidth for a purely Johnson
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noise limited resistor is given by NEPe =
√

4kTRs/< for a resistor of value Rs. Similarly

the conductance NEP due to phonon fluctuations per unit bandwidth is given by NEPTC =
√

4kT 2G within the detector thermal bandwidth. Equating these to the photon noise of a cavity

coupled absorber gives the minimum responsivity and the minimum thermal conductance for

the respective NEPs be equal to the magnitude of the photon noise.

<min =

√
4kBTRs
Ad〈P 2

n〉
(2.16a)

Gmin =
〈P 2
n〉Ad

4kBT 2
(2.16b)

The minimum responsivity normalized to detector area and the minimum thermal conductance

are plotted in Fig. 2.4a and Fig. 2.4b respectively for various cavity resonance widths. As an

example, for a 100 nm wide cavity with 1 kΩ resistor and 100 µm2 area, the electrical NEP

equals the photon noise limited NEP for a responsivity <min of approximately 50,000 V/W.

Similarly, at a thermal conductance of 10−9 W/K the thermal conductance NEP is equal to the

photon NEP.

It can be seen that under a more general assumption of direction and wavelength dependent

emissivity the background noise limit for a detector is lower than that of a broadband blackbody

detector. This enhancement comes at the cost of a lower detector throughput AΩ and but would

be useful when viewing spectrally narrow sources in presence of a hot background.

2.3 Passive detection of molecules

A cavity coupled detector limited by photon noise is ideally suited for measurement of narrow

linewidth molecular spectra under the presence of hot thermal backgrounds. This measurement

can be performed by utilizing radiation emitted by the thermal background without the need

of any external illumination. A detection scheme using just the thermal brightness of the

background as a radiation source is called passive standoff detection. Passive standoff detection

for monitoring of gases has been under active development and instruments based on fourier

transform and scanning Fabry-Perot interferometers have been demonstrated for this purpose
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[30, 31]. For testing the performance of instruments SF6 is a common molecule due to its strong

absorption bands in the long wave infrared. In this section a radiometric model for calculating

the signal from a molecular species at a distance is first described. It is then used to calculate the

detection limits of SF6 when observed with a background limited narrowband thermal detector.

2.3.1 Equation of transfer

i

a

i+ di

ds

(a)

S

i(0, µ)

i(κ, µ)

θ

dΩ

κ

(b)

Figure 2.5: (a) A differential element of an absorbing non-scattering medium. (b)Diagram of a
plane parallel medium showing the various differential quantities.

Radiation heat transfer calculations are conveniently performed on the basis of the radiant

intensity i. This quantity which is the radiation energy per unit time per unit area per unit

solid angle is an invariant in the absence of absorption, emission or scattering. In presence of

these mechanisms, the radiant intensity has to be appropriately modified as described by the

equation of transfer. Rigorous treatment of the equation of transfer has been given by several

authors [32, 33, 34]. For long wave infrared radiation scattering by gaseous molecules can be

assumed negligible which greatly simplifies the calculations.

The rate of change of intensity i with distance for a medium depends on the incident intensity

and the extinction coefficient of the medium. For a differential element of length ds shown in

figure 2.5a this is given by

di = −ai ds (2.17)
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where a is the wavelength dependent extinction coefficient. In presence of only absorption and

self emission the differential form of the equation of transfer is given by

di

dκ
+ i = ie (2.18)

where dκ = ads is the position dependent differential optical thickness and ie is the intensity of

self emission. The solution of this equation is given by

i(κ) = i(0)e−κ +

κ∫
0

ie(κ
∗)eκ

∗−κdκ∗ (2.19)

where i(0) is the incident intensity, κ∗ is the dummy variable for integration of ie along the entire

path length. For thermal radiation, the quantity ie is given by the radiant intensity Rbb(T ) at

temperature T from Planck’s law. The equation 2.19 can then be written as

i(κ) = i(0)e−κ +Rbb(T )(1− eκ) (2.20)

where κ =
∫
ads. The first term in the above equation gives the transmitted intensity through

an absorbing medium analogous to Beer’s law. The second term is just the Planck’s radiant

intensity multiplied by the medium emissivity given by εm = 1− exp(κ). For analyzing a finite

sized object like a gas cloud, plane parallel geometry shown in figure 2.5b is frequently utilized.

The radiant intensity traveling to the left at the exit face of the cloud can be after integrating

the transfer equation can be written as (see [33])

i(κ, µ) = i(0, µ)e−κ/µ +Rbb(T )(1− eκ/µ) (2.21)

where µ = cos(θ) is the direction of radiation with respect to the normal to the plane and κ is the

optical depth within the medium. This equation can be used to calculate the total intensity per

unit time per unit area per unit solid angle at any point by simple summation of the intensities

through each layer between the source and the observer.

As an example consider the system shown in figure 2.6. It consists of a detector with a
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Figure 2.6: Layer structure for model used for passive standoff detection calculations.

collector lens area Al viewing terrestrial background at temperature Tbkg through a cloud of

gas. The plane parallel gas cloud has optical thickness κT and area AT and is sandwiched

by two plane parallel layers of atmosphere of optical depth κA1 and κA2. After summing the

intensities at the detector plane layer by layer, the net intensity at the plane of the lens is given

by

inet(µ) = Rbb(TA)(1− e−κA1/µ) +Rbb(TT )(1− e−κT /µ)e−κA1/µ

+Rbb(TA)(1− e−κA2/µ)eκT /µeκA1/µ +Rbb(Tbkg)e
−κA2/µe−κT /µeκA1/µ (2.22)

where TA and TT are the temperatures of the atmosphere and the target gas respectively. This

equation can be rewritten more intuitively in terms of the emissivities ε and transmissivities τ

of the various layers such that

inet(µ) = Rbb(TA)εA1 +Rbb(TT )εT τA1

+Rbb(TA)εA2τT τA1 +Rbb(Tbkg)τA2τT τA1 (2.23)

Thus the net intensity at the detector plane is thermal radiance from Planck’s law multiplied

by the emissivity of that layer and the transmissivity of every subsequent layer in the path to

the detector. Similar layered models have been used previously in the literature [35, 36, 37].

A typical detection scheme will measure the incident spectrum both with and without the the

target gas in the path. A subtraction of the two measurements gives the power absorbed or
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emitted due to the target gas. The incident intensity from the background at the detector plane

without any target gas in the path can be calculated for the system of figure 2.6 by

ibkg = Rbb(Tbkg)e
−(κA1+κAt+κA2/µ) +Rbb(TA)(1− e−(κA1+κAt+κA2)/µ) (2.24)

where κAt is the optical depth through the length of the original target gas but which is now

occupied only by the atmosphere. The difference signal ∆i = inet − ibkg contains information

about the characteristics of the target gas and can be integrated to obtain the net radiation signal

measured at the detector from the difference of two measurements. The intensity difference is

a function of the radiance contrast between the cloud and the background and depends on

their respective temperatures and their emissivities. It is possible to have no radiance contrast

between the target and the background in which case no signal can be detected.

The radiant flux q across all wavelengths and solid angles is given by integrating the radiant

intensity across all wavelengths and solid angles. For a cavity coupled detector the intensity

function has to be modified by the cavity absorption lineshape f(λ). The power per unit area

measured at the detector plane is then given by

q(κ) =

∫
λ

∫
Ω

∆i(κ, µ)f(λ) cos θ dΩdλ (2.25)

If the distance between the cloud and the detector is large, then the solid angle subtended by

the cloud at the detector is small. Under this approximation the solid angle can be simplified

such that
∫
dΩ = πAT /L

2 where AT is the cloud area and L is the distance between the cloud

and the collector lens. Under these simplifying assumptions the power measured by the detector

is given by

Pd =
πATAl
L2

∫
λ

∆i(κ, µ)f(λ)dλ (2.26)

The area of the collector optics Al is of primary importance as seen from this equation. For

coupling to a resonant optical cavity, it is sufficient to have a lens with a numerical aperture

that matches the cavity acceptance angle, which is a relatively simple requirement. The actual

size of the collector optic is determined by other constraints like aberrations and cost. These
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system level requirements are not fundamental to the detector sensitivity analysis and will not

be considered in the calculations.

2.3.2 Synthetic spectrum using HITRAN

In order to find the optical depth of a layer for use in equations 2.22 and 2.24 it is necessary

to know the absorption coefficients at the wavelength of interest for each molecular species in

the path. Such calculations can be performed using the HITRAN database of molecular spectra

[38]. This database contains either the calculated line transition parameters for several molecules

and directly tabulated infrared cross sections at different pressures and temperatures for some

others. The synthetic spectra generated using HITRAN have been verified for accuracy by

several authors [39, 40] and serves as the basis for high resolution atmospheric transfer codes

like MODTRAN [41].

The optical depth κi for a gas at temperature T and pressure p and at frequency ν is given

by

κ(ν, T, p) = αi(ν, T, p)Cvs (2.27)

where αi is the absorption cross section, Cv is the volume concentration (molecules/cm3) and s

is the path length (cm). If there are multiple species present in the path, the net optical depth

at a particular frequency can be found by summation of the individual species.

κ(ν, T, p) =
∑
i

κi(ν, T, p) (2.28)

The absorption cross section is the product of line intensity S and the line shape function f

α(ν, T, p) = Sη(T )f(ν, νη, T, p) (2.29)

where νη is the transition frequency for the transition η. The line intensity Sη(T ) depends on the

population densities in the upper and lower states and is thus temperature dependent. At high

pressure found in lower atmospheres, the lineshape is assumed to be Lorentzian. The lineshape
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function is then given by

f(ν, νη, T, p) =
1

π

γ(p, T )

γ(p, T )2 + {ν − (νη + δ(pref )p)}2
(2.30)

where γ(p, T ) is the half line width of the transition , δ is a parameter that accounts for shift

in transition frequency due to pressure and pref is the reference pressure assumed to be 1

atmosphere. The linewidth also needs to be corrected for pressure and temperature according

to

γ(p, T ) = (Tref/T )n [γair(pref , Tref )(p− pm) + γself (pref , Tref )pm] (2.31)

where γair is the air broadened linewidth, γself is the self broadened linewidth, Tref is assumed to

be 296 K and pm is the partial pressure of the gas given by pm = mpref where m is the mole frac-

tion of the species. All the parameters required for the above calculations are tabulated in the HI-

TRAN database. A free program JavaHAWKS (http://www.cfa.harvard.edu/hitran/welcometop.html)

can be used to extract the parameters for a particular gas from the database for a range of wave-

lengths and then used in the above equations to obtained the absorption cross section α and the

optical depth κ.

For some gases like SF6 where the calculated parameters are not available, wavelength de-

pendent absorption cross section α is tabulated for various pressures and temperatures. This

data can be directly used in equation 2.27 to calculate the concentration dependent optical

depth. The cross section data is tabulated for a range of wavenumbers and can be used to

interpolate the cross section at an arbitrary wave number within this range. Example programs

for calculating the absorption cross sections from line-by-line parameters (e.g. CO2) and from

tabulated data (e.g. SF6) are given in the appendix.

2.3.3 Detection limits for SF6

The equations given in the previous sections are used to calculate the detection limits for SF6

with a cavity coupled narrowband detector. SF6 has strong absorption bands around 10.55

µm and is commonly used for detection experiments in the 8-12 µm atmospheric window. The

detection limit is determined by the received power at the detector and the detector NEP. The
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Figure 2.7: Absorption cross section of SF6 (in blue) and cavity coupled detector emissivity
(dashed red).

detector used for these calculations is chosen to have a front mirror reflectance R1 of 0.94 and

an emissivity of about 0.03. This detector has a FWHM of 105 nm, an acceptance half angle of

5.72◦ and photon noise limited detectivity of 1.1×1011 cm
√
Hz Watt−1. The choice of collector

lens is somewhat arbitrary and is chosen to be 1 cm in diameter. It is also assumed that all of

the power collected by the lens can be focused perfectly on the detector.

The detector is set up such that it views the cloud at normal incidence making µ = 1. The

atmosphere assumed to consist of 365 ppm of CO2 and 100 ppm of H2O. The SF6 cloud is set to

be 5 m diameter and 1 m in length and is sandwiched by 1 km of atmosphere on both sides. The

background is assumed to be at 296 K and the cloud temperature is assumed to be equal to the

atmosphere temperature. All these parameters can varied to examine their effect on the received

power at the detector plane. An example MATLAB program that performs these computations

can be found in the appendix.

Figure 2.7 shows the absorption cross section α of SF6 which has a strong peak at 10.55µm.

The emissivity of the detector centered at 10.55 µm is also shown in the figure. The pass band

of the the detector is much larger than the absorption linewidth of SF6.

The variation of the collected power with the concentration of SF6 is shown in figure 2.8a

and 2.8b for three different values of the cloud temperature. The background is held at 296 K

for both plots, but its emissivity is set to 1 for figure 2.8a and 0.85 for figure 2.8b. The detector
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Figure 2.8: Power at detector vs. concentration for different cloud temperatures for background
emissivity of (a) εbkg = 1 and (b) εbkg = 0.85. The background temperature is 296 K for both
cases.

center wavelength is set at a constant value 10.55 µm for this simulation. The horizontal dashed

lines show the NEP values for a 100 µm × 100 µm detector for two different detectivity values

which represent the minimum detectable signal level.

The collected power is a function of the intensity difference ∆i which is a function of the

radiance contrast between the cloud and the background. The contrast increases with increasing

temperature difference, thus generating a higher difference signal as seen in figure 2.8a. When

the background emissivity is lower than 1 as in figure 2.8b it is possible to have a lower radiance

contrast for a higher temperature difference leading to a net lower signal. This is because at an

emissivity of 0.85, the radiance from the background is much lower and is closer to the radiance

of the cloud at 291 K, thus reducing the difference signal. Hence the background can have

a dramatic effect on the detection limits and it is important to have some information about

the background temperature and its emissivity for extracting quantitative information from the

measured spectra. (See [37] for detailed discussion on thermal radiance contrasts).

The radiance signal also increases with the concentration but saturates at high values when

the cloud emissivity approaches unity. From figure 2.8a it can be seen that the for a 1 K

temperature difference, the detection limit is 0.5 ppm for a 100 µm detector with D* of 2×1010
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Figure 2.9: Power measured under scanning mode of operation for different center wavelengths
corresponding of the cavity absorption spectrum. Circles indicate data in steps of 50 nm.

cm
√
Hz Watt−1 and 0.01 ppm for a D* of 1×1011 cm

√
Hz Watt−1. These concentration

values correspond to an NEP of 1 and are optimistic estimates.

The cavity coupled detector can also be used in scanning mode across a range of wavelengths.

Figure 2.9 shows the operation of the detector under this step scan mode when scanned from 10

to 11 µm. For this simulation, the SF6 concentration is set at 1 ppm with a cloud temperature

of 295 K. The solid curve is generated with a fine scan resolution. The solid curve is identical to

that generated using convolution of the absorption spectrum and the filter absorption spectrum.

The circles indicate the power measured if the detector mirror spacing was changed in discrete

steps of 50 nm. For a detectivity of 2 × 1010 cm
√
Hz Watt−1 only a few data points near the

very peak of resonance will be detected. Where as with a detectivity of 1 × 1011 several data

points lie above the detector noise limit.



Chapter 3

Resonant absorption in optical

cavities

3.1 Analytical formulation

In this section the conditions for resonant absorption in optical cavities is derived analytically and

it is shown that perfect absorption in ultra thin layers is possible. This is unlike the analysis of an

absorbing Fabry-Perot cavity where the absorbing medium is uniformly distributed between the

mirror elements. In this analysis field amplitudes are written in terms of the mirror properties

instead of the Fresnel reflection and transmission coefficients at each interface. This enables us to

analytically solve the resonance behavior of such systems without explicitly knowing the indices

of refraction of the constituent materials, but is useful only when the number of components in

the cavity is small. This method is based a multi-mirror Fabry-Perot analyis [42] but has been

extended to include absorption in the mirrors. The optical cavity is shown in Figure 3.1 where

each mirror is infinitesimaly thin and the ith mirror has field reflectivity ri, transmittance ti and

absorptivity ai such that r2
i + t2i +a2

i = 1. The thin absorbing mirrors are separated by distance

li in vacuum. This configuration is different from the usual treatment where the absorption is

distributed throughout the thickness of the slab. Following the notation of van de Stadt [42],

we have

26
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i i+ 1

li

E+
i

E−i E−i+1

E+
i+1

Figure 3.1: Schematic figure of the mirror system used in the analytical formulation.

E+
i+1exp(−iφi) = tiE

+
i + riE

−
i+1exp(iφi) (3.1a)

E−i = −riE+
i + tiE

−
i+1exp(+iφi) (3.1b)

where φi = 2πli/λ is the phase accumulated in a length li. Hence eliminating E+
i from the

second equation and using r2
i + t2i = 1− a2

i we get

E−i =
1

ti

[
−riexp(−iφi)E+

i+1 + (1− a2
i )exp(iφ)E−i+1

]
(3.2)

Writing these in matrix form we get

E+
i

E−i

 =
1

ti

 e−iφi −rie−iφi

−rie−iφi (1− a2)eiφi

E+
i+1

E−i+1

 (3.3)

or equivalently

Ei = MiEi+1 (3.4)
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Note that there is no phase change is assumed upon reflection from a mirror. For n such mirrors

in series,

E1 = M1 ×M2 . . .Mn−1 × En (3.5a)

or

E+
1

E−1

 =
1

t1t2 . . . tn−1

A B

C D

E+
n

E−n

 (3.5b)

The field reflectance is given by

r =
E−1
E+

1

(3.6)

If the back mirror is completely reflecting as in a Gires-Tournois cavity, then E−n /E
+
n = 1 and

using equations 3.5a and 3.6 the reflectance can be written as

r =
C +DE−n /E

+
n

A+BE−n /E
+
n

=
C +D

A+B
(3.7)

For perfect absorption at resonance the amplitude reflectance given by R = rr∗ = 0 which can

be solved to find conditions for coherent absorption. We shall now examine some properties

of a two mirror cavity with completely reflecting back mirror and briefly discuss three mirror

cavities.

3.1.1 Two mirror cavity

A two mirror cavity is the same shown in Figure 3.1 but with a completely reflecting back

mirror. The front mirror has some field absorptivity a1 and a completely reflective back mirror

such that r2 = 1. The intensity reflectivity in this case is given by

R = rr∗ =
r2
1 + (1− a2

1)2 − 2r1(1− a2
1) cos 2φ

1 + r2
1 − 2r1 cos 2φ

(3.8)

Imposing the condition R = 0 for coherent absorption, we get the following conditions.
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r1 = (1− a2
1) (3.9a)

φ = mπ; m = 0, 1, 2... (3.9b)

The first condition imposes a restriction on the absorptivity of the mirror to match its re-
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Figure 3.2: Coherent absorption with phase.

flectance. The second condition, which imposes a restriction on the mirror spacing, is not a

general condition because this analysis does not account for phase change on reflection from

the front mirror. If there is a strong phase change due to, for example a metallic mirror, then

the phase matching condition from equation 3.9b will be different. A plot of absorption with

phase is shown in figure 3.2 for different front mirror reflectivities R1 = r2
1 for a matching mirror

absorption from equation 3.9a.

It can be seen that complete resonant absorption is obtained at cavity phase lengths given

by condition 3.9b. Also note that even at off resonance, the absorption is never completely

zero. This is because any incident field will travel through the top mirror at least once in which

case there will be some absorption. Also the finesse of the absorption resonance increases with

increasing mirror reflectivity analogous to a Fabry-Perot cavity because of the increasing field

confinement as shown in 3.2.
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3.1.2 Three mirror cavity

Analysis of a symmetric three mirror cavity with φ1 = φ2 = φ is analogous to a two mirror

cavity. Here it is assumed that r3 = 1 and the absorption is only present in the middle mirror

(a1 = 0).

The condition for perfect absorption at resonance is given by R = rr∗ = 0. Using equation

3.3, 3.5a and 3.6 we get the condition for perfect absorption to be

a2
2 = (1− r2)(1 + r1) (3.10a)

φ = (m+ 1/2)π; m = 0, 1, 2... (3.10b)

The phase condition once again corresponds to the middle mirror positioned at the field maxima

which occurs when φ is an odd multiple of π/2. The second condition gives the restriction on

middle mirror absorption. This condition is more constrained because now the absorption has

to match the reflectance of both the front and the middle mirror.

3.2 Cavity Design in long wave infrared

In this section we will expand on the resonant absorption in two and three mirror cavities

discussed in the last section and discuss the design of such cavities in the long wave infrared.

The basic idea is to start with a thin film multi-layered cavity structure with a resonant air gap

and then introduce controllable absorption in one of the layers to achieve coherent absorption.

Such thin film stacks can be conveniently analyzed using the matrix method given by [43]. A

fast, fully vectorized program was written for the cavity analysis in MATLAB and is included

in the appendix. Using this program, a thin film stack can be quickly optimized.

The materials required for thin film design in the long wave infrared are usually non-standard

materials which can be hard to deposit. Typical thin film designs will have alternating high and

low index layers. Several semiconductors like germanium (n = 4) and tellurium (n = 4.6) have

a high index of refraction and are nearly transparent provided the free carrier absorption is

low. Several metal halides and oxides can be used for low index layers including sodium fluoride

(n = 1.3) and barium fluoride (n = 1.5). Properties of several useful infrared thin films are



31

summarized in the literature [2, 44, 45].

3.2.1 Two mirror cavity designs

In section 3.1 conditions for perfect resonant absorption in two-mirror optical cavities were dis-

cussed. In this section we will discuss the practical design aspects of such cavities for use in

thermal detector structures. During the course of this thesis two-mirror cavities were primarily

explored. These cavities are easier to build because only one cavity spacing needs to be con-

trolled, as opposed to three mirror cavities where two cavity spacings need to be optimized.

The disadvantage of two mirror cavities is that it is more difficult to get high finesse and sharp

resonances.

A two mirror resonant absorption cavity is essentially a Fabry-Perot cavity with absorbing

mirrors. The absorption can be either in the front mirror (incident side) or the back mirror

(non-incident side) and the thin film design is mostly similar for both configurations. The

absorption in mirrors can be obtained using thin metallic films or free carrier absorption in doped

semiconductors. In practice precise semiconductor doping is difficult because it requires ion

implantation. Simple thermal implantation of germanium with antimony was briefly attempted

during this project but was abandoned because high temperatures (≥ 650 ◦C) were required to

activate the antimony dopants.

Two mirror cavity - absorbing front mirror

Table 3.1 shows a basic layer structure for a two mirror cavity with an absorbing front mirror

and a completely reflecting back mirror. The top mirror is germanium with thin film of nickel

to obtain absorption. The width of the resonance depends significantly to the thickness of the

germanium since that determines the top mirror reflectivity. Figure 3.3a shows the simulated

reflectance from a two level cavity of Table 3.1 and its dependence on the germanium thickness.

The dispersion in nickel is modeled using coefficients from a Drude model from Rakic [1]. It can

be seen that the FWHM of the resonance decreases with increasing germanium thickness, varying

from around 1.30 µm at for a 300 nm germanium layer to 580 nm for a 560 nm germanium layer.

Even though it is desirable to have thicker germanium films and narrow resonances, the design
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Layer Thickness (nm) n k

Al2O3 20 1.3 0
Ni 3 7.33 33.13
Ge 300 4 0

Al2O3 20 1.3 0
Air λ/2 1 0
Ge λ/4n 4 0

NaF λ/4n 1.3 0
Ge λ/4n 4 0

NaF λ/4n 1.3 0
Si substrate 3.42 0

Table 3.1: Layer structure for front mirror absorption cavity. n and k for Ni are given at λ =
9µm using Drude model [1].

time constant of the thermal detector would set an upper limit on the germanium thickness.

Also, note that the resonance position is not exactly at 10 µm (2*cavity spacing) as would be

expected analytically and is due to significant phase shift upon reflection introduced by the top

mirror.

It is also possible to get narrower resonance with thinner germanium layer if the cavity

spacing is increased. This is shown in Figure 3.3b which shows the absorption in the optical

cavity of Table 3.1 for a 300 nm germanium layer with a 5 µm and a 10 µm mirror spacing. The

FWHM of the 10 µm cavity is now 1.07 µm as compared to the 1.30 µm width for a 5 µm mirror

spacing. The finesse of this cavity is unchanged, however, and the improvement is only because

the resonant absorption is now through a higher order mode. This also has the disadvantage of

having multiple resonances occurring in the area of interest like the resonance at 6.7 µm in the

Figure 3.3b.

Two mirror cavity - absorbing back mirror

An alternative configuration for a two mirror cavity is using an absorbing back mirror. In

this design a thick metallic film is used as a back reflector and its low single pass absorption is

amplified inside an optical cavity. Since a thick metallic film typically has low absorption it needs

to be coupled to a high finesse cavity to achieve significant absorption. One such configuration

is described in Table 3.2 where a thick nickel film acts as a back reflector and absorber when

coupled to high reflectivity top mirror.
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Figure 3.3: Absorption for cavity structure shown in table 3.1 for (a) different thicknesses of
germanium (b) different air gaps for a 300 nm germanium layer.
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Figure 3.4: Absorption for back absorbing mirror cavity structure shown in table 3.2 for (a)
different cavity spacing (b) front mirror deposited on an AR coated NaCl substrate (n = 1.5)
with 1 mm thickness.
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Layer Thickness (nm) n k

Air incidence 1 0
Ge λ/4n 4 0

NaF λ/4n 1.3 0
Ge λ/4n 4 0
Air λ/2 1 0

Al2O3 20 1.3 0
Ni 150 7.33 33.13

Al2O3 20 1.3 0
Air exit 1 0

Table 3.2: Layer structure for a back absorbing mirror configuration. n and k for nickel are
given at 9 µm from a Drude model.

The absorption spectrum of this cavity is shown in figure 3.4a for two different air gaps.

It can be seen that a very narrow resonances can be obtained due to the high finesse of this

cavity. Another advantage of this configuration is that due to the use of a thick metallic film,

the indices of refraction are expected to be consistent with values reported in the literature and

will not depend strongly on the deposition conditions and film thickness. The top mirror in this

configuration need not be a free standing membrane but could also be deposited on a low index

substrate. Figure 3.4b also shows the absorption obtained for configuration in table 3.2 with the

top mirror deposited on one side of a sodium chloride substrate (n = 1.5) with a sodium fluoride

(n = 1.3) anti-reflective coating deposited on the other side. The absorption shows the effects of

multiple passes inside the substrate which can be further minimized with a more complex A-R

coating design. The disadvantage of this design is that it is harder to integrate in a dynamically

tunable array.

3.2.2 Resonant cavity fabrication

This section discusses several aspects of fabrication and measurement for resonant absorption

cavities. The cavities fabricated in the course of this thesis are of absorbing front mirror con-

figuration. The cavities in this project are designed for use in high sensitivity thermal detectors

and have to be integrated with an electrical readout scheme. A two wafer process was designed

for this purpose because it provides more flexibility in designing the thermal conductance of

the support structures. Such resonant absorption structures were previously investigated for
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tunable absorption filters and were fabricated using a monolithic single wafer process [15]. The

next sections give the details of (a) the methods of introducing controllable absorption in cavity

mirrors (b) fabrication of Distributed Bragg Reflectors (DBR) in the long wave infrared (c)

multi-wafer process for cavity fabrication (d) methods of cavity assembly.

3.2.3 Absorption in metals

Two common ways of introducing optical absorption in optical cavities are using a thin metallic

film or using a doped semiconductor as a cavity element. Many metals have a large optical

constant (ñ = n+ ik) in the IR and thick metallic films strongly reflect the incident radiation.

Ultra-thin metal films (≤ 10nm) are required if higher absorption is desired. Due to their high

index, metallic films also introduce a strong phase change on the incident radiation.

The refractive index of metallic films varies with the deposition conditions and the film

thickness. It is common practice approximate n = k = (σ/2ωε0)1/2 in the infrared where σ

is the conductivity, ω is the frequency and ε0 is the permittivity of free space [46, 47]. This

approximation is not valid for many metals in the 8-12 µm range. Refractive index values

from standard handbooks should only be taken as a rough guideline since they are frequently

compiled from bulk measurements [2]. The refractive index of several metallic films can been

fit to a Lorentz-Drude model and the fit coefficients for several common metals has been given

by Rakic [1]. However since the refractive index of thin metallic films is thickness dependent, it

is better if it is directly measured in the region of interest for a particular film thickness and a

particular deposition condition.

Several methods have been discussed in the literature for measuring optical constants of thin

metal films. These include inversion of reflection and transmission measurements [48], Kramers-

Kronig analysis [49] and ellipsometry [50]. A Fourier Transform Infrared (FTIR) system is a

commonly available instrument and can be used to perform reflection and transmission mea-

surements in the infrared. A method of determining optical constants of metallic films using an

FTIR system is discussed in the next section.
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Measurement of Optical Constants using FTIR

The metallic thin films to be measured are deposited on ultra-thin (∼ 10nm) free standing films

of ALD Al2O3. These free standing films are deposited on a thin silicon wafer and etch released

using a DRIE Bosch process. The reflectance (R) and transmission (T) of these metallic films

are next measured with an FTIR microscope. The thickness of the thin film is independently

measured using a visible wavelength spectroscopic ellipsometer since this would be invariant

across wavelengths. This thickness can then be used to invert the R and T using the method

described by Nestell and Christie [51] to obtain the refractive index components n and k of the

film.
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Figure 3.5: Contour plot of reflectance and transmission of a 4 nm thick film at 9 micron
wavelength.

This method involves finding the intersection of the measured R and T values on the n-k

plane for each wavelength that the R and T are measured at. A contour plot of R and T for

a film with thickness d = 40 µm at 9 µm wavelength is shown in Figure 3.5. The reflectance

is plotted as solid while the transmission is plotted as dotted line. For example, a measured R

value of 0.2 and T of 0.5 the n and k can be read off the chart as 5.2 and 21 respectively.

It important to remember that while the reflected and transmitted intensity R and T are

single valued functions of refractive index n and extinction coefficient k, the reverse is not true.
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Multiple values of n and k can give same values of R and T. In case of metallic thin films in

the long wave IR these points of intersection are well separated. However in case an ambiguity

arises due to multiple intersections then additional information is needed to correctly identify

the intersection point. Also, since it is extremely tedious to graphically find the n and k for large

number of wavelengths, a numerical method can be implemented to perform this computation

[51].

The major advantage of depositing metallic films on thin free standing membranes is that

substrate effects are now negligible. It can be shown in a straightforward manner that if the

optical thickness of the Al2O3 film is small then the R and T are only affected by the metallic film.

Thus a knowledge of the Al2O3 refractive index is not required while inverting the measured

R and T. Additionally, compared to a thick substrate, there are no resonance effects due to

multiple passes of the light within the substrate. With a thick substrate it can be challenging

to decouple these resonance effects with the effect of the metallic film on the reflectance and the

transmittance.
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Figure 3.6: Refractive index for thin sputtered Ni film on Al2O3 membranes calculated from
R-T data from FTIR microscope (n - solid, k - dashed lines). Also shown is data from Palik [2]
(n - circle, k - triangles).

The optical constants of several metals like Pd, Au and Ni were measured using this method.

As expected, the optical constants varied with film thickness. Figure 3.6 shows the optical

constants obtained by R-T inversion for a sputtered Ni film on 10 nm Al2O3 free standing

film. The Ni film is DC sputtered for 40 seconds at a substrate temperature of 180 ◦C and
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has a thickness of 4 nm as measured by a spectroscopic ellipsometer. It can be seen that the

general shape of the dispersion curve is same as the literature data but the actual magnitudes

are lower. The extinction coefficient is expected to vary with film thickness and packing fraction

as expected from the Maxwell-Garnett theory [52].

Nickel was found to have the most consistent values for optical constants and was thus chosen

for use in the optical cavities. Ni is a high melting solid and there is good agreement in the

literature on its infrared optical constants. Other metals like Pd and Au were found to were

measured to have anomalously low extinction coefficients in the 8-12 µm range.

3.2.4 Bragg Reflectors

High reflectivity non absorbing Bragg mirrors can be fabricated by depositing alternating low

index and high index layers of quarter wave optical thickness. Semiconductors like germanium

and tellurium can be used as high index layers. Low index materials include metal halides like

sodium fluoride, metal oxides, zinc sulfide and zinc selenide. With a high index contrast stack

like germanium (n = 4) and sodium fluoride (k = 1.3) a high reflectivity DBR is achievable with

as few as 2 pairs on Silicon. However the thickness of each individual layer is high and careful

stress control is required to grow a mechanically stable stack. If a little amount of absorption

is acceptable then a hybrid dielectric-metal reflector can also be used for optical cavities. Bare

metallic film have some surface absorption which can be amplified inside a cavity due to multiple

passes. By depositing a dielectric on top of this metal, a high reflectivity and reduced absorption

can be obtained by using less number of dielectric pairs than a full Bragg stack.

Several Bragg mirror stack were grown during the course of this project. All the layers are

deposited in a thermal evaporator. Some materials like zinc sulfide require the use of a specialized

boat obtained from R.D. Mathis company for an evaporation source. These boats hold large

quantity of material and have radiation shields for uniform heating. Substrate temperature

control is required for depositing the layers since substrate temperature control has big effect

on the layer stress and surface roughness. The thickness of the film is monitored using a quartz

crystal. A calibration run is usually required first to determine proportionality factor between

the quartz crystal reading and the actual film thickness on the wafer.
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Figure 3.7: Normalized FTIR reflectance of DBR stacks in the infrared for three thin film
material combinations - 8 layer Ge-ZnS, 4 layer Ge-NaF and hybrid Cr-NaF-Ge.

Figure 3.7 shows the measured reflectivity using an FTIR of an eight layer Ge-ZnS stack, a

four layer Ge-NaF stack and three layer Cr-NaF-Ge stack. High reflectivity is obtained in each

of these cases. The DBR passband depends on the index contrast between the high and the low

index layers and thus a Ge-ZnS has a smaller reflectance band than Ge-NaF or Cr-NaF-Ge stacks.

The choice of a particular material system is based primarily on the experimental difficulty in

depositing the individual layers. Germanium with its higher melting point is a difficult material

to evaporate in large quantities in a thermal evaporation system. But germanium films have low

surface roughness and can adhere well to heated substrates. Tellurium is a low melting material

and evaporates easily but the resulting films have poor surface roughness at elevated substrate

temperatures. Sodium fluoride has a low index of refraction but high tensile stress which makes

thick quarter wave layers susceptible to delamination. Zinc sulfide has low compressive stress

when deposited on heated substrates but due to its higher index (n = 2.2) more layers and time

are required for full DBR stack. Thus there is an engineering tradeoff in every material system

that was investigated.

The best thin film combination that could be produced with reasonable ease was germa-

nium and sodium fluoride 4 layer stack. The big disadvantage of this stack was its gradual

delamination with time. For low finesse cavities a hybrid Cr-NaF-Ge stack was found to be

sufficient reflectance and better stability than a 4 layer stack. This hybrid stack is evaporated
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Figure 3.8: FTIR reflectance from 3 layer Ge-Zns-Ge DBR membrane with air as both incident
and exit medium. Blue shows non-quarter wave stress compensated membrane. Red shows near
quarter wave membrane without any stress compensation.

in a single run in a thermal evaporation chamber and the substrate is held at 180 ◦C for the

entire deposition. Chromium is evaporated using evaporation sticks, germanium is evaporated

using a simple open tungsten boat and sodium fluoride is evaporated using a baffled box source

(R.D. Mathis company SB-10).

High reflectance can also be obtained with free standing multi-layered membranes. Since

these membranes are bounded by air on both sides, higher reflectivity can be obtained compared

to the same stack deposited on Silicon. Such mirror membranes can be useful as top mirrors in

three level cavities and in tunable filters. Three layer Ge-ZnS-Ge membranes were fabricated

using thermal evaporation and DRIE etch release. Good stress compensation is required to

achieve flat membranes after etch release. While a quarter wave thickness gives the best possible

reflectivity for a given wavelength, it is possible to achieve good reflectivity with a non-quarter

wave stack. A non-quarter wave design is useful for multilayer membranes because the thickness

of individual layers can be modified to get better stress compensation. Figure 3.8 shows the

FTIR reflectance data from a non-stress compensated near quarter wave mirror membrane and

a stress compensated non-quarter wave membrane. Since the incidence and exit medium is air in

both cases high reflectance is obtained with just three layers in both cases. The mirror curvature

is dramatically different due to better stress compensation in the non-quarter wave case.

Initially, the layers were deposited on substrates heated at 200 ◦C with thicknesses close to a
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(a) (b)

Figure 3.9: Interferometric surface profile for a 3 layer DBR membrane for (a) no stress com-
pensation (b) stress compensation. Color bar shows vertical deflection in microns.

quarter wave. The resulting structure had high compressive stress and hence buckled after etch

release. Figure 3.9(a) shows the interferometric image of a buckled membrane with a radius

of curvature 2.83 mm. To obtain flat structures, the two germanium layers were deposited at

substrate temperature of 40 ◦C to maximize the tensile stress, while the ZnS was deposited at

200 ◦C to reduce its compressive stress. Additionally, the ZnS thickness was reduced and the

Ge thickness increased from the ideal quarter wave thickness. The final structure showed good

flatness after etch release as shown in figure 3.9(a) with a radius of curvature is 2.62 meters.

Figure 3.10 shows the effect of substrate temperature on the stress of various infrared transparent

thin films. It can be seen that substrate temperature can be used to effectively control the stress

in these films, especially zinc sulfide.

3.2.5 Optical cavity fabrication process flow

The basic process flow for fabricating these two wafer optical cavities similar to the detector

fabrication process that will be discussed in chapter 4. The layer structure is similar to that

shown in Table 3.1. The top wafer is first coated with ∼ 22 nm of ALD Al2O3. The top

mirror and absorber consists of a germanium layer (∼ 300 nm) with a thin film of nickel (∼

3nm). These are deposited using DC sputtering at 250 ◦C substrate temperature. Sputtering

is preferred over e-beam evaporation because evaporated germanium films have poor adhesion.
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Figure 3.10: Stress variation of thermally evaporated thin films with substrate temperature.

These layers are then coated with ALD Al2O3 which is patterned in BCl3 plasma. The back side

of the wafer is coated with e-beam evaporated Al2O3 which functions a hard mask for etching.

The backside Al2O3 is patterned with a Buffered Oxide Etch (BOE). The top wafer is then

etched in Deep Reactive Ion Etching (DRIE) which etches through the silicon wafer and stops

on the Al2O3 on the front side to release the top mirror structures. Figure 3.11 shows a released

top mirror membrane and its interferometric surface profile which shows that the device are

finesse sufficient.

(a) (b)

Figure 3.11: (a)SEM image of an etch released Ge-Ni top mirror (b) and its interferometric
surface profile.
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Back mirror fabrication process

The back mirror is a DBR deposited on vertical pillars etched in silicon using DRIE. These

pillars are etched in the device layer of an SOI wafer so that the DRIE can stop on the buried

oxide layer. This ensures that the etched surfaces of the pillar wafer are smooth. To ensure that

the pillar heights are as close to the top mirror thickness as possible, the SOI wafer is fabricated

in-house using a fusion bonding process. In this process the bottom handle wafer is a standard

thick silicon wafer while the top wafer is a thin double side polished wafer from the same wafer

batch as the top mirror wafer. The thin double side polished wafers from the same wafer batch

are specified within a thickness tolerance of ± X %.

The fusion bonding is performed in a wafer bonding system. Both handle and device wafers

are first oxidized using wet oxidation process at 1150 ◦C. The wafers are then immersed in a

solution of H2SO4:H2O2 at 100 ◦C to render the surface hydrophillic and increase the number

of dangling -OH bonds on the surface The thin wafer is aligned with the thick wafer with thin

wafer at the bottom. Bonding is carried out under pressure and 450 ◦C and forms a weak bond

between the two wafers. The joined wafers are then annealed at 1150 ◦C for 4 hours to fuse the

wafers together and form a strong bond. The wafers can be inspected with an infrared camera to

determine the quality of the bond. It is important to keep wafer surfaces free of particles because

presence of particulates between the wafers lead to voids. Figure 3.12 shows an IR photograph

of a fusion bonded wafer. The dark regions show regions with voids and weak bonding.

If good particulate control is maintained then very good quality SOI wafers can be obtained

with this process. During the bonding there were significant problems with surface quality of

the device wafer after bonding due to particles from the bonder chuck. These particles on the

wafer surface are impossible to remove after the 1150 ◦ anneal. Large areas of the bonded wafer

were discarded due to the surface roughness introduced by these particles. The thickness of the

pillars can be fine-tuned by etching further into the handle wafer of the SOI layer. DBRs are

finally deposited on these pillars using thermal evaporation as described in the previous sections.
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Figure 3.12: Infrared image of a fusion bonded wafer showing voids.

Cavity assembly

The final cavity is assembled by bringing the top mirror wafer and the bottom mirror wafer in

close proximity with controllable separation, which can be a challenging task. Several methods

were tried for cavity assembly. The most successful method was using a flip-chip bonding system

to align the top and bottom mirror dies and bonding them together. The flip-chip bonder system

can apply controllable pressure and temperature cycles to the clamped dies to achieve bonding.

Two types of bonding methods were found useful. The first method uses a metal solder foil

as a spacer and bonding layer. The foil used for bonding is a eutectic alloy of 97% indium and

3% silver (Indium Corporation IndAlloy 290) with a melting point of 143 ◦C. Small pieces of

foil are cut and put on the edges of the bottom die. The temperature is then ramped up to

the melting point of the solder. The top die is then aligned and clamped with the hot bottom

die. The amount of force applied during clamping determines the spacing obtained between the

two dies. The dies are then allowed to cool down to at least 80 ◦C and removed carefully. This

process forms a weak bond between the dies because the solder does not have good adhesion to

the substrates. This method has a disadvantage that a heating cycle is required to achieve a

bond. The heat cycling can be detrimental to thick DBR layers and can cause delamination.

The second method uses room temperature curing epoxy for bonding (Thorlabs F120). The

basic method is the same as the metal foil except that no heating is required. This makes
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the epoxy bonding method more compatible with temperature sensitive materials. Very small

quantities of epoxy are applied to the corners of the bottom die before clamping. The bond is

allowed to cure for at least 90 minutes before removing the dies, though it may require up to 24

hours to set completely. The spacing between the two dies is again determined by the clamping

force. Very strong bonds are obtained with this method. A major disadvantage of an epoxy is

that due to its viscous nature the dies frequently get misaligned during clamping.
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Figure 3.13: FTIR reflectance data for assembled cavities with two different spacings (a) 5.45
µm (b) 2.95 µm showing measurement (blue) and simulation (red).

The spacing between the mirrors can be confirmed using a confocal microscope. Resonance

absorption from a cavity can be confirmed by measuring the reflectance spectrum from the

top germanium mirror in an FTIR microscope. Figure 3.13 shows the reflectance spectrum of a

cavity with two different spacings. These cavities were assembled by simple mechanical clamping

of the two dies without using any bonding materials. The top mirror is germanium (300 nm)

and nickel (3.5 nm) and the bottom mirror is a four layer tellurium-sodium fluoride DBR.

In Fig. 3.13a the spacing is adjusted to excite two absorption resonances a fundamental

mode at 9.38 µm (FWHM = 1.16 µm) and the 2nd harmonic in the mid wave at 5.66 µm

(FWHM = 0.53 µm). A different spacing, can give just a single mode resonance in the mid

infrared (FWHM = 0.57 µm) as shown in Fig. 3.13b. Thus the mode of operation of the

detector can be selected between dual band and single band by varying the air gap. A plane
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wave multilayer simulation for the cavity is also plotted (in red) and is in good agreement with

the measured data in terms of the peak position. The intensity of the measured reflectance peak

is lower than the simulated, indicating less than 100% absorption. This indicates some loss in

the cavity, a possible source of which could be scattering in the back mirror.

A few other methods were tried for cavity assembly with mixed success. These include

eutectic bonding using evaporated and lithographically patterned thin films stack of tin and gold

[53], thin double sided tape (Nitto-Denko #5600 5µm thickness) and custom built piezo-actuated

z-axis stage. In the tin-gold thin film stack it is difficult to obtain the correct composition for the

desired phase. The thin double sided tape, while a very attractive method due to its apparent

simplicity, is difficult in practice because it is very challenging to apply the tape in a uniform

layer. The piezo actuated stage custom stage was designed poorly and lacked the ability to align

and hold dies close together. Die bonding using room temperature curing epoxy was found to

be the most repeatable and reliable method for cavity assembly.



Chapter 4

Design, Fabrication and

Characterization of Spectrally

Selective Thermal Detectors

In this chapter design, fabrication and characterization of spectrally selective high detectivity

thermal detectors will be discussed in detail. With these detectors a peak detectivity of at least

3×109 cm
√
Hz/Watt at room temperature has been realized using a low thermal conductance

support structure and a low noise thermoelectric readout scheme. The detector is also integrated

with an optical cavity structure to achieve high absorption at a specific wavelength. This detector

has amongst the highest reported performance for room temperature detectors [7, 54, 55] in the

long-wave infrared. These detectors are a significant step towards an ultimate goal of achieving

room temperature detectors with narrowband detectivities approaching the background photon

noise limit [56]

The first section describes general aspects of thermal detector design and some of the trade-

offs that need to be considered when designing detectors. The second section describes the

fabrication of these detectors in some detail, some parts of which have been covered in chapter

3. In the third section, measurement setups for optical and electrical characterization of these

47
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detectors are described and the results are discussed in detail. Significant parts of the work

described in this chapter, especially the thermoelectric detector fabrication, was performed by

Ryan Shea.

4.1 Thermal detector design with thermoelectrics

The general design aspects of thermal detectors has been covered in detail previously [57, 58]

. This work uses Seebeck effect in thin films for electrical readout and this section will focus

primarily on detector design using thermoelectric thin films. The responsivity of a thermal

detector is the ratio of voltage output to the power input. For a thermoelectric readout the

detector responsivity to a sinusoidally modulated input at angular frequency ω is given by

<(ω) =
∆Vout
∆Pin

=
ε(λ)N(αn − αp)
G
√

1 + ω2τ2
(4.1)

where ε(λ) is the wavelength dependent emissivity, N is the number of thermocouple junctions,

αn and αp are the Seebeck coefficients of the constituent materials, G is the total thermal

conductance including radiation and τ = C/G is the thermal time constant. The specific

detectivity of the detector is its Noise Equivalent Power (NEP) normalized to detector area and

electrical bandwidth.

D∗ =

√
Ad∆f

NEP
(4.2)

The net Noise Equivalent Power(NEP) of a thermal detector can be written sum of NEPs of

several sources which are uncorrelated [59]. These NEPs are those due to thermal fluctuation

noise NEPTC , due to Johnson noise NEPJ and due to 1/f excess noise, NEP1/f such that

NEP 2 = NEP 2
TC +NEP 2

J +NEP 2
1/f

= G2 kBT
2

C
+

1

<2

[
4kBTR∆f + κV 2

b ln(
f2

f1
)

]
(4.3a)

where G = Grad + Gcond is the net thermal conductance including due to radiation, C is the

heat capacity, T is the temperature, kB is the Boltzmann constant, R is the device resistance,

∆ f is the measurement bandwidth, f2 and f1 are the upper and lower measurement frequencies
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and Vb is the bias voltage. For a detector dominated by Johnson noise the detectivity reduces

to

D∗ =
<
√
Ad√

4kBTR
(4.4)

A thermoelectric readout scheme operates without bias and ideally has minimal excess 1/f

noise. This makes them more suited for high sensitivity applications compared to their resistive

bolometer counterparts where 1/f noise can be a major limiting factor.

Detector design is an exercise in tradeoffs. Reducing the thermal conductance is a primary

design objective for obtaining a good responsivity. Some important design choices that involve

a tradeoff with thermal conductance are

• Number of thermocouple junctions N. Larger number of couples give a higher output

voltage at the cost of increased thermal conductance.

• Electrical resistance of a support leg. Reducing the G by reducing the cross sectional area

and increasing the length has the exact opposite effect on the device resistance and can

lead to degradation in the Johnson noise.

• Thermal time constant τ = C/G. A very low value of conductance can lead to a very

high thermal time constant and low measurement bandwidth unless the heat capacity C

is reduced proportionately. This reduction in C may be constrained by other factors like

the detector absorption.

Hence detector design involves balancing many tradeoffs in the parameter space. A computer

program can be used to calculate device performance for various geometries and different mate-

rial parameters. It is also possible to perform some optimizations using MATLAB routines like

fminsearch().

A variety of thermoelectric materials have been used previously to demonstrate IR detection

using radiation thermopiles [60, 61]. A good review of the underlying physics of the Seebeck effect

and sensors based on this effect can be found in Graf [62] and van Herwaarden [63]. A list of the

relevant physical properties of thermoelectric materials for design purposes are summarized in

Table 4.1. The properties of semiconducting thin films are highly doping dependent and should
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only be used as a guide. The parameters for Bi2Te3 and Sb2Te3 are typical for co-sputtered

thin films deposited during this work.

Material
Thermal
Conductiv-
ity (W/mK)

Resistivity
(µΩ-m)

Seebeck
Coefficient
(µV/K)

Bi [64] 8.1 1.1 72.8
Sb [64] 0.39 18.5 32
Al [65] 237 10 1.8
n-poly-Si [65] 28 0.03 110
n-polySi [66] 31.5 8.13 57
p-polySi [66] 31.2 2.21 103
Bi2Te3 0.3 7 45
Sb2Te3 0.3 17 105

Table 4.1: Physical properties of selected thermoelectric junction materials.

4.1.1 Example design

Several geometries were designed during the mask layout phase of this project. The central

absorber structure was either 50, 100 or 150 µm in size. Each detector was constrained on

all four corners since this arrangement has the highest mechanical stability. The detectors have

either 1, 2 or 4 thermocouple junctions in series. The 1 and 2 couple detectors have lower voltage

output but also have a lower thermal conductance. The 4 couple detectors have higher output

voltage at the cost of a high conductance. The 1 and 2 couple designs have the thermocouples

at the side of the absorber plate along with stabilizing support legs on the plate corners. The 4

couple designs have the thermocouples only at the corners. The 4 couple designs were found to

be the most successful of all because of their higher output voltages.

In the detector mask layout the width of Sb2Te3 is set equal to or larger than width of the

Bi2Te3 to account for the lower electrical conductivity of Sb2Te3. The width ratios of Bi2Te3

to Sb2Te3 are typically 1:1, 1:2 or 1:3. The detectors are grouped according to the etch hole

size into quarters for uniform etch release. Two hole sizes, 756 µm and 1000 µm, used for low

conductance designs cover most of the wafer area. A small section of 290 µm holes is also laid

out for high conductance and high bandwidth designs. An image of a typical mask layout for

a 4 pair series connected SbTe-BiTe couples in a 1000 µm etch hole is shown in Fig. 4.1. The
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Figure 4.1: Mask file showing an example design. The parameters geometrical parameters and
the design performance values are shown in Table 4.2.

central absorber structure consists of germanium and nickel and Al2O3 is assumed to be the

mechanical support layer . The geometrical parameters and the design values for the detector

performance are summarized in Table 4.2.

A note on test structures - Test structures for measurement of physical properties are in-

tegral to the mask layout. Design of test structures for measurement of semiconductor properties

can be found in Schroeder [67]. Several test structures were included in the mask layout. These

included structures for measurement of resistivity, contact resistance, Hall Effect structures for

carrier concentration, Seebeck coefficient measurement of thermoelectric thin films and thermal

conductance test structures.

4.1.2 Radiation Thermal conductance

The thermal conductance is the sum of the leg thermal conductance and the radiation ther-

mal conductance. While the leg thermal conductance is straightforward to calculate, radiation

thermal conductance calculations is a little more involved, especially for a spectrally dependent

emissivity. For a grey body emitter with emissivity ε, the radiation thermal conductance is

given by Grad = 8AdεσT
3. For a spectrally selective absorber the correct expression needs to

be computed from Planck’s law.
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Parameter Value

Hole Width 1000 µm
Leg Length 614 µm

Leg Width
15 µm Sb2Te3, 5 µm
Bi2Te3

Plate width 100 µm
Plate thickness 300 nm
Al2O3 thickness 50 nm
Thermoelectric
thickness

400 nm

G (including radia-
tion)

5.9×10−8 W/K

C 6.6×10−9 J/K
τ 0.112 msec
<(ω = 0) 10,116 V/W

D∗(ω = 0) 5.9×109 cm
√
Hz / W

NEPJ 1.9 pW
NEPTC 0.45 pW
NEPBB (Black-
body)

0.55 pW

Table 4.2: Physical properties of selected thermoelectric junction materials. Note - Photon noise
NEP is assumed to be at the level of a 100 µm2 blackbody for this design.

The power radiated by a spectrally selective body at temperature T of area Ad in a solid

angle Ω over all wavelengths λ can be computed from Plank’s law by

Prad =

∫
λ,Ω

2hc2Adε(λ,Ω)dλdΩ

λ5[exp(hc/λkBT )− 1]
(4.5)

where ε(λ,Ω) is the spectrally and spatially dependent emissivity. The thermal conductance

associated with this radiation heat transfer mechanism is given by the derivative of the radiated

power with temperature

Grad(T ) =
dPrad
dT

=
2h2c3Ad
kBT 2

∫
λ,Ω

ε(λ,Ω)exp(hc/λkBT )dλdΩ

λ6[exp(hc/λkBT )− 1]2
(4.6)

Equation 4.6 is the correct expression for radiation thermal conductance of a detector. For

the purposes of designing the detector, a spectral and spatial emissivity of a multilayered struc-

ture can be obtained from the matrix multiplication method as explained in Chapter 3. This
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emissivity can then be used in equation 4.6 for numerical integration to obtain the thermal con-

ductance. Note that the radiation thermal conductance is a temperature dependent quantity.

4.2 Spectrally selective detector fabrication

A spectrally selective detector architecture has separate components for optical absorption and

electrical transduction. The resonant absorber structure is a Fabry-Perot (FP) cavity, the design

of which was discussed in detail in Chapter 3. Briefly, it consists of a highly reflecting back mirror

and a lightly absorbing top mirror separated by an mλ/2 air gap. This is different from the

more usual quarter wave anti-resonant optical cavity that boosts absorption across the entire 8-

12 µm wavelength range [5]. The detector top mirror consists of a transparent germanium (Ge)

center plate with an ultra-thin layer of nickel (Ni) that introduces a controllable absorption.

The center plate is suspended from the substrate by low thermal conductance support legs

which may contain BiTe/SbTe thermoelectric junctions. These thin films are encapsulated by a

thin aluminum oxide (Al2O3) layer deposited by atomic layer deposition (ALD) which provides

mechanical support for the structure.

Top Mirror and detector process flow

The fabrication of this detector is a two wafer process. The top mirror and thermoelectrics are

fabricated on a thin double side polished silicon wafer. The fabrication process flow for the top

detector wafer is indicated in Fig. 4.2(a-g) and is as follows

Base Layers - A thin (∼250 µm) double side polished wafer is coated with a Low Pressure

Chemical Vapor Deposition (LPCVD) low stress silicon nitride layer (∼ 80nm) for electrical

isolation. It is then coated with a thin (∼ 22 nm) Al2O3 layer by Atomic Layer Deposition

(ALD) at 250 ◦C.

Optical Absorber - Wafer is patterned with single layer LOR-3A resist spun on at 1500 rpm.

Thin film of germanium (thickness ∼ 300 nm) and nickel (∼ 3 nm) is deposited by DC

magnetron sputtering at 250 ◦C temperature, 5 mTorr pressure and 20 sccm of Argon.

These films are patterned using lift-off in hot 1165 resist stripper. The Ge-Ni stack is
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encapsulated by 11 nm of ALD Al2O3 to protect it from the subsequent process steps.

Metallization layers - Wafer is metalized by evaporating a thin layer of titanium and platinum

(5nm and 10nm) as thermoelectric contact metal and chromium and gold for bond pads

for wire bonding. The metal layers are patterned using LOR-3A lithography and 1165

liftoff.

Thermoelectric layers - The BiTe and SbTe layers are deposited next using RF magnetron

co-sputtering of constituent element targets of Bi, Te and Sb at elevated substrate tem-

peratures and are patterned using LOR-3A liftoff process.

Encapsulation and front etch - Entire thin film stack is encapsulated in thin 20 nm ALD

Al2O3 to protect it during subsequent etching. Front side Al2O3 is patterned using a

BCl3 plasma to define the detector geometry usign a Shipley 1813 photoresist mask. The

etch recipe uses 30 sccm BCl3, 615 Watts ICP power, 12 Watts RIE power, 2.3 mTorr

chamber pressure. Instead of etching the entire film in a single step it is better if the etch

is performed over several short cylces, each with a short etch step and a long idle step to

prevent overheating and resist burn.

Backside patterning - A hard mask of Al2O3 (∼ 100 nm) is deposited on the backside using

e-beam evaporation. After ensuring that the front side is protected with photoresist, a

front-to-back alignment is performed to pattern a photoresist mask on the backside. The

backside is then etched using a combination of buffered oxide etch (BOE), BCl3 dry etch

and SF6 silicon etch (STS etcher fastpoly recipe) to define a hard mask for subsequent

etch release. BOE can cause severe undercut of resist and hence the wafer is etched in

BOE short 2 minute steps, where after each step the wafer is rinsed and inspected for

resist damage.

Etch release - Wafer is cleaved into quarters and one quarter is bonded to a dummy handle

wafer using Cool Grease 7016. The grease is applied on all sides of the quarter in thin,

uniform and bubble-free layer to ensure good cooling. The wafer is etched in Deep Reactive

Ion Etching (DRIE) Bosch process. The etch is stopped before it etches all the way through

the wafer. The last remaining etching are performed in a slow SF6 RIE process (STS etch



55

slowpoly recipe), which etches most of the remaining silicon and the front side silicon

nitride.

Die removal and clean - The etched quarter is carefully removed and flipped to get front side

facing up. The thermal grease leaves significant residue on the front side. This residue is

cleaned in oxygen plasma RIE (STS etch O2clean recipe).

Bottom mirror process flow and detector assembly

The bottom mirror is deposited on a custom SOI wafer. The process steps for back mirror

fabrication and detector assembly are shown in Fig. 4.3(a)-(d).

SOI and base layers - The SOI wafer is fabricated using the fusion bonding a thick handle

wafer to a thin silicon wafer using the process detailed in Chapter 3. The thin silicon wafer

has a thickness similar to the top mirror / detector wafer. The bonded wafer is coated

with ALD Al2O3 (∼ 35 nm) at 250 C which functions as a hard mask.

Pillar etch - Al2O3 hard mask is patterned using BOE and the wafer is cut into quarters.

Vertical pillars are etched in to the SOI wafer using DRIE Bosch process which stop on

the buried oxide. Exposed buried oxide and Al2O3 hard mask are removed in BOE.

Mirror deposition - Pillar wafer is diced into squares using a wafer saw and attached to

a handle wafer using Cool Grease CGR 7016. A hybrid metal - dielectric mirror stack

is deposited on the pillars using thermal evaporation at 180 ◦C substrate temperature.

Mirror stack consists of chromium (∼ 60nm), sodium fluoride (∼ 1.6 µm) and germanium

(∼ 480 nm).

Detector assembly - Top and bottom dies are aligned together in a flip chip bonder and

are bonded with a room temperature curing epoxy (Thorlabs F120) which simultaneously

functions as a spacer and an adhesive. After ensuring the spacings are correct the devices

are wirebonded in a ceramic package using low power tack bonding. More details on this

process can be found in section 3.2.5.

An SEM image of the assembled detector showing the principle components is shown in Fig.

4.3(e).
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Figure 4.2: Top mirror and detector fabrication process flow
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Figure 4.3: (a)-(d)Bottom mirror fabrication process flow and detector assembly. (e) SEM image
of a fabricated detector.
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Fabrication Challenges

Thermal damage - Etch release of the dies in DRIE is a challenging process. Inefficient

thermal conduction from the etching wafer can lead to extensive heat damage to the thin films

on the front side. The thermoelectric thin films and gold are most susceptible to damage. The

damage is most apparent on the sides of the thermoelectric lines, on the overlap areas of the

thermoelectric and platinum metalization and on the exposed gold areas.

Careful bonding of the quarter wafer to the dummy can mitigate the thermal damage. Cool

grease CGR 7016 from Ai Technologies is used for this bonding. The grease is heated to 55 ◦C

to soften and applied in a thin, uniform layer along the quarter perimeter. The bonded wafer

is baked on a hotplate at 55 ◦C for 10 minutes and is left in the DRIE load lock vacuum for 5

minutes to remove all air bubbles. This is sufficient to ensure a good thermal contact.

Germanium damage - Germanium reacts with thermoelectric materials, possibly anti-

mony telluride, and becomes highly susceptible to damage. This reacted germanium appears

dark brown under a microscope, as opposed to the shiny gray of unreacted germanium. Once

it reacts, the germanium film can get attacked by simple solvents like acetone. Encapsulation

of germanium with ALD Al2O3 before exposure to any thermoelectric materials is necessary to

prevent any damage.

Bottom mirror roughness - Large sized particulates can get attached to the surface of

the bottom wafer during fusion bonding, as mentioned in chapter 3. These particulates act as

scattering centers, thus reducing the cavity finesse. Since the fusion bonding chuck is the source

of these particulates, a few dummy bonding runs should be done to remove as many particles

as possible before an actual wafer bonding run.

4.3 Detector characterization

4.3.1 FTIR measurement

Several electrical and optical measurements have been done to estimate the performance of these

devices. The resonant absorption of the cavity is verified in an FTIR reflectance microscope.

A reflectance spectrum is measured from the center plate in the microscope after appropriate
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spatial aperturing and compared to a background spectrum measured off an evaporated gold

mirror. An absorption spectrum, A, is calculated from the reflectance spectrum, R, using

A = 1 − R assuming the transmission to be zero. Fig. 4.4 shows the normalized absorption

spectrum measured from the center plate of two devices with different cavity lengths along with

the response expected from a plane wave simulation. The absorption data is normalized such

that the maxima and the minima lie between 0 and 1.

The device in Fig. 4.4a has a cavity length of 5.1 µm and has a fundamental resonance

peak near 9000 nm and a second order peak near 5,500 nm wavelengths. The device in Fig.

4.4b has longer cavity length of 11.6 µm and thus has more orders appearing in the region of

interest with the primary resonance occurring near 10,500 nm wavelength. Changing the air gap

during device assembly gives us the flexibility to tune the resonance to a desired wavelength or

to introduce additional resonances in a longer cavity. The peak positions match the simulated

spectra, but the width of the resonance is much broader experimentally than theoretically. This

larger-than-expected resonance width may be due to scattering losses in the back mirror and

non-ideal absorption in the center plate.
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Figure 4.4: Absorption spectrum measurement (blue solid) and simulation (red dashes) from
the center plate of a device in an FTIR microscope for two different cavity lengths.
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Figure 4.5: Schematic of the optical test setup. S - Source, OF - Order sorting filter, M -
Monochromator, IS - Input shutter, OAP - Off axis parabolic mirror, FM - Folding mirror, L -
Lens, VC - Vacuum chamber, DUT - detector, A - Amplifier, V - Voltmeter.

4.3.2 Responsivity measurement

The detector responsivity is measured as a function of the wavelength in a setup shown in

Fig. 4.5. The detector is mounted in a vacuum chamber with an IR transmissive window. It

is illuminated with an infrared thermal light source (Oriel Apex with IR element 6575). The

output of the source is filtered through an order sorting filter (7.5 µm long pass) and a grating

monochromator (Oriel Cornerstone 260, model 74100) with a 100 lines/mm grating blazed at 9

µm wavelength. The monochromator has an input shutter which can be used to modulate the

input. The output of the monochromator is collimated with a gold coated 90 ◦ off-axis parabolic

mirror (effective focal length 7.62 cm), redirected with a gold coated folding mirror and finally

focused through a ZnSe lens (focal length 5 cm). The electrical output voltage of the detector

is fed into a custom built low noise amplifier (gain 1000x, see section 4.3.3) and the output of

the amplifier is recorded by a DC voltmeter (Fluke 45).

The detector responsivity is measured near DC frequencies (f ≈ 0). At each wavelength

the detector output is measured twice - first, with the detector under illumination and next,

after closing a shutter at the monochromator input. For each shutter condition the response is

averaged over 25 data points collected over the course of 5 seconds. This method enables us to

determine the detector response to the source illumination alone and eliminate the effect of the
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DC drifts that occur due to variation in the background conditions over time.

The incident radiation power is measured behind the vacuum window at the detector plane

with a calibrated cooled HgCdTe (MCT) photoconductor (Electro-Optical Systems MCT10-

0100). The output voltage of the MCT is multiplied by an interpolated wavelength dependent

responsivity to obtain the wavelength dependent incident power. Assuming a uniform incident

intensity, this incident power is multiplied by ratio of the two detector absorbing areas to obtain

the incident illumination power over the area of the thermal detector center plate. The detector

responsivity < is then calculated by dividing the detector output voltage by the calculated

incident input power. The specific detectivity D∗ for a Johnson noise limited detector can then

be calculated from equation 4.4.

The responsivity is first measured under flood illumination conditions with the entire detector

receiving the incident radiation. The responsivity and detectivity of two devices of different

geometries is shown in Fig. 4.6. The device in Fig. 4.6(a) has a resistance 15.1 kΩ with a

nominal area of 100 µm × 100 µm of the center plate for calculations. A peak D∗ of 4.4×109

cm
√
Hz/Watt is obtained for a responsivity of 6964 V/W. The device in Fig. 4.6 (b) has a

resistance of 7.9 kΩ and a nominal area of 150 µm × 150 µm and has a peak detectivity of

4.7×109 cm
√
Hz/Watt and a responsivity of 3630 V/W. These two detectors have different

cavity lengths which affects the width of the primary resonance.

The optical cavity coupling gives rise to two separate resonance effects in the measured

response of the device shown in Fig. 4.6a. First, there is a primary absorption from the center

plate which gives rise to the broad envelope of the spectral response. Second, there is some

absorption in the thermoelectric legs which couples with the bottom of the pillar wafer to form

a longer optical cavity. This gives rise to the rapid fluctuations which are superimposed on

the primary resonance. The two regions that give these separate responses are shown in the

microscope photograph of the detector in Fig. 4.7a. For the detector in Fig. 4.6(b) the back

mirror is large enough to cover the entire detector including the center plate and the legs. The

distance between the center plate and the mirror is the same as the distance between the legs

and the mirror in this case. The observed response thus has a single resonance and has no rapid

fluctuations from the legs. The absorption in the thermoelectric legs in this wavelength range

is due to free carrier absorption in the highly doped semiconductors and is confirmed by FTIR
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Figure 4.6: Detectivity and responsivity of two devices under flood illumination (a) ∼100µm ×
100 µm center plate, 15.1 kΩ resistance (b) ∼150 µm × 150 µm center plate, 7.9 kΩ resistance
(color online).

reflectance and transmission spectra taken from the detector legs.

The absorption from the thermoelectric legs adds some uncertainty to the detectivity cal-

culations since the detector effective area is now bigger than the actual geometric area of the

center plate. To reduce this uncertainty the same detector is measured with an aperture. This

aperture is made by etching holes through a silicon wafer and has an area of 200 µm×200 µm

and is 250 µm thick. One side of the aperture is coated with aluminum to reduce any transmis-

sion through the silicon. This aperture is then aligned to the detector and fixed to the detector

die at a very close distance to eliminate any diffraction effects. A confocal image of the detector

and the aperture is shown in Fig. 4.7b. The imperfect alignment of the detector to the aperture

and the high aspect ratio of the aperture reduces the incident radiation on the center plate,

making the measured response a lower limit of the real response, just as the flood illumination

data reported in Fig. 4.6 is an upper limit. The detectivities reported in Fig. 4.6 and 4.8 are

some of the highest reported detectivities for spectrally selective thermal detectors.

The measured responsivity and detectivity for this detector after aperturing is shown in Fig.

4.8. We now measure a peak D∗ of 3×109 cm
√
Hz/Watt and a peak responsivity of 4700 V/W

at 9350 nm. The resonant cavity enhances the absorption on resonance by as much as 2.5 times
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(a) (b)

Figure 4.7: (a) Photograph of the detector from Fig. 4.6a showing spatial regions corresponding
to primary and secondary resonances. (b) Confocal image of a detector through a 200 µm ×
200 µm aperture.

that off resonance. Also the secondary resonance peaks of Fig. 4.6(a) have been significantly

reduced with the aperturing. This apertured detectivity can be seen as a lower limit for this

detector with an effective area closer to the geometric area of the center plate.

4.3.3 Noise measurement techniques

Detector noise is a fundamental metric of its performance. The principle sources of noise in a

thermal detector are electrical noise, thermal conductance noise and photon noise. The thermal

conductance noise occurs due to temperature fluctuations in a body which is at equilibrium with

a thermal sink while the photon noise occurs due to random fluctuations in the incoming stream

of photons. The electrical noise consists of the fundamental Johnson noise of the resistor and

any excess noise. With the exception of excess noise, all the other noise sources have a constant

power spectral density across all frequencies i.e. their spectrum is “white”. Excess noise has

roughly a 1/f dependence on the frequency and is hence called 1/f noise.

The spectral density of electrical noise is given by

Se(f) = SJohnson + S1/f = 4kBTR+
V 2
b κ

f
(V 2/Hz) (4.7)

where kB is the Boltzmann constant, T is the temperature, R is the device resistance, Vb
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Figure 4.8: Detectivity and responsivity of device from Fig. 4.6a after aperturing.

is the bias voltage, κ is the Hooge parameter and f is the electrical frequency. The 1/f excess

noise appears only when a bias current is flowing through the resistor and is a major limiting

factor in resistive bolometers at low frequencies. The exact mechanism behind this 1/f noise not

precisely known though several theories have been proposed [68, 69].

A thermoelectric readout scheme does not require a bias to operate and should not exhibit

any 1/f noise when measured using a high input impedance amplifier. This is a major advantage

of a thermoelectric readout over a resistive bolometer. A thermoelectric readout is ideally limited

by the Johnson noise in its resistor. Johnson noise is a quantum effect and can be explained by

deriving Planck’s radiation law with a one dimensional density of states [70].

The measurement of low level device noise is a challenging task. The major difficulties are in

amplifying weak signals to measurable levels and in proper shielding and grounding to eliminate

environmental noise pickup. There are several sources in the literature that discuss measurement

techniques and instrumentation details [71]. Several techniques for measurement of noise have

been described in the literature including ac method using a lock-in amplifier [72], dc method

using Fourier transform [73] and cross correlation methods [74].

The noise in thermoelectric IR detectors have been measured using a FFT dynamic signal

analyzer (HP MODEL 35660) after appropriate amplification. The noise floor of this instrument

is around 40 nV/
√
Hz at low frequencies. Since this is higher than the Johnson noise level

of a typical thermal detector, the use of amplifiers is necessary. Commercial amplifiers like
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Stanford Research SR 560 has very high 1/f noise at low frequencies and is not suitable for this

measurement. Custom amplifiers were constructed using off the shelf ICs for this purpose.
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Figure 4.9: (a) Inverting amplifier for noise measurement (b) Schematic diagram of amplifier
with all noise sources.

Fig. 4.9a shows the basic circuit diagram of a non-inverting amplifier with voltage gain

Av = 1 + R2/R1. The op-amp should not be configured in an inverting configuration because

this degrades the input impedance. An equivalent circuit with all the component noise sources

is shown in Fig. 4.9b. The noise sources are bias resistor noise er1 and er2, the amplifier input

voltage noise and input current noise ea and ia and the device noise es which is the quantity

of interest. This detector noise is equal to
√

4kBTRs for Johnson noise limited detector with

source resistance Rs.

Since noise adds in quadrature, the total noise referred to the amplifier input is given

e2
tot = e2

r1 +
e2
r2R

2
1

(R1 +R2)2
+ e2

a + (iaRs)
2 + e2

s (4.8)

The noise from bias resistors can be minimized by good circuit design. The input resistance R1

has the largest influence on the noise and should be of the lowest value possible. The desired

amplifier gain then determines the value for R2. Since the noise of R2 appearing at the amplifier

input is reduced by a voltage divider circuit its influence on the noise is minimal. Wirewound
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resistors have the lowest noise and should be used for R1 and R2.

The amplifier input current noise and input voltage noise have the biggest influence on the

total noise and should be minimized by careful selection of the amplifier. Two commercially

available op-amps were selected for this purpose. The first amplifier is Analog Devices AD-743

JFET front end op-amp. This amplifier was selected because of its very low current noise and

was found good for measurements above 2 Hz. However below this frequency this op-amp has

unacceptable 1/f noise. For measurements at lower frequencies Analog Devices AD4528-1 op-

amp was used. This amplifier uses a chopper stabilization technique to achieve negligible 1/f

noise (see [75]).

The amplifier is constructed on a small perfboard that is mounted inside a small metal

box for shielding. All signal inputs are grounded on the metal box to eliminate ground loops.

The input to the shielded box uses standard coax cables that are twisted around each other

to further reduce the 60 Hz pickup. The whole setup is battery powered to reduce power line

noise coupling. The power spectral density is measured by the dynamic signal analyzer after

the output is averaged over 10 measurements.
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Figure 4.10: Measured noise for AD4528-1 op-amp (a) Voltage Noise (b) Current Noise. The
dashed line shows values from manufacturer’s datasheet.

The amplifier voltage and current noise are first measured. The voltage noise is measured by

shorting the amplifier inputs together and measuring the output. If the noise from bias resistors



67

is neglected then the noise power in this case should just be the amplifier voltage noise and is

shown in Fig. 4.10a. The current noise is measured by coupling a 200 kΩ precision metal film

resistor to the input and measuring the output power spectral density. This resistor is free of

excess noise and the output should be the quadrature sum of amplifier voltage noise, amplifier

current noise and 200 kΩ resistor Johnson noise. From equation 4.8 the amplifier current noise

can be calculated and is shown in Fig. 4.10b. A voltage noise of 5.6 nV/
√
Hz and a current noise

of 0.7 pA/
√
Hz was measured which is exactly as expected from the manufacturer datasheet.
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Figure 4.11: Measured noise from a thermal detector after subtracting amplifier noise. Dashed
line shows the Johnson noise level for a 15.1 kΩ resistor.

The device output is measured after connecting the output from the vacuum chamber through

coaxial cables to the amplifier inputs. The device is operated under vacuum for this measure-

ment. The amplifier gain is set to 100x which gives a high enough amplification with a reasonable

value of the DC offset. The amplifier voltage and current noise are subtracted from the total

measured noise to obtain the device noise. This noise is found to be very close the Johnson

noise predicted value for f ¿ 0.1 Hz as shown in Fig. 4.11. A strong DC signal from the detector

makes it difficult to measure the noise frequencies lower than 0.1 Hz.

4.3.4 Thermal time constant measurement

The thermal time constants of these devices are also measured in an arrangement that is slightly

modified from Fig. 4.5. Instead of a DC measurement, the output of the source is now modulated
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using a mechanical chopper and the detector voltage is measured using a lock-in amplifier. The

device output voltage is measured at several modulation frequencies of the chopper.
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Figure 4.12: Time constant of the detector measured with chopper and lock-in amplifier showing
the data (circles and Lorentzian fit (red solid line).

The output voltage of a thermal detector is given by equation 4.1 and shows a Lorentzian

dependence to angular frequency ω. This measured output voltage from the lock-in amplifier

is fit to Lorentzian curve using MATLAB nlinfit() routine. The thermal time constant is then

extracted from this curve fit. The time constant of the device in Fig. 4.6(a) is found to be 58

msec as shown in Fig. 4.12.

4.3.5 Thermal conductance measurement using switched bias tech-

nique

Reducing the thermal conductance is of primary importance for achieving high detectivity ther-

mal detectors and is an important detector performance metric. A thermal conductance mea-

surement involves providing a known amount of heat to a body and measuring the corresponding

temperature change. In resistive bolometers this measurement is straightforward and can be

performed by heating the bolometer with Joule heating and measuring the corresponding change

in bolometer resistance [76].

For thermoelectric detectors this measurement is not possible since there is no resistor on

the detector plate for heating and temperature readout. An alternative method is to use the
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Figure 4.13: (a)Simplified circuit schematic for measuring thermal conductance. (b) Measured
thermal conductance vs. input power assuming negligible Peltier heating.

Seebeck voltage developed at the thermoelectric junction due to the Joule heat dissipated at

the junction itself. This is a slightly complicated measurement because the current source

has to be disconnected from the circuit to measure the Seebeck voltage. This is the principle

behind the switching technique for measuring detector thermal conductance [7]. The thermal

detector is sourced with a current for one half cycle to produce Joule and Peltier heating in

the device and is then disconnected. In the next half cycle the Seebeck voltage developed by

the detector, which decays during the cycle, is measured immediately after the current source

is disconnected. Assuming that half of the Joule heating is dissipated to center plate while the
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other half is dissipated at the substrate, the thermal conductance can be written as

G =
IVinNS

2VT
+
IVinN

2S2Tc
VT

(4.9)

where I is the input current, Vin is the input voltage, N is the number of thermocouple junc-

tions, S is the Seebeck voltage, Tc is the cold junction temperature and VT is the measured

thermoelectric voltage. The first term is a result of the Joule heating and the second term is

due to the Peltier heating (or cooling if connected appropriately). It is usual to source a high

current to the detector such that the Joule heating becomes dominant. In this case the effect

of the second term can be ignored. Then if the Seebeck coefficient difference for the junction is

known the thermal conductance can be calculated.

A simplified schematic of the circuit that implements this technique is shown in Fig. 4.13a. A

constant current is supplied to the detector under vacuum using a Keithley 2410 source meter,

which also measures the input voltage. The switches S1, S2 and S3 are implemented using

Analog Devices ADG453 CMOS switch IC. S1, S3 are modulated in phase with each other and

out of phase with S2 using a square wave generator at low frequencies (usually 1 Hz). The

output is amplified using Stanford Research SR560 voltage preamplifier and recorded using a

Tektronics oscilloscope.

The calculated thermal conductance with input power is shown in Fig. 4.13b. The conduc-

tance rises with input power due to increased radiation. The thermal conductance is estimated

to be 2.3×10−7 W/K at an input power of 41 µ Watts, which is the last measurement point in

Fig. 4.13b. This value is likely to be an overestimate because it is calculated for a high tem-

perature difference condition between the detector and the substrate. This would enhance the

radiation heat transfer from both the legs and the center plate significantly, leading to a higher

value for the thermal conductance. The radiation thermal conductance of a 100µm square black

body is 1.2×10−7 at 300 K which is close to the thermal conductance value measured for our

detector.



Chapter 5

Effective area approximation for

thermal detector characterization

The basic design of a thermal detector consists of an optical absorber and transducer connected

to a substrate using low thermal conductance support structures. While designing such detec-

tors, it is assumed, to first order, that all the optical absorption is localized to an absorber

located on the main detector plate and that absorption is negligible in the supports. While

this assumption is a reasonable approximation in many cases where the legs have strongly re-

flecting metallization, it breaks down for example, in a thermoelectric readout scheme, where

doped semiconductor thermoelectric films on the support legs can have significant free carrier

absorption in the long wave infrared [77, 78].

This absorption in the legs leads to some difficulty during detector characterization since it

leads to uncertainty in the actual absorbing area. The responsivity of these detectors is usually

measured under flood illumination from an incoherent thermal source where the incident beam

spot size is poorly matched to the central absorber area. Optical techniques like spatial filtering

to restrict the beam spot size can lead to an unacceptable loss of incident power. This problem

of a poorly defined effective area is especially acute in detectors that are not in dense two-

dimensional arrays. Here, the support legs may cover an area comparable to the central absorber

or even larger. Rigorous optical modeling techniques utilizing full 2-D analytical solutions [79],

71
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reduced dimension 1-D multi-zone thermal models [65, 80] and numerical methods including

finite element modeling [81, 82] have been previously used to analyze and optimally design the

detectors taking into account this leg absorption.

In this paper, we extend the modeling done previously [83, 84] to extract a simple effective

area approximation for thermal detectors with absorption in the supports. The intent of the

modeling is to obtain an accurate interpretation of the results of a responsivity measurement,

rather than to optimize a detector in its design parameter space. This effective area can be

directly substituted in place of the geometric area in standard equations to obtain the detector

responsivity without the need for additional numerical modeling. This method can also be used

to calculate the individual contribution of the legs and the center plate to the total generated

response of the detector to incident radiation.

5.1 1-D model of leg absorption

This section develops a model for estimating an effective absorbing area of a thermal detector

with absorbing support legs.

Absorber

Plate

Support

Legs

Incident

Flux

Substrate

Etch Pit

(a)

x = 0

x x+ dx

x = l

Tc Th

φin

(b)

Figure 5.1: (a) Top view of the detector model with input flux illuminating the entire detector
area (b) Cross sectional view of the detector model showing one leg.

A top view of a thermal detector is shown in Fig. 5.1a. It consists of a central absorbing

plate of area Ap and emissivity εp which is suspended from the substrate with N absorbing legs
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of width wl, length ll, thickness tl, emissivity εl and thermal conductivity kl. The symmetry

of the structure can be exploited by analyzing the heat transfer through just one support leg.

A cross section of one of the legs is shown in Fig. 5.1b. The thermoelectric leg extends from

x = 0 to x = l. The center plate is assumed to be at uniform temperature Th for x > l. The

heat balance for a differential volume element dV with absorbing area dA at a distance x from

the cold junction can be written as,

kl
d2(T (x)− Tc)

dx2
−Qo +Qi = 0 (5.1)

where Tc and T(x) are the temperatures of the cold junction and the temperature along the

support leg, Qo and Qi are the volumetric heat output and input to the differential volume. The

heat transfer mechanism is either through conduction or radiation, but not through convection

for detectors operating under vacuum. If the incident radiation flux φin is assumed to be uniform

across the entire device then

Qi =
εlφindA

kldV
(5.2)

and Qo is the volumetric heat lost to radiation given by

Qo =
2εlσ(T (x)− Tc)4dA

kldV
(5.3)

where the factor of 2 accounts for radiation from both top and bottom surface. Substituting in

equation 5.1 we have.

d2(T (x)− Tc)
dx2

− 2εlσ(T (x)4 − T 4
c )

kltl
+
εlφin
kltl

= 0 (5.4)

Assuming that the temperature change is small, this equation can be linearized around Tc to

d2∆T (x)

dx2
− 8εlσT

3
c ∆T (x)

kltl
+
εlφin
kltl

= 0 (5.5)

where ∆T = T (x) − Tc. This is a standard linear differential equation which as the following
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solution.

∆T = Ae
√
px +Be−

√
px +

q

p
(5.6a)

where

p =
8εlσT

3
c

kltl
(5.6b)

q =
εlφin
kltl

(5.6c)

The constants A and B can be determined using the boundary conditions

∆T (x) = 0 ∀ x = 0 (5.7a)

∆T (x) = ∆Tnet = Th − Tc ∀ x = l (5.7b)

The term ∆Tnet is the maximum temperature difference along the leg which is the temperature

difference between the hot and the cold junctions. Substituting equation 5.6a into equations

5.7a and 5.7b, the constants A and B obtained after some algebraic manipulation are

A =
∆Tnet − q/p(1− e−

√
pl)

2 sinh(
√
pl)

(5.8a)

B =
−∆Tnet + q/p(1− e

√
pl)

2 sinh(
√
pl)

(5.8b)

(5.8c)

Substituting these into equation 5.6a and rearranging the terms, the temperature distribution

along a support leg can then be written as

∆T (x) =

[
∆Tnet −

q

p

]
sinh(

√
p x)

sinh(
√
p l)

+
q

p

[
1 +

sinh(
√
p (x− l))

sinh(
√
p l)

]
(5.9)

The coefficient p is the ratio of the radiative losses to the conduction losses in the leg and has

dimensions of 1/area. The coefficient q is a measure of the heat absorbed in the leg normalized
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to conduction losses and has the dimensions of Kelvins / m2. Equation 5.9 gives the temperature

distribution across a leg for a non-zero leg emissivity under a uniform illumination flux.
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Figure 5.2: Normalized temperature difference along the length of a support leg for different εl
and with εp = 0.25.

The normalized temperature difference along a support leg as given by equation 5.9 is plotted

in Fig. 5.2 for a plate emissivity of 0.25. For non-absorbing legs (εl = 0), the temperature varies

linearly along the leg. When the legs start absorbing, the temperature difference rises faster.

The figure indicates increasing contribution of the legs to the signal since large sections of the

legs are now at a temperature closer to that of the plate.

The net voltage signal generated in the thermopile detector will be a function of the maxi-

mum temperature difference between the hot and cold junctions, ∆Tnet. This quantity can be

calculated from the heat balance at x = l by

Nklwltl
d∆T

dx

∣∣∣∣
x=l

= Apεpφin − 8ApεpσT
3
c ∆Tnet (5.10)

Equation 5.10 simply balances the heat absorbed and radiated from the center plate to the heat

flowing out through the support legs at x = l. Note that in this simplified model the effects of

conduction in the center plate are neglected and the entire region for x > l is assumed to be at

a constant temperature. The heat balance given by equation 5.10 would not be valid if there

are significant conduction effects in the center plate, in which case the maximum temperature

will no longer be at the end of the support leg.
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The net temperature difference between the hot and the cold junctions can be written as

∆Tnet =
Apεpφin + q√

pNklwltl

{
cosh(

√
p l)−1

sinh(
√
p l)

}
8ApεpσT 3

c +Nklwltl
√
p coth(

√
p l)

(5.11)

Examining this equation 5.11 it can be seen that the net temperature difference of is a sum of

two individual temperature components, one of which is from the center plate and the other

from the support legs. After substituting the values of p and q from equations 5.6b and 5.6c

into equation 5.11, these individual plate and leg component contributions can be written as

∆Tnet = ∆T platenet + ∆T legnet (5.12a)

where

∆T platenet =
Apεpφin
Geff

(5.12b)

∆T legnet =
Nwlφin
Geff

√
εlkltl
8σT 3

c

{
cosh(

√
p l)− 1

sinh(
√
p l)

}
(5.12c)

and

Geff = 8ApεpσT
3
c +Nklwltl

√
p coth(

√
p l) (5.12d)

The denominator of equation 5.11 is written as Geff since it is functionally equivalent to an

effective thermal conductance which takes into account the conduction losses from the legs and

radiation losses from the plate and the legs.

Some general features are immediately apparent from equation 5.11. The temperature differ-

ence ∆Tnet depends more strongly on the plate emissivity εp than leg emissivity εl. It depends

on the area of the plate but only on the width of the legs. If the leg consists of a sandwich of

several films, the leg thermal conductivity kl is an effective thermal conductivity given by

kl =
1

wltl

∑
i

kiwiti (5.13)
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The voltage signal generated by the detector depends on the net temperature difference

between the hot and the cold junctions given by equation 5.11. This equation can be used to

formulate a net “effective” absorbing area, Aeff of the detector which is different from the center

plate area. Recognizing that the net temperature difference generated in a thermal detector is

just the ratio of absorbed power Pabs to its thermal conductance G, equation 5.11 can be written

as

∆Tnet =
Pabs
G

=
φinεpAeff
Geff

(5.14)

Comparing equation 5.14 to equation 5.11 and substituting the value of q from equation 5.6c,

the effective area of the detector can finally be written as

Aeff = Ap +
Nεlwl
εp
√
p

[
cosh(

√
pl)− 1

sinh(
√
pl)

]
(5.15)

It can be seen from equation 5.15 that for a non-zero emissivity, this effective area is always
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Figure 5.3: Ratio of effective area of a detector to the geometric plate area vs. absorber emissivity
for various leg emissivities.

larger than the geometric area of the center plate. This effective area is a function of the device

geometry as well as material properties of constituent components. In Fig. 5.3 the ratio of

the effective area to the plate geometric area Aeff/Ap is plotted versus the plate emissivity for

leg emissivities of 0.2, 0.5 and 0.8. The geometry used for this simulation is typical for our

thermoelectric detector design. The center absorber plate is 150 µm× 150 µm and is suspended
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by 4 legs which are 470 µm× 30 µm× 0.54 µm with a thermal conductivity of 0.47 W/mK. It

can be seen that the ratio of the effective area to the plate area is always greater than 1 even for

a modest leg emissivity and a high plate emissivity. For low plate emissivities the effective area

can be significantly higher than the geometric area of the absorber. The minimum effective area

for a particular εl can be found by substituting εp = 1 in equation 5.15. It can also be seen that

the detector fill factor is actually larger than expected from purely geometrical considerations

and can be expressed in terms of the effective area.

This effective area can now be used to calculate the responsivity and the detectivity of

the detector when the entire detector area receives illumination. The voltage output from the

detector can be written as

Vout = NS∆T =
NSεpφinAeff

Geff
(5.16)

where S is the difference in the Seebeck coefficients of the thermoelectric junction materials.

The responsivity is the ratio of the voltage output to the incident power Pin.

< =
Vout
Pin

=
Vout

φinAeff
=
NSεp
Geff

(5.17)

Thus the responsivity can be calculated by measuring the detector output voltage and the

incident radiant flux and substituting the calculated effective area in equation 5.17. If the

Seebeck coefficient of the thermoelectric legs is also known then this responsivity can be used

to calculate a value for the effective thermal conductivity. This effective thermal conductance

includes the effect of radiative heat transfer and is difficult to compute directly from other

methods. The detectivity is the Noise Equivalent Power (NEP) normalized to the effective area

and the detector bandwidth. For a detector with mean squared noise voltage of 〈∆V 2〉 within

an electrical bandwidth of ∆f the detectivity is now given by

D∗ = <

√
Aeff∆f

〈∆V 2〉
=

∆Vout
φin

√
∆f

Aeff 〈∆V 2〉
(5.18)

Thus the effective area from equation 5.15 can be used in a straightforward manner to calculate

the responsivity and the detectivity if the emissivity of the plate and the support legs are known.

Also since the effective area is always greater than the geometric center plate area, the use of
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effective area in equations 5.17 and 5.18 will lead to a lower value for the detector responsivity

and detectivity compared to the use of the detector plate area alone.

5.2 Experimental verification

Figure 5.4: Microscope image of a finished detector showing its principle elements. Scale bar
on the bottom right equals 100 µm. Inset shows an image of center plate as seen through a 200
µm × 200 µm aperture.

To test the model we have fabricated a set of thermal detectors as shown in the optical

microscope image of Fig. 5.4. These fabrication and characterization of these detectors was

discussed in detail in Chapter 4. These thermal detectors were designed for optical coupling

with a resonant cavity to achieve spectrally selective absorption. This particular geometrical

design was chosen to ensure optical flatness over fill factor. This design decision leads to a large

area of the thermoelectric support legs compared to the center plate.

The emissivities of the various thin film regions of the detector are measured in the infrared

using an FTIR microscope. The microscope is used to measure reflectance R and transmit-

tance T from small spatial regions of the detector using an aperture. The absorptivity A can

be calculated from the FTIR measurement since A = 1-R-T. This absorptivity is equal to the
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Figure 5.5: Emissivities calculated from FTIR reflectance and transmittance measurements for
germanium-nickel, antimony telluride and bismuth telluride. The solid line is a second-order
polynomial fit to the data.

emissivity from Kirchoff’s law. The measured emissivity is shown for germanium-nickel, anti-

mony telluride, and bismuth telluride in Fig. 5.5 and lies between 0.15 and 0.35 in the region of

interest. The solid line shows second-order polynomial fits to the measured emissivity data. The

effective emissivity of the antimony telluride and bismuth telluride composite leg is calculated

as an average of the measured emissivities weighted by the respective areas.

The thermal conductivity of the ALD Al2O3 and the thermoelectric thin films is measured

using specialized test structures. The thermal conductivity is found to be 1.75 W/mK for Al2O3

and 0.32 W/mK for the thermoelectric films. The thermal conductivity of these films are lower

than those measured in the literature [85] which could be an due to the differences in film

thickness and deposition conditions. The measured values along with the device geometry are

then used to calculate an effective area using equation 5.15.

The wavelength dependent effective area was found to lie approximately between 2.3 and 1.9

times the center plate area as show in Fig. 5.6a. The individual contribution of the center plate

and the legs to the total temperature signal can also be calculated from equation 5.12 and is

shown in Fig. 5.6b. At lower wavelengths the legs contribute about 10% more to the signal than

the center plate, while at higher wavelengths the situation is reversed and the plate contribution

is around 5% higher at 11 µm. The variation in the individual contributions with wavelength is

due to the variation in the emissivities with wavelength.
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Figure 5.6: (a) Ratio of the effective area to geometrical center plate area calculated using
equation 5.15 for device shown in Fig. 5.4. (b) shows the percentage Contribution of the leg
(triangles) and the plate (circles) to the total signal.

To verify the accuracy of the effective area approximation, the responsivity of the detector

shown in Fig. 5.4 is measured in an infrared optical test bench, similar to that used in Chap-

ter 4 for time constant measurement. The detector is wire bonded and mounted in a vacuum

chamber with an AR coated IR transmissive window. A ceramic thermal light source is filtered

with a grating monochromator with 50 nm spectral width. The output of the monochromator

is collimated using a parabolic mirror and focused on the detector using a zinc selenide lens.

The incident flux is measured using a calibrated cooled HgCdTe photoconductor. The illumi-

nation spot size is large and overfills the entire area for both detectors. Spatial filtering of the

monochromator output can be used in principle to reduce the spot size such that it underfills

the detector areas but leads to unacceptable degradation of the monochromator output power.

The voltage output of the detector is measured using a chopper and lock-in amplifier ar-

rangement. A custom built voltage preamplifier is used to condition the detector output. The

measured output voltage and the input flux is then used to calculate the responsivity with differ-

ent values for detector area in equation 5.17. These areas are (a) the center plate area (b) total

detector area including thermoelectrics (c) effective area calculated from 5.15. The different

areas of the detector components are measured using a digital optical microscope. The result of
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the responsivity measurement is plotted in Fig. 5.7a and 5.7b.

The responsivity is first calculated using either the center plate area (21 687 µm2) or the

total area including the thermoelectric legs (84 613 µm2). These areas are measured accurately

using a Keyence digital optical microscope. This instrument allows selection of arbitrary spatial

regions in an optical image and measure their areas. When the small center plate area is used,

the calculated responsivity is high and is an overestimate. This is plotted as triangles in Fig.

5.7a. The small fluctuations in the measured responsivity are likely due to the formation of a

weak optical cavity with the gold-coated bottom of the ceramic package. If the entire detector

area including the thermoelectric legs is used in calculations the calculated responsivity is much

lower due to the large area and is clearly is an underestimate. This is plotted as circles in Fig.

5.7a.
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Figure 5.7: Responsivities calculated from measured detector output voltage using area equal
to (a) center plate area (4) and total area (◦) including thermoelectrics (b) effective area from
equation 5.15 (4) and apertured detector (◦) with area physically restricted to that of the center
plate.

The responsivity is then calculated using the effective area and is plotted as triangles in

Fig. 5.7b. To verify the accuracy of the effective area formalism, the detector absorbing area

is physically restricted using a lithographically defined aperture stop. This aperture is 200µm

× 200µm in size and is fabricated using DRIE etching of thin silicon wafers. One side of

the aperture is metallized with aluminum to eliminate transmission through the silicon. This
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aperture is then aligned with the detector die using a flip chip bonder system and attached

directly to the detector die. An image of the detector through this aperture is shown in the

inset of Fig. 5.4. It can be seen that the area of the detector is now essentially restricted to the

center plate area. The voltage output of the detector is now measured again after aperturing,

and the responsivity is calculated using the center plate area which is shown as circles line in

Fig. 5.7b.

This apertured responsivity is the most accurate experimental estimate of the actual respon-

sivity of the center plate since the absorbing area is tightly constrained. It can be seen that

the responsivity calculated from the apertured detector matches closely with the responsivity

calculated using an effective area. The two results are approximately within 15 % at lower wave-

lengths while the match is almost perfect at higher wavelengths. The responsivities calculated

with just the plate area and with the total area 5.7a have a much larger error, differing by as

much as a factor of two. Thus, the effective area approximation gives the most accurate estimate

of the device responsivity.

We have thus derived a simple effective area approximation and verified its validity for the

determination of thermal detector responsivity. The emissivity of various thin film regions is

the biggest source of error in this computation. The FTIR measurement of reflectance and

transmission does not account for scattering which could be significant at lower wavelengths due

to film surface roughness. The other parameters like device geometry can be measured with

good accuracy. This approximation can be used to quickly estimate a detector performance

under flood illumination without requiring the use of complicated optical techniques.



Chapter 6

Conclusions and Future Work

This thesis presented several aspects of spectral selectivity pertinent to uncooled detectors op-

erating in the long wave infrared. The issues that were discussed were both fundamental and

applied in nature. In chapter 2 it was shown with theoretical arguments and numerical simula-

tions that the ultimate limit of sensitivity of thermal detectors due to photon noise is increased

when the detector absorption is limited spatially and spectrally. A theoretical construction us-

ing resonant cavity absorption was used to demonstrate these advantages. The detection limits

of such a theoretical detector was explored in context of passive standoff detection of gaseous

molecules.

In chapter 3 several practical aspects of design and fabrication of resonant cavity absorbers

was discussed. Using two cavity configurations it was shown that spectrally selective absorption

can be achieved with multi-layered thin films structures. Since these multi-layered designs use

ultra-thin metallic films to introduce controllable absorption, a technique for measurement of

refractive index of thin metallic films in the infrared was described. A two wafer fabrication

and die bonding process was used to fabricate a resonant optical cavity and spectrally narrow

absorption was demonstrated.

Chapter 4 discussed the design, fabrication and characterization issues related to high de-

tectivity thermal detectors with thermoelectric readout. A specific design example was used

to illustrate general principles of designing thermopile detectors for the infrared. Subsequently,
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this design was integrated with a resonant cavity absorber using a MEMS fabrication process.

Several challenging process integration issues were solved during the course of device fabrica-

tion. These devices were measured in custom infrared test bench and shown to have a spectrally

dependent detectivity of at least 3×109 cm
√

Hz / Watt. The instrumentation for performing

various measurements like responsivity, noise and thermal conductance was described.

Finally chapter 5 discussed a simple method for measuring the responsivity of thermal de-

tectors with absorption in the legs, which is a property of detectors with thermoelectric readout.

Using this method, a simple approximation was derived which could be used to estimate respon-

sivity by direct substitution in standard equations. This method was experimentally verified to

give results within 15 % of the accurate responsivity.

6.1 Future work

The detectors presented in this thesis have a detectivity that is an order of magnitude lower than

the blackbody photon noise limit. In order to reach, and even exceed this limit, improvements

will be required on several fronts. First, it is necessary to reduce the full width half maximum of

the absorption resonance of current detectors by improving finesse of the optical cavity. There

are some challenges in achieving this with the current cavity design. It is difficult to obtain a

desired properties and process repeatability with ultra-thin metallic films. Also the absorber

layer thicknesses cannot exceed a certain limit due to time constant considerations. Alternate

absorption methods like surface plasmon resonance structures and more complex cavity designs

like a three mirror cavity are possible routes for achieving narrower resonance widths.

Second, further improvements in detector responsivity without any degradation in electrical

noise would be necessary to achieve higher detectivities. Responsivity gains can be obtained by a

combination of reduction in thermal conductance and improvements in the Seebeck coefficients of

the thermoelectric materials. Thermal conductance reduction can be realized by using longer and

narrower legs with thinner thermoelectric materials. Thermoelectric films with higher Seebeck

coefficients have been demonstrated in the literature, though for much thicker films. Hence these

improvements would be challenging from a process development perspective, but considerable

gains can be realized with time and effort.
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Finally, from an application point-of-view it would be desirable if these detectors could be

integrated into linear and two dimensional arrays. The ability to dynamically tune the mirror

spacings to scan across a range of wavelengths would be an added advantage. The fabrication

process outlined in this thesis would not be suitable for this purpose because in a two wafer

bonding process it is difficult to obtain micrometer level bonding uniformity. A monolithic

surface micromachining process with tightly controlled thin film layer thicknesses would be

more suitable for array development.
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Appendix A

Appendix

This chapter contains some of the MATLAB code listing that was developed during the course

of this thesis.

A.1 Multilayered Code

This code is an efficient, vectorized method for evaluating reflectance and transmssion through

a multilayered thin film stack. For a detailed discussion of the method, see Yeh [43]. The code

given below only show the calculations for s-polarization for brevity.

%%%%%%%%%%%%%%%% START OF MAIN PROGRAM %%%%%%%%%%%%%%%%%%%%%%%%%%%

[nr, nc] = size(layermat);

j = sqrt(-1); %Use j instead of i

%Define a row vector of complex indices

cindex(:,1) = layermat(:,1)-(j*layermat(:,3));

%%%% First Initialize the matrix %%%%%%

Ms_new_11 = 1; Ms_new_12 = 0; Ms_new_21 = 0; Ms_new_22 = 1;

Mp_new_11 = 1; Mp_new_12 = 0; Mp_new_21 = 0; Mp_new_22 = 1;

% Now loop through all layers but analyze all wavelengths at once
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for i=2:nr-1

%Calculate angles here making sure that everything is complex

%compute angles using Snell’s Law

ctheta = asin(cindex(1).*sin(theta)/cindex(i));

% Now initialize the M matrix for the next layers using previous layer

Ms_11 = Ms_new_11;

Ms_12 = Ms_new_12;

Ms_21 = Ms_new_21;

Ms_22 = Ms_new_22;

% D matrix for s-wave

Ds_11 = 1;

Ds_12 = 1;

Ds_21 = cindex(i).*cos(ctheta);

Ds_22 = -cindex(i).*cos(ctheta);

% Phase in the layer

phi = 2*pi*cindex(i).*cos(ctheta).*layermat(i,2)./lambda; %k*d

% Propagation Matrix P

P_11 = exp(j.*phi);

P_12 = 0;

P_21 = 0;

P_22 = exp(-j.*phi);

% Now multiply everything out for s polarization

Prod_11 = (Ds_11.*(P_11.*Ds_22 - P_12.*Ds_21) +...

Ds_12.*(P_21.*Ds_22 - P_22.*Ds_21))...

./(Ds_11.*Ds_22 - Ds_12.*Ds_21);

% Similar multiplications can be carried out for other matrix elements

% Prod_12, Prod_21, Prod_22

% Now multiply these products with the existing M matrix

Ms_new_11 = Ms_11.*Prod_11 + Ms_12.*Prod_21;

Ms_new_12 = Ms_11.*Prod_12 + Ms_12.*Prod_22;
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Ms_new_21 = Ms_21.*Prod_11 + Ms_22.*Prod_21;

Ms_new_22 = Ms_21.*Prod_12 + Ms_22.*Prod_22;

end %end of for

ctheta = asin(cindex(1)*sin(theta)/cindex(nr));

%If Total Internal Reflection in the last layer

%then change the sign of n*cos(theta)

if(imag(cindex(nr)*cos(ctheta))<=0)

Ds_11 = 1; Ds_12 = 1;

Ds_21 = cindex(nr).*cos(ctheta);

Ds_22 = -cindex(nr).*cos(ctheta);

Dp_11 = cos(ctheta); Dp_12 = cos(ctheta);

Dp_21 = cindex(nr); Dp_22 = -cindex(nr);

else

Ds_11 = 1; Ds_12 = 1;

Ds_21 = -cindex(nr).*cos(ctheta);

Ds_22 = cindex(nr).*cos(ctheta);

Dp_11 = -cos(ctheta); Dp_12 = -cos(ctheta);

Dp_21 = cindex(nr); Dp_22 = -cindex(nr);

end

A.2 HITRAN codes

This section contains some example programs to calculate synthetic spectra using HITRAN

A.2.1 Calculation using line-by-line parameters

% Program to calculate absorption coefficient

% of a gas using line by line parameters from HITRAN.

% Assuming high pressures and hence a Lorentzian lineshape.

% All parameters should be extracted from JavaHawks into

% a database
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function abs_coeff = calcAbsCoeff_CO2(lambda,C_co2,T_co2)

nu = 1./(lambda.*100); % nu in 1/cm if lambda is in 1/m

Tref = 296; % Temperature of HITRAN data in K

lineshape = zeros(size(nu));

abs_coeff = zeros(size(nu));

p = 1; % Assume 1 atm pressure

% % % % Load Gas

clear gas_params gamma;

load(’CO2.mat’) % from javaHawks

ps = C_co2*p; % Partial pressure of gas in atm

% Frequency shift compensation

gamma = ((Tref/T_co2).^gas_params(:,5))...

.*(gas_params(:,3).*(p-ps) + gas_params(:,4).*ps);

lineshape = zeros(size(nu));

for i = 1:size(gas_params,1)

% Calculate lineshape

lineshape = gamma(i)./(pi.*(gamma(i).^2...

+(nu-(gas_params(i,2)+gas_params(i,6).*p)).^2));

% Net absorption coefficient - sum of all lines

abs_coeff = abs_coeff + gas_params(i,1).*lineshape;

end

A.2.2 Direct cross section

This example program can be used to directly read absorption cross section from HITRAN.

% Script to read IR cross section from HITRAN database

% IR cross section files are 10 character wide fields with 10 fields per

% line.

% There is a header line which tells the conditions under which the cross

% sections are taken.
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% FILENAME is HITRAN cross section with *.xsc extension

function data = readXSection(filename)

fid = fopen(filename,’r’);

line = fgetl(fid);

header = textscan(line,’%s’); % Header is now a cell with all the fields

nu_start = str2double(header{1}(2)); % Wave number start

nu_end = str2double(header{1}(3)); % Wave number end

num_points = str2double(header{1}(4)); % Number of points

nu = linspace(nu_start,nu_end,num_points); % Frequency of xsection data

line_num = 1;

xsectiondata = [];

while(line_num <= ceil(num_points/10));

line = fgetl(fid);

xsectiondata = vertcat(xsectiondata,sscanf(line,’%f’));

line_num = line_num + 1;

end

data = horzcat(nu’,xsectiondata); % Cross section data matrix

fclose(fid);
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