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Abstract

The attainment of basic early literacy skills at an early age is one way to ensure children become proficient readers as adults. Word recognition is an important basic early literacy skill that is related to reading fluency and overall reading competency. Incremental rehearsal (IR) is a flashcard technique that has produced strong outcomes for a variety of outcomes including word recognition. Modifications to IR that are based on theory may enhance maintenance and generalization, outcomes that are frequently overlooked in flashcard intervention research. A number of theoretical frameworks were utilized in this research to enhance maintenance and generalization. The depth of processing framework was used, which suggests that semantic processing of information leads to better maintenance. The theory of common elements and Stokes and Baer’s (1977) generalization framework were utilized as frameworks for enhancing generalization. In addition to intervention design, individual factors may also impact intervention efficacy. For example, working memory capacity may influence the amount of verbal information an individual can process. Decoding skill may also lead to enhanced outcomes in word recognition interventions.

The current study examined the impact of theory-based modifications to IR on maintenance and generalization. A within-subjects design was utilized in which all participants were taught seven unknown words in each of three IR variants – IR, IR with vocabulary (IR-V, which leveraged the depth of processing framework), and IR with context (IR-C, which leveraged Stokes and Baer’s [1977] generalization framework and the theory of common elements). Auditory working memory and decoding skills were also measured as individual factors and potential moderators of intervention effects.
Primary dependent variables were maintenance and generalization at 1 and 2 weeks after teaching.

Results of the study indicated that maintenance and generalization were high across conditions, suggesting possible ceiling effects. However, 1-week maintenance was significantly greater in IR-V than IR and in IR-C than IR. Additionally, 2-week generalization was significantly greater in IR-V than IR. Effect sizes were small across outcomes in favor of IR-V and IR-C. IR was the most efficient intervention variant in words maintained per minute. A moderating effect of auditory working memory capacity was not observed. However, participants with low decoding skill maintained significantly more words through IR-V than IR at 1 week, while this difference was not observed in participants at higher decoding skill levels. Future research may investigate theory-based modifications applied to different populations (such as students with low decoding skills) or different information types. In addition, future research may investigate theory-based modifications to more efficient modifications of IR (perhaps with fewer opportunities to respond) to enhance the efficiency of these approaches.
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CHAPTER 1: INTRODUCTION

Background

Despite efforts by schools to help all students become proficient in reading, a persistent proportion of the school-aged and adult population lags behind. On the most recent National Assessment of Educational Progress (NAEP), 33% of 4th graders and 24% of 8th graders read at a below basic level (National Center for Education Statistics [NCES], 2011). According to the 2003 National Assessment of Adult Literacy, 12% to 14% of adults (approximately 30 million adults) read at a below basic level (NAAL; Kutner et al., 2007). Additionally, adults who lack basic literacy skills are generally less likely to provide a literacy-rich environment in the home (with 41% of these adults never reading to their young children; Kutner et al., 2007), thus perpetuating the cycle of a lack of sufficient literacy skills.

One way educators can help children become proficient readers as adults is to help them attain basic literacy skills from an early age. Researchers suggest that poor readers become even poorer readers over time while good readers become even better readers over time; this phenomenon is known as the Matthew effect (Stanovich, 1986). Stanovich (1986) explained that good readers read more and therefore have a greater opportunity to learn; these readers become even better at reading through this experience, distancing them even further from their peers who are poor readers. Educators can prevent poor readers from becoming even poorer by helping all students attain levels of basic early literacy skills that will enable them to be successful in consuming and comprehending what they read.
It is important to know which basic literacy skills are important for later reading success. Reading fluency, or the ability to read quickly, accurately, and with appropriate expression (Kuhn, Schwanenflugel, Meisinger, Levy, & Rasinski, 2010; National Institute for Child Health and Human Development [NICHD], 2000) is one critical reading skill. In general, students who are fluent readers can also comprehend what they read (e.g., Fuchs, Fuchs, Hosp, & Jenkins, 2001); therefore, reading fluency is critical for later reading success. Some researchers have emphasized the role of automatic word recognition in fluent reading through theoretical models such as the automaticity model of reading (LaBerge & Samuels, 1974) and the interactive-compensatory model of reading (Stanovich, 1980). Intervention and correlational research also emphasizes the link between word recognition and reading fluency.

Interventions that target word recognition may be important for many struggling readers given the relationship between word recognition and reading fluency. Flashcard interventions are often used to enhance word recognition (Burns & Boice, 2009; Cooke, Guzaukas, Pressley, & Kerr, 1993; Nist & Joseph, 2008; Symonds & Chase, 1992), and they have also been shown to enhance reading fluency and comprehension (Burns, Dean, & Foley, 2004; Tan & Nicholson, 1997). However, maintenance and generalization of outcomes over time has not been a focus of this research. Therefore, maintenance and generalization are critical outcomes in future research on flashcard interventions.

Statement of the Problem

Understanding potential outcomes of flashcard interventions is important given the role of these interventions in enhancing important basic reading skills. Given the nature of most flashcard interventions in which words are practiced in isolation,
generalization is a key outcome. In addition, maintenance is also a key outcome given that students rarely encounter a practiced word immediately after it is taught.

Strategies to enhance maintenance and generalization should be investigated given their importance as outcomes in flashcard intervention research. One potential strategy to enhance maintenance and generalization is to utilize theoretical frameworks to inform intervention modifications. By using frameworks that have been linked to enhanced outcomes in laboratory research, outcomes may be enhanced in applied interventions as well.

**Incremental Rehearsal**

Incremental rehearsal (IR; Tucker, 1989) is the flashcard intervention that will be used in the current study. In IR, the interventionist introduces unknown items one at a time along with a high proportion of known items (generally, approximately 80% to 90% of words used are known items) to maintain a high rate of success. IR also employs many opportunities to respond (OTRs) as well as OTRs spaced further and further apart to encourage maintenance of items.

IR has shown high retention with a variety of information types, student populations, age group, and with retention intervals ranging from 1 day to 30 days after teaching (e.g., Burns & Boice, 2009; MacQuarrie, Tucker, Burns, & Hartman, 2002; Nist & Joseph, 2008). A recent meta-analysis found a large effect size of IR (Burns, Zaslofsky, Kanive, & Parker, 2012); large effects were consistent across information type, student population, and age group.

**Maintenance**
Maintenance is defined as correctly performing a response over time without reteaching (Alberto & Troutman, 2003), and it is a key goal of intervention if the intervention is to benefit the child over the long term (Ardoin, 2007). This research leverages theoretical frameworks that have been shown to enhance maintenance in basic research. The depth of processing framework and transfer-appropriate processing were selected for the current study.

**Depth of processing.** The depth of processing framework is a framework for memory research, which at its inception marked a departure from the way memory was conceptualized at the time. Memory was at that time conceptualized as a series of stores, including short- and long-term memory stores (e.g., Atkinson & Shiffrin, 1968). Craik and Lockhart (1972) advocated a departure from this view, suggesting that memory was procedural. In other words, memory was viewed as a byproduct of cognitive processes (e.g., defining or analyzing) carried out on information rather than a byproduct of a specialized encoding process. This view is supported by neuroimaging research (e.g., McDermott, Petersen, Watson, & Ojemann, 2003). In addition to advocating a procedural view, the depth of processing framework also suggests that the type of procedure carried out on information will impact its durability in memory, where more meaningful analyses lead to greater durability (Craik & Lockhart, 1972). Although depth of processing is probably best considered as a continuum, Craik and Tulving (1975) identified three levels as part of their initial validation of the model; these have persisted in more recent research. These levels, from most superficial to deepest, are (1) structural (relating to the physical properties of a stimulus), (2) phonemic (relating to the sound of the stimulus), and (3) semantic or contextual (relating to the definition or context of a stimulus; Craik &
Tulving, 1975). Craik and Tulving (1975) validated the framework, showing that semantic processing led to superior same-day retention, that time or effort spent processing did not account for results, and that other variations (such as intentional learning) did not affect the pattern of results.

**Transfer-appropriate processing.** The transfer-appropriate processing framework emerged out of discussion regarding whether any level of processing was inherently meaningful (or deep) or unmeaningful (or shallow; Morris, Bransford, & Franks, 1977). Morris and colleagues (1977) suggested that the degree to which processing is meaningful depends on learning goals (and the way in which retention is measured). In this initial investigation, retention was best when the type of processing (semantic or phonetic) matched the recognition assessment (standard or phonetic).

**Generalization**

Generalization is defined as the application of learning in a way that differs from but has properties similar to original learning with regard to setting, stimuli, or the behavior exhibited. This definition is gathered from the definitions presented by various authors (Alberto & Troutman, 2003; Hull, 1943; Skinner, 1938; Skinner, 1953; Stokes & Baer, 1977). Researchers have lamented the lack of explicit programming of generalization in research and practice (Burns, 2004a; Kendall, 1989; Lyon & Moats, 1997; Stokes & Baer, 1977).

Transfer is a related term, and it refers to the impact that knowledge from one situation has on learning or performance in a different situation (Mayer & Whitrock, 1996). Transfer is generally utilized in the cognitive literature. Edelstein (1989) recommended the term “transfer” when control is verbally or conceptually mediated.
Because word recognition is generally applied automatically, generalization is considered a more appropriate term in this document. Therefore, while frameworks of generalization and transfer contribute to the current research, the term generalization is used outside of this section.

**Generalization frameworks.** Various theoretical frameworks of generalization have been proposed (Kirby & Bickel, 1988; Stokes & Baer, 1977; Stokes & Osnes, 1989); Stokes and Baer’s framework provided the theory-based modifications for the current study. It was an initial framework for generalization and included nine strategies: (1) train and hope, (2) sequential modification, (3) introduce to natural maintaining contingencies, (4) train sufficient exemplars, (5) train loosely, (6) use indiscriminable contingencies, (7) program common stimuli, (8) mediate generalization, and (9) train to generalize. This framework is defined in greater detail in Chapter 2.

**Transfer theory.** Thorndike and Woodworth (1901a, 1901b, 1901c) proposed a common elements theory of transfer. In general, they suggested that the more elements (or attributes) a setting shared with a transfer setting, the more transfer will be observed. This theory has been called the “sole viable theory of transfer” (Butterfield & Nelson, 1989, p. 6). Elements have been defined through a variety of lenses, including a behavioral lens (where elements are stimuli and responses) or an information processing lens (where elements are representations, knowledge, and strategies; Butterfield & Nelson, 1989).

**Role of Individual Attributes in Intervention Outcomes**

Just as the design of an intervention plays a role in intervention outcomes, within-student factors may also play a role in intervention outcomes. Cognitive attributes such as
working memory performance and skill-based factors such as decoding ability are two within-student factors that may play a role in intervention effectiveness.

**Working memory.** Working memory is defined as a system that both maintains newly acquired information and retrieves stored information so that it can be processed (Becker & Morris, 1999). Deficits in working memory are commonly identified in students with learning disabilities and reading difficulties (Gathercole, Alloway, Willis, & Adams, 2006; Siegel & Ryan, 1989; Swanson, 1994; Swanson, Ashbaker, & Lee, 1996; Wagner et al., 1997). The capacity of working memory is also directly related to reading skills such as reading comprehension and reading fluency (Dixon, LeFevre, & Twilley, 1988; Gathercole et al., 2006; Siegel & Ryan, 1989; Swanson, 1994; Swanson et al., 1996; Swanson & Howell, 2001; Wagner et al., 1997). More specifically, the phonological loop (the component of working memory responsible for processing verbal information) is related to word recognition (Swanson & Howell, 2001).

**Skill levels.** A student’s current skill level in the intervention skill as well as related skills is also likely to play a role in intervention outcomes. Research has shown that students show higher rates of learning when material is correctly matched (Burns, 2002; Burns, 2007a; Gickling & Armstrong, 1978; Shapiro, 1992). LaBarge and Samuels (1974) suggested that accuracy and automaticity in more basic skills allow students to access cognitive resources to apply to higher-level skills. For example, proficiency in decoding skills may facilitate word recognition and successful sight word instruction (Aaron et al., 1999; Samuels, 1988). Taken together, it is possible that the success of a word recognition intervention may depend on a student’s level of decoding skills.

**Purpose**
The purpose of the current study is to investigate the effect of adding a vocabulary component to IR on maintenance and generalization of unknown words as well as word knowledge. Additionally, the current study will investigate the effect of adding contextual reading practice to IR on maintenance and generalization of unknown words. Adding a vocabulary component to IR is hypothesized to enhance maintenance because adding semantic information facilitates processing taught words at a greater depth. Adding contextual reading practice to IR is hypothesized to enhance generalization because it increases the common elements between learning and generalization contexts.

The current modifications to IR require processing additional information such as a word’s definition, and they may place greater demands on working memory as a result. Therefore, a moderating effect is hypothesized in which the benefit of adding a vocabulary component or contextual reading practice is greater for participants with greater working memory capacity. Additionally, more proficient readers may be more likely to spontaneously decode items regardless of maintenance, so decoding ability will also be examined as a potential moderator. Finally, efficiency is an important consideration when conducting interventions in schools. Therefore, the current study will investigate whether adding components to IR impacts the efficiency of the intervention.

**Research Questions**

1. What is the effect of adding additional components to IR – a vocabulary component or contextual reading practice – on the maintenance and generalization of target words?
2. What is the relative efficiency of the following IR variations in words learned per minute: IR, IR with vocabulary (IR-V), and IR with contextual reading practice (IR-C)?

3. To what extent does decoding ability moderate the impact of IR with vocabulary or contextual reading practice on maintenance and generalization?

4. To what extent does working memory capacity moderate the impact of IR with vocabulary or contextual reading practice on maintenance and generalization?

5. To what extent does knowledge of word meaning change from before teaching to 1 and 2 weeks after teaching across IR variations?

**Hypotheses**

Regarding the first research question, the hypothesis was that the addition of a vocabulary component to IR would lead to increased maintenance relative to standard IR as a result of orienting participants toward semantic processing as opposed to phonetic processing. A corresponding increase in generalization would also be expected, since it is reasonable to expect that information that is maintained is more likely to be generalized as well. Regarding the addition of contextual reading practice, the hypothesis was that the addition of contextual reading practice to IR would lead to increased generalization relative to standard IR. Practice in reading multiple sentences with target words embedded is an example of applying the theory of common elements from a cognitive standpoint or Stokes and Baer’s (1977) generalization framework (specifically, training sufficient exemplars and programming common stimuli) from a behavioral standpoint.
Regarding the second research question, the hypothesis was that the addition of components to IR would decrease the efficiency of IR-V and IR-C in words maintained per minute of instructional time.

Regarding the third research question, the hypothesis was that more proficient decoders would show a lessened advantage of the two IR modifications (adding vocabulary or contextual reading practice) because they are able to accommodate for a possible lack of maintenance by decoding unfamiliar words.

Regarding the fourth research question, the hypothesis was that individuals with greater working memory capacity would show a greater advantage of the two IR modifications (adding vocabulary or contextual reading practice). The modifications require the participants to process a greater amount of information; this may lead to some difficulty for participants with fewer working memory resources to draw upon.

Regarding the fifth research question, the hypothesis was that knowledge of word meaning would change the most through IR-V. Through exposure to the word used in context, knowledge of word meaning may change to a lesser extent through IR-C. Finally, knowledge of word meaning was hypothesized to change negligibly through IR.

**Definition of Key Terms**

*Decoding skill.* Skills related to identifying a word by applying letter-sound correspondence rules (Gough & Tunmer, 1986). More primitive levels of this skill are reflected in “sounding out” slowly and with effort, while more advanced levels of this skill are shown through quick, accurate, and silent application.

*Depth of processing framework.* Also called levels of processing, it is a framework first proposed by Craik and Lockhart (1972). It proposes that the nature of the
processing operations performed on information influences the extent to which it is retained. It emphasizes cognitive processes as opposed to a separate memory operation as the primary mechanism underlying retention.

**Generalization.** Generalization is defined as the application of learning in a way that differs from but has properties similar to original learning with regard to setting, stimuli, or the behavior exhibited (Alberto & Troutman, 2003; Hull, 1943; Skinner, 1938; Skinner, 1953; Stokes & Baer, 1977).

**Incremental rehearsal (IR).** IR is a flashcard technique (Tucker, 1989) in which an interventionist introduces unknown items one at a time along with a high proportion of known items (generally, 80% to 90% of words used are known items) to maintain a high rate of success.

**Maintenance.** Maintenance is defined as correctly performing a response over time without reteaching (Alberto & Troutman, 2003).

**Programming for common stimuli.** A method for programming generalization proposed by Stokes and Baer (1977); it refers to making the training and generalization settings as similar as possible.

**Theory of common elements.** A theory of transfer, it suggests that the more attributes a situation shares with a transfer setting, the more transfer that will be observed (Thorndike & Woodworth, 1901a, 1901b, 1901c).

**Train sufficient exemplars.** A method for programming for generalization proposed by Stokes and Baer (1977); it refers to training exemplars until generalization to the rest of the category occurs.
**Semantic processing.** Suggested by Craik and Tulving (1975) to be the deepest level of processing, semantic processing orients the learner toward the definition or meaning of a word.

**Working memory.** Working memory is defined as a system that both maintains newly acquired information and retrieves stored information so that it can be processed (Becker & Morris, 1999).

**Assumptions, Limitations, Delimitations, and Design Controls**

**Assumptions**

Various assumptions were made in designing the current study. First, the sample in the current study is assumed to be representative of the population to which generalizations are drawn. It should be noted that the sample for the current study was a convenience sample from an elementary school in a suburban area in Minnesota, so caution should be exercised in generalizing to a broader student population. However, care was taken to ensure that the students in the current sample represented a variety of achievement levels.

The measures used in this study are assumed to reflect the constructs they purport to measure. A measure of word attack was used as an overall measure of decoding skill. A measure requiring student to recall, rearrange, and restate series of words and numbers was used as a measure of verbal working memory. Prompting students to read taught words at 1 and 2 weeks after teaching was used as a measure of maintenance. Additionally, prompting students to read taught words within sentences was considered a measure of generalization.
Maintenance and generalization are assumed to be important outcomes in intervention research. Both maintenance and generalization have been discussed as important outcomes in previous research (e.g., Ardoin, 2007; Stokes & Baer, 1977), and logically, intervention outcomes would need to be maintained and generalized to classroom-based activities in order to benefit student performance.

**Limitations**

A sample of convenience was used which included the first participants to return consent forms that also represented an even distribution across quartiles of reading achievement. There may have been systematic differences between students who returned consent forms and those who did not.

Unknown words were located prior to the first session and taught across the first three sessions. It was assumed that previously identified words were still unknown at the time they were taught, in other words that students did not learn the words between initial identification and teaching.

Maintenance and generalization were assessed at 1 and 2 weeks after teaching; longer intervals were considered but not assessed given constraints related to time and access to participants. Additionally, 2-week outcome data may have been impacted by the assessment done 1 week before.

**Delimitations**

The current research was informed by specific theoretical frameworks that impact maintenance and generalization of intervention outcomes: the depth of processing theory, transfer-appropriate processing theory, Stokes and Baer’s (1977) framework for generalization, and the theory of common elements. A variety of other theoretical
frameworks such as the generation effect (Jacoby, 1978) or spacing effect (Bahrick, 1979) could have also provided a basis for theory-based modifications to enhance intervention outcomes.

The current research identified specific within-student attributes that may also affect intervention outcomes. In this study, decoding skill and working memory were included, although a variety of other cognitive or skill-based attributes could have also been included. For example, rapid automatized naming (RAN) speed is one cognitive characteristic that is also associated with reading disabilities and reading difficulties (Denckla & Rudel, 1976; Meyer, Wood, Hart, & Felton, 1998).

The current research utilized IR as the flashcard intervention for this research. Other flashcard interventions such as traditional drill or interspersal have been utilized in prior research (e.g., Nist & Joseph, 2008). However, IR was selected for this study given the strong outcomes associated with IR (Burns et al., 2012).

This study included participants from an elementary school in a suburban area in Minnesota who were not identified as English learners and were in the 2nd and 3rd grade. Generalization to a broader population of students is limited since this sample is not representative of the overall student population.

**Design Controls**

It is possible that many within-subject factors could impact the results found in the current study; however, a limited number of within-subject factors were measured. A within-subjects design was utilized in which each participant was exposed to each condition to control for the variation caused by these variables.
In addition, potential variations in student performance across weeks due to factors other than the intervention variation itself were controlled by randomly ordering conditions across weeks of the study.

**Organization of the Document**

This document is organized in five chapters. This first chapter contains background on the issues addressed in this research, a statement of the problem including theoretical underpinnings for this research, and a statement of the purpose and specific research questions. The second chapter includes a detailed review of the literature in the domains addressed in this research, including IR, theories of maintenance and generalization, and within-student factors that may impact intervention outcomes. The third chapter is a review of the methods and procedures implemented in this research. The fourth chapter describes the results of statistical analyses undertaken to answer the research questions previously defined. Finally, the fifth chapter includes a discussion of the results contextualized within previous research; implications for theory, research, and practice; limitations; and conclusions.
CHAPTER 2: LITERATURE REVIEW

The current chapter will summarize relevant literature to contextualize the data within research. The literature review will first describe research regarding reading fluency and word recognition as critical components of reading and as intervention targets. Second, I will present evidence supporting the use of a specific flashcard intervention called incremental rehearsal (IR; Tucker, 1989), which may be used to enhance word recognition. Next, I will explore maintenance and generalization from multiple theoretical perspectives and cognitive- and skill-based factors that may influence maintenance and generalization, particularly as it relates to word recognition, and IR more specifically.

Development of Basic Reading Skills

Despite efforts by educators to help all students become proficient in reading, a persistent proportion of the school-aged and adult population lags behind. On the most recent NAEP, 33% of 4th graders and 24% of 8th graders read at a below basic level (NCES, 2011). According to the 2003 NAAL, 12% to 14% of adults (approximately 30 million adults) read at a below basic level (Kutner et al., 2007). Not surprisingly, a lack of literacy skills limits job possibilities; 57% of adults at a below basic literacy level are not employed, and 35% in this group believe their reading skills limit their job opportunities a lot (Kutner et al., 2007). Adults who lack basic literacy skills are generally less likely to provide a literacy-rich environment for their children (with 41% of these adults never reading to their young children; Kutner et al., 2007), thus perpetuating the cycle of a lack of sufficient literacy skills.
One way educators can ensure children become proficient readers as adults is to help them attain basic literacy skills from an early age. Researchers suggest that poor readers become even poorer readers over time while good readers become even better readers over time; this phenomenon is known as the Matthew effect (Stanovich, 1986). Stanovich (1986) explained that good readers read more and therefore have a greater opportunity to learn; these readers become even better at reading through this experience, distancing them even further from their peers who are poor readers. Educators can prevent poor readers from becoming even poorer by helping all students attain levels of basic early literacy skills that will enable them to be successful in consuming and comprehending what they read.

It is important to know which basic literacy skills are important for later reading success. Reading fluency is one critical reading skill. Reading fluency refers to the ability to read quickly, accurately, and with appropriate expression (Kuhn et al., 2010; NICHD, 2000). In general, students who are fluent readers can also comprehend what they read (e.g., Fuchs et al., 2001), which makes reading fluency critical for later reading success. Research supports a strong relationship between reading fluency and comprehension, with correlations between reading fluency and reading comprehension exceeding .80 (Fuchs et al., 2001; Jenkins, Fuchs, van den Broek, Espin, & Deno, 2003; Pinnell et al., 1995). But how do students become fluent readers? Some researchers have emphasized the role of automatic word recognition (e.g., LaBerge & Samuels, 1974; Stanovich, 1980). LaBerge and Samuels (1974) presented the theory of automatic information processing in reading. According to LaBerge and Samuels, cognitive resources can be allocated to more complex skills (such as reading fluency and comprehension) when
basic reading skills (such as decoding and word recognition) are automatic and do not require significant cognitive resources. Stanovich (1980) presented the interactive-compensatory model of reading. In this model, good readers rely primarily on rapid and automatic word recognition, while poor readers compensate for word recognition deficits by leveraging contextual clues. The labored process of using context clues occupies cognitive resources, making comprehension more difficult. Empirical research has shown strong correlations between word recognition in isolation and reading fluency, with correlations from .50 to greater than .73 across studies (Bowers, 1993; Jenkins et al., 2003). In addition, training word recognition in isolation transfers to enhanced fluency in context (Levy, Abello, & Lysynchuk, 1997). Therefore, it appears that word recognition is a key skill for facilitating reading fluency and ultimately comprehension.

Past theoretical and empirical work supports a facilitative role for word recognition on fluent reading and reading comprehension. Therefore, interventions that target word recognition may be important for many struggling readers. Flashcard interventions have long been used to enhance word recognition (Burns & Boice, 2009; Cooke et al., 1993; Nist & Joseph, 2008; Symonds & Chase, 1992), and they have also been shown to enhance reading fluency and comprehension (Burns et al., 2004; Tan & Nicholson, 1997). However, the outcomes in these studies were assessed immediately. Ultimately, word recognition should be maintained over time and generalized to contextual reading to positively impact reading outcomes in the longer term. Therefore, maintenance and generalization are critical outcomes in research on flashcard interventions.

**Incremental Rehearsal**
Incremental rehearsal (IR) is a flashcard technique (Tucker, 1989) in which an interventionist introduces unknown items one at a time along with a high proportion of known items (generally, 80% to 90% of words used are known items) to maintain a high rate of success. Additionally, many repetitions or OTRs to unknown items are used, and OTRs are spaced farther and farther apart to encourage the transfer of unknown items into long-term memory.

Researchers have found high retention with IR compared to traditional drill (when known items are not integrated with unknown items) and other interspersal techniques at retention intervals from 1 day to 30 days after teaching (Burns & Boice, 2009; MacQuarrie et al., 2002; Nist & Joseph, 2008). These findings have been shown in a general education population (MacQuarrie et al., 2002), among at-risk students (Nist & Joseph, 2008), and in students with developmental cognitive disabilities or a specific learning disability (SLD; Burns & Boice, 2009). IR has also been used to teach words (Burns, 2007b; Nist & Joseph, 2008; Szakokierski & Burns, 2008), letter sounds (Volpe, Burns, DuBois, & Zaslofsky, 2011), and math facts (Burns, 2004b; Codding, Archer, & Connell, 2010). IR has been applied as a preteaching intervention for students with SLD and was shown to enhance fluency and comprehension (Burns et al., 2004). A meta-analysis of 10 single-case design and 9 group design studies investigating IR yielded a weighted phi coefficient of .77, a large effect size (Burns et al., 2012). Furthermore, the meta-analysis found large effect sizes regardless of type of information taught, whether students had disabilities or not, and regardless of age group.

Efficiency
Although IR has been shown to be effective for enhancing word recognition as compared to other flashcard techniques (e.g., Burns & Boice, 2009; Nist & Joseph, 2008), recent investigations suggest that IR may not be the most efficient flashcard method. Nist and Joseph (2008) showed that while IR resulted in more words learned overall, the rate of words learned per minute (in next-day retention probes) was highest in traditional drill, followed by an interspersal technique in which the distance between presentations of unknown items was not varied. However, another study showed that while traditional drill was more efficient in words learned per minute, the two methods were comparable in words retained (after 1 week) per minute, and IR yielded significantly more words retained overall (Burns & Sterling-Turner, 2010). In a recent meta-analysis of outcomes generated through IR research, 5 studies examined the efficiency of IR compared to other methods (Burns et al., 2012). A small effect was found in favor of comparison methods (weighted phi of -.22) although the confidence interval included 0; this calls into question whether IR is truly less efficient than other methods.

Theory-Based Causal Mechanisms

In investigations aimed at identifying potential causal mechanisms in IR, the number of OTRs impacted retention more than the ratio of known to unknown items (Burns, 2007b; Szadokierski & Burns, 2008). Szadokierski and Burns (2008) systematically varied OTRs and the percentage of known items in a group design. When OTR was held constant and the percentage of known items was varied, effect sizes were small in favor of a greater percentage of known items ($d = 0.03-0.18$). In comparison, effect sizes were large when the number of OTRs was varied, in favor of more OTRs ($d = 1.60-2.20$). This finding is confirmed by a single subject design study (Burns, 2007b) in
which retention in a high OTR condition consistently exceeded a moderate OTR condition (percent of non-overlapping data = 1.0).

Working memory is a system that both maintains newly acquired information and retrieves stored information so that it can be processed (Becker & Morris, 1999), and its capacity may also serve as a potential causal mechanism of IR. A related concept is acquisition rate, which is the amount of information that a child can process without interference (Burns, 2001). A child’s working memory capacity, or relatedly their acquisition rate, may also impact retention of words during IR. Haegele and Burns (2010) found that retention of words through IR was maximized when the number of words presented per session aligned with the student’s working memory or acquisition rate, as measured through IR. More research on the potential causal mechanisms of IR is needed to understand the role of other aspects of the intervention such as spacing.

This research utilizes theory-based modifications to IR. Theory is critical to both research and practice because it provides a framework for interpreting results and solving practical problems (Tharinger, 2000). It provides insight regarding the reasons certain interventions succeed and the mechanisms underlying their effectiveness (Tharinger, 2000). Hughes (2000) suggests that theory and empirical research are most impactful when they reciprocally influence one another. Burns (2011) identified potential outlets for this reciprocal influence, including identifying causal mechanisms and moderator variables. Burns suggests that identifying causal mechanisms connects interventions to theory but also leads to theory-based modifications of interventions and expansion of existing theories. The theoretical frameworks discussed below show a general lack of application to applied settings and reading intervention specifically. Therefore, empirical
investigation of the application of these theories has potential for improving interventions and expanding the theories themselves.

Future research around IR should continue to investigate the outcomes obtained through IR and how these can be enhanced. Although maintenance has been found to be strong through IR, further improvements may be accomplished by investigating theory-based modifications. Additionally, generalization has not been a focus of flashcard research, including IR research (Burns, 2004a), so explicit programming for generalization presents an opportunity for improvement. Following is a discussion of maintenance and generalization that may inform theory-based modifications to IR.

**Maintenance of Intervention Effects**

Maintenance is defined as correctly performing a response over time without reteaching (Alberto & Troutman, 2003). Maintenance must be a key goal of an intervention if the intervention is to benefit the child over the long term (Ardoin, 2007). However, maintenance is not frequently addressed in intervention research (Burns, 2004a). Theoretical frameworks can suggest attributes of interventions that may lead to enhanced maintenance. The depth of processing framework and related transfer-appropriate processing framework are now discussed.

**Depth of Processing**

The depth of processing framework is a framework for memory research, which at its inception marked a departure from the way memory was conceptualized at the time. At the time, memory was conceptualized as a series of stores, including short- and long-term memory stores (e.g., Atkinson & Shiffrin, 1968). Memory traces were encoded (through an encoding process such as rehearsal) into these memory stores, and traces
were retrieved from the store when they were needed (Atkinson & Shiffrin, 1968). Craik and Lockhart (1972) advocated a departure from this view, suggesting that memory was procedural. In other words, memory was viewed as a byproduct of cognitive processes (e.g., defining or analyzing) carried out on information rather than a byproduct of a specialized encoding process transferring information into a memory store. Recent support for the procedural hypothesis comes from neuroimaging research. Research has shown that distinct brain regions are activated when phonemic orienting cues are used versus when semantic orienting cues are used for processing words, in addition to some overlapping brain regions (perhaps reflecting areas of the brain for processing verbal information; e.g., McDermott et al., 2003). If the brain had dedicated memory stores, activation patterns would be similar whenever encoding of any type of information occurred (Roediger, Gallo, & Geraci, 2002).

In addition to advocating a procedural view of memory, the depth of processing framework also posits that the type of procedure carried out on information will impact its durability as a memory trace, where more meaningful analyses lead to greater durability (Craik & Lockhart, 1972). Although depth of processing is probably best considered as a continuum, Craik and Tulving (1975) identified three levels as part of their initial validation of the model. These levels, from most superficial to deepest, are (1) structural (relating to the physical properties of a stimulus), (2) phonemic (relating to the sound of a stimulus) and (3) semantic or contextual (relating the definition or context of a stimulus; Craik & Tulving, 1975). Structural processing is marked by fragile memory traces as a result of fewer attentional resources and a lack of meaning attributed to the stimulus. Conversely, when one processes information at a semantic or conceptual level,
he or she attends to the information, analyzes it, and creates meaning and associations to that information (Craik & Lockhart, 1972). In a series of studies, Craik and Tulving (1975) validated the depth of processing framework with groups of undergraduates, showing that semantic processing led to superior same-day retention, that this effect was not due to the amount of time or effort spent processing information, and that the pattern of results did not differ when various modifications were introduced (e.g., cued versus noncued recall, incidental versus intentional learning).

Since the proposal of the depth of processing framework, researchers have investigated why deeper levels of processing generally lead to greater retention. Three potential explanations include (1) encoding elaboration, (2) distinctiveness, and (3) semantic processing supporting an episodic “remembering” as opposed to a general “knowing” or “familiarity”. The explanations detailed here may not reflect all potential causal mechanisms previously proposed; however, they reflect potential mechanisms that have been discussed in detail in the literature.

**Encoding elaboration.** Craik and Tulving (1975) found support for encoding elaboration as a causal mechanism in their initial investigation of the depth of processing framework. Craik and Tulving (1975) carried out an experiment in which participants were shown sentence frames of varying complexity and a focal word. They were then asked to answer “yes” if the word made sense in the sentence and “no” if it did not. After 60 trials, they were asked to recall the focal words without cues (free recall), and then asked to recall the focal words using the sentence frames as cues. Focal words for which the participant answered “yes” were remembered more frequently, with an advantage for more complex sentences. Craik and Tulving (1975) hypothesized that depth of processing...
was not enough to explain these results. When the sentence frame allowed the participant to elaborate on what the focal word meant, both through being a complex sentence with more details and by being congruent with the focal word (i.e., a “yes” question), participants remembered the focal word more readily.

Hannon and Craik (2001) used encoding elaboration to explain results of an experiment in which they presented semantically similar, semantically contrasting, and unrelated word pairs, then investigated the likelihood that participants would generate the words when given a different cue and whether participants would recall the rest of the word pair when given one of the original words. They found that similar word pairs led to greatest generation and cued recall, followed by contrasting word pairs, and finally by unrelated. They hypothesized that encoding elaboration was at play given the advantage for similar words. Depth of processing could be used to explain the qualitatively different ways to process information, and encoding elaboration used to describe more extensive processing within a certain depth (Lockhart & Craik, 1978). However, elaboration of encoding may also supplant the depth of processing framework (e.g., Anderson & Reder, 1979). Anderson and Reder (1979) suggest that what has been conceptualized as depth is actually the number and type of elaborations stored; in this case, the varying levels of depth are not needed, only the extent of elaboration must be known.

Distinctiveness. Distinctiveness has also been discussed as a potential mechanism underlying the depth of processing effect. Murdock (1960) defined distinctiveness as the extent to which a stimulus stands out from other stimuli and suggested that distinctiveness is related to later remembering. Distinctiveness is applied to the depth of processing framework because semantic qualities are generally considered to be more
distinctive than other features such as sound and physical features because there is a
greater range of possible meanings than sounds or physical features (Gallo, Meadow,
Johnson, & Foster, 2008; Moscovitch & Craik, 1976). However, researchers have shown
that the depth of processing effect can be eliminated or reduced by reducing
distinctiveness (Gallo et al., 2008; Moscovitch & Craik, 1976).

Words processed at a deep, as opposed to shallow, level show consistently lower
false recognition ($d = 3.09$; Gallo et al., 2008), which may offer support for
distinctiveness as an underlying causal mechanism for depth of processing. Other studies
have manipulated distinctiveness and studied its effect on recall. In one study,
participants were shown words and asked a question that oriented participants toward
phonemic, categorical, or semantic processing (Moscovitch & Craik, 1976). Participants
were given the question again and asked to recall the word. To manipulate distinctiveness,
some words shared the same cue. The authors reported that when cues were shared, recall
decreased across levels, particularly at the semantic level (to the extent that the depth of
processing effect was dampened or eliminated); recall was enhanced when cues were
unique, particularly for the semantic level of processing. Another study found that false
recall was greatest with semantically related foils after semantic processing, as compared
to visually related foils after visual processing (Thapar & McDermott, 2001). Subsequent
research found that false recall increased only when the method of processing (semantic
or phonological) matched the way in which distinctiveness was reduced on the
recognition test (with semantically or phonologically related foils; Chan, McDermott,
Watson, & Gallo, 2005).
Know versus remember. A final potential underlying mechanism discussed here is the propensity for semantic processing to engender remembering, or specific, episodic recollection, while shallower levels of processing are more likely to support knowing or familiarity, which is considered to be a vague recollection in the absence of details (Sheridan & Reingold, 2012; Tulving, 1985; Yonelinas, 2002). Words processed at a deep or semantic level were more likely to be remembered, while words processed at a shallow level were more likely to be recalled (Sheridan & Reingold, 2012; Yonelinas, 2002). Additionally, words that were remembered were more likely to be recalled correctly than known or familiar words (Sheridan & Reingold, 2012). While a compelling explanation for the depth of processing effect, research merging the remember/know or recollection/familiarity paradigms with levels of processing is minimal (Gardiner & Richardson-Klavehn, 2000).

Remaining Questions Regarding the Depth of Processing Framework

Although the depth of processing framework has been researched extensively over the past 40 years, issues and challenges still remain. The following issues are discussed here: circularity, the lack of an independent index of depth, challenges to the memory stores model, and the impact of the recall situation on the depth of processing effect.

Circularity. A common criticism of the depth of processing framework is that it is unfalsifiable and circular (Eysenck, 1978; Lockhart, 2002; Lockhart & Craik, 1978; Lockhart & Craik, 1990). Lockhart (2002) describes the perception that because there is not an independent index of depth, deeper processing is simply defined by the better remembering that results. It is true that better remembering cannot be predicted unless
retrieval conditions are known since better remembering depends somewhat on the retrieval situation (e.g., the match between encoding and retrieval). However, the depth of processing framework is still able to make predictions about the probability of better remembering with the retrieval task known (Lockhart, 2002).

**Lack of an independent index of depth.** The lack of a systematic framework for defining depth is related to other issues with the depth of processing framework, namely its potential circularity. Relatedly, is depth defined qualitatively or quantitatively, and how does this impact how we describe depth? Depth is not synonymous with strength, particularly given the interaction with the retrieval cue, and is therefore not a quantitative construct (Lockhart & Craik, 1978). Moreover, a unidimensional, numerical definition of depth is not likely to be useful (Lockhart & Craik, 1990), and a numerical definition of depth would depend on the observed degree of remembering, which returns to the issue of circularity in defining depth. Depth of processing can and has been independently defined at a basic level: structural, phonemic, and semantic processing is a common, though crude, depth configuration used in the research, and defining depth at a more granular level (i.e., defining depth within the category of semantic processing) would be difficult (Lockhart & Craik, 1990).

**Challenges to the memory stores model.** A common misconception of Craik and Lockhart’s (1972) initial introduction of the depth of processing framework was that it was meant to eliminate the distinction between short- and long-term memory stores (Lockhart & Craik, 1990). In reality, they intended to replace the idea that items are perceived and transferred to structural memory stores through specific encoding processes with the idea that memory is couched within other cognitive processes such as
comprehension (Craik & Lockhart, 1972; Lockhart & Craik, 1990). As evidence of memory processes distinct from perception and encoding, Tulving (2001) presented examples where perception is markedly different than information that is later recalled. For example, some people report memories of events that did not occur, these events were never perceived but still remembered.

**The influence of the recall situation.** In his critique of the depth of processing framework, Eysenck (1978) concluded that more emphasis on retrieval processes was warranted. Research supports the idea that the impact of processing depth is moderated by retrieval conditions (Fisher & Craik, 1977; Jacoby & Dallas, 1981; Morris et al., 1977; Roediger et al., 2001; Stein, 1978), which is reflected in the related transfer-appropriate processing and encoding specificity frameworks; the transfer-appropriate processing framework is discussed below. Generally, both frameworks emphasize the match between the processing orientation and later retrieval cues. The depth of processing framework may be most useful when learning objectives are semantic or conceptual.

**Transfer-Appropriate Processing**

The transfer-appropriate processing framework arose out of questions regarding the inherent meaning of meaningful (deep) versus unmeaningful (shallow) processing within the depth of processing framework (Morris, et al., 1977). Morris and colleagues (1977) proposed that no method of processing is inherently meaningful or not meaningful, rather, the degree to which processing is meaningful depends on learning goals. In their initial investigation, the experimenters oriented participants to process words semantically or phonetically, and they provided both standard and phonetic recognition assessments. To encourage semantic processing, the experimenter read a sentence (e.g.,
“The train has a silver engine.”), and the participant responded “yes” or “no” based on whether the sentence made sense. To encourage phonetic processing, the experimenter read a sentence (e.g., “Train rhymes with rain.”), and the participant responded “yes” or “no” based on whether the sentence was true. During the standard recognition assessment, the experimenter read a list of words, and the participant responded whether each word had been previously studied. During the phonetic recognition assessment, the experimenter read a list of words, and the participant responded whether a rhyming word had been studied.

Morris and colleagues (1977) showed that semantic processing was superior when a standard recognition assessment was used, but when a phonetic recognition task was used, performance improved through phonetic processing. Notably, the advantage of semantic processing with a standard recognition test was greater than the advantage of phonetic processing with a phonetic recognition test. This suggests that there is an overall advantage to semantic processing. Encoding elaboration appears to have played a role as well; answering “no” to a semantic processing prompt led to decreased recognition and possibly lower encoding elaboration. This impact was even greater in phonetic processing.

Other researchers have also found support for the transfer-appropriate processing framework (e.g., Blaxton, 1989; Franks, Bilbrey, Lien, & McNamara, 2000; Martin-Chang & Levy, 2006; Park & Rugg, 2008; Schendan & Kutas, 2007). Blaxton (1989) showed that semantic study yielded better performance on semantic tests, whereas study without context yielded better performance on data-driven tests (such as word fragment completion). Martin-Chang and Levy (2006) taught third grade good and poor readers words both in context and isolation. They tested retention by asking participants to read
words in isolation and found an advantage for words taught in isolation. Unfortunately, the authors did not include a retention test in context, so only partial support for the transfer-appropriate processing framework was established in this study. Park and Rugg (2008) found support for the transfer appropriate processing framework through neuroimaging. Specifically, they found distinct regions were activated for picture versus word processing. Additionally, they found regions of the brain activated only when study and test modalities were congruent.

It is important to note that not all studies have found support for the transfer-appropriate processing framework. For instance, one study found that using two study conditions, studying intact words and solving anagrams, solving anagrams led to better recall regardless of the testing conditions (solving anagrams versus intact words; Mulligan & Lozito, 2006). However, solving anagrams at test also led to greater false alarms (saying that a word had previously been studied when it had not; Mulligan & Lozito, 2006), which may reflect the overall superiority of more effortful processing, such as solving an anagram, for later recognition, or reflect a stronger episodic memory of the act of solving the anagram.

**Effectiveness in Reading Intervention**

The depth of processing and transfer-appropriate processing frameworks are both well researched frameworks which may be leveraged to enhance learning in applied settings. Research on the depth of processing framework has most recently focused on encoding elaboration, the role of distinctiveness of stimuli in the depth of processing effect (even showing that the levels of processing effect can be reduced or eliminated by manipulating distinctiveness; Chan et al., 2005), and the large effect of level of
processing on remembering versus knowing (e.g., Sheridan & Reingold, 2012). Research on the transfer appropriate processing framework has focused on establishing the benefits of congruent learning and testing situations (Blaxton et al., 1989; Park & Rugg, 2008).

Research regarding the application of the depth of processing framework has been largely conducted in laboratory settings with adults and fairly short retention intervals. An important next step is to test these frameworks in applied settings where remembering is a key outcome. To the extent that these investigations involve research in different populations, with different types of information, and over different spans of time, support for these frameworks will be more robust. To that end, the depth of processing and transfer-appropriate processing frameworks will be utilized in the current investigation to potentially enhance maintenance outcomes associated with IR. This use of the depth of processing framework within IR has been supported in previous research (Petersen-Brown & Burns, 2011), but more research is needed to investigate the utility of these frameworks in a school setting. Just as theoretical frameworks may be utilized to enhance maintenance, they may also be used to enhance generalization. Following is a discussion of relevant frameworks for enhancing generalization.

**Generalization and Transfer of Intervention Effects**

In the literature overall, generalization refers to a behavioral construct where transfer refers to a cognitive construct. Both refer to the application of learned content in situations that are different in some way(s) from the situation in which content was learned. Transfer, generalization, and the theories underlying each are reviewed. Outside of this section, the term generalization is used. Edelstein (1989) recommended the term transfer when control is verbally or conceptually mediated. Because word recognition is
typically and optimally applied automatically and without thought (e.g., LaBerge & Samuels, 1974; Stanovich, 1980), generalization is considered a more appropriate term for the current review. Importantly, however, theories of both generalization and transfer contribute to the current investigation and are discussed below.

**Generalization**

Generalization has been defined in various ways by many researchers over time. Skinner (1938, 1953) and Hull (1943) referred to generalization of both stimuli and responses. Generalization may occur when a strengthening of a particular response leads to a strengthening of other similar responses to the same stimuli. Alternatively, generalization may occur when a certain response is controlled by a particular stimulus and other stimuli that are similar. Others (e.g., Alberto & Troutman, 2003; Stokes & Baer, 1977) emphasized setting elements and defined generalization as the application of a behavior under different situations or conditions with less support than in the learning environment. One might consolidate these definitions by saying that generalization is the application of learning in a way that differs from but has properties similar to original learning with regard to setting, stimulus, or the behavior exhibited.

Over the years, researchers have lamented the lack of explicit programming of generalization in research and practice (Burns, 2004a; Kendall, 1989; Lyon & Moats, 1997; Stokes & Baer, 1977). To this end, a variety of frameworks have been presented for enhancing generalization in practice and providing a systematic way to program for generalization in research. The frameworks proposed by Stokes and Baer (1977), Kirby and Bickel (1988), and Stokes and Osnes (1989) are discussed below.
The **Theory**. Stokes and Baer (1977) formulated the initial framework for generalization programming. The “technology of generalization” they defined has nine parts:

1. **train and hope**: most commonly used method, it involves no explicit programming of generalization;
2. **sequential modification**: in this method, the participant is trained and generalization is assessed; if generalization is not present, then the participant is retrained in all nongeneralized settings;
3. **introduce to natural maintaining contingencies**: when natural contingencies are present, the behavior generalizes naturally because reinforcement is present in the environment and supports the behavior;
4. **train sufficient exemplars**: this method involves training exemplars until generalization to the rest of the category occurs;
5. **train loosely**: minimal control is exercised over the stimuli used and responses allowed;
6. **use indiscriminable contingencies**: under this method, reinforcement across generalization settings is unpredictable so that the participant is more likely to demonstrate the behavior across generalization settings in an effort to obtain reinforcement;
7. **program common stimuli**: this method refers to making the training and generalization settings as similar as possible;
mediate generalization: this method is in use when a subject-controlled mediator, such as self-reinforcement or a set of written instructions, is used to enhance generalization; and

train “to generalize”: this method is used by reinforcing generalization, though examples are also presented of training the participant to see the training and generalization stimuli or responses as the same thing, this requires cognitive effort by the participant.

Stokes and Baer’s framework was clearly influential as it was the first attempt to explicitly define a technology of generalization and appears to have influenced the frameworks that followed (Kirby & Bickel, 1988; Stokes & Osnes, 1989). However, neither Stokes and Baer nor any others that followed succeeded in influencing researchers to consistently adopt these frameworks or to consider generalization a goal of researchers.

Kirby and Bickel. Kirby and Bickel (1988) offered a framework that reorganized Stokes and Baer’s (1977) framework with regard to how aspects of training and generalization settings are controlled. Broadly, they defined three tactics for stimulus control: controlling the stimuli that initiate the behavior, treatment of extraneous setting-based stimuli, and controlling reinforcement schedules. The authors presented two ways of controlling stimuli: presenting naturally occurring or not naturally occurring, but supplemental, members of the stimulus class. These methods seem most similar to Stokes and Baer’s (1977) suggestion to program common stimuli, train sufficient exemplars, or to mediate generalization.

To control extraneous stimuli, one could vary these stimuli. This reduces the correlation that these extraneous, noncritical elements have with critical elements and
help ensure that extraneous stimuli will not control responding. This method is most similar to Stokes and Baer’s (1977) strategy of training loosely. One could also control extraneous stimuli by maximizing common extraneous features between the training and generalization environments. This is most similar to Stokes and Baer’s (1977) suggestion to train common stimuli and is also similar to the transfer theory of common elements, described below.

Finally, to control reinforcement schedules, one could alter the reinforcement schedule (from continuous to variable). This is similar to Stokes and Baer’s (1977) suggestion to use indiscriminable contingencies to ensure that participants will increase the desired response across settings because reinforcement is unpredictable. To control reinforcement, one could also arrange for reinforcement to occur in generalization settings. This method is most similar to introducing to natural maintaining contingencies (if the reinforcement in the generalization setting is naturally occurring).

Taken as a whole, Kirby and Bickel’s (1988) framework refers to ways to enhance generalization across stimulus and setting elements; they do not address ways to enhance generalization to similar behaviors. For instance, Kirby and Bickel refer to varying stimulus elements when training loosely, whereas Stokes and Baer refer to variations in both stimulus and the responses that receive reinforcement. Kirby and Bickel also refer to several programming methods as nonmethods: train and hope, introduce to natural maintaining contingencies, and train to generalize. While train and hope truly does not involve any intentional generalization programming, selecting behaviors that will be naturally reinforced surely requires planning and intent. Additionally, training to generalize, while it may refer to simply reinforcing instances of
generalization, may also require instruction in abstract principles that help an individual see a class of examples as “the same thing” – this should surely be considered a method of generalization and is most similar to cognitive views of transfer, described below.

**Stokes and Osnes.** Stokes and Osnes (1989) also redefined and refocused Stokes and Baer’s (1977) original generalization framework. Their framework is a simplified version of Stokes and Baer’s original framework and focuses on three strategy categories: exploit current functional contingencies, train diversely, and incorporate functional mediators.

To exploit current functional contingencies, one could focus on naturally occurring consequences of behavior. Relatedly, one could introduce mechanisms in the environment that lead to reinforcement of generalized behavior (such as mechanisms for recording performance that lead to praise or teaching participants to ask someone how they are doing to initiate reinforcement). Stokes and Osnes also emphasized modification of consequences that may decrease desired behavior or increase undesired behavior, a concept that was not explicitly addressed in Stokes and Baer’s (1977) original framework. Finally, one can reinforce instances of generalization when it occurs, a method that may be especially important if reinforcement does not occur naturally.

To train diversely, one accepts and/or employs a diverse range of stimuli, responses, and settings. One may train multiple related stimuli for which the same behavior is reinforced. Concurrently, one may also teach or at least reinforce multiple similar responses. One may also vary aspects of the setting or other antecedents. Collectively, these methods are reminiscent of Stokes and Baer’s (1977) suggestions to train loosely and train multiple exemplars. Relatedly, one may provide variable
reinforcement, a method that is equivalent to providing indiscriminable contingencies (Stokes & Baer, 1977).

To incorporate functional mediators, one ensures that discriminative stimuli exist in both training and generalization environments. These stimuli may be transported across settings (possibly by the participant himself) or stimuli common to the generalization environment may be incorporated into the training setting. A self-mediated stimulus may include written instructions, a self-management device, or another device that serves as a reminder to demonstrate the desired behavior.

**Challenges for generalization.** One lamentation common to each group of researchers who proposed a generalization framework is the need for increased focus on generalization, and not just as something that becomes a focus late in training (Kirby & Bickel, 1988; Stokes & Baer, 1977; Stokes & Osnes, 1989). Despite the emphasis on defining generalization and proposing frameworks for its enhancement, a “train and hope” approach still dominates 35 years after Stokes and Baer’s (1977) original call to action (when it is a consideration at all). A greater emphasis on generalization is still important after all of these years, especially because many researchers agree that generalization does not happen automatically (e.g., Kendall, 1989; Stokes & Baer, 1977).

**Effectiveness in reading intervention.** Generalization is a key consideration in reading intervention research, particularly when skills (such as letter sounds or word recognition) are not taught in context. In order to fluently read printed words in text, students need to be able to generalize word recognition skills to contextual settings such as books. Thus, students may be taught to recognize words in one setting (e.g., on a
flashcard) but then be required to recognize the same word in a different setting (e.g., in connected text).

The frameworks described above may be employed to improve generalization of taught words. Most generally, training loosely may be an effective way to train participants to generalize words they have learned in a flashcard setting (Stokes & Osnes, 1989). Training loosely would most likely involve varying extraneous stimuli, although different variations on the same word (with different prefixes and suffixes) could also be used (Kirby & Bickel, 1988). Within Stokes and Baer’s (1977) original framework, training multiple exemplars and programming common stimuli are most relevant.

Examples of utilizing generalization frameworks exist in the academic intervention literature, although these examples are few. The multiple exemplar approach for programming generalization has been compared to a repeated reading intervention (Ardoin, Eckert, & Cole, 2008; Ardoin, McCall, Klubnik, 2007; Silber & Martens, 2010). Ardoin and colleagues (2007) compared a multiple exemplars approach in which students read two high content overlap passages twice to a repeated reading intervention in which participants read the same passage four times. In this instance, most students showed greater gains when reading a third high content overlap passages with repeated reading than the multiple exemplars approach. Subsequent research found that a multiple exemplars approach in which students read three different passages with the same words in a different order led to greater fluency on medium word overlap passages (Ardoin et al., 2008), and repeatedly reading a subset of sentences that sampled the range of stimulus and response variations showed greater gains on generalization passages than simply repeatedly reading a passage and required less time to complete (Silber & Martens, 2010).
This line of research is one example of explicitly programming for generalization using the generalization framework proposed by Stokes and Baer (1977).

Daly and colleagues (2005) used the common stimuli (Stokes & Baer, 1977) method of generalization programming by implementing a repeated reading intervention and found enhanced reading fluency to high content overlap passages that were also an instructional match for the student as compared to no practice or passages that were not an instructional match for the student. Relatedly, an investigation of word recognition programmed common stimuli by introducing word families (Mesmer et al., 2010). The common stimuli procedure produced an improvement in performance on trained words and a slight improvement in generalization to nontrained words.

The studies reviewed here do not represent a comprehensive view of the literature explicitly programming generalization using the frameworks presented above. However, they are a sampling of the application of generalization frameworks to reading interventions, using the methods utilized in the current study. Overall, findings suggest that there are performance benefits when generalization is explicitly programmed.

Transfer

Theory. Transfer, or the impact that knowledge from one situation has on learning or performance in a different situation (Mayer & Whitrock, 1996), has been actively debated over the past century. Thorndike and Woodworth (1901a, 1901b, & 1901c) investigated whether improvement in one mental function generates improvement in another mental function. They concluded that in general, improvements in one mental function don’t necessarily transfer to another function. In fact, they suggested that it might even be the opposite in some cases. Thorndike and Woodward also defined a
theory of transfer, the common elements theory (also called identical elements theory). At that time, they defined element rather loosely: in general, this meant that the more attributes a situation shared with a transfer setting, the more transfer will be observed (whether it is desired or not). Over the past century, researchers have defined the common elements theory more precisely, and it has been called the “sole viable theory of transfer” (Butterfield & Nelson, 1989, p. 6).

In defining elements, a variety of viewpoints have been expressed (Butterfield & Nelson, 1989). Elements have been defined behaviorally, as stimuli and responses. In this case, when stimuli are similar and desired responses are also similar, positive transfer is likely. When stimuli are similar but desired responses are dissimilar, negative (or undesired) transfer is likely. Finally, when stimuli are dissimilar but desired responses are similar, no transfer is likely. Elements have also been defined through an information processing lens, where elements are defined as representations, knowledge, and strategies. In general, the way an individual represents a problem impacts whether he or she sees a potential benefit of transfer and whether he or she will transfer previously learned knowledge and strategies to the current problem. This ties in with the concept of encoding specificity (and, relatedly, transfer appropriate processing), or that retrieval is influenced in part by the encoding operations conducted on the original stimuli (Tulving & Thomson, 1973).

Similar to defining elements, explaining how transfer actually happens can be framed differently through different theoretical lenses (Butterfield & Nelson, 1989). Thorndike and Woodworth’s (1901a) original definition of transfer did not hypothesize a mechanism. The behaviorist view emphasizes the strength of the stimulus-response
relationship facilitating transfer. From a cognitive view, a variety of cognitive processes impact transfer, including how information is encoded as well as the match between the current problem and existing mental models.

In defining transfer, researchers have also defined two types of transfer: low-road and high-road transfer (Perkins & Salomon, 1989). Low-road transfer occurs automatically and is encouraged by varied practice in a variety of contexts. High-road transfer is more intentional and is encouraged by making concepts more general and abstract and imposing categories.

**Effectiveness in reading intervention.** The literature appears to lack empirical research examining the application of the theory of common elements to applied educational settings or to reading intervention more specifically. However, Butterfield and Nelson (1989) suggested potential education implications of the theory of common elements. They suggested an emphasis on common critical elements when initially teaching a concept, then gradually building in variability of noncritical stimuli. They also encouraged instruction on all critical elements to ensure a complete and accurate mental model of a concept so that positive transfer is more likely. Butterfield and Nelson’s (1989) suggestions apply to the transfer of word recognition to a variety of contexts because students must learn the critical elements of the stimuli (e.g., the letters that make up a word). After learning these elements, students may begin to be exposed to noncritical elements, such as prefixes, suffixes, and a variety of contexts, but these should be varied so that correlation with critical elements does not cause a lack of transfer.

**Role of Cognitive Attributes in Maintenance and Generalization**

While the design of an intervention certainly plays a role in intervention outcomes,
within-student factors may also play a role in outcomes such as maintenance and generalization. Working memory is one such factor that may play a role. Working memory has been defined as a system that both maintains newly acquired information and retrieves stored information so that it can be processed (Becker & Morris, 1999). Deficits in working memory are commonly identified among students with learning disabilities and reading difficulties in general (Gathercole et al., 2006; Siegel & Ryan, 1989; Swanson, 1994; Swanson et al., 1996; Wagner et al., 1997). Relatedly, a lack of response to intervention is another hallmark feature of learning disabilities and reading difficulties. The evidence highlighted below suggests that there is a potential relationship between working memory and the maintenance and generalization of intervention effects.

Miller’s (1956) discussion the limited capacity of working memory is now widely accepted, that the amount of information that we are able to process and later remember is limited. The capacity of working memory is shown to be related to reading skills such as reading comprehension and reading fluency (Dixon et al., 1988; Gathercole et al., 2006; Siegel & Ryan, 1989; Swanson, 1994; Swanson et al., 1996; Swanson & Howell, 2001; Wagner et al., 1997). The relationship of working memory to reading skill is another reason that it may be an important factor in the maintenance and generalization of intervention effects.

**Phonological Loop**

Within Baddeley and Hitch’s (1974) model of working memory, the phonological loop is the store responsible for processing verbal information. Working memory for verbal information has been directly linked to the development of reading skills. Researchers have shown, for example, that word span in kindergarten is significantly and
moderately related to reading skill in first grade (Mann, 1984; Mann & Liberman, 1984). Other researchers have found a moderate relationship between verbal working memory (in addition to visual working memory) and word recognition (Swanson & Howell, 2001). Wagner and Torgeson (1987) suggested that the efficiency of coding verbal information in working memory is the origin of memory span differences between good and poor readers.

**Role of Skill Levels in Intervention Outcomes**

While intervention design plays a key role in intervention outcomes including maintenance and generalization, factors within student, including working memory (above) and skill level, are likely to influence intervention outcomes as well. For example, research has shown that students learning material that is correctly matched for difficulty show higher rates of learning (Burns, 2002; Burns, 2007a; Gickling & Armstrong, 1978; Shapiro, 1992). This has led to the designation of an instructional level for connected text reading (Gickling & Armstrong, 1978) and drill tasks (e.g., Burns, 2004a; Gickling & Thompson, 1985).

While material that is the correct difficulty level may impact intervention outcomes, proficiency in related skills may also impact intervention outcomes. For instance, LaBerge and Samuels (1974) suggested that accuracy and automaticity in more basic skills allow students to access cognitive resources to apply to higher-level skills. LaBerge and Samuels (1974) applied this concept in detail to the facilitation of reading comprehension. However, this concept can also be applied to other reading skills because proficiency in decoding skills may facilitate word recognition (Samuels, 1988) and success in word recognition interventions (Aaron et al., 1999). Decoding and sight word
reading are related and decoding skill likely facilitates successful sight word instruction (Aaron et al., 1999). Additionally, phonics interventions have facilitated word recognition (Joseph, 2002) and reading fluency when combined with repeated practice (Devault & Joseph, 2004). Therefore, the success of an intervention (such as a flashcard intervention) meant to enhance word recognition may depend partially on a student’s level of decoding skill.

Conclusion

A substantial proportion of students read at a below basic level (NCES, 2011), and reading difficulties that begin in school often carry over into adulthood and have an impact on one’s life outcomes (Kutner et al., 2007). Basic literacy skills must be developed at an early age to prevent difficulties later in life (e.g., Stanovich, 1986). Reading fluency is one critical basic reading skill; reading fluency itself depends on other basic skills including automatic word recognition (e.g., LaBerge & Samuels, 1974). While other basic reading skills are certainly critical intervention targets, word recognition is an important basic reading skill that will be targeted in this research.

IR is a flashcard technique (Tucker, 1989) and is the intervention used in the current study. Using a large number of OTRs as well as a high proportion of known items, IR has shown favorable outcomes for a large number of outcomes, including letter sounds (Volpe et al., 2011), math facts (e.g., Burns, 2004b), word recognition (Burns & Boice, 2009; Nist & Joseph, 2008), and reading fluency (Burns, 2002, 2007b). While a strong research base supports the use of IR, this study aimed to enhance outcomes obtained through IR by integrating theories of maintenance and generalization.
The body of research integrating theory into existing interventions is minimal, nonexistent in some cases. Moreover, many theories have limited or no research supporting its application in any applied setting, let alone in schools among children. This presents an opportunity to improve practice in addition to improving empirical support for theoretical constructs. Although many theories exist which may influence maintenance and generalization, this study focuses on three: the depth of processing framework for enhancing maintenance and Stokes and Baer’s generalization framework and the theory of common elements for enhancing generalization. Each of these theories has a rich history in the literature, although their application to applied settings varies considerably.

The depth of processing framework is a procedural view of memory; in other words, it suggests that memory is a byproduct of the cognitive processes performed on a given piece of information (Craik & Lockhart, 1972). The particular cognitive process carried out influences the durability of a memory trace; more meaningful analyses will lead to greater durability (Craik & Lockhart, 2002). This study will accomplish a more meaningful analysis of the words taught through IR by integrating semantic information when teaching words. The transfer appropriate processing framework has brought about questions as to whether any type of processing is inherently meaningful (Morris et al., 1977). However, when traditional recognition or recognition within a meaningful context is desired, semantic processing is likely to create a meaningful and durable memory (Morris et al., 1977). The depth of processing is one framework that has not been researched in applied settings; in fact, a recent investigation by the author (Petersen-
Brown & Burns, 2011) marks an initial attempt to investigate the depth of processing framework within a school setting.

Stokes and Baer’s (1977) generalization framework for generalization was an attempt to define a technology of generalization to bring together the variety of ways in which generalization had been previously programmed. This initial theoretical definition was accompanied by a lamentation that the majority of investigations do not program generalization intentionally, but instead use a “train and hope” approach. Kirby and Bickel (1988) and Stokes and Osnes (1989) have reorganized Stokes and Baer’s framework, but the original remains the dominant framework used to date. Stokes and Baer’s framework has been applied in research, but its explicit application to reading intervention research is primarily found in its application to the repeated reading intervention (e.g., Ardoin et al., 2007, 2008). In the current investigation, two methods, programming common stimuli and training multiple exemplars, are utilized to program generalization.

A separate theoretical construct from the cognitive literature was considered and suggested similar modifications to IR: the theory of common elements (Thorndike & Woodworth, 1901a, 1901b, 1901c). The theory of common elements is the oldest of the three theories utilized in this study, first suggested by Thorndike and Woodworth in 1901. Generally, the theory of common elements implies that transfer of learning from one situation to another is more likely if the individual perceives critical commonalities between a concept and the problem with which he or she is currently faced (Butterfield & Nelson, 1989). In this study, the theory of common elements is used to increase the common elements between training and the generalization setting.
While intervention design is undoubtedly an important consideration, individual characteristics, both cognitive and skill-based, likely play a role in intervention outcomes. The current study will examine one cognitive attribute, working memory, and one skill-based attribute, decoding skill. Working memory deficits are consistently identified among students with reading difficulties (e.g., Gathercole et al., 2006), and it is a key consideration in IR given the amount of information presented in a typical IR session. Decoding skills may facilitate word recognition (Samuels, 1988), and potentially success in word recognition interventions.

The purpose of the current study as outlined in the previous chapter is to investigate the effect of integrating theory with IR on intervention outcomes (specifically, integration of the depth of processing framework for enhancing maintenance and word knowledge and the integration of Stokes and Baer’s generalization framework and the theory of common elements for enhancing generalization). This study also investigates efficiency of the modified versions of IR as well as the role of auditory working memory and decoding skill on intervention outcomes. To review, the current study will investigate whether adding components to IR impacts the efficiency of the intervention. In sum, the following research questions will be examined:

1. What is the effect of adding additional components to IR – a vocabulary component or contextual reading practice – on the maintenance and generalization of target words?

2. What is the relative efficiency of the following IR variations in words learned per minute: IR, IR with vocabulary, and IR with contextual reading practice?
3. To what extent does decoding ability moderate the impact of IR with vocabulary or contextual reading practice on maintenance and generalization?

4. To what extent does working memory capacity moderate the impact of IR with vocabulary or contextual reading practice on maintenance and generalization?

5. To what extent does knowledge of word meaning change from before teaching to 1 and 2 weeks after teaching across IR variations?
 CHAPTER 3: METHOD

Participants and Setting

Assuming a moderate effect size \(f = .25\), a moderate correlation among repeated measures \(r = .50\), and 3 repeated measures, a total sample size of 28 was required to achieve power of .80. A total sample of 40 was desired to account for possible attrition. Forty-one second and third grade students participated in the current study. Thus, all 41 students participated through the entire study and no attrition was observed (although 1-week maintenance and generalization data was inadvertently not collected for one student for the IR-V condition and a different student for the IR-C condition). Students were selected with a clustered approach in which participants were recruited from four second-grade and three third-grade classrooms from one elementary school. Teachers distributed consent forms to students and their parents and collected signed consent forms. Potential student participants were also grouped according to their reading achievement quartile based on the Fall administration of the Measures of Academic Progress (MAP; Northwest Evaluation Association, 2011). The first 10 to 11 students from each quartile that returned their signed informed consent form were included in the study so that each quartile was equally represented. As consent forms were returned, teachers referred to a data management system and indicated each student’s MAP quartile to the investigator. The investigator included the first 10 to 11 students to return consent forms in each MAP quartile. English language learners were excluded, but students receiving special education services were included.

A total of 10 participants from the first quartile of the Fall MAP administration, 10 from the second quartile, 11 from the third quartile, and 10 from the fourth quartile were included in the study for a total of 41. Thirty-two participants (78.0%) were in
second grade and 9 (22.0%) participants were in third grade. Moreover, 26 (63.4%) females and 15 (36.6%) males participated, and 30 participants (73.2%) were Caucasian, 5 (12.2%) were African American, 5 (12.2%) were Asian, and 1 (2.4%) was Hispanic. Although the selected participants included more Caucasian participants than would be expected based on the school’s population, these differences were not significant ($\chi^2[3] = 3.19, p = .36$).

The students were recruited from a suburban elementary and middle school in the Upper Midwest. The school had approximately 600 students in kindergarten through eighth grade; 38.5% received free or reduced lunch, 58.2% were Caucasian, 15.2% Asian, 20.5% African American, 5.2% Hispanic, and 0.9% from other ethnicities.

Six interventionists conducted intervention and assessment sessions. Five interventionists were graduate students in educational psychology at a local university. Each of these interventionists had prior experience delivering interventions to students in schools and implementing IR. One interventionist was an advanced undergraduate studying psychology at a local university who did not have prior experience delivering interventions to students or delivering IR.

Of the five graduate students, two interventionists were in the fourth year of a doctoral program in educational psychology; each of these interventionists had approximately four years of experience delivering interventionists to students in schools. One interventionist was in the second year of the educational psychology doctoral program and had approximately two years of experience delivering interventions to students in schools. One interventionist was in the first year of the same doctoral program and had one year of experience as a special education teacher and one year of experience
delivering interventions to students in schools. One interventionist was in the first year of an educational specialist program in educational psychology and had approximately one year of experience delivering interventions to students in schools.

Each interventionist was trained in the specific procedures of the current study (see training description below). Additionally, each interventionist delivered approximately the same number of intervention sessions across IR variants to control for teacher effects.

**Independent Variables**

Each participant participated in three variants of IR in three weekly sessions. The variants included IR, IR with vocabulary (IR-V), and IR with contextual reading practice (IR-C). Each IR variant used eight known words, and interventionists taught seven unknown words in each of the three IR sessions.

**IR.** The interventionist began by placing one unknown word in front of the eight known words. The interventionist presented the unknown word by saying, “This word is _____. What word is this?” When the participant replied by saying the word correctly, the interventionist replied, “Good. Can you use it in a sentence?” The participant then provided a sentence that included the unknown word (used semantically or syntactically correctly or incorrectly). Then, the participant read the unknown word and the first known word in the stack of flashcards. Next, the participant read the unknown word and the first two known words, followed by the unknown word and the first three known words. This procedure continued in this way until the participant read the unknown word and all eight known words. The last known word was then dropped from the stack, and the second unknown word was added to the top of the stack. The interventionist
presented the newly added unknown word, and the procedure was repeated. Seven unknown words were taught to each participant. If the participant made an error in reading a word at any time during the procedure, the interventionist corrected the participant by saying, “This word is ____. What word is this?” When the participant said the word correctly, the participant said, “Good,” and continued with the procedure.

**IR-V.** Interventionists conducted the IR-V procedure as described above under the “IR” heading with the following modifications. The interventionist presented each unknown word by saying, “This word is ____. _____ means ____. What is this word, and what does it mean?” The author supplied the definitions written on the back of each flashcard. When the participant correctly identified the unknown word and supplied its meaning, the interventionist said, “Good. Can you use it in a sentence?” If the unknown word was used in a sentence but in a syntactically or semantically incorrect way or if the participant could not provide a sentence, the interventionist provided the sentence written on the back of the flashcard. Whenever the participant saw the unknown word, he or she read the word and repeated the definition. If the participant made an error in reading the unknown word or in providing the definition, the interventionist corrected the participant by saying, “This word is ____. _____ means ____. What is this word, and what does it mean?” After a word was taught and was no longer at the front of the stack, the interventionist did not ask the participant to supply the definition of the word any longer, and the correction procedure did not include presentation of the word meaning. Therefore, for each unknown word, the participant repeated the definition a minimum of eight times.

**IR-C.** Interventionists conducted the IR-C procedure as described above under the “IR” heading, with the following modifications. The author wrote the target word on
the front of each card, along with three sentences with a single clause containing the target word. Using “similar” as an example, the interventionist presented the unknown word by saying, “This word is ‘similar.’ What is this word?” When the participant replied by saying the word correctly, the interventionist replied, “Good. Now read ‘similar’ in the sentences on the card.” Whenever the participant saw the unknown word at the front of the stack, he or she read the word and one of the three sentences on the card. After a word was taught and was no longer at the front of the stack, the interventionist did not ask the participant to read the sentences any longer. Therefore, for each unknown word, the participant read the word in context 10 times (three times when initially introduced and one time each in the remaining seven exposures).

Measures

**Dependent variables.** Dependent variables included maintenance and generalization of taught words at one and two weeks, efficiency in words learned per minute, and knowledge of word meanings.

**Maintenance of taught words.** Interventionists measured maintenance of taught words by showing participants the words they learned both 1 and 2 weeks prior on the same flashcards used during teaching. For words used in the IR-C condition, interventionists covered the sentences to avoid giving clues. If the participant was able to read the word correctly within 2s, the word was maintained. The word was not maintained if the participant required more than 2s to read the word correctly, said the word incorrectly, or did not say the word. The data for this variable consisted of the number of words maintained after 1 and 2 weeks.
Generalization of taught words. Interventionists measured generalization of taught words by showing participants the words they learned both 1 and 2 weeks prior within sentences (sentences were different from those used in the IR-C condition), a method used in previous research to measure generalization (Nist & Joseph, 2008). If the participant read the target word correctly within 2s, it was generalized. If the participant required more than 2s to read the word correctly, read the word incorrectly, or did not read the word, it was not generalized. The data for this variable consisted of the number of words generalized after 1 and 2 weeks.

Efficiency. Efficiency in each condition was measured in terms of words maintained at 1 week by total session time. During each IR session, the interventionist began timing the session as he or she presented the first unknown word and stopped timing the session immediately after completing the IR procedure. Efficiency was calculated by dividing the total words maintained at 1 week by the total number of minutes to deliver the session, which resulted in words maintained per minute.

Knowledge of word meanings. Interventionists recorded knowledge of word meanings prior to the first session. Additionally, at both 1 and 2 weeks after learning a set of unknown words, interventionists asked participants, “What does this word mean?” as interventionists were conducting the maintenance assessment. Interventionists recorded the participants’ responses verbatim, and if participants defined a homonym, interventionists asked, “What else could this word mean?”

There were five levels of word knowledge defined based on frameworks suggested by Durso and Shore (1991). Unknown words received a score of 0 and were rated as such if they were either defined incorrectly or not defined (i.e., participant said,
“I don’t know”). Partially known words received a score of 1 and were rated as such if the response reflected only the correct part of speech but did not reflect any critical misunderstandings (i.e., using “museum” as an example, the participant might have said, “It’s an interesting thing,” which reflects that it is a noun without reflecting critical misunderstandings). There were three levels of known words, (a) known with context, (b) known but lacking key details, and (c) known with a definition. Known words defined in context received a score of 2 and were rated as such when the participant stated an example or used the word in a meaningful sentence that reflected more detail than just the part of speech (i.e., using “museum” as an example, the participant might have said, “I go to the museum,” which reflects that it is not simply a noun but a place as well; the participant could have also said, “an art museum,” which is an example). Known words whose definitions lacked key details received a score of 3 and were rated as such when the participant gave a definition that lacked a key feature and was either very vague or included only ancillary features (i.e., using “museum” as an example, the participant might have said, “a place where you see stuff,” which is vague and lacking a statement of what one might see at a museum). Known words were defined independent of a context with key features included, meaning that participants provided a correct definition beyond using it in a sentence or stating an example (i.e., using museum as an example, the participant might have said, “a place with lots of artwork”); these definitions received a score of 4. The data were the number of words receiving a given rating within a certain condition, across participants, at three separate time points (prior to teaching, 1 week after teaching, and 2 weeks after teaching).
Potential moderators. Based on the possibility that working memory and decoding skills may impact maintenance and generalization of unknown words, the following measures were administered and investigated as potential moderators in the study.

Working memory subtest. Interventionists administered the Auditory Working Memory (AWM) subtest of the Woodcock-Johnson III Tests of Cognitive Abilities (WJ III – COG; Woodcock, McGrew, & Mather, 2001) as a measure of auditory working memory. Only interventionists who had been trained in the administration and interpretation of the WJ III-COG battery administered this assessment and collected interobserver agreement (IOA) information. In the AWM subtest, participants hear a sequence of common nouns and numbers (e.g., bread 9 tub 1 5). The administrator instructs them to say the words first in the order they heard them followed by the numbers in the order they heard them (e.g., bread tub 9 1 5). Median internal consistency reliability of the auditory working memory is .87 overall, and internal consistency is .90, .90, and .89 for seven-, eight-, and nine-year-olds, respectively (McGrew & Woodcock, 2001). The data consisted of the standard score ($M = 100$, $SD = 15$) based on grade level.

Decoding subtest. Investigators administered the Word Attack (WA) subtest of the Woodcock-Johnson III Tests of Achievement (WJ III – ACH; Woodcock et al., 2001) as a measure of decoding skill. Once again, only interventionists who had been trained in the administration and interpretation of the WJ III – ACH battery administered this assessment and collected IOA information. In the WA subtest, participants read a series of nonsense words with a variety of phonetic features. Median internal consistency
reliability is .87 overall, and internal consistency is .92, .92, and .89 for seven-, eight-, and nine-year olds, respectively (McGrew & Woodcock, 2001). The data were the standard score ($M = 100, SD = 15$) based on grade level.

**Procedure**

**Training interventionists.** Prior to the beginning of the study, the primary investigator conducted a 90-minute training session with the data collectors in which she reviewed the procedures for IR, the IR variants used in the current study, and other study procedures (e.g., assessing maintenance and generalization and timing sessions). Data collectors were blind to the hypotheses or theoretical bases for IR variants, and were told that different variations on IR were being investigated. The training period included opportunities for data collectors to practice implementing IR procedures. Following the training session, the data collectors implemented each IR variant while the primary investigator observed and feedback provided as needed until each data collector correctly implemented 100% of steps listed on the fidelity checklists (described below).

**Locating words.** The primary investigator selected 25 words as potential known words and 180 different words of varying difficulty as potential unknown words. The investigator selected all words from the 1,000 most common English words and elementary content words in math, social studies, geography, and science (Fry & Kress, 2006). These lists contain words that participants are likely to encounter when reading a book or content area materials, and they are therefore considered to be high utility.

A total of 25 potential known words were randomly selected from the first 100 words in the common word list (Fry & Kress, 2006) because they are the most common words used in written material. Thus, it was assumed that a majority of second and third
graders would be able to recognize these words quickly and easily. Only 8 known words were needed to conduct intervention sessions, but the investigator chose additional words (25 total, up to 17 more words than needed) to ensure all participants would know at least 8 words.

The investigator randomly selected the 180 potentially unknown words from the 501st word through the 1,000th word, and from the elementary content area lists. First, 20 words from each set of 100 words from the 501st to the 1000th in the common word list were randomly selected. In addition, 20 words each from the Elementary Geography, Elementary Math, Elementary Science, and Elementary Social Studies word lists were randomly selected as potential unknown words. Words were included if they could be succinctly defined, generally in under 10 words. After selecting the unknown words, they were piloted with a high-achieving third grade student; the student knew all but 4 of the 180 potentially unknown words. Based on this, 24 randomly selected words from the Intermediate Geography, Intermediate Math, Intermediate Science, and Intermediate Social Studies word lists were added to ensure that interventionists would be able to identify enough unknown words for high-achieving participants.

Word length has previously been connected to decoding difficulty, particularly for struggling readers (Manis, 1985). Additionally, measures of word length are often associated with word difficulty in readability indices, measured either by the number of letters (Coleman & Liau, 1975; Smith & Senter, 1967;) or syllables (Fry, 1968; Gunning, 1952; Kincaid, Fishburne, Rogers, & Chissom, 1975). The list of words selected for the current study had a mean word length of 6.80 letters (range = 3-13) and a mean syllable length of 2.27 (range = 1-5). Because correlation between number of letters and syllables...
was quite high ($r = .87$), the number of letters was used as a measure of difficulty due to the greater variation. Words for the current study were sorted into the following 6 groups: 3- and 4-letter words (e.g., son, meet), 5-letter words (e.g., equal), 6-letter words (e.g., voyage), 7-letter words (e.g., polygon), 8-letter words (e.g., boundary), and 9- to 13-letter words (e.g., tradition, evaporation).

**Materials.** The investigator created three sets of flashcards using the 204 potential unknown words. For the IR condition, the investigator typed unknown words on 3 X 5 cards using 40-point, sans-serif font. For the IR-V condition, the investigator typed unknown words on 3 X 5 cards using 40-point, sans-serif font. On the back of each unknown word card for the IR-V condition, the primary investigator typed a short definition of the word as well as a sentence including the target word for use in teaching. Definitions were short dictionary definitions or synonyms that were 10 words or fewer in length. Sentences were also written on the back of each card to account for the possibility that the participant may be unable to create a sentence correctly using the word. Sentences were written to imply the word’s definition, for example, “When the movie commences, it is time to be quiet.”

For the IR-C condition, the investigator typed unknown words on 4 X 6 cards using 40-point, sans-serif font. The investigator typed three short sentences containing the target word below the word using 24-point, sans-serif font. Including multiple sentences with the target word is an example of training multiple exemplars from Stokes and Baer’s (1977) framework. A previous investigation showed that three exemplars was effective in facilitating generalization and was not significantly less effective than five exemplars (Hupp, 1986). Additionally, recent research that used multiple exemplars to
enhance generalization used three exemplars and was successful in increasing generalization (Ardoin et al., 2008). It is also an example of programming common stimuli or common elements, because seeing the word in context is an element or stimuli common to the teaching and generalization settings. The investigator did not write definitions and sentences on the back of the cards used for the IR-C condition.

**Determining session order.** Session order and words to be taught during each session were randomly determined. Word list forms were used with the condition order at the top and space for 21 unknown words and participant-provided definitions below. Condition order was randomly selected on each of the 41 forms. Next to each unknown word space, the investigator randomly selected the condition in which each word would be taught so that there were seven randomly selected unknown words for each condition.

**First session.** Prior to beginning the first session, the student assent form was read to each student and each verbally provided assent and signed the form. Next, interventionists completed the WA subtest. Third, interventionists selected unknown words; this began by asking the participant to read words beginning with the list of six-letter words. Words were identified as unknown each time a participant read a word incorrectly or took longer than 3s to read the word. If the participant read six words in a row correctly, the interventionist progressed to the next list of longer words. If the participant read six words in a row incorrectly, the intervention progressed to the next list of shorter words. This process continued until the interventionist identified 21 unknown words. Next, the interventionist read each word to the participant and asked him or her, “What does this word mean?” If the participant defined a homonym of the word, the interventionist asked, “What else could the word mean?” Next, the interventionist located
the IR variant to be used in the first session at the top of the form and located the flashcards that were randomly assigned to that condition. Finally, the interventionist conducted the IR variant randomly selected to occur during the first session.

**Second session.** During the second session, the interventionist presented the participant with a set of seven sentences; each sentence included one of the seven words taught the previous week. The participant read the sentences. If participants experienced any hesitation reading any non-target words, the interventionist supplied the word. If participants had trouble reading the target word, they were asked to try their best and then move to the next word. Next, the interventionist presented the flashcards used the previous week and asked the participant to read the word as a measure of maintenance. After showing each flashcard, the interventionist asked, “What does this word mean?” If the participant defined a homonym of the word, the interventionist asked, “What else could the word mean?” Next, the interventionist conducted the condition that was randomly selected to occur during the second session.

**Third session.** During the third session, the interventionist first administered the AWM subtest. Then, the interventionist presented the participant with a set of 14 sentences; each sentence included one of the seven words taught the first week or one of the seven words taught the second week. The participant read the sentences and the interventionist proceeded as described above in the Measures section. Next, the interventionist presented the 14 flashcards taught during the first and second sessions and asked the participant to read the word as a measure of maintenance. After showing each flashcard, the interventionist asked, “What does this word mean?” If the participant defined a homonym of the word, the interventionist asked, “What else could the word
mean?” Next, the interventionist conducted the condition that was randomly selected to occur during the third session.

**Fourth session.** During the fourth session, the interventionist presented the participant with a set of 14 sentences; each sentence included one of the seven words taught the second week or one of the seven words taught the third week. The participant read the sentences and the interventionist proceeded as described above in the Measures section. Next, the interventionist presented the 14 flashcards taught during the second and third sessions and asked the participant to read the word as a measure of maintenance. After showing each flashcard, the interventionist asked, “What does this word mean?” If the participant defined a homonym of the word, the interventionist asked, “What else could the word mean?”

**Fifth session.** During the fifth session, the interventionist presented the participant with a set of seven sentences; each sentence included one of the seven words taught the third week. The participant read the sentences and the interventionist proceeded as described above in the Measures section. Next, the interventionist presented the seven flashcards taught during the third session and asked the participant to read the word as a measure of maintenance. After showing each flashcard, the interventionist asked, “What does this word mean?” If the participant defined a homonym of the word, the interventionist asked, “What else could the word mean?”

**Research Design**

The study used a within-subjects group design. There were three repeated measures in this study, corresponding to the three IR variants used in the current study. Dependent variables included maintenance and generalization of taught words. Each
participant participated in each IR variant in a randomly selected order; these were the independent variables. In addition, two potential moderators (decoding skills and auditory working memory) were identified and measured for each participant as described above.

**Implementation Fidelity and Interobserver Agreement**

Information on implementation fidelity was collected during 26.8% of sessions across conditions, or 11 out of 41 sessions for each IR variant. Between 21.1% and 50.0% of sessions were observed for each interventionist. A 17-item checklist was used that detailed both general IR procedures (e.g., last known word is removed when a new unknown word is added) and procedures specific to the current study (e.g., asking the participant to read the word in a sentence during IR-C, starting a timer once the interventionist started teaching the first word). Observers included interventionists and one other student in the same educational psychology doctoral program who was trained on the study’s procedures. Mean implementation fidelity was 99.2% (range = 94.1% to 100%). The only step interventionists missed during observed sessions was starting a timer when the interventionist began teaching the first word.

IOA was collected on maintenance and generalization at one and two weeks and on AWM and WA subtests. Overall, observers collected IOA on 28.9% of maintenance and generalization sessions, 30.1% of one-week maintenance and generalization sessions and 27.6% of two-week maintenance and generalization sessions. Average IOA was 97.5% (range = 71.4% to 100%) across all maintenance and generalization sessions; IOA for maintenance (98.7%) was slightly higher than IOA for generalization (96.3%). When reasons for disagreements were cited, it was based on whether the participant said the word correctly within 2s and slight variations in pronunciation.
Observers trained in the administration and interpretation of the WJ III-COG subtest collected IOA on 24.3% of AWM subtests. Average agreement was 96.6% (range = 79.2% to 100%). Observers trained in the administration and interpretation of the WJ-ACH collected IOA on 26.8% of WA subtests. Average agreement was 95.0% (range = 87.5% to 100%).

Interrater reliability was also collected on 25% of the word definitions. The primary investigator trained a second rater, who conducted intervention sessions in the study, on the definition rating scheme. The primary investigator and the second rater established reliability by first going through ratings together; then they rated a set of definitions independently and discussing the respective ratings. The primary investigator then randomly selected 25% of the word definitions from each of the three time points (pretest, 1 week, and 2 weeks) for interrater reliability purposes. The primary investigator calculated a kappa coefficient to account for chance agreement, \( k = .72 \). Values between .60 and .80 are considered good (Landis & Koch, 1977).

**Data Analyses**

To answer the first research question regarding the effect of adding contextual reading practice or vocabulary on maintenance and generalization, the primary investigator used a one-way repeated measures analysis of variance (ANOVA), with three repeated measures (one for each condition) and one group. Planned analyses were used to identify significant differences between conditions.

The second research question, which addressed efficiency of the three different IR variations, was answered by calculating efficiency as described above to compute a words-maintained-per-instructional-minute score. Significant differences in efficiency
were examined with a one-way repeated measures ANOVA. Finally, a planned analysis was conducted to identify significant differences in efficiency between conditions.

A one-way ANOVA was used to answer the third research question regarding decoding skill as a moderator of intervention effects. First, WA standard scores were categorized as low (standard score 99 and under), moderate (standard score between 100 and 114), and high (standard score 115 and higher). The difference between words maintained and generalized between IR-V and IR and IR-C and IR was calculated for each participant. A one-way ANOVA was used to determine whether overall differences between conditions were significantly different based on the level of decoding skill.

A one-way ANOVA was used to answer the fourth research question regarding auditory working memory capacity as a moderator of intervention effects. First, AWM standard scores were categorized as low (standard score 99 and under), moderate (standard score between 100 and 114), and high (standard score 115 and higher). The difference between words maintained and generalized between IR-V and IR and IR-C and IR was calculated for each participant. A one-way ANOVA was used to determine whether overall differences between conditions were significantly different based on the capacity of auditory working memory.

Data for the fifth research question, regarding increases in word knowledge across IR variants, were analyzed using chi-squared analyses. Word knowledge was rated into five categories, with 0 indicating an unknown word and 4 indicating the provision of a correct definition of the word, as discussed above. The number of definitions rated 0, 1, 2, 3, and 4 were tabulated prior to teaching, at 1 week after teaching, and at 2 weeks after teaching within each IR variant. Chi-squared analyses were used to compare the number
of definitions receiving each rating across conditions within time points. Chi-squared analyses were not used to compare the number of definitions receiving each rating across time points within a particular condition. These data did not meet the independence assumption because the same words are represented at each time point. Thus, word knowledge was dichotomized (with a rating of 0 indicating no word knowledge and a rating of 1, 2, 3, or 4 indicating some word knowledge) and compared across points using Cochran’s Q tests (one test was used for each condition).
CHAPTER 4: RESULTS

Descriptive statistics for the primary variables are included in Table 1. Overall, maintenance and generalization across all conditions were relatively high. Additionally, maintenance and generalization were generally negatively skewed and leptokurtic, but not all values exceeded an absolute value of 2. In terms of session length, IR was generally the shortest, followed by IR-V and IR-C, which were nearly equal (see Table 1). Session length was positively skewed and leptokurtic across all three conditions, indicating that session length did not vary considerably, but a few sessions took considerably longer than the mean. Descriptive statistics for AWM and WA are shown in Table 2. AWM standard scores ranged from 91 to 134 and averaged 109, showing that the group was at the highest end of the average range as compared to same-grade peers. WA standard scores ranged from 83 to 132 and averaged 103. AWM and WA standard scores were nearly normally distributed as indicated by skewness and kurtosis values near 0.

Bivariate relationships between the variables were next examined using Pearson correlation coefficients. Correlations between the various measures of maintenance and generalization across conditions were generally significant and moderate to strong (ranging from .62 to .81). Correlations between the covariates and maintenance and generalization are shown in Table 3. The relationships between AWM standard scores and maintenance and generalization were positive, but weak and nonsignificant. The relationships between WA standard scores and maintenance and generalization were positive and generally moderate and significant. Session length was negatively and moderately correlated with WA standard scores, but it was not significantly correlated
with AWM standard scores. Finally, the correlation between WA and AWM standard scores was positive and moderate.

**Maintenance and generalization at 1 and 2 weeks**

The first research question inquired about maintenance and generalization at 1 and 2 weeks, which was analyzed with a repeated measures ANOVA, with condition as the within-subjects factor, to compare 1- and 2-week maintenance and generalization across the three IR variants. For 1-week maintenance, Mauchly’s Test of Sphericity was not significant, $\chi^2(2) = 1.53, p = .47$. There was a significant difference between the three IR variants on 1-week maintenance, $F(2, 76) = 3.54, p = .03$. Partial eta-squared was moderate, $\eta^2 = .09$. Post-hoc pairwise comparisons using a Bonferroni correction ($p = .017$) suggested that 1-week maintenance was higher in IR-V and IR-C than IR, though not significantly using the adjusted p-value ($p = .02$ and $p = .03$, respectively). Cohen’s $d$ effect sizes were small, as shown in Table 1. There was also no significant difference between IR-V and IR-C. Because 1-week maintenance did not meet the normality assumption (particularly as a result of kurtosis values far above 2.0), Friedman’s test of ranks was also used to validate the results of the ANOVA. Although results were nonsignificant, $\chi^2(2) = 3.76, p = .15$, the order of effects was the same – mean rank for IR was 1.79, 2.14 for IR-V, and 2.06 for IR-C.

For 1-week generalization and 2-week maintenance, the repeated measures ANOVA was not significant. For 1-week generalization, Mauchly’s Test of Sphericity was not significant, $\chi^2(2) = 0.75, p = .69$. The difference between the three IR variants was not significant, $F(2, 76) = 2.55, p = .09$. Effect sizes showing the difference between IR-V and IR and IR-C and IR were small (see Table 1). Again, results were verified using
Friedman’s test of ranks as a result of kurtosis values greater than an absolute value of 2.0. Results were nonsignificant using this test, $\chi^2(2) = 5.59$, $p = .06$, and the direction of effects was the same as the parametric test – mean rank for IR was 1.76, 2.21 for IR, and 2.04 for IR-C. For 2-week maintenance, Mauchly’s Test of Sphericity was not significant, $\chi^2(2) = 0.28$, $p = .87$. The difference between the three IR variants was not significant, $F(2, 80) = 1.27$, $p = .29$. Effect sizes comparing IR-V to IR and IR-C to IR were near zero. Results were verified using Friedman’s test of ranks as a result of skewness and kurtosis values exceeding an absolute value of 2.0. Results were nonsignificant using this test, $\chi^2(2) = 3.47$, $p = .18$. The direction of effects was the same as with the ANOVA, with the mean rank for IR being 2.05, 2.12 for IR-V, and 1.83 for IR-C.

For 2-week generalization, Mauchly’s Test of Sphericity was not significant, $\chi^2(2) = 1.11$, $p = .58$. There was a significant difference between the three IR variants, $F(2, 80) = 3.63$, $p = .03$. Partial eta-squared was moderate, $\eta^2 = .08$. Post-hoc pairwise comparisons, using a Bonferroni-adjusted significance level of $p = .017$, suggested that 2-week generalization was significantly higher in IR-V than IR ($t(40) = 2.72$, $p = .01$), but there was no significant difference between IR-C and IR-V or IR-C and IR. Results were verified using Friedman’s test of ranks as a result of skewness and kurtosis values exceeding an absolute value of 2.0. Results were significant using this test, $\chi^2(2) = 6.78$, $p = .03$. The effect sizes comparing IR-V and IR and IR-C and IR were both small as shown in Table 1. The direction of effects was the same, with the mean rank for IR being 1.76, 2.21 for IR-V, and 2.04 for IR-C.

**Words learned per minute of instructional time**
The second research question addressed efficiency of the different IR approaches. Efficiency was defined as the number of words maintained at 1 week after instruction per minute of instructional time. Words maintained per minute of instructional time were greater in IR ($M = 0.55, \ SD = 0.17$) than in IR-V ($M = 0.41, \ SD = 0.11$), $d = 1.02$, and IR-C ($M = 0.41, \ SD = 0.13$), $d = 0.94$. Differences in efficiency were compared using a repeated-measures ANOVA with condition as the within-subjects factor. Mauchly’s test of sphericity was significant, $\chi^2(2) = 12.69, p = .002$. $F(1.54, 57.05) = 31.08, p < .001$. Because the test of sphericity was significant, a non-parametric analysis was used. The Friedman’s test of ranks was significant, $\chi^2(2) = 31.16, p < .001$ with IR being more efficient than the other two variants. The mean rank for IR was 2.74, 1.58 for IR-V, and 1.68 for IR-C.

**Role of Working Memory and Decoding Skills**

The third research question inquired about the role of working memory and decoding skills in the two outcome variables, for which the repeated-measures ANOVA was significant: 1-week maintenance and 2-week generalization.

**Auditory working memory.** Participants were grouped by level of AWM capacity: low (standard score up to 99, $n = 6$), medium (standard score from 100 to 114, $n = 23$), and high (standard score of 115 or above, $n = 12$). The difference between 1-week maintenance in IR-V versus IR and IR-C versus IR was calculated for each participant. Average differences across participants are shown in Figure 1. Overall differences were compared across the three AWM groups. Differences across AWM groups were not significant overall for IR-V versus IR, 1-week maintenance ($F[2, 37] = 0.10, p = .90$), and this effect was small (Cohen, 1988), $\eta^2 = .01$. Differences across AWM groups were
not significant overall for IR-C versus IR, 1-week maintenance \( (F[2, 37] = 0.91, p = .41) \). This effect was small to moderate, \( \eta^2 = .05 \).

Next, the difference in 2-week generalization in IR-V versus IR and IR-C versus IR was calculated for each participant. Average differences across participants are shown in Figure 1. Overall differences were compared across the three AWM groups using an ANOVA. Differences across AWM groups were not significant overall for IR-V versus IR, 2-week generalization \( (F[2, 38] = 1.06, p = .36) \), and this effect was small to moderate, \( \eta^2 = .05 \). Differences across AWM groups were not significant overall for IR-C versus IR, 2-week maintenance \( (F[2, 38] = 0.62, p = .54) \), and this effect was small, \( \eta^2 = .03 \).

**Decoding skills.** Similar to AWM, participants were grouped by level of WA skill: low (standard score up to 99; \( n = 12 \)), medium (standard score from 100 to 114; \( n = 20 \)), and high (standard score of 115 or above; \( n = 8 \)). The difference between 1-week maintenance in IR-V versus IR and IR-C versus IR was calculated for each participant. Differences are shown in Figure 2. Overall differences were compared across the three WA groups using an ANOVA. Differences across WA groups were not significant overall for IR-V versus IR, 1-week maintenance \( (F[2, 37] = 2.26, p = .12) \). The effect size was moderate to large, \( \eta^2 = .11 \). Post-hoc comparisons suggest that the difference between 1-week maintenance through IR-V and IR was significant for participants with low decoding skills (mean difference = 0.97, \( p = .049 \)), but not for participants with medium or high decoding skills. Differences across WA groups were not significant overall for IR-C versus IR, 1-week maintenance \( (F[2, 37] = 0.41, p = .86) \). In addition, the effect was small, \( \eta^2 = .01 \).
Next, the difference in 2-week generalization in IR-V versus IR and IR-C versus IR was calculated for each participant. Differences are shown in Figure 2. Overall differences were compared across the three WA groups using an ANOVA. Differences across WA groups were not significant overall for IR-V versus IR, 2-week generalization ($F[2, 38] = 0.31, p = .74$), and this effect was small, $\eta^2 = .02$. Differences across WA groups were not significant overall for IR-C versus IR, 2-week maintenance ($F[2, 38] = 0.67, p = .52$), and this effect was small to moderate, $\eta^2 = .03$.

**Word Knowledge**

Word knowledge was rated into five categories, with 0 indicating an unknown word and 4 indicating the provision of a correct definition of the word, as discussed in Chapter 3. The number of definitions rated 0, 1, 2, 3, and 4 were tabulated prior to teaching, at 1 week after teaching, and at 2 weeks after teaching. Information on word knowledge ratings is shown in Table 4. Chi-squared analyses were used to compare the proportion of each rating across conditions within time points because the data were ordinal. Cochran’s Q analyses were used to investigate changes in word knowledge across time points within conditions because the data were dependent across time points.

Work knowledge differences were compared across IR variants at each time point using chi-squared analyses. Prior to teaching, word knowledge did not differ across conditions, $\chi^2(8) = 6.43, p = .60$. At 1 week after teaching, word knowledge did differ across conditions, $\chi^2(8) = 60.23, p < .001$. Finally, at 2 weeks after teaching, word knowledge differed across conditions, $\chi^2(8) = 56.99, p < .001$. Cochran’s Q tests were used to compare word knowledge across time points for each IR variant. To conduct these analyses, word knowledge was dichotomized as described in the Methods chapter.
Across time points within IR, word knowledge significantly changed, $Q(2) = 13.32, p = .001$. Across time points within IR-V, work knowledge significantly changed, $Q(2) = 82.49, p < .001$. Finally, across time points within IR-C, word knowledge significantly changed, $Q(2) = 41.03, p < .001$. 
CHAPTER 5: DISCUSSION

Maintenance at 1 week was found to be greater in IR-V and IR-C than in IR (\(d = 0.37\) and 0.27, respectively). Further, generalization at 2 weeks was found to be greater in IR-V than in IR (\(d = 0.31\)). Despite some nonsignificant results, effects were generally small in favor of IR-V and IR-C across outcomes. However, IR was found to be more efficient than IR-V (\(d = 1.02\)) and IR-C (\(d = 0.94\)) in words maintained at 1 week per minute of instructional time. This should be balanced with the finding that word knowledge increased through IR-V and IR-C. Finally, some evidence of a moderating effect of decoding skills was found related to 1-week maintenance in which participants with low decoding skills were found to maintain significantly more words at 1 week through IR-V than IR while this benefit was not as pronounced among participants with average and high decoding skills. However, these moderating effects were not consistent across other outcomes.

Effect of Additional Components to IR

Both maintenance and generalization were relatively high across conditions, with median values at the maximum value of seven words in many cases. This suggests that IR was an effective intervention for enhancing maintenance and generalization of taught words, regardless of modification. Although maintenance and generalization were high across conditions, both outcomes were generally higher in the IR-V and IR-C conditions, with small effect sizes across outcome variables. These effects were statistically significant in the case of 1-week maintenance and 2-week generalization. One-week maintenance was significantly higher in IR-V and IR-C than IR (\(d = 0.37\) and 0.27, respectively), although these differences were not significant once a Bonferroni
correction was applied to account for the three comparisons. Two-week generalization was significantly higher in IR-V than IR ($d = 0.31$), although the difference between IR-C and IR was not significant ($d = 0.21$).

In general, the depth of processing framework (Craik & Lockhart, 1972), the theory of identical elements (Thorndike & Woodworth, 1901a, 1901b, 1901c), and Stokes and Baer’s (1977) generalization framework were all supported in this study, although outcomes were not statistically significant in all cases and effect sizes were small. Specifically, Craik and Lockhart’s (1972) suggestion that deeper processing leads to greater memory durability was supported. Additionally, Craik and Tulving’s (1975) identification of three levels of processing with semantic or contextual processing being deeper than phonemic processing was also supported. Causal mechanisms were not tested in this study, although encoding elaboration (e.g., Hannon & Craik, 2001), distinctiveness (e.g., Moscovitch & Craik, 1976), and knowing versus remembering (e.g., Sheridan & Reingold, 2012) are all plausible mechanisms underlying these results. In addition, Stokes and Baer’s (1977) suggestions to program common stimuli and train multiple exemplars were also supported, although effect sizes were small. In addition, the research that was conducted with the repeated reading intervention and training multiple exemplars (Ardoin et al., 2008; Ardoin et al., 2007; Silber & Martens, 2010) was also supported.

IR-V was meant to enhance maintenance in particular (although some resulting increase in generalization was hypothesized) and IR-C meant to enhance generalization in particular. However, this differentiation was not observed. IR-V showed a similar impact on maintenance and generalization; likewise, IR-C showed a similar impact on
maintenance and generalization. One possibility is that IR-V resulted in enhanced
maintenance through the depth of processing theory, and a corresponding increase in
generalization resulted as well as hypothesized. IR-C may have also oriented participants
toward a deeper level of processing (the deepest level has been defined as semantic or
contextual; Craik & Tulving, 1975) and thus resulted in similar effects. Maintenance and
generalization were nearly equal across conditions in this case, and it is not likely that
generalization would ever be higher than maintenance. Therefore, any differential effect
of IR-C on generalization would have been difficult to detect in the current investigation.
Ceiling effects may have also played a role in detecting any differential effects of the IR
modifications on maintenance versus generalization.

Future research in this area might investigate the role of the depth of processing
framework with other types of information previously taught through IR (such as math
facts or letter sounds), with other populations (such as students struggling with word
recognition), or in other interventions. In addition, this study could be implemented so
that the potential for ceiling effects is reduced (possibly through longer retention intervals
or by presenting more words) to provide greater potential for detecting effects of
intervention modifications.

Relative Efficiency of IR Variants

IR-V and IR-C took considerably longer and had slightly better results (small
effect sizes, generally). Effect sizes comparing words learned per minute were large for
IR-V and IR-C, with standard IR showing greater words learned per minute ($d = 1.02$ and
0.94, respectively). However, it is worth noting that IR-V had the added advantage of
significantly increasing word knowledge. It is difficult to quantify this benefit, but it certainly is an added benefit of the IR-V modification.

Previous research identified IR as the least efficient in words retained 1 day later per minute of instructional time (Nist & Joseph, 2008), while another study found that IR was equal in efficiency to traditional drill when considering words retained 1 week later (Burns & Sterling-Turner, 2010). Based on this, it is likely that IR with additional components would be less efficient than other flashcard methods such as traditional drill since it is less efficient than IR. However, given the results of Burns and Sterling-Turner (2010), it is possible that these findings may change over longer retention intervals. Nist and Joseph (2008) suggested that IR may be the best procedure when students do not respond to other flashcard methods; likewise, IR-V and IR-C may be useful when students have not responded to other flashcard interventions.

Future research may also investigate whether IR-V can be reconfigured to be more efficient (for example, by using fewer known words and therefore fewer OTRs) while still yielding results that are favorable in an absolute and relative sense. Although outcomes would be expected to decrease given that OTRs have been previously identified as a potential causal mechanism in IR (Burns & Szadokierski, 2008), this effect may be eliminated or reduced by using the depth of processing framework through IR-V. In this way, each OTR within IR-V could be said to be “higher quality” because it includes semantic information that according to the depth of processing theory leads to a more durable memory trace.

Decoding and Working Memory as Moderators for Effects of IR
Auditory working memory was not related to outcomes, but word attack skills showed a moderate and significant relationship to outcomes. Perhaps the small relationship between maintenance or generalization and working memory could be attributed to all participants having average to above average working memory skills on the selected assessment. Students with poor working memory may have had greater difficulties processing and later recalling target words. This hypothesis is in keeping with previous research showing a moderate relationship between working memory and word recognition (Swanson & Howell, 2001) as well as research finding that working memory capacity is related to reading skill (e.g., Swanson, 1994).

The moderate relationship between decoding skills and outcomes highlights the importance of decoding skills for word recognition. Perhaps decoding skills facilitate processing of target words during teaching, or perhaps decoding skills enable students to spontaneously decode a word that was actually not recalled as hypothesized. Perhaps decoding skills play a role on both ends, facilitating processing and recall as well as compensating for a lack of recall. This is consistent with LaBarge and Samuels’ (1974) theory of automatic information processing, which suggests that automaticity in more basic skills (in this case, decoding) facilitates the application of cognitive resources to more complex skills (in this case, word recognition). It is also consistent with research suggesting that decoding skills facilitate word recognition (e.g., Aaron et al., 1999; Samuels, 1988).

When words maintained and generalized were compared across IR variants for participants with low, average, and high working memory and decoding skills, a potential moderating effect of decoding skills was found on the relationship between IR variant
and 1-week maintenance. Specifically, participants with low decoding skills benefitted more from IR-V as compared to IR than participants with medium or high decoding skills. Students with low decoding skills may not have been able to spontaneously decode words as readily as those with average or high decoding skills; thus, deeper processing may have facilitated enhanced retention for these students.

Future research could examine IR modifications with students who have low levels of decoding skills to confirm whether these students in particular benefit from theory-based modifications such as IR-V. Care should be taken to ensure these results are maintained over time, since poor reading skills have been previously associated with poor working memory capacity as discussed above (e.g., Swanson, 1994).

**Effects of IR Modifications on Word Knowledge**

Word knowledge was not significantly different across conditions prior to teaching, although it did significantly differ at 1 and 2 weeks after teaching, with IR-C and IR-V showing higher levels of word knowledge. Although statistical significance was obtained for all three IR variants when comparing word knowledge across time, word knowledge appears to have changed most in IR-V and IR-C, as shown in Table 4. Although IR-V and IR-C were less efficient than IR in words learned per minute of instructional time, the addition of word knowledge through IR-V and IR-C adds value that should be considered when evaluating the efficiency and effectiveness of IR-V as stated above.

Although it is perhaps not surprising that word knowledge increased through IR-V especially, this effect has not been investigated through previous research. This may be a result of the predominance of research with adults in controlled settings in which
participants know the words to be remembered (e.g., Craik & Tulving, 1975). Additional research would be needed to see if IR-V results in word knowledge that transfers to generalized settings such as comprehension of text. Another possible area for additional research is investigating IR-V as a complement to vocabulary instruction.

**Additional Exploratory Findings**

Two-week outcomes were found to be greater than 1-week outcomes. In other words, a brief OTR 1 week after teaching prevented reductions in (and seems to have increased) maintenance over time, which is consistent with previous IR research (MacQuarrie et al., 2002) and with the concept of a testing effect (e.g., McDaniel, Anderson, Derbish, & Morrisette, 2007; McDaniel & Masson, 1985). However, another interpretation speaks to the impact of distributed practice in the sense that many OTRs conducted in one session resulted in lower outcomes one week later than one “reminder” OTR. An additional interpretation of this finding is that practice in recalling information is a powerful aide to future recall, possibly even more powerful than additional practice (e.g., Karpicke & Roediger, 2007; Roediger & Karpicke, 2006).

**Implications for Research**

The current study has potential implications for future research. First, subsequent research could investigate the impact of the depth of processing framework on outcomes associated with IR for other types of information such as math facts and letter sounds, with other interventions targeting word recognition, and with other populations such as students with disabilities or students with low decoding skills. Likewise, researchers could investigate the influence of the theory of common elements and Stokes and Baer’s (1977) generalization framework on outcomes associated with IR for other types of
information, with other interventions targeting word recognition, and with other populations. Particularly in the case of the depth of processing framework and the theory of common elements, little to no research exists to support its use in an applied setting. Future research should also investigate increases in word knowledge that result from integration of semantic properties when learning target words. In other words, does this word knowledge translate into enhanced understanding of words in context, or does it simply yield declarative knowledge of word definitions?

Second, the efficiency of the methods used in the current investigation was called into question by the small and generally non-significant effect sizes in the current investigation in addition to significantly greater time spent to implement the modifications. However, these challenges may also present an opportunity for future research. Past research has linked the outcomes associated with IR to the high number of OTRs (Szadokierski & Burns, 2008), although the number of OTRs increases the time required to implement the intervention. It is possible that a theory-based modification may provide “higher quality” OTRs. Thus, future research could investigate the use of theory-based modifications paired with fewer OTRs (perhaps by reducing the number of known words used in IR) to understand the impact on outcomes and efficiency compared to conventional IR.

Future research may also further investigate the role of cognitive and skill-based factors in intervention effectiveness. For instance, what is the nature of the relationship between decoding skills and outcomes of interventions targeting word recognition, including IR? Future research may aim to define this relationship as well as potentially identifying a level of decoding skill that may be desired before attempting word
recognition interventions. Additionally, the role of working memory capacity in intervention outcomes was not supported in this study although past research has shown a relationship between working memory and performance in word recognition interventions (Swanson & Howell, 2001). Future research may further investigate the impact of working memory capacity on IR and other interventions that rely on working memory capacity.

**Implications for Theory**

Much research has been devoted to building the evidence base for a wide variety of educational interventions, documented through resources such as the What Works Clearinghouse (Institute of Education Sciences, 2013). However, much of intervention research focuses on measuring focal outcomes and comparing gains between intervention conditions. While research comparing interventions is important, research that focuses on thoughtful modifications to a single intervention may also be helpful in improving practice. Utilizing theory is one way in which thoughtful modifications may be made. However, many theories have a strong research base in controlled settings but have not been applied in educational settings. This study is an attempt to use a research-based intervention (IR) as a foundation for applying cognitive and behavioral theory to enhance intervention outcomes while at the same time building the research for theories implemented in an applied setting.

Considerable evidence has established the effectiveness of IR for multiple purposes (including teaching math facts and letter sounds; e.g., Burns, 2004b; Volpe et al., 2011) and across multiple populations (students in general education, students with learning disabilities, and students with developmental cognitive disabilities; e.g., Burns &
Boice, 2009). Multiple investigations have established the utility of IR for enhancing word recognition (e.g., Burns & Boice, 2009; Nist & Joseph, 2008). IR has produced favorable outcomes when compared to other flashcard interventions, though it has been shown to be potentially less efficient than other flashcard methods (Nist & Joseph, 2008).

Through this study, the depth of processing framework was integrated into IR with the intent of positively impacting maintenance of taught words. This framework has been well established in laboratory research with adults (e.g., Craik & Tulving, 1975; Gallo et al., 2008; Moscovitch & Craik, 1976) but has not been applied to an educational setting prior to an initial investigation by the author (Petersen-Brown & Burns, 2011). The depth of processing theory was integrated by orienting processing toward the semantic qualities of target words; this was accomplished by pairing the word meaning with the word as it was practiced.

The theory of common elements (Thorndike & Woodworth, 1901a, 1901b, 1901c) and Stokes and Baer’s (1977) generalization framework were also leveraged as a basis for drawing attention to critical elements and varying other attributes of training in order to influence the generalization of taught words. For example, the current data support Stokes and Baer’s (1977) framework, specifically the strategies of training sufficient exemplars and programming common stimuli. Participants were trained to read target words within three different sentences in the IR-C condition. Reading words in context then becomes a common stimulus between the training task and the generalization assessment. In addition, including three different sentences in training is an example of training multiple exemplars. Training multiple exemplars (three in particular) has previously been shown to enhance generalization (Ardoin et al., 2008;
Hupp, 1986). Stokes and Baer’s framework has been used to systematically program for generalization in applied settings including schools and clinics to improve intervention outcomes for adults and children alike. The framework has been applied to interventions focused on communication (Durand & Carr, 1991), social skills (Chandler, Lubeck, & Fowler, 1992), as well as academic (Ardoin et al., 2008) outcomes. However, most investigations do not explicitly program for generalization; even when it is measured a more passive “train and hope” approach is most common (Stokes & Baer, 1977).

Outside of the theories explicitly investigated here, the results may have implications for other theoretical frameworks. For instance, the finding that greater levels of decoding skill were generally associated with improved intervention outcomes may support theories of reading development that emphasize the role of decoding skills in enhancing word recognition. For example, the theory of automatic information processing in reading suggests that automaticity in more basic reading skills (such as decoding) facilitate the allocation of cognitive resources to higher-level skills (such as word recognition; LaBerge & Samuels, 1974). This theory was supported through the current research, specifically the finding that decoding skills were moderately related to outcomes.

While this research was based on theoretical frameworks, it also contributes to the research base supporting and refining these theoretical frameworks. While theory provides frameworks for interpretation and problem solving in empirical research (Tharinger, 2000), research should also influence theory (Hughes, 2000). In this case, theories of maintenance and generalization, which had not been applied either at all or with consistency to applied settings, gained empirical support through the current study.
In addition, the theory of automatic information processing (LaBerge & Samuels, 1974) was supported through the relationship found between decoding skill and outcomes. Further, the current research may have other implications for LaBerge and Samuels’ (1974) theoretical framework; specifically through the finding that a low level of basic skills might be compensated for by the use of theory-based modifications.

Limitations

The current investigation builds upon the existing evidence base for IR and is an investigation of the influence of theory-based modifications on intervention outcomes. While this investigation suggests possible implications for practice, research, and theory, it has significant limitations that should be considered. First, the lack of consistent statistical significance of outcome variables may suggest a greater sample size is needed in future investigations to see significant effects. The lack of consistent statistical significance and generally small effect sizes were also potentially due to ceiling effects; at the very least, the lack of variability in outcomes may have obscured any effects of IR variants. Future investigations may pursue various paths to avoid this issue in the future: increasing the number of unknown words, increasing retention intervals, and/or working with struggling students who are less likely to remember a substantial number of words.

Related to study participants, a convenience sample was used in which participants were second and third graders from a specific school in a suburban area who were among the first to return consent forms. There may be systematic differences between those who returned consent forms and those who did not. In addition, this sample may not be representative of broader populations, so these results may not be generalizable to other populations. While the current study recruited participants across
achievement levels, participants were generally high performing, particularly on an auditory working memory assessment. Future investigations should ensure that participants not only represent lower levels of achievement based on standardized achievement tests but also on covariates. Future investigations may also focus on students with lower achievement levels because these are the students who are most likely to participate in a one-on-one intervention such as IR in a school setting.

With regard to study materials, unknown words used in the current study may not reflect the broader sample of words students are expected to recognize. Many words that are important for children to automatically recognize may not lend themselves to being succinctly defined and therefore may not be presented through IR-V; this limitation may limit broader applicability of IR-V specifically. In addition, unknown words were located prior to the first session and taught across the first three sessions; it is possible that students may have learned the words previously identified as unknown prior to teaching. Although randomly selecting words for each week and randomly sequencing IR variants should control for any systematic effects this may have had, it is a potential limitation.

Finally, maintenance and generalization were assessed at 1 and 2 weeks after teaching. The 1-week assessment may have influenced results of the 2-week assessment. In addition, longer retention intervals are important and may provide greater utility to the results since students may not encounter taught words in a classroom context until a point further in the future.

**Conclusions**

This research marks not only an addition to the growing literature supporting IR as an intervention that can support a wide variety of outcomes in the schools. It also
marks an attempt to apply educational theory to the classroom; application of theoretical frameworks to applied settings has been inconsistent at best and nonexistent in many cases. The current investigation suggests that both cognitive and behavioral theory can be successfully integrated in interventions utilized in educational settings, and further that these modifications may lead to improved outcomes. Although the theories leveraged in this study have been researched and discussed or decades, there is a dearth of support from applied settings, particularly in the case of the depth of processing framework and the theory of common elements. The current research adds support to these theories as well as potentially enhancing their relevance in application. Finally, this research suggests new methods for securing effective interventions in schools: when improved outcomes from intervention are desired, one may seek a different intervention but also may integrate thoughtful, theory-based modifications to an existing intervention.
Table 1
*Descriptive Statistics for Primary Outcome Variables*

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>Mean</th>
<th>SD</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Incremental Rehearsal (IR)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-week maintenance</td>
<td>41</td>
<td>5.78</td>
<td>1.49</td>
<td>-1.79</td>
<td>3.58</td>
<td>--</td>
</tr>
<tr>
<td>1-week generalization</td>
<td>41</td>
<td>5.29</td>
<td>1.42</td>
<td>-0.94</td>
<td>0.76</td>
<td>--</td>
</tr>
<tr>
<td>2-week maintenance</td>
<td>41</td>
<td>6.41</td>
<td>1.12</td>
<td>-2.60</td>
<td>7.14</td>
<td>--</td>
</tr>
<tr>
<td>2-week generalization</td>
<td>41</td>
<td>5.83</td>
<td>1.39</td>
<td>-1.78</td>
<td>3.49</td>
<td>--</td>
</tr>
<tr>
<td>Session length</td>
<td>41</td>
<td>11.08</td>
<td>2.77</td>
<td>3.01</td>
<td>12.18</td>
<td>--</td>
</tr>
<tr>
<td><strong>IR with Vocabulary</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-week maintenance</td>
<td>40</td>
<td>6.25</td>
<td>1.06</td>
<td>-1.91</td>
<td>5.24</td>
<td>0.37</td>
</tr>
<tr>
<td>1-week generalization</td>
<td>40</td>
<td>5.78</td>
<td>1.39</td>
<td>-1.46</td>
<td>2.46</td>
<td>0.35</td>
</tr>
<tr>
<td>2-week maintenance</td>
<td>41</td>
<td>6.49</td>
<td>0.93</td>
<td>-2.15</td>
<td>4.82</td>
<td>0.08</td>
</tr>
<tr>
<td>2-week generalization</td>
<td>41</td>
<td>6.22</td>
<td>1.17</td>
<td>-1.92</td>
<td>3.95</td>
<td>0.31</td>
</tr>
<tr>
<td>Session length</td>
<td>41</td>
<td>16.14</td>
<td>3.77</td>
<td>1.78</td>
<td>4.96</td>
<td>1.55</td>
</tr>
<tr>
<td><strong>IR with Contextual Reading Practice</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-week maintenance</td>
<td>40</td>
<td>6.15</td>
<td>1.27</td>
<td>-3.13</td>
<td>13.56</td>
<td>0.27</td>
</tr>
<tr>
<td>1-week generalization</td>
<td>40</td>
<td>5.60</td>
<td>1.52</td>
<td>-1.60</td>
<td>3.51</td>
<td>0.21</td>
</tr>
<tr>
<td>2-week maintenance</td>
<td>41</td>
<td>6.27</td>
<td>1.34</td>
<td>-3.46</td>
<td>13.64</td>
<td>-0.12</td>
</tr>
<tr>
<td>2-week generalization</td>
<td>41</td>
<td>6.10</td>
<td>1.28</td>
<td>-2.14</td>
<td>5.67</td>
<td>0.21</td>
</tr>
<tr>
<td>Session length</td>
<td>41</td>
<td>15.91</td>
<td>3.88</td>
<td>2.34</td>
<td>7.68</td>
<td>1.45</td>
</tr>
</tbody>
</table>

*Note. d is compared to Incremental Rehearsal*
Table 2

*Descriptive Statistics for Potential Moderators*

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Min</th>
<th>Max</th>
<th>M</th>
<th>SD</th>
<th>Skew</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auditory Working Memory</td>
<td>41</td>
<td>91</td>
<td>134</td>
<td>109.49</td>
<td>10.50</td>
<td>.49</td>
<td>-.35</td>
</tr>
<tr>
<td>Word Attack</td>
<td>41</td>
<td>83</td>
<td>132</td>
<td>105.98</td>
<td>11.19</td>
<td>.25</td>
<td>.13</td>
</tr>
</tbody>
</table>

*Note.* Data are grade-based standard scores
Table 3

*Correlations Between Covariates and Primary Outcome Variables*

<table>
<thead>
<tr>
<th></th>
<th>1-Week Maintenance</th>
<th>1-Week Generalization</th>
<th>2-Week Maintenance</th>
<th>2-Week Generalization</th>
<th>Session Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR</td>
<td>.06</td>
<td>.20</td>
<td>.23</td>
<td>.22</td>
<td>-.14</td>
</tr>
<tr>
<td>IR-V</td>
<td>.15</td>
<td>.12</td>
<td>.12</td>
<td>.09</td>
<td>-.08</td>
</tr>
<tr>
<td>IR-C</td>
<td>.19</td>
<td>.32*</td>
<td>.11</td>
<td>.09</td>
<td>-.08</td>
</tr>
<tr>
<td>AWM</td>
<td>.56*</td>
<td>.55*</td>
<td>.65*</td>
<td>.59*</td>
<td>-.53*</td>
</tr>
<tr>
<td>WA</td>
<td>.41*</td>
<td>.47*</td>
<td>.41*</td>
<td>.59*</td>
<td>-.53*</td>
</tr>
<tr>
<td></td>
<td>.58*</td>
<td>.65*</td>
<td>.51*</td>
<td>.59*</td>
<td>--</td>
</tr>
</tbody>
</table>

*Note. AWM = Auditory Working Memory, WA = Word Attack, IR = Incremental rehearsal, IR-V = Incremental rehearsal with vocabulary, IR-C = Incremental rehearsal with contextual reading practice
*p<.05*
Table 4  
*Word Knowledge Across Conditions and Time Points*

<table>
<thead>
<tr>
<th>Level of Word Knowledge</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior to teaching</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incremental Rehearsal (IR)</td>
<td>192</td>
<td>14</td>
<td>27</td>
<td>11</td>
<td>43</td>
</tr>
<tr>
<td>IR with Vocabulary</td>
<td>197</td>
<td>12</td>
<td>20</td>
<td>9</td>
<td>49</td>
</tr>
<tr>
<td>IR with Contextual Reading Practice</td>
<td>177</td>
<td>19</td>
<td>32</td>
<td>9</td>
<td>49</td>
</tr>
<tr>
<td>1 week after teaching</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incremental Rehearsal (IR)</td>
<td>179</td>
<td>13</td>
<td>23</td>
<td>15</td>
<td>56</td>
</tr>
<tr>
<td>IR with Vocabulary</td>
<td>133</td>
<td>6</td>
<td>27</td>
<td>11</td>
<td>102</td>
</tr>
<tr>
<td>IR with Contextual Reading Practice</td>
<td>132</td>
<td>23</td>
<td>46</td>
<td>27</td>
<td>51</td>
</tr>
<tr>
<td>2 weeks after teaching</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incremental Rehearsal (IR)</td>
<td>167</td>
<td>17</td>
<td>23</td>
<td>23</td>
<td>57</td>
</tr>
<tr>
<td>IR with Vocabulary</td>
<td>124</td>
<td>8</td>
<td>24</td>
<td>9</td>
<td>121</td>
</tr>
<tr>
<td>IR with Contextual Reading Practice</td>
<td>136</td>
<td>15</td>
<td>46</td>
<td>9</td>
<td>67</td>
</tr>
</tbody>
</table>

*Note.* 0 = unknown, 1 = partially known, 2 = known with context, 3 = definition with ancillary feature, 4 = definition with key features
Figure 1. Benefit of IR-V Over IR and IR-C Over IR by Level of Auditory Working Memory Capacity
Figure 2. Benefit of IR-V Over IR and IR-C Over IR by Level of Decoding Skill
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