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Abstract

The sustainability concerns of Information and Communication Technology (ICT) go well beyond energy efficient computing and require techniques for minimizing environmental impact of ICT infrastructure over its entire life-cycle. The number and popularity of large scale datacenters that host various Internet services, has increased significantly in the recent past. Electricity costs contribute to more than 31% of the overall costs in these datacenters. The increasing energy demand coupled with emerging sustainability concerns requires a re-examination of power/thermal issues in datacenters from a larger perspective of short term energy deficiencies and thermal constraints and ways to make operation of these datacenters more sustainable. The energy deficient scenarios arise for a variety of reasons including variable energy supply and inadequate power, thermal and cooling capacities. Traditionally, ICT infrastructure is overdesigned at all levels from chips to entire datacenters and ecosystem. The paradigm explored in this thesis, called energy adaptive computing or EAC is to replace overdesign with rightsizing coupled with smarter control. The goal of the Energy Adaptive Computing (EAC) paradigm is to address more directly the issue of sustainability of ICT. This is done by attempting to reduce the carbon footprint of the infrastructure via two mechanisms in addition to intelligent energy management: (a) replacing the wide-spread overdesign of the infrastructure components with rightsizing coupled with smart control to handle occasional overshoot in resource-particularly the energy–requirements, and (b) operation on renewable sources of energy. Renewable energy sources often have variable output and also require intelligent adaptation to the energy envelop.

After a brief introduction to EAC, the challenges associated with EAC in various environments in terms of the adaptation of the workload and the infrastructure to cope with energy and cooling deficiencies, are laid out in detail. This thesis focuses on the issues related to realizing EAC in a cluster environment inside a datacenter. There are three cluster–EAC scenarios studied in detail in this thesis. (1) First, this thesis presents a controller called Willow that aims at achieving energy adaptation in a datacenter environment, and addresses the problem of simultaneous energy demand and energy supply regulation at multiple levels from servers to the entire datacenter. The
proposed control scheme adapts the assignments of tasks to servers in a way that can cope with the varying energy limitations. (2) Second, this thesis describes the design and implementation of energy adaptation mechanisms for data centers with potentially multiple tiers of service. Energy adaptation is realized by intelligent allocation of energy at various levels of the hierarchy and shutting down of over-provisioned servers. It is shown that energy adaptation could substantially reduce the power drawn from the conventional electric grid and support most datacenter operations with renewable energy sources and yet provide the required quality of service. This is achieved via coordinated control operations at different time granularities and planning strategies for executing the control operations in order to support different workloads without violating their delay bounds. (3) Finally, this thesis proposes a flexible and energy adaptive object storage framework that can adapt to variations in available or consumable power and its performance is investigated in the context of deduplicated virtual machine disks. The design and implementation of a prototype of the object storage framework is presented. The object storage framework has an adaptive replication mechanism and an adaptive consistency model for the replicas. The replicas of deduplicated virtual machine disks are managed dynamically to provide improved performance and to adapt to power constraints. Smart control techniques are proposed to cope with the power constraints either introduced as a result of increasing node density in the storage arrays or introduced when a mix of renewable (green) and conventional (brown) energy sources are used to power the datacenter. The experimental results demonstrate the ability of the framework to dynamically adapt to the changes in workload and power constraints and minimize adverse performance impacts.
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Chapter 1

Introduction
Traditionally, the primary focus of Information and Communication Technology (ICT) research has been the performance improvement of hardware and software. However in the recent past, both cost and environmental concerns have motivated significant research efforts in making the ICT equipment energy-aware and energy-efficient. With the widespread and deepening power/thermal issues, the computing systems are literally becoming power and thermal limited, and a new perspective on computing is required. The power constraints of ICT equipment can arise as a result of both hard caps and soft caps. The hard caps may be because of the capacity constraints of the equipment, for e.g., the maximum power rating of the components. Any violation of hard caps may result in undesirable events like severe damage to the components. Soft caps may arise as a result of optimizations to reduce the overall energy consumption of equipment or to adapt to the load on the devices. Soft caps ensure that there is no load imbalance or degradation of performance in some of the components due to insufficient power availability.

The number and popularity of Internet services ranging from e-commerce (e.g., [1, 2]) to social networking websites (e.g., [3, 4]) have risen significantly in the recent past. Large sever farms host these services and the resources in the server farms are typically accessible over the Internet. Recently, cloud computing (here the term cloud is a metaphor to the Internet) has gained popularity and is believed to become an important technological solution for meeting future computing needs of both individual users and the enterprise. Cloud computing refers to sharing of resources in large server farms (often called datacenters) by multiple users. The resources are provided as a service to the users. These users can access the resources in the datacenters through the Internet on a pay–per–use basis. This reduces infrastructure investment costs and management costs for the users considerably. On the other hand with the consolidation of a large pool of resources at a single location, power/thermal issues arise at all levels from transistors up to entire ecosystems that involve data centers, clients and the intervening network. The satisfaction of users (e.g., how quickly they can receive the response to a query) of the services that are hosted in these data centers and cost–efficient operation of data centers are important metrics in determining the revenues in these datacenters. Oversizing of datacenters for peak demands is the norm of the day to guarantee quality of service (QoS) to users. However this practice is extremely expensive since the
additional resources consume significant amounts of energy even when idle. Electricity costs contribute to more than 31% \[5\] of the overall datacenter costs. Overprovisioning of resources to ensure seamless service during periods of unexpected increase in load (the peak load scenarios that rarely or never happen), leads to unreasonable increase in electricity costs since the overprovisioned resources remain largely underutilized and yet consume significant amounts of power.

Although power/thermal management is an active area of research, power/thermal issues are still largely approached in the form of opportunistic methods to reduce power consumption or stay within the thermal profile while reducing any performance impact. Much of this research in the past has focused on reducing the direct energy usage of the data center, whereas from an environment impact perspective one needs to consider the entire lifecycle of energy consumption – that is, the energy consumption in the manufacture, distribution, installation, operation and disposal of the entire data center infrastructure including IT assets, power distribution equipment, and cooling infrastructure. This has led to efforts in supporting the datacenter operations with renewable energy sources.

Major Information Technology (IT) players like Google and Apple are already running datacenters that use renewable energy sources as much as possible \[6, 7\]. The energy profiles of renewable energy resources provide ample opportunities for predicting the available energy during different time periods. For instance, the energy available from a solar panel may be correlated with the temperature (e.g., more solar energy during hotter days). The output of solar power plants may also be affected by clouds in the sky and/or the relative position of sun. The available power from wind power plants varies continuously depending on wind strength and directions. Such interactions can be exploited in the adaptation mechanisms. If energy availability is predicted to be low during a certain period of time in a data center located at a specific location, some work can be done during the previous energy plenty periods. For example, in a datacenter supporting a web search application, web crawling and indexing operations can be done during energy plenty periods. Workload can also be migrated from datacenters located in places where there is surplus/cheap energy available. As simple as it may sound, the required control actions are complex and need to be continuously coordinated across multiple time granularities. Infrastructure adaptation in datacenters is not just limited
to the use of renewable energy sources. In some developing countries, *brown outs*, which is a reduction in the supply voltage, are common and sometimes are deliberately used as a measure for load reduction [5][8]. In these cases, it is essential for the infrastructure to adapt to the available power profiles, even in the case of datacenters powered with traditional grid power supply. The alternative to such adaptation mechanisms is to use expensive substitutes like backup generators, UPS etc.

Looking at the datacenter operations from a larger perspective of sustainability concerns and the adaptation techniques to stay within power limitations while still maintaining leaner designs of the infrastructure, this thesis introduces and investigates a new paradigm called *Energy Adaptive Computing (EAC)* [9][10][11]. The use of renewable energy sources to power datacenters considerably reduces the environmental impact of these datacenters and has associated challenges. Renewable energy sources are variable and have periods of energy deficiency in their generated power profiles. The main premise of EAC is to provide smarter control in datacenters to facilitate leaner designs and adapt to variations in available or consumable power. The datacenter infrastructure and services need to adapt themselves to variations in the renewable power supply such that the performance degrades gracefully under energy deficient scenarios. An alternative to performance degradation is to increase the proportion of (backup) power drawn from conventional grids (henceforth referred to as brown energy), if available. On the other hand, when the renewable energy available is plentiful, the brown energy consumption can be totally eliminated. This flexibility of operation is important to successfully integrate renewable energy into datacenters.

The goal of this thesis work is to propose infrastructure adaptations in a datacenter from a computer systems perspective so that datacenter operations can be supported (for the most part, if not fully) with renewable energy. The supply constraints introduced in the renewable energy profiles can be substituted (in the presence of stable energy supply) or supplemented by the capacity constraints of the components in the datacenter. This thesis investigates the issues related to adapting to the energy and thermal constraints in the case of different scenarios and workloads. The key difference between typical research works that focus on improving energy efficiency in datacenters and this thesis work is that the primary goal of EAC is not to maximize energy efficiency but rather to adapt to the energy and thermal constraints in datacenters. Chapter 2 provides a
detailed survey of related research works done in the past on power management in
datacenters and in the field of renewable energy powered datacenters. The organization
of the rest of this thesis and the contributions of this thesis can be summarized as
follows.

1. Introduction and investigation of a paradigm called Energy Adaptive Computing
(EAC) in a cluster environment like a large scale datacenter. The objective in EAC
is to provide smarter thermal and power management in datacenters and thereby
enable downsizing of datacenters and support datacenter operations with renew-
able energy sources as much as possible. Chapter 3 introduces the new paradigm,
energy adaptive computing (EAC) and outlines the challenges associated with
realizing EAC in datacenters.

2. The design, implementation and investigation of a control system called Willow
that does demand–side adaptations in the datacenter via adaptive task migrations
in the case of transactional workloads. The proposed system was prototyped on a
virtualized cluster and the task migrations were assumed to correspond to virtual
machine migrations. Chapter 4 explains the detailed design and implementation
of Willow.

3. A complete framework to adapt to the power changes in the case of datacenters
hosting multi–tiered applications. The multi–tiered (application) datacenter sce-
nario is studied via analytical models and detailed simulations. A key contribution
in this piece of work is the planned execution of the control actions that are done
to adapt to the variations in energy and workload demands. Chapter 5 explores
the specific incarnation of EAC i.e., EAC in multi–tiered datacenters.

4. The design and implementation of an energy adaptive object storage framework
in a virtualized datacenter. The proposed framework adaptively manages repli-
cation and consistency across replicas based on the available power supply and
performance requirements of the virtual machines with deduplicated disks. The
file system and storage system components are decoupled and a policy engine
helps to define the QoS requirements of virtual machines. Chapter 6 details the
design factors and implementation details of flexStore.
Chapter 2

Survey of Existing Works on Power Management in Datacenters
The power consumption of any device has two components—static and dynamic [12]. Accordingly the power control techniques that manage these two components are classified as idle and active power control techniques respectively. Static or idle power consumption is the power consumed by a device even when it is not doing any work. Static power consumption in processors is mainly due to the presence of leakage currents and is a critical issue in modern day processor design. Static power consumed by CPUs is roughly 30% of the peak power consumed. For DRAM it is around 50% and for disks it is around 75% [13]. Dynamic power consumption of a device is due to the circuit activity and is proportional to the frequency of operation of the device. In other words dynamic power consumption is dependent on the utilization of the device. Existing research works on power control in datacenters (e.g., [14, 15, 16]), typically focus on harvesting the idle periods or periods of low activity in the workloads and either put the devices in low power modes or reduce the operation bandwidth of the components. Research works have explored the use of power control techniques in various components and subsystems in the data centers, including CPU [17, 18], memory [12, 19], network links [20, 21] and disks [22, 23]. This chapter presents a survey of the existing research works on power management in datacenters.

2.1 Power Management of (Compute) Servers

Server and cooling subsystems consume around 70% of the overall datacenter power consumption [24]. A number of research works have proposed techniques to manage the power consumption of servers and make them more energy efficient. These techniques range from architectural changes that make the components more energy efficient to techniques like workload consolidation that migrate the workloads to a fewer servers and enable shutting down the idle servers.

The various circuit level techniques to reduce power consumption, range from optimizations like threshold voltage reduction to adaptive body biasing, transistor sizing, transistor ordering etc. The architectural optimization techniques for power reduction involve reconfiguration of the stages of the pipeline like fetch, decode and memory access. Azizi et al. [25] propose an optimization framework that evaluates energy-performance trade offs at both circuit and architecture levels and builds an integrated design space.
Wang et al. [26] propose an algorithm based on optimal control theory to meet with the energy and thermal constraints in chip multi-processors. Their algorithm exploits the availability of per-core Dynamic Voltage and Frequency Scaling (DVFS) in current day processors and formulates a MIMO model for multi-core processors. Branch prediction techniques try to guess the direction that the instruction flow will take and execute the instructions in the predicted direction. This increases the instruction level parallelism since useful work gets done in the pipeline while waiting for the branch to be resolved. Branch prediction is a significant part in the efficient execution of a program since branches constitute 15–25% of the overall instructions. The accuracy of branch prediction and the complexity involved are crucial factors that influence performance and power consumption. Parikh et al. [18] characterize the power characteristics of different branch predictor algorithms and explore ways to reduce the energy consumption of branch prediction. The authors claim that any increase in the power dissipated by the branch predictor unit would eventually be offset by reduced power consumption in the overall system. Yang and Orailoglu [17] propose a technique to predict the branches earlier so that unnecessary lookups to the Branch Target Buffer (BTB) can be avoided thereby saving considerable power. The authors in [17] introduce a Branch Identification Unit (BIU) that has information about the distance of the next branch instruction and hence avoids unnecessary BTB lookups. The feedback obtained from the compiler, during the runtime can be used find the hot spots within a program. This can be used as a hint to turn off components that are idle. Some of the techniques that are used in such dynamic power control include turning off unused cache lines [12], adjusting the width of the instruction fetch [27] or adjusting the voltage and frequency of operation [28].

Historically, processors have been the largest contributors of power consumption in servers. Due to the research efforts in both industry and academia on processor power consumption, the proportion of power consumed by the processors has been steadily decreasing. Today, memory modules in the servers also consume significant amount of power (40% of the server power consumption [29]). The inherent redundancy and locality in memory accesses leaves room for various optimizations to reduce the energy consumption in the memory hierarchy. Caches are employed in the memory hierarchy to reduce the memory access latency. The performance of caching schemes has a direct impact on the power consumption of memory units since an ideal caching scheme would
significantly reduce memory accesses in turn reducing the memory power consumption. K. Kant [19] proposes a control scheme to batch the memory requests in a coordinated manner so that the power consumption of memory modules can be reduced without any degradation of performance. The idea is to dynamically adjust (all or a subset of) the available memory resources for carefully determined time windows so that the degradation in throughput is minimum and the power savings is maximum. Several research works [30, 31, 32, 33] have also proposed techniques to reduce the power consumption of memory buses by modifying the address encoding schemes. Deng et al. [34] propose a scheme to dynamically adjust the active power states (from high power to low power modes) based on the memory bandwidth requirements, energy savings and performance impacts. Their technique takes advantage of the dynamic frequency scaling capabilities of DIMM and adaptively chooses the operational frequency of the memory module depending on the workload demand. Huang et al. [35] propose and implement a power aware virtual memory. Their technique involves tracking and controlling the working set of each process so that the inactive memory components that are least loaded can be transitioned to low power-performance states.

Ranganathan et al. [36] propose to handle the power management of high density blade servers at higher layers (e.g. blade enclosures) rather than at the individual server levels. This coarser grained power control helps to dynamically adapt to the changes in workloads by adjusting the power budgets of the servers in the enclosure. Enclosure level power allocation policies help to ensure that the individual components in the enclosure do not violate their threshold limits. In addition to the changes in architecture and design of datacenters, it is also important to dynamically reconfigure the applications (workloads) and adaptively allocate resources as their demand varies. Moore et al. [37] incorporate temperature profiles in data centers to make workload placement decisions. One of the techniques proposed in [37] is to sort the servers in the order of desirability (e.g., coldest to hottest) and assign workloads to those servers based on the sorted order. Chase et al. [16] propose a system based on economic policies where customers bid for resources and energy is also treated as a resource. Resource allocation is done based on the benefits realized from the allocated resources. The system minimizes energy usage while simultaneously dealing with unexpected increases in demand with minimum impact on performance.
Virtualization is increasingly being used in high performance server clusters due to its application isolation capabilities and ease of management. Nagarajan et al. \[38\] propose a scheme that migrates virtual machines hosting MPI applications from a fault-prone node to a healthy node proactively. Verma et al. \[39\] investigate the power management in virtualized server clusters hosting HPC applications. They use their experimental results to build a framework for power-aware application placement in virtualized clusters. Their placement strategy takes both CPU usage and working set size into account. Nathuji and Schwan \[40\] propose a coordinated power management scheme in distributed environments with virtual machines. They leverage the guest level power management techniques and realize them in real time on the host without violating the guaranteed resource isolation between multiple guests. Nathuji et al. \[41\] leverage their work in \[40\] and propose a power budgeting scheme that is VM-centric as opposed to typical power budget allocation schemes that allocate power based on the utilization of physical servers. The budget allocation is based on tokens which are assigned to each VM based on the demand and the corresponding power manager modules assign the power budgets relative to the other VMs. X. Wang and Y. Wang \[42\] propose a cluster level coordinated control architecture that aims at providing per-VM performance guarantees and a cluster level power control.

Chen et al. \[43\] develop power saving techniques for Internet datacenters that support connection intensive services like instant messaging and online video games where the connections are typically long lived as against the typical short lived request–response web services. They propose schemes that determine the number of servers to be kept powered on and load dispatching algorithms to the servers that reduce the overall energy consumption without sacrificing user experience. This is achieved by means of load skewing that provide opportunities to turn off servers under light loads. Meisner et al. \[44\] propose a scheme called PowerNap that aims to reduce the idle power consumption in servers by rapidly transitioning to low power states during idle periods and returning to full performance (power) state whenever work arrives so that the work can be completed as fast as possible. Their proposed scheme has minimum impact on latency only when the transition between low power to high power states is small. If the transition latency is high, the request service times are close to the transition latencies especially during low utilization levels when there are a lot of idle periods. Raghavendra
et al. [45] propose a coordinated scheme in datacenters that combines different power management solutions at multiple levels in a datacenter (e.g. server, enclosure, rack, datacenter etc.) and ensure that each of these components stay within their power budgets and thermal limitations. The different controllers act at different time windows and coordinate their control actions with the help of feedback mechanisms. The authors also provide a comprehensive analysis of the sensitivity of workloads to the different power management mechanisms.

Barroso and Holzle [13] argue for an energy proportional design of systems in datacenters where the amount of work done by a system is proportional to the energy consumed by it. They observe that current day systems are not energy proportional since the range for dynamic control is very small and a large portion of the energy is static. This is more significantly pronounced especially when the utilization of the system is very low. The authors also claim that improving the dynamic power range of the components and introducing active low power modes where the high–low (and vice versa) transition latency is very small can help to reduce the energy consumption of datacenters significantly.

2.2 Power Management of Networking Subsystem

The power consumed by a network switch developed in [46] is given by Equation 2.1

\[ P_{\text{switch}} = P_{\text{chassis}} + P_{\text{linecard}} \times \text{num}_{\text{linecards}} + \sum_{i=0}^{i=(N-1)} \text{num}_{\text{ports}}_{\text{config}_i} \times P_{\text{config}_i} \] (2.1)

where \( P_{\text{chassis}} \) and \( P_{\text{linecard}} \) are the power consumed by the chassis and the line card respectively. \( P_{\text{config}_i} \) is the power consumed by a port when it is in configuration \( i \) (e.g. 100 Mbps or 1 Gbps).

Power management of networking elements includes both active and idle power control techniques. Idle power control techniques try to minimize the power consumed in switches and links when they are idle by turning them off or putting them to sleep. The active power control techniques adapt the rate of operation of the devices (e.g. network link speed) in order to reduce the operational energy in these devices. Gupta et al. [47] were one of the earliest proponents of techniques to save energy consumption in the network elements. They suggested techniques to slow the clock rates in the network.
links, put all or few of the subcomponents in switches (e.g. linecards) in sleep modes and reconfiguring the network topologies and one or a combination the above mentioned techniques. Nedevschi et al. [14] investigate both idle and active power management techniques for the network elements. They propose a "buffer and burst" scheme that shapes the traffic so that there are alternate active and idle periods and hence provide increased opportunities to sleep. For the dynamic power control of links, the authors propose a scheme where the rate of operation of the network links is dynamically adapted depending on the arrival rate of the packets.

Besides individual power control of the components, research works have also proposed dynamic reconfiguration of networks to save power. Heller et al. [24] propose a dynamic change in the number of active components with changing workload patterns. The goal is to use only a required subset of network components in the datacenter network topology and power down unnecessary components. The proposed system called ElasticTree has a centralized optimizer module that continuously monitors the traffic and computes the optimal network subset and a routing module that redirects the flows as the network capacity increases and decreases dynamically. Mahadevan et al. [38] propose three techniques to conserve energy in datacenter networks that are centrally administrated and provide opportunities for network wide optimizations. The proposed schemes include a strawman approach where the network links are operated at different speeds (e.g. 10 Mbps, 100 Mbps, 1 Gbps etc.). The second technique involves network consolidation where traffic from multiple switches are consolidated and redundant switches are powered down. The third technique involves a coordinated approach where first server consolidation is done by allocating all the jobs to a few servers and then network consolidation is done where redundant network elements are turned off. The authors claim that an energy savings of around 75% can be achieved by combining traffic management and server consolidation techniques.

Ananthanarayanan et al. [49] propose a novel architecture in switches called "shadow ports". Typically when all ports in a switch are in a low power state, all egress packets are buffered and are processed later when the port comes back to the high power state. However ingress packets are lost when a port is in low power state. To overcome this issue, the authors propose a shadow port in each switch which acts as a proxy for the other ports in low power and receives the packets on behalf of them. Agarwal et al. [50]
present a system called Somniloquy that allows operations like background downloads that involve networking elements to continue seamlessly even when the system is put to deep sleep modes. They achieve this with the help of a second embedded processor that is responsible for waking up the system on certain events like packet arrival and keeping the system in active state when required by the applications (like instant messaging, video streaming etc.).

Research works have also investigated energy proportionality of the networking subsystem. Abts et al. [51] propose an energy proportional network topology called the flattened butterfly network that can meet the bandwidth requirements of the data-center while being energy proportional. The proposed topology is a multi-dimensional direct network and energy proportionality is achieved by exploiting the properties of the topology and the power control mechanisms available in the network links. Mahadevan et al. [52] provide a comprehensive study of configuration and traffic information from real world network traces and propose techniques to make the networking subsystem more power proportional. Kant [20] proposes mechanisms to reduce the power consumption of serial links by means of link width control. Serial links have multiple (4, 12, 16 etc.) lanes and the width (bandwidth) of the links is increased by increasing the number of lanes. These links provide the capability to adjust the number of lanes dynamically thereby providing opportunities for dynamic control of the power consumed by these network fabrics. In the proposed link width control algorithm, the number of lanes kept in low power mode is determined based on the link utilization during a recent window.

2.3 Power Management of Storage Subsystem

Gurumurthi et al. [22] propose the use of dynamic speed control of rotating disks based on the load on the disks in order to manage the operational energy consumption of disks. They claim that traditional power control techniques that attempt to spin down disks during idle periods cannot do well in the case of server workloads, since there are not sufficient idle periods in these workloads and predicting the idle period window is extremely challenging. Hence they resort to dynamically adapting the hard disk rotation speeds and hence serve requests at slower speeds thereby reducing the power consumed by the spindle motor. Narayanan et al. [53], on the contrary, claim that there are
significant idle periods in the disk workloads of large enterprises and observe that the idle periods are further increased when write offloading is used. Write offloading involves redirecting the write requests to the disks that are spun down to another storage device temporarily and then write the blocks to the original disk later. The spinning down of idle disks combined with write offloading can save upto 60% of energy and there is almost no impact on read/write performance. Zheng et al. [54] propose a storage system called LogStore that uses a two–speed disk. The system uses a disk based log data structure when the utilization demands an increase in speed of operation. This increases the write speed and hence enables the disk to stay at a lower speed longer. Zhu et al. [55] also use multi–speed disks, however the speed change decisions are made at a fairly long (coarse) time granularity (e.g. hours). The long epoch lengths help to amortize the latency cost of speed transitions.

Colarelli et al. [23] propose a system called Massive Array of Idle Disks (MAID). The proposed system uses a massive array of hard disks to replace traditional high performance RAIDs and achieves the same level of performance with a much smaller power budget. The system consists of a few cache disks. As the blocks are accessed, they are copied from non–cache disks to the cache disks and hence the future requests are served from the cache disks and the non–cache disks can remain spun down. Pinheiro et al. [56] propose a similar technique called Popular Data Concentration (PDC) to reduce the power consumption in disk arrays. PDC concentrates the most popular data on a few disks so that the load is skewed and the rest of the disks are idle most of the time. The idle disks can be transitioned to low power modes and since they only contain the least popular data, the impact on performance is minimum. Unlike the MAID technique, where the accessed data is copied (duplicated) to a subset of (cache) disks, in PDC the most popular files are actually migrated to a few disks and there is only one copy of the data. This avoids the increase in space requirements to store the actual amount of data.

Seung Woo Son et al. [57] propose a proactive disk power management scheme where the future idle and active periods are predicted based on hints from the compiler and the appropriate power state for the disks is chosen based on the predicted idle periods. The workloads they investigate are array–based, scientific applications that have specific disk access patterns that can be manipulated in order to improve the
locality of disk accesses and introduce the desired idle periods in the disk accesses. Anderson et al. [58] propose a cluster architecture with low-power, cheap processors and flash storage. This architecture performs best in data intensive application scenarios with small sized random accesses.

Amur et al. [59] propose a distributed file system that optimizes its data layout across multiple nodes to achieve power proportional storage. The number of nodes serving the workloads is proportional to the demand. The scaling of nodes is done so that there is no data movement required. The proposed system achieves close to ideal power proportionality even when there are node failures. The proposed system was implemented on the Hadoop Distributed File System (HDFS) [60].

In many cases a coordinated power management between different subsystems in a computing system is often necessary to meet the guaranteed performance requirements. Power management policies that are efficient for a subsystem may result in poor performance of other subsystems. Also any power management policy has to adapt to the workload pattern in order to maintain the same degree of performance. For instance, spinning down hard disks might be the most power efficient scheme for a CPU-intensive workload. However, when there is a mix of I/O and CPU intensive workloads the additional latency introduced due to the delay in spinning up the disks back may worsen the I/O performance which is already bad. In this scenario, more sophisticated methods need to be designed to maintain a balance between power savings and performance.

2.4 Renewable Energy in Datacenters

Recently research works have explored the use of renewable energy sources to power datacenter operations and the necessary adaptation mechanisms to cope with the variability in green energy supply. Stewart and Shen [61] argue that all the datacenter operations need to be revised in order to use renewable energy to power the datacenters and cope with the intermittent unavailability of power. They suggest a variety of techniques including load balancing across multiple datacenters and re-routing of requests to datacenters that have surplus renewable energy and aggressive prefetching of data from disks before power outage periods. Liu et al. [62] propose to use geographical load balancing in an Internet scale system so that the entire datacenter operations can be
managed with significantly small renewable energy capacity and a very small amount of energy storage (e.g. UPS, batteries). They conduct numerical experiments taking into account the spatial and temporal variations in the availability and pricing of renewable energy and the brown (energy from fossil fuels) energy electricity costs. Liu et al. [63] propose a geographical load balancing scheme for Internet–scale systems that is especially beneficial when the electricity is dynamically priced based on the proportion of brown energy used. This dynamic pricing drives the system to rely on green (renewable) energy as much as possible. They also derive optimal solutions for the problem of geographical load balancing where the objective is to minimize the energy cost (number of servers powered on) and the delay cost (loss in revenue). Sharma et al. [5] propose a scheme to handle intermittent energy constraints by applying duty cycles to servers. The servers are turned off and on periodically to reduce their energy consumption. Their technique is a purely power driven management scheme and is independent of workload demands. K. Kant proposes Energy Adaptive Computing (EAC) [64] as a solution to the problem of handling variations in energy availability. Kant et al. [10] present a complete design and analysis of a control scheme called Willow to achieve QoS guarantees in the presence of variable power supply, as in the case of renewable energy sources. Willow considers power and thermal constraints simultaneously and adapts to the variations in workload demand and power supply simultaneously via hierarchical task migration. [9] builds a detailed task model based on QoS requirements of tasks and evaluates Willow via more detailed simulations to include the response time as a QoS measure. Murugan et al. [11] investigate the control actions that need to be done in the presence of simultaneous workload and supply variations in datacenters supporting multi–tiered applications. Goiri et al. [65] propose a framework called GreenHadoop which schedules Map–Reduce jobs in datacenters by predicting the availability of green (solar) energy. Their system maximizes the use of renewable energy and tries to minimize the cost of peak brown power usage by scheduling jobs when brown energy is cheap. Brown energy is consumed only when there are violations of time bounds for job completion. [66] also proposes a similar scheduling scheme to maximize green energy usage for parallel batch jobs. Le et al. [67] propose an optimization framework to reduce the brown energy consumption of multi–datacenter services while meeting with the Service Level Agreement (SLA) requirements of these applications. Each datacenter is powered by
a mix of green and brown energy and the optimization formulation tries to minimize the overall energy costs by routing the requests to the different datacenters depending on the available green energy. Aksanli et al. [68] propose an adaptive datacenter job scheduler for a mix of batch and interactive jobs that flexibly allocate execution slots to the batch jobs based on the availability of green energy.
Chapter 3

Energy Adaptive Computing and Associated Challenges
3.1 Sustainability and Energy Considerations in Datacenters

A large portion of the power consumed by a data center is either wasted or used for purposes other than computing. In particular, when not managed properly, up to 50% of the data center power may be used for purposes such as chilling plant operation, compressors, air movement (fans), electrical conversion and distribution, and lighting [69]. Furthermore, the operational energy is not the only energy involved here. Many of these functions are quite materials and infrastructure heavy and a substantial amount of energy goes into the construction and maintenance of the cooling and power conversion/distribution infrastructures. In fact, even the “raw” ingredients such as water, industrial metals, and construction materials involve considerable hidden energy footprint in the form of making those ingredients available as usable energy.

It follows that from a sustainability perspective, it is not enough to simply minimize operational energy usage or wastage of components; the energy that goes into the datacenter infrastructure needs to be minimized as well. This principle applies not only to the supporting infrastructure but to the IT devices such as clients and servers themselves. Even for servers in data centers, the increased emphasis on reducing operating energy makes the non-operational part of the energy a larger percentage of the life-cycle energy consumption and could almost account for 50% [70]. For the rapidly proliferating small mobile clients such as cell–phones and PDAs, the energy used in their manufacture, distribution and recycling could be a dominant part of the lifetime energy consumption. Towards this end, it is important to consider data centers that can be operated directly via locally produced renewable energy (wind, solar, geothermal, etc.) with minimal dependence on the power grid or large energy storage systems. Such an approach reduces carbon footprint not only via the use of renewable energy but also by reducing the size and capacity of power storage and power–grid related infrastructure. For example, a lower power draw from the grid would require less heavy–duty power conversion infrastructure and reduce its cost and energy footprint. The down–side of the approach is more variable energy supply and more frequent episodes of inadequate available energy to which the data center needs to adapt dynamically. Although this issue can be addressed via large energy storage capacity, energy storage is currently very
expensive and would increase the energy footprint of the infrastructure.

Yet another sustainability issue is the overdesign and over provisioning that is commonly observed at all levels of computer systems. In particular, the power and cooling infrastructure in servers, chassis, racks, and the entire data center is designed for worst-case scenarios which are either rare or do not even occur in realistic environments. Realistic workloads rarely stress more than one resource at a time - for example, it is easy to saturate the CPU when it executes primarily out of the caches, but if a significant memory access activity is involved, CPU will not be able to get the required data quickly enough and will stall. Therefore, taxing CPU and DRAM simultaneously may not even be feasible. It may be possible to saturate both CPU and NIC simultaneously via one or more steady streams of packets of a suitable size, but this may be possible only when incoming packets can be deposited directly into the cache (without a DMA to the memory).

Besides sustainability considerations, a critical factor that impacts the design of datacenters is the power limitations of the infrastructure. For instance racks that used to operate at 8 kW power are now expected to operate at 55 kW due to increased power densities with the adoption of tight enclosures like blade servers [36, 37] in datacenters. The increased power densities in the racks and servers might occasionally cause them to reach their rated power limits and this condition needs to be handled as fast as possible to avoid any adverse impact to the components. The mechanism to handle this might entirely shut down the component in question or migrate workloads away from the power limited servers.

In large data centers, the cooling system not only consumes a substantial percentage of total power (up to 25%) [64] but also requires significant infrastructure in form of chiller plants, compressors, fans, plumbing, etc. Furthermore, chiller plants use a lot of water, much of which simply evaporates. Much of this resource consumption and infrastructure can be done away with by using ambient (or “free”) cooling, perhaps supplanted with undersized cooling plants that kick in only when ambient temperature becomes too high. Such an approach requires the energy consumption (and hence the computation) to adapt dynamically to the available cooling ability.

This thesis argues for leaner design of all components having to do with power/thermal issues: heat sinks, power supplies, fans, voltage regulators, power supply capacitors,
power distribution network, Uninterrupted power supply (UPS), air conditioning equipment, etc. This leanness of the infrastructure could be either static (e.g., lower capacity power supplies and heat sinks, smaller disks, DRAM, etc.), or dynamic (e.g., phase shedding power supplies, hardware resources dynamically shared via virtualization). In either case, it is necessary to adapt computations to the limits imposed by power and thermal considerations. In all cases, it is assumed that the design is such that limits are exceeded only occasionally, not routinely.

3.2 Energy Adaptive Computing

Advanced techniques for improving energy efficiency of IT infrastructure and making it more sustainable involve the need to dynamically adapt computation to the suitable energy profile. As mentioned before, in some cases, this energy profile may be dictated by energy (or power) availability, in other cases the limitation may be a result of capacity limitations of the power infrastructure and/or thermal/cooling constraints of the individual components. In many cases, the performance and/or QoS requirements are malleable and can be exploited for energy adaptation. For example, under energy challenged situations, a user may be willing to accept longer response times, lower audio/video quality, less up to date information, and even less accurate results. These aspects have been explored extensively in specific contexts, such as adaptation of mobile clients to intelligently manage battery lifetime [71]. However, complex distributed computing environments provide a variety of opportunities for coordinated adaptation among multiple nodes and at multiple levels [64]. In general, there are three types of distributed energy adaptation scenarios: (a) Cluster computing (or server to server), (b) Client-server, and (c) Peer to Peer (or client to client). These are shown pictorially in Fig. 3.1 using dashed ovals for the included components and are discussed briefly below.

Although in this section, the three scenarios are discussed separately, they generally need to be addressed together because of the complex interactions between them. For example, a data center would typically support both client-server and cluster applications simultaneously. Similarly, a client may be simultaneously involved in both peer-to-peer and client-server applications.
3.3 Challenges in a Cluster Environment

Cluster EAC refers to computational models where the request submitted by a client requires significant computation involving multiple servers before the response can be returned. That is, client involvement in the service is rather minimal, and the energy adaptation primarily concerns the data center infrastructure. In particular, a significant portion of the power consumed may go into the storage and data center network and they must be considered in adaptation in addition to the servers themselves.

In cluster EAC, the energy adaptation must happen at multiple levels such as sub-systems within a server, servers in a rack, etc. At each level there may be a power limit that the level must adapt to. Some of the limits may be “soft” in the sense that they simply represent algorithmic allocation of available energy, and intelligent estimation and adjustment of these limits is crucial. At the highest level, energy adaptation is required to conform to the power generation (or supply) profile of the energy infrastructure. Power limits may also need to be established for different types of infrastructure, for example, the compute, storage and network portions of the infrastructure.

In addition to the available energy, the thermal constraints play a significant role in workload adaptation. Traditionally, CPUs are the only devices that have significant thermal issues to provide both thermal sensors and thermal throttling mechanisms to ensure that the temperature stays within appropriate limits. For example, the $T$ states...
provided by contemporary CPUs allows introduction of dead cycles periodically in order to let the cores cool. DIMMs are also beginning to be fitted with thermal sensors along with mechanisms to reduce the heat load [72]. With tight enclosures such as blade servers and laptop PCs, ambient cooling, and increasing power consumption, other components (e.g. switching fabrics, interconnects, shared cache, etc.) are also likely to experience thermal issues. In challenging thermal environments, a coordinated thermal management is crucial because the consequences of violating a thermal limit could be quite severe. Also, an over throttling of power to provide a conservative temperature control could have severe performance implications.

Thermal control at the system level is driven by cooling characteristics. For example, it is often observed that all servers in a rack do not receive the same degree of cooling, instead, depending on the location of cooling vents and air movement patterns, certain servers may receive better cooling than others. Most data centers are unlikely to have finer grain mechanisms (e.g., air direction flaps) to even out the cooling effectiveness. Instead, it is much easier to do their thermal management to conform to the cooling profile. So, the simplest scheme is for each server to manage its own thermals based on the prevailing conditions (e.g., on-board temperature measurements). However, such independent controls can lead to unstable or suboptimal control. A coordinated approach such as the one considered in [10] could be used to ensure satisfactory operation while staying within the temperature limits or rather within the power limits dictated by the temperature limit and heat dissipation characteristics.

3.3.1 Estimation and Allocation of Energy

An important aspect of managing a resource is the ability to easily measure resource consumption of the desired software component (e.g., a task, VM, or application) while it is running and accurately estimate the resource requirements before the software is run. The purpose of the latter is to decide where, when, and how to run the software. Unfortunately, when the resource in question is energy (or power), both the measurement or estimation can be quite difficult. Part of the difficulty in measurement arises from the fact that the direct power measurement capability is often unavailable, and the power consumption must be estimated indirectly via available counters in the platform. For example, a direct measurement of power consumption of an individual CPU
core is often not feasible and a standard method is to compute power based on a variety of low-level performance monitoring counters that are available on-chip. An even more difficult issue is to break the power consumption of a physical entity down to the software entities (e.g., VMs or tasks) using it [73].

An apriori estimation of power consumption is difficult because the energy consumption not only depends on workload and hardware configuration but also on complex interactions between various hardware and software components and power management actions. For example, energy consumed by the CPU depends on the misses in the cache hierarchy, type of instructions executed, and many other micro-architectural details and how they relate to the workload being executed. Furthermore, when multiple software components are running together on the same hardware, they can interact in complex ways (e.g., cache working set of one task affected by presence of another task). Consequently, neither the performance nor the power consumption adds up linearly, e.g., the active power for two VMs running together on a server does not equal the sum of active powers of individual VMs on the same server. Thus accurate energy estimation remains a difficult problem that we do not tackle in this article.

3.3.2 Planning and Execution of Control Actions

Given the power and QoS constraints, the first step in any power control mechanism is to design an optimal/close-to-optimal solution that would achieve the target performance. However these control actions are not instantaneous and involve overheads. Realizing these solutions in real time involves multiple steps that include time consuming operations like switching a server from sleep/low power modes to fully operational modes or vice versa. The latency involved in these operations is significant and cannot be overlooked. The state changes involved may cause transient instabilities in the participating components. For instance in a datacenter environment, when a server is shut down, the load it was handling needs to be redistributed to other servers. This sudden increase in load in the other servers causes the applications already running on them to slow down. Also, the control actions themselves consume some resources for their execution. All these factors call for a careful planning and execution of the power control actions.
The initiation of the planning process is based on certain events e.g., decrease in available power supply, increase in application traffic etc. If these processes are reactive, i.e., they are initiated after the event has occurred, the associated delays will be extremely large. Hence the events need to be predicted and the necessary control actions need to be initiated beforehand. The planning process can also be made more dynamic by means of Model Predictive Control (MPC) techniques where the actions are planned for every time instant $t + \tau$, $\forall \tau \in \{0, 1, \ldots, T\}$, at time $t$, and only the control action for time $t + 1$ is implemented. The same process is repeated for the rest of the receding time horizon $T$. However these techniques could turn out to be expensive when the state space is large. Also these techniques might take a long time to converge and are not essentially optimal.

3.4 Challenges in Other Environments

In this section, we briefly address the client-server and peer-to-peer (P2P) environments. In its full generality, client–server EAC needs to deal with a coordinated end-to-end adaptation including the client, server, and the intervening network. The purpose of the coordination is to optimize the client experience within the energy constraints of each of the 3 components. As the clients become more mobile and demand richer capabilities, the limited battery capacity gets in the way and the energy adaptation can help. Furthermore, since these devices are also constrained in terms of their compute power, energy and network bandwidth, the adaptation goes well beyond just the energy. For example, techniques have been proposed to outsource mobile computation to the cloud platforms that can provide the required resources on demand [75, 76, 77]. In particular, complex and compute intensive image processing tasks can be migrated from the mobile clients to the cloud, and this could be considered as a broader energy adaptation since the migration does conserve battery life. Adding energy adaptation on the server side to these mechanisms makes them particularly difficult to handle. One interesting approach is to adapt the allocation of resources on the server side based on the remaining energy of the mobile clients.

Client–server EAC can be supported by defining client energy states and the QoS that the client is willing to tolerate in different energy states as a contract and then
do a contract adaptation, as in [78]. However, since server–side adaptation (such as putting the server in deep sleep state and migrating the application to another server) can affect many clients, the client contracts play a role in where the client applications are hosted on servers and how the servers themselves adapt. This coupling between client and servers, along with appropriate network power management actions makes the overall coordination problem very difficult.

Energy adaptation in P2P environment requires cooperation among peers. This issue is examined in [79]. The authors propose an energy adaptive version of the Bit Torrent protocol. The battery constrained clients define an energy budget for downloading the file which enables them to adapt their contributions to the network and the service they receive from the network based on it. The protocol ensures the provisioning and delivery of the desired service rate to the clients based on their energy budget.

After each transmission or reception, mobile devices continue to remain in active state for a short duration, called tail time, in anticipation of another packet. At high download rates, packets are either received in the tail time or in large single bursts, thus, preventing the frequent occurrence of tail time and reducing the average energy per transfer [80].

3.4.1 Mechanisms to Cope with Energy Limitations

When energy availability is restricted, certain applications – particularly those involved in background activities – don’t need to run. Others may run less frequently, with fewer resources, or even change their outputs, and still provide acceptable results. For applications that are driven by client requests and must run, the treatment depends on a variety of factors such as Service Level Agreement (SLA) requirements, level of variability in the workload characteristics, latency tolerance, etc. For example, if the workload can tolerate significant latencies and has rather stable characteristics, the optimal mechanism at the server level is to migrate the entire workload to a smaller set of servers so they can operate without power limitations and shut-down the rest. In this case, a tradeoff is necessary with respect to additional energy savings, SLA requirements, and migration overheads. As the workload becomes more latency sensitive, the latency impact of reconfiguration and power management actions must be taken into account. In particular, if firing up a shut down server would violate latency and response time
related SLA, it is no longer possible to completely shut down the servers and instead one of the lower latency sleep modes must be used.

Energy (or equivalently average power over long periods) can be minimized by deliberately increasing power consumption over short periods. For example, it may be possible to minimize energy for a given set of tasks to be executed by running these tasks at the highest speed and then putting the machine in a low–power mode. This race-to-halt policy has traditionally been suboptimal and DVFS (dynamic voltage and frequency scaling) techniques which run components at lower frequencies and voltages so as to raise the device utilization have been more favorable, because of the possibility of significant voltage reductions at low speeds. However, as voltages approach minimum threshold for reliable operation, the voltage differences between various available speeds are becoming rather small. At the same time, the idle power consumption continues to go up due to increased leakage current. In such a situation, race-to-halt becomes an increasingly attractive scheme.

It is important to note that in case of EAC, often the problem is not inadequate work, but rather inadequate energy to process the incoming work. Obviously, in order to reduce the average power consumption, we need to slow down processing, except that this slow–down is not triggered by idling. Unlike the situation where the goal is to minimize wasted energy, an energy constrained environment requires careful simultaneous management of multiple subsystems in order to make the best use of the available energy. For example, it is necessary to simultaneously power manage CPU, memory and IO adapters of a server in order to ensure that the energy can be delivered where most required. The admission control, migration and power management of a large number of resources at multiple levels raises a lot of interesting issues in terms of the stability and optimality of the control in addition to the issues of the overhead and lag associated with information exchange. A comprehensive control theoretic framework is required in order to address these issues \cite{26, 42}. When the control extends over multiple physical facilities, perhaps each with differing energy costs, the problem becomes even more complex.

Although much of the above discussion concerns servers, similar issues apply to clients and their subsystems. For example, the partitioning and control of power between CPU, memory, storage and other portions of a client involves the same set of issues as
servers. However, the peer-to-peer interaction between clients involves some unique issues as already stated above.

Storage and network also need serious consideration in energy adaptive computing because of increasing data intensiveness of most applications. Energy management of rotating magnetic media often involves long latencies (in spinning down or spinning up the drives) and reliability issues resulting from RPM changes or repeated starts and stops. The emerging solid state storage (SSD) can be helpful in this regard. The energy management of network devices such as switches and routers is inherently difficult because of its nonlocal impact. For example, if a router/switch port is placed in a low power mode, every application and endpoint whose traffic goes through this port will be affected.

While the topic of applications changing their behavior in the face of energy limitations has been explored in several specific contexts such as audio/video streaming, rendering a web page, P2P content sharing [71, 81], and mechanisms to specify and manage the adaptation have been proposed [78, 82], it is apparent that there is scope for considerable further work on how and when to apply various kinds of adaptation mechanisms (e.g., lower resolution, higher latency, control over staleness and/or accuracy, etc.) under various kinds of power/thermal limitation scenarios. The main theme in EAC has been to cut down “fat” at all levels and thereby lower not only the direct energy consumption but also the entire life-cycle energy costs that are essential to examine from a sustainability perspective. This leanness has a down-side: the increased fragility in the system which can be exploited by attackers. In particular, just as current systems can be victimized by denial of service (DoS) attacks, the systems proposed here can be further victimized by denial of energy (DoE) attacks. For example, it is possible to craft “power viruses” whose aim is to consume as much power as possible. A carefully planned attack using such viruses can significantly disrupt a distributed EAC scheme and lead to instabilities and poor performance. Protection mechanisms against such energy attacks are essential to realize the EAC vision.
Chapter 4

Coordinated Energy and Thermal Adaptation in Datacenters
This chapter explores cluster EAC in detail in the case of transactional workloads that are typically served by virtual machines. In particular, this chapter elaborately discusses the design of a control system called *Willow* [9][10] to provide energy and thermal adaptation within a data center. *Willow* provides a hierarchical energy adaptation within data centers in response to both demand and supply side variations. Although a comprehensive energy adaptation scheme could include many facets, the current design of *Willow* is geared towards load consolidation and migration. The design and implementation of the control algorithms is explained in Sections 4.1 to 4.3 In Section 4.4 the design of a QoS aware scheduling scheme is presented. The proposed scheduling scheme complements *Willow* to achieve the guaranteed QoS for different applications in the presence of adaptation control actions.

### 4.1 Hierarchical Power Control

Power/energy management is often required at multiple levels including individual devices (CPU cores, memory DIMMs, NICs, etc.), subsystems (e.g., CPU-cache subsystem), systems (e.g., entire servers), and groups of systems (e.g., chassis or racks). In a power limited situation, each level will be expected to have its own power budget, which gets divided up into power budgets for the components at the next level. This brings in extra complexity since one must consider both the demand and supply sides in a coordinated fashion at various levels. This section describes such a multilevel power control architecture. One simple such power management model is shown in Figure 4.1. The data center level power management unit (PMU) is at the level 3. The rack level PMU is at level 2 and server/switch level PMUs are at level 1. With such a multilevel power management architecture the proposed control scheme attempts to provide the scalability required for handling energy and thermal adaptation in large data centers with minimum impact on the underlying networks.

In the hierarchical power control model that is assumed in this chapter, the power budget in every level gets distributed to its children nodes in proportion to their demands. All the leaf nodes are in level 0. The component in each level \(l + 1\) has configuration information about the children nodes in level \(l\). For example the rack level power manager has to have knowledge of the power and thermal characteristics of the
individual components in the rack. The components at level $l$ continuously monitor the demands and utilization levels and report them to level $l+1$. This helps level $l+1$ to continuously adjust the power budgets. Level $l+1$ then directs the components in level $l$ as to what control action needs to be taken. The granularities at which the monitoring of power usage and the allocation adjustments are done are different and are discussed later in Section 4.3.1.

4.2 Energy-Temperature relationship

In the design of Willow the power consumption of a device is limited based on its thermal limits as follows.

Let $t$ denote time, $T(t)$ the temperature of the component as a function of time, $P(t)$ power consumption as a function of time, and $c_1$, $c_2$ be the appropriate thermal constants. Also, let $T_a$ denote the ambient temperature, i.e., temperature of the medium right outside the component. The component will eventually achieve this temperature if no power is supplied to it. Then the rate of change of temperature is given by

$$dT(t) = [c_1 P(t) + c_2 (T(t) - T_a)] dt$$

(4.1)

Being a first-order linear differential equation, this equation has an explicit solution. Let $T(0)$ denote the temperature at time $t = 0$. Then,
\[ T(t) = [T_a + [T(0) - T_a]e^{-c_2t}] + c_1e^{-c_2t} \int_0^t P(\tau)e^{c_2\tau} d\tau \]  

(4.2)

where the first term relates to cooling and tends to the ambient temperature \( T_a \) and the second term relates to heating. Let \( T_{\text{limit}} \) denote the limit on the temperature and \( P_{\text{limit}} \) is the limit on power consumption so that the temperature does not exceed \( T_{\text{limit}} \) during the next adjustment window of \( \Delta_s \) seconds. It is easy to see that,

\[ T(\tau) = T_a + P_{\text{limit}}c_1/c_2[1 - e^{-c_2\Delta_s}] + [T(0) - T_a]e^{-c_2\Delta_s} \]  

(4.3)

It can be observed that Equation 4.2 can be used to predict the value of temperature of the device at the end of the next adjustment window and hence can help in making the migration decisions. This relationship is used to estimate the maximum power consumption that can be allowed on a node so that it does not exceed its thermal limits.

### 4.3 Supply And Demand Side Coordination

In Willow migrations of power demands are initiated by the power and thermal constraints introduced as a result of increase in demand at a particular node or decrease in power budget to the node. Simultaneous supply and demand side adaptations are done to match the demands and power budgets of the components.

#### 4.3.1 Time Granularity

The utilization of server resources in a data center varies widely over a large scale. If the nature of the workload fluctuates significantly, it is likely that different resources (e.g., CPU cores, DRAM, memory bus, platform links, CPU core interconnects, I/O adapters, etc.) become bottlenecks at different times; however, for a workload with stable characteristics (but possibly varying intensity) and a well-apportioned server, there is one resource (typically CPU and sometimes network adapter) that becomes the first bottleneck and its utilization can be referred to as server utilization. This assumption forms the basis for the modeling presented in this chapter, since it is extremely difficult
to deal with arbitrarily configured servers running workloads that vary not only in intensity but their nature as well. Under these assumptions, the power consumption can be assumed to be a linear monotonic function of the utilization.

Because of varying intensity of the workload, it is important to deal with average utilizations of the server at a suitable time granularity. For convenience the demand side adaptations are discretized with a time granularity of $\Delta_{DL}$. It is assumed that this time granularity is sufficiently coarse to accommodate accurate power measurement and its presentation, which can be quite slow. Typically, appropriate time granularity at the level of individual servers are of the order of tens of milliseconds or more. Coarser granularities may be required at higher levels (such as rack level).

Even with a suitable choice of $\Delta_{DL}$, it may be necessary to do further smoothing in order to determine trend in power consumption. Let $CP_{l,i}$ be the power demand of node $i$ at level $l$. For exponential smoothing with parameter $0 < \alpha < 1$, the smoothed power demand $CP'$ is given by:

$$CP'_{l,i} = \alpha CP_{l,i} + (1 - \alpha) CP_{l,i}^{old} \tag{4.4}$$

Note that the considerations in setting up the value of $\Delta_{DL}$ come from the demand side. In contrast, the supply side time constants are typically much larger. Because of the presence of battery backed UPS and other energy storage devices, any temporary deficit in power supply in a data center is integrated out. Hence the supply side time constants are assumed to be $\Delta_{SL} = \eta_1 \Delta_{DL}$, where $\eta_1$ is an integer and $\eta_1 > 1$. Willow also performs workload consolidation when the demand in a server is very low so that some servers can be put in a deep sleep state such as S3 (suspend to memory) or even S4 (suspend to disk) [83]. Since the activation/deactivation latency for these sleep modes can be quite high, another time constant $\Delta_{Al}$ is used for making consolidation related decisions. It is assumed that $\Delta_{Al} = \eta_2 \Delta_{DL}$, for some integer $\eta_2$ such that $\eta_2 > \eta_1$.

### 4.3.2 Supply Side Adaptation

As mentioned earlier the case where the data center operates in a perpetually energy deficient regime, is ignored. The available power budget of any level $l + 1$ is allocated among the nodes in level $l$ proportional to their demands. As mentioned in Section 4.3.1
the supply side adaptations are done at a time granularity of $\Delta_{SL}$. Hence the power budget changes are reflected at the end of every $\Delta_{SL}$ time period. Let $TP_{l+1}^{old}$ be the overall power budget at level $l + 1$ during the last period. $TP_{l+1}$ is the overall power budget at the end of current period. $\Delta_{TP} = TP_{l+1} - TP_{l+1}^{old}$ is the change in overall power budget. If $\Delta_{TP}$ is small, the values of $TP_{l,i}$’s can be updated rather trivially. However if $\Delta_{TP}$ is large, the power budgets of nodes in level $l$ need to be reallocated. In doing so Willow considers both hard constraints due to power limitations of devices and soft constraints due to available power budgets.

The power and thermal constraints thus necessitate the migration of demand in level $l$ from power deficient nodes to nodes with surplus power budget. Any increase in the overall power budget happens at a higher level and is then reflected in its constituent lower levels. This situation can lead to three subsequent actions.

1. If there are any under provisioned nodes they are allocated just enough power budget to satisfy their demand.

2. The available surplus can be harnessed by bringing in additional workload.

3. If surplus is still available at a node then the surplus budget is allocated to its children nodes proportional to their demand.

### 4.3.3 Demand Side Adaptation

The demand side adaptation to thermal and energy profiles is done systematically via migrations of the demands. It is assumed that the fine grained power control in individual nodes is already being done so that any available idle power savings can be harvested. The main focus in this chapter is on workload migration strategies to adapt to the energy deficient situations. For specificity only those type of applications in which the demand is driven by user queries and there is minimum or no interaction between servers, (e.g., transactional workloads) are considered. The applications are hosted by one or more virtual machines (VMs) and the demand is migrated between nodes by migrating these virtual machines. Hence the power consumption is controlled by simply directing the user queries to the appropriate servers hosting them.

Willow carefully avoids pitfalls like oscillations in decisions by allowing sufficient margins both at the source and the destination to accommodate fluctuations after the
migrations are done. The migrations are initiated in a bottom up manner. If the power budget $TP_{l,i}$ of any component $i$ is too small then some of the workload is migrated to one of its sibling nodes. This is termed as local migration. Only when local migrations to sibling nodes is not possible, non-local migrations are done.

The migration decisions are made in a distributed manner at each level in the hierarchy starting from the lowermost level. The local demands are first satisfied with the local surpluses and then those demands that are not satisfied locally are passed up the hierarchy to be satisfied non-locally. A few terms related to the migration decisions are defined below.

**Power Deficit and Surplus**: The power deficit and surplus of a component $i$ at level $l$ are defined as follows.

$$P_{\text{def}}(l, i) = [CP'_{l,i} - TP_{l,i}]^+$$ (4.5)

$$P_{\text{sur}}(l, i) = [TP_{l,i} - CP'_{l,i}]^+$$ (4.6)

where $[\cdot]^+$ means if the difference is negative it is considered zero.

From the above definitions the power surplus and deficit at a particular level can be defined as follows.

$$P_{\text{def}}(l) = \max(P_{\text{def}}(l, i))$$ (4.7)

$$P_{\text{sur}}(l) = \max(P_{\text{sur}}(l, i))$$ (4.8)

If there is no surplus that can satisfy the deficit in a node, the excess demand is simply dropped. In practice this means that some of the applications that are hosted in the node are either shut down completely or run in a degraded operational mode (e.g., higher latency, lower resolution etc.) to stay within the power budget.

**Power Margin ($P_{\text{min}}$)**: The minimum amount of surplus that has to be present after a migration in both the source and target nodes of the migration. This helps in mitigating the effects of fluctuations in the demands.

**Migration Cost**: The migration cost is a measure of the amount of work done in the source and target nodes of the migrations as well as in the switches involved in the migrations. This cost is added as a temporary power demand to the nodes involved.

A migration is done if and only if the source and target nodes can have a surplus of at least $P_{\text{min}}$. Also migrations are done at the application (VM) level and hence
the demand is not split between multiple nodes. Finally Willow also does resource consolidation to save power whenever possible. When the utilization in a node is really small the demand from that node is migrated away from it and the node is deactivated.

Even with the above mentioned constraints there are multiple ways of matching a demand with a surplus. The entire problem now reduces to the classical bin packing problem. The surpluses available in different nodes form the bins. The bins are variable sized and the demands need to be fitted in them. The variable sized bin packing problem is a NP-hard problem as such and numerous approximation schemes are available in literature \[84, 85, 86\]. One such simple scheme called FFDLR \[86\] was chosen to solve the bin packing problem. Let $L$ be the list of demands that are to be satisfied. The FFDLR algorithm is described in Algorithm 1.

**Algorithm 1 FFDLR Algorithm**

*Step 1:* The bin sizes and demand sizes are normalized so that the largest bin has a size of 1.

*Step 2:* Pack the first demand in $L$ into the first bin of size of 1 that has room for it and remove the demand from list $L$.

*Step 3:* Repeat Step 2 until all demands are packed in a bin.

*Step 4:* At the end, the contents of each bin are repacked into the smallest possible empty bins.

FFDLR solves a bin packing problem of size $n$ in time $O(n \log n)$. The optimality bound guaranteed for the solution is $(3/2) \cdot OPT + 1$ where $OPT$ is the solution given by an optimal bin packing strategy. This algorithm was chosen for two reasons. First, it is simple to implement with guaranteed bounds. Second, the repacking into smaller bins means every server will run close to full utilization. The servers that are empty can then be deactivated during consolidation phase.

### 4.4 QoS Aware Scheduler

Traditional scheduling algorithms like round robin and priority based scheduling are not QoS aware and do not have any feedback mechanism to guarantee the QoS requirements of jobs. A few algorithms that attempt to guarantee some level of QoS do so by mechanisms like priority treatment and admission control. The objective in this thesis work is to allow for energy adaptation while respecting QoS needs of various applications to
the maximum extent possible. In this regard, a QoS aware scheduling algorithm in the nodes is proposed in this section and is shown in Figure 4.2. The scheduler uses an integral controller to adjust the weights of the applications at regular intervals based on the delay violations of the applications. The applications are allocated CPU shares proportional to their weights. Applications with higher delay violations get more CPU share. It is well known from classic queuing theory [87] that in an asymptotic sense, as $U \rightarrow 1$ the wait time of jobs is directly proportional to $1/(1-U)$ where $U$ is the overall queue utilization. Hence the integral gain for the controller is calculated as $(1-U)$. Using the overall utilization as the integral gain also avoids oscillations and keeps the system stable.

The error in delay $E(t)$ for each application is the difference between the delay bound and the measured delay. At the end of each sample interval $t$ (of size $\Delta t$), the new weights are calculated as follows.

$$weight(t) = weight(t - 1) + K_i \times E(t)$$

(4.9)

Then the CPU shares are allocated to the applications proportional to their weights.

Figure 4.3 shows an overall picture of the different adaptation mechanisms that are done in Willow at different time granularities. The scheduler works in the individual nodes at the smallest time granularity. At the next higher time granularity ($\Delta_{DL}$), the demand side adaptations are done that include migration of deficits to surplus nodes. At the next higher granularity ($\Delta_{SL}$), the supply side adaptations such as allocating...
power budgets at different levels takes place. At the largest time granularity ($\Delta_{Al}$), consolidation related decisions are made that include shutting down of nodes with very low utilization.

Figure 4.3: Various adaptations done in Willow and the different time granularities

4.5 Experimental Evaluation

This section presents some experimental results to demonstrate the ability of the proposed control scheme (Willow) to cater to the QoS requirements of tasks when there are energy variations. Willow was evaluated via detailed simulations using a Java simulator and real time experiments on a prototype testbed. The simulations were based on generalized assumptions on the power demands and limits. The experiments were done to test the working of Willow when real migrations of VMs is done practically. The simulations and experiments demonstrate the adaptability of Willow to varying energy and thermal conditions. Section 4.5.1 explains the preliminary experiments on a prototype cluster and Section 4.5.2 explains the simulation results that analyze the performance and behavior of Willow in a more detailed manner.
4.5.1 Preliminary Experiments

Experimental Testbed

Experiments to evaluate the performance of Willow were done on a prototype testbed consisting of 3 servers. Figure 4.4 shows the architecture of the experimental testbed. A cluster of three Dell servers was used. VMWare ESX server 3.5 was running on all three of the servers. The three servers were managed from a remote machine. The remote machine forms the control plane which simulates the hierarchical power control model and the power supply variations. Since there were only 3 machines, the power–control hierarchy was simulated with two levels – two switches in level 1 and one switch and the three servers in level 2. CPU temperature of the servers was measured from
the onboard sensor. CPU utilization of the ESX servers was monitored continuously by a script running on the control plane. The variation in power supply was introduced into the system artificially and the control system made migration decisions to adapt to the variations in power supply. Virtual machines were installed on each of the ESX servers. These virtual machines were hosting web servers that supported one of three applications, each with different power profiles. For simplicity all the applications were CPU bound. Hence the power–temperature measurements that are described in this section correspond to CPU utilization.

**Baseline Experiments**

Baseline experiments were conducted to parameterize the Equation 4.1 and to capture the relationship between power and utilization. A CPU intensive application was running in the server. Table 4.1 shows the power consumption of one of the servers for various CPU utilizations. It can be seen that the power consumption is a continuously increasing function of utilization. The static power consumption was found to be almost a constant. With only a single component in the server (in this case CPU) being involved in the computations, this kind of a linear relationship is quiet intuitive. The scenario where power consumption follows only the utilization is an idealistic situation

![Graph showing the relationship between power limit and current with the equation c1 = 0.2, c2 = -0.008]
because that means the idle power consumption is zero. Fine grained power management techniques aim at achieving this goal by trying to minimize the static power consumption. The scope of Willow is not idle power control but to adapt to the power supply and demand. The power consumption was measured using an Extech 380801 power analyzer [89]. The sampling rate of the power analyzer was 2 Hz.

Figure 4.5 shows the trend in power consumption vs temperature. The parameter values in Equation 4.1 were determined by measuring the temperature with the power consumed and the temperature constants were determined to be $c_1 = 0.2$ $c_2 = -0.008$. The y–axis in Figure 4.5 is the maximum power that can be accommodated (available power surplus) and the x–axis is the difference between ambient temperature and current temperature of the device. The ambient temperature was assumed to be uniform throughout the room and was equal to 25° C.

**Application Profiling**

<table>
<thead>
<tr>
<th>Application</th>
<th>Increase in power consumption (Watts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>8</td>
</tr>
<tr>
<td>$A_2$</td>
<td>10</td>
</tr>
<tr>
<td>$A_3$</td>
<td>20</td>
</tr>
</tbody>
</table>

Three different applications $A_1$, $A_2$ and $A_3$ with different CPU utilizations and hence different power consumptions were used for the experiments. Table 4.2 shows the increase in power consumption when three applications are running on the server. Each application is run on a single virtual machine. The power consumption of the servers can be controlled by migrating the VMs away from or to the servers.

**Experimental Results**

This section explains the observed results when the servers are running at an overall average utilization level of 60%. Figure 4.6 shows the power supply variation pattern that was used in the simulation when the average utilization is 60%. As stated before,
the perpetually energy deficient regime is simply ignored and only short term energy
deficiencies are considered. The available power supply is divided proportionally be-
tween the servers. When the available power supply is reduced the tasks are migrated
away from servers running at high utilizations to servers running at a low utilization.
In general the number of migrations to or from a server depends on the available power
supply and the utilization at which it is running. This can be observed in Figure 4.7.
For instance, in Figure 4.6 at time unit 7 the power consumption plunges deeply. In a
power deficient situation, servers that are running at a higher utilization have to migrate
some workload away from them to maintain the same QoS. For simplicity it is assumed
that the QoS of applications is a function of the power demand of the node and as the
power demand (load) increases, the application perceived QoS is assumed to degrade.
This relationship is modeled in a more sophisticated manner later in Section 4.5.2.

It can be seen from Figure 4.7 that the number of migrations is also high in time unit 7. The decreased power supply persists till time unit 10. However there are no migrations between time units 7 and 10. This is because, once the migrations are done there is enough margin left to handle the demand variations. Hence no more migrations are needed. Similar patterns can be observed in time units 12 and 25. Note that after a deep plunge in power supply there is not much migration activity even if the power supply increases (e.g. time units 25–26). This is because of the fact that the migrations in Willow are mainly initiated by the tightening of power constraints and not by their loosening. The initiation of migrations in a power–plenty situation can happen only at very low utilization levels where there is a possibility of shutting down a server.
completely.

Power Savings

![Power Supply Variation](image)

Figure 4.10: Power supply variation (Energy Plenty situation)

This section describes the potential power savings achieved by *Willow* when there is a large surplus in power supply. In other words this scenario is the case where some servers are running at low utilization levels. The available power supply varied as in Figure 4.10. Note that the average power supply available is close to the necessary power supply to support the three servers at a utilization level of 100% ($\approx 750W$). Consolidation driven migrations are initiated when the utilization in the server is lower than a migration threshold. The migration threshold was set to be 20%. Table 4.3 shows the initial utilization levels of the servers and average utilization levels of servers after the run of the experiments.

It can be seen that the utilization of Server C is 0%. This is because Servers A and B are running below their power and thermal limits even after the tasks have been migrated from Server C. Hence there is no need to wake up server C. Server C remains shut down for the entire run of the experiments.

Without consolidation, if the servers A, B and C were running at utilizations of 80%, 40% and 20% respectively, their average power consumption from Table 4.1 is $(175 + 190 + 215 =) 580W$. However after consolidation, the average power consumption is $(230 + 190 + \text{standby}) 420 + \text{standby}$—power consumption for server C. It is reasonable
Table 4.3: Utilization of Servers

<table>
<thead>
<tr>
<th>Server</th>
<th>Initial Utilization%</th>
<th>Average Utilization at the end of experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>60</td>
<td>80</td>
</tr>
<tr>
<td>B</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>C</td>
<td>20</td>
<td>0</td>
</tr>
</tbody>
</table>

to assume that this standby power consumption is very negligible. For instance, VMWare ESX server has the Dynamic Power Management utility that can shut down an idle host and the power consumed is zero. With that assumption the power savings achieved is around 27.5%.

4.5.2 Simulation

Assumptions and QoS model

![Figure 4.11: Configuration used in simulation](image)

Table 4.4: Utilization vs power consumption

<table>
<thead>
<tr>
<th>Application Type</th>
<th>SLA Requirement</th>
<th>Mean Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type I</td>
<td>Average Delay $\leq 120ms$, cannot be migrated</td>
<td>10 ms</td>
</tr>
<tr>
<td>Type II</td>
<td>Average Delay $\leq 180ms$, can be migrated</td>
<td>15 ms</td>
</tr>
<tr>
<td>Type III</td>
<td>Average Delay $\leq 200ms$, can be migrated</td>
<td>20 ms</td>
</tr>
</tbody>
</table>
Since the real time experiments were constrained by the number of servers, simulations were done to analyze the performance of Willow in a more detailed manner. The Java simulator can be configured to simulate any number of nodes and levels in the hierarchy. The configuration used in the evaluations is shown in Figure 4.11. There are 18 nodes and 3 types of applications. The application types and their SLA requirements are shown in Table 4.4. For simplicity, it is assumed that each application is hosted in a VM and can be run on any of the 18 nodes. This also helps in migration of workloads between nodes since virtual machines can be easily migrated from one server to another. To begin with, each node is assigned a random mix of applications. The static power consumption of nodes is assumed to be 20% of the maximum power limit (450W). There is a fixed power cost associated with migrations. In the configuration that was used in the experiments it is assumed that there is a single SAN storage that can be accessed by all nodes in the data center. Storage migration is done when the VM disk files have to be migrated across shared storage arrays due to shortage of storage capacity and is usually dealt with separately (eg. Storage VMotion [91]) so as to reduce the delays involved. This section deals only with compute intensive applications and it is assumed that a single shared storage domain is large enough to support the applications and the delays involving data migrations are not accounted for.

**Simulation setup and Results**

The experimental platform consists of multiple VMs with independent traffic patterns. Soccer World Cup 98 [92] traces were used for evaluation. The Soccer World Cup 98 trace dataset consists of all the requests made to the 1998 Soccer World Cup Web site during April to July, 1998. Since the trace data was collected from multiple physical servers, the traces were pre-processed in order to be used in the simulated, scaled down virtualized environment. The traces collected on different days were used on different VMs. The arrival rates of queries were scaled appropriately to achieve the target utilization levels. It is assumed that the queries in the traces belonged to the three classes of applications as shown in Table 4.4. The service times for queries for each application class is different and the energy consumed by a query is assumed to be proportional to its runtime. The time constant multipliers for discrete time control $\eta_1$ and $\eta_2$ in Section 4.3.1 are assumed to be 4 and 7 respectively.
The thermal constants in Equation 4.1 are dependent on the thermal properties of the individual devices. For the simulation the values of these constants are calculated by assuming reasonable values for the maximum device power and the ambient temperature. It is assumed that the average server/switch power consumption is around 450 Watts and a typical ambient temperature to be 25°C. Also the thermal limit of the servers and switches is assumed to be 70°C. With these settings, Figure 4.12 shows one possible set of values for the constants $c_1$ and $c_2$. When the power consumption is zero (when the server is in a deep sleep state because of no activity), the component is at the ambient temperature. The power surplus that is presented at this temperature should be approximately the same as the maximum power rating of the component. From Figure 4.12 it can be seen that the values $c_1 = 0.08$ and $c_2 = -0.05$ show the maximum power limit to be around 450 W when the ambient temperature $T_a$ is 25°C and the initial power consumption is zero. Hence these values were chosen for $c_1$ and $c_2$ for the experiments. It can be seen from Figure 4.12 that when the ambient temperature $T_a=45°C$ and the temperature of the server is at 70°C the power surplus that is presented is almost zero because the server has already reached its thermal limit. It is assumed that the time taken for the increase in temperature when the demand increases, is less than $\Delta_{DI}$. This is a conservative assumption. In reality the increase
in temperature is not instantaneous. However such an assumption helps to reduce the
number of migrations and instability in decisions.

The utilization of a VM is measured based on CPU time spent by the VM in servicing
the requests. However the actual utilization may be higher. For instance the actual utiliza-
tion of a task may be increased due to CPU stalls that are caused by memory con-
tention from other tasks or context switches between multiple VMs. In the simulations,
a factor called the interference penalty for the utilization and power/energy calculations
is included. Basically the idea is that when $n$ tasks are running on a server, the utiliza-
tion of each task is increased due to the interference from the other $(n-1)$ tasks. Hence
the actual utilization of an application is calculated as follows.

$U_i = U_i + \alpha \sum_j U_j \quad \forall j \in \{1, 2, ..., n\} - \{i\}$

$U_{node} = \min [1.0, \sum_{i=1}^{n} U_i]$ where $n$ is the total number of applications in the node

$U_i$ is the utilization of $i^{th}$ application , $i \in \{1, 2, ..., n\}$.

$U_{node}$ is the actual utilization of the node.

the average power consumed in the node is then calculated based on the actual
average utilization of the node. A few experiments were conducted on a Dell machine
running VMWare ESX server to determine the value of $\alpha$. The number of VMs and
their utilization levels were varied and the sum of their utilizations was compared with
the actual utilization reported by the ESX server. The value of $\alpha$ was then calculated
using simple first order linear regression. The value of $\alpha$ was found to be 0.01. It is to be
noted that the workload that was used in the experiment was totally CPU bound. For
other workloads that involve memory or network contention, the interference penalty
might be different (perhaps higher).

In order to evaluate the performance of the integral controller all 3 types of applica-
tions were placed on a single node and the incoming traffic to each of the applications
was assumed to be a Poisson process. Figure 4.13 shows the delays of queries normalized
to their delay bounds at a utilization level of 60%. Any value of delay greater than 1
implies an SLA violation. A QoS ignorant scheduler simply serves queries as they arrive.
This leads to increased delay violations for queries. For instance, when there are too
many Type I queries that have a smaller delay bound waiting in the queue, a QoS aware
scheduler will make Type III queries to wait a little longer in the queue since they can
tolerate much longer delays. On the other hand a QoS ignorant scheduler continues to favor both Type I and Type III queries equally and hence leading to delay violations for Type I queries. It can be seen from Figure 4.13 that almost during the entire time, the feedback based integral controller successfully keeps the delays of all 3 types of queries below the bounds specified by their SLA requirements.

![Figure 4.13: Time series of average delays of queries normalized to delay bounds with simple Round Robin and QoS Aware Scheduling](image)

The response time is used as a metric to quantify the impact of EAC in the presence of variations in energy. The response time includes the time that the queries wait in the queue to be scheduled and the run time of the queries. The significance of Willow is realized the most when the devices are operating at the edge – that is when the power budgets are just enough to meet the aggregate demand in the data center and there is no over provisioning. To demonstrate this, the performance of Willow was tested with two different cases of simulated power budgets. Let $P_U$ be the power required to support the data center operations when the average utilization of the servers is $U\%$. Figure 4.14 shows the histogram of the total available power budget values during the
simulation of 350 minutes and the proportion of time for which the particular power budget value was available. The first case (Case 1) is when the total available power budget varies between \(P_{100}\) and \(P_{60}\). The second case (Case 2) is when the total power budget varies between \(P_{80}\) and \(P_{50}\).

Figure 4.14: Power Supply Profiles Used - Histogram of available power supply and the maximum utilization levels supported

Figure 4.15 (a) compares the percentage of queries with delay violations in Case 1 when the QoS aware scheduler alone is used and when the scheduler is used in combination with Willow. It can be seen that at low utilizations the performance of Willow is not significantly better than when the QoS aware scheduler alone is used. However at high utilizations Willow performs better than the case when the QoS aware scheduler alone is used since adaptation related migrations done in Willow help to reduce the effect on the QoS of applications. Figure 4.15 (b) shows the percentage of queries with delay violations in Case 2. It can be seen that the benefits of Willow are very significant in Case 2 as compared to Case 1, especially at moderate to high utilization levels. Figure 4.15 shows that an efficient QoS aware scheduler alone cannot do any good in the presence of energy variations. Willow improves the possibility of meeting the QoS requirements significantly with the help of systematic migrations.
Figure 4.15: % of queries with delay violations when the power profile used is as shown in (a) Case 1 of Fig. 4.14 (b) Case 2 of Fig. 4.14

Figure 4.16 shows the average delay of different application types normalized to their delay bounds at different utilization levels for power profiles as in Case 2. As expected the average delays increase with increase in utilization due to increased wait times. It can be seen that at higher utilizations, the average normalized delay is higher for Type I queries. The reason is twofold. Firstly, according to the SLA requirements of Type I queries in Table I, they cannot be migrated. This reduces the flexibility for these applications when the available power budget in the server becomes very low. Secondly, the absolute values of the delay bound is much smaller than the other two types and hence the average delay when normalized to the delay bound is naturally higher. Since the delay requirements of Type II and Type III are almost the same, they are equally
It can be seen that even at low utilizations there are queries that have delay violations. This is because when the available energy drops, the demand side adaptations are done only after $\Delta_{DL}$ in Willow. During that time if the estimated demand is less than the actual demand some queries have to wait longer to be scheduled. Moreover the utilization levels are just an average (calculated at a much higher granularity) and there can be periods of congestion even at those low utilization levels. This is especially

Figure 4.16: Average delay values normalized to delay bounds

Figure 4.17: Avg. delay values for Type I queries when servers 1 – 4 are at a higher ambient temperature
Figures 4.17 and 4.18 demonstrate the thermal adaptability of Willow. The ambient temperatures of servers 1 – 4 was set at 45°C and the other servers at 25°C. In order to enforce power budgets, the available CPU shares were reduced proportional to their allocated power budgets. Figure 4.17 shows the average delays in the servers when the first four servers are at a higher temperature than others. To avoid clutter the average response times are shown only for the first 9 servers. As expected in all servers the response time increases with increase in utilization. However at low to moderately high utilization levels (≤ 60%) it can be seen that the average response time is lower in high-temperature servers. This is because Willow is able to migrate most of the load away from high temperature servers. Hence the waiting time for queries is reduced which in turn improves the response times in the high-temperature servers.
Figure 4.18(a) shows the percentage of queries with delay violations when the ambient temperature of servers 1–4 is 45°C at 60% utilization. As explained before, at a moderately high utilization level (60%), Willow migrates applications away from high temperature servers and hence they run at lower utilizations. This in turn reduces the number of queries with delay violations. However at high utilization (80%) the high temperature servers have no choice but to increase the delay of queries because no migrations can be done. This is shown in Figure 4.18(b).
Chapter 5

Energy adaptation in
Multi-tiered Datacenters
This chapter investigates a specific incarnation of EAC, which is the manifestation of *Energy Adaptive Computing* in datacenters hosting multi-tiered web services. These include a wide variety of applications ranging from e-commerce services to large scale web search applications. Typically, the web service is hosted in multiple datacenters that are located in different geographical locations.

Figure 5.1 shows a scenario with different time constants in which the power control actions are done for an example datacenter with multiple clusters in different geographical locations. The time interval between successive control actions decreases as one moves down the pyramid. The control actions can be classified into two, based on the direction of initiation of the control actions—those that are initiated from the top-down and those from the bottom-up along the hierarchy. The largest time window $T_1$ in Figure 5.1 represents the time interval during which the power supply varies. The variations are significant enough to initiate the control actions. The control actions may include predicting the available power for the next control period and migrating load from energy deficient clusters. In the multi-tier web server scenario that is being considered in this chapter, assuming that the services are stateless, workload migration involves redirecting more traffic to data centers with surplus energy. The number of servers in each cluster needs to be adjusted depending on the available power. Workload needs to be redistributed based on the number of servers that are kept powered...
on after the execution of the control actions. These are the top-down actions based on
the available power. The bottom-up control actions are initiated from the node level.
For instance some of the nodes might experience thermal constraints due to inefficient
cooling or high thermal output. The demand variations and thermal constraints of the
nodes need to be continuously monitored and reported to the managing entity (e.g., tier
level load dispatcher) and the load and power budgets of the nodes need to be adjusted
accordingly. This happens at a smaller time granularity ($T_2 < T_1$) than the power
variations. At an even smaller time granularity ($T_3 < T_2$), the control actions may
include adjusting the operational frequency of individual nodes or putting the nodes in
shallow sleep modes if available.

This chapter proposes elaborate control actions that need to be coordinated in a
single datacenter hosting a multi-tier web server application. The number of servers
that are kept powered on and running in each tier is determined based on the available
power and the delay constraints of the application. The expected delay with a given
number of tiers in each tier is estimated based on queuing theoretic models and the best
configuration that minimizes delay violations is chosen. Once this is done, some servers
need to be powered on and some others need to be powered off. These operations are
not instantaneous and involve significant overheads. For instance, before a server can
be turned off, the pending queries that it was serving need to be completed and the
workload that it was handling before needs to be redistributed to other servers. When
a server that is currently powered off needs to be turned on, the activation period may
be in the order of several seconds. An efficient planning of these operations is essential
to avoid any adverse impacts on QoS. Many research works in the past have focused
on formulating the power/performance trade-offs as optimization problems and have
proposed solutions that would minimize these costs. This chapter presents an analytical
design of an execution plan for the implementation of such optimization solutions. A
load dispatcher at each tier adjusts the load allocated to different servers in the tier.
All these actions are executed at different time granularities and help in adapting to
the available power profiles and the workload variations for efficient operation of data
centers.
5.1 Multi-tier Web Server Architecture

Figure 5.2 shows the typical architecture of a data center hosting a web service application like an e-commerce service with three tiers. The frontend nodes in Tier 1 process the HTTP requests and forward queries to the nodes in application tier (Tier 2). The application servers handle the queries and send the appropriate response back after communicating with the database tier (Tier 3) which consists of a clustered database handled by multiple nodes. The front end nodes then process the response and format the response (e.g., convert to HTML) to send it back to the user. Each query thus passes through the same tier multiple times. It is assumed that the servers in each tier are stateless from the application point of view and any server can process any query. However, when a query from the same session revisits a tier, it needs to be serviced by the same server that handled it before. The load in the datacenter depends on the number of sessions in progress and the number of servers involved in processing the queries. QoS guarantees are typically expressed in terms of the overall response time which is the time elapsed between the user request and the time when the user gets back the response. Recently, newer datacenter architectures have been proposed where a large number of cheap commodity servers (/switches) replace fewer powerful
and expensive servers(/switches) [93][94]. This is not only a power efficient architecture but also reduces the initial capital costs significantly. This chapter assumes that there are multiple commodity servers in each tier and are homogeneous. A load dispatcher in each tier assigns the queries to the appropriate servers based on their capacity and current load.

![Figure 5.3: Integral Controller design for load dispatcher](image)

### 5.1.1 Load Dispatcher

The service rate $\mu^i_j$ (of server $j$ in tier $i$), is different for different servers depending on power budgets and thermal constraints. For instance even with sufficient power budgets certain servers can only be operated at half their capacity due to inefficient cooling (e.g., servers in the top of racks) and the service time of a server running at 50% of its maximum frequency is almost double that of a server running at its maximum frequency of operation (ignoring memory access and other delays). The relationship between the power consumption and thermal limitations of a server were derived in Chapter 4 and is given by Equation 4.1. Power budgets are allocated to servers so that the thermal constraints of individual servers are not violated and the capacity of servers are proportional to the power budgets.

Figure 5.3 shows the design of the load dispatcher. The load dispatcher in each tier accounts for the differences in capacities of the servers and adjusts the input to each server in the tier. The load dispatcher periodically infers the average service times of the individual servers and the current arrival rates for each server. The average utilization for tier $i$ is then given by $\rho^i = \lambda^i / \mu^i$ where $\lambda$ and $\mu$ are the average arrival rate and service times of the tier. The dispatcher in each tier $i$ then adjusts the arrival rate of queries $\lambda^i_j$ for each server $j$ so that the utilization $\rho^i_j = \lambda^i_j / \mu^i_j$ is the same ($= \rho^i$) for all servers $j$. The service rate reduction can be due to a number of reasons. The servers
might be running at lower operational frequencies by means of techniques like *dynamic voltage and frequency scaling (DVFS)* [28]. An alternative technique is to force the servers to go to deep sleep states with low power consumption periodically in order to reduce their power consumption or prevent their temperatures from increasing beyond certain limits [5]. Irrespective of the control mechanism used, the load dispatcher has to make sure that the the load is shared proportional to the capacities (service rates) of the servers. During each integral control period $\Delta T_I$ the utilization of the tier is measured. The integral controller shown in Figure 5.3 periodically adjusts the weights for each server depending on the difference between the target ($\rho_i = \lambda_i / \mu_i$) and measured utilizations. The input to the controller is the measured utilization of each server. The error term $E(t)$ is the difference between the target and measured utilizations at time $t$. The new weights for the time period $(t, t+1)$ is given by the following equation.

$$Weight(t+1) = Weight(t) + K_i E(t)$$  \hspace{1cm} (5.1)

where $K_i$ is the integral constant. The arrival rates of each server for that period is then adjusted proportional to the weights assigned to each server.

### 5.2 Adapting to power constraints

With renewable energy resources and in some cases even with conventional power grids, the available power budget to the data center is not constant. In the multi–tier scenario that is discussed in this chapter, the primary adaptation mechanism that is used is controlling the number of servers that are powered on for serving the requests and the redistribution of requests to different servers. The former step is executed at time intervals of $\Delta T_S$ and the latter step is more frequent and is executed at time intervals of $\Delta T_I \ (< \Delta T_S)$. Given the available (predicted) power for the next $\Delta T_S$ period, the necessary control actions are initiated from the top–down.

Given the available power, the first step is to determine the number of servers that need to be powered on in each tier. The assumption to begin with is that there is an accurate estimate of the delays (response time) given the number of servers in each tier and their service rates. Let the number of tiers be $M$. As mentioned before, different servers have different thermal capacities and hence have different service rates.
Assuming that there are $N_1, N_2, N_3...N_M$ servers in each tier, if the capacity (constrained by thermal limits) of each server is accounted for individually and then the decision is made on which servers should be kept powered on in each tier to meet the overall delay bound, the corresponding algorithm would have a complexity of $O(2^{N_1+N_2+N_3+...+N_M})$.

In order to avoid this, the following approximation scheme is used.

**Step 1:** At the beginning of each time interval $\Delta T_S$, assume that all servers can be run at full capacity ignoring their thermal limits. Determine the minimum number of servers that need to be kept up and running in each tier to meet the overall delay bound - $O(N_1N_2N_3...N_M)$ algorithm. It is to be noted that typically $M \leq 3$ in most datacenters.

**Step 2:** Let the total number of servers in each tier $i$ that need to be powered on given by the above step be $N_i$. Due to thermal constraints $N_i$ servers that can operate at full capacity may not be available in a tier $i$. Hence the best servers are chosen so that the impact on delay is minimized.

The situation in Step 2 can be formulated as a knapsack problem. The knapsack problem can be defined as follows.

**Definition 1 (Knapsack problem):** Given a knapsack of fixed capacity (here, $\sum_{i=1}^{i=N_i} P(S_i)$ where $P(S_i)$ is the power consumed by Server $S_i$) the objective is to fill the knapsack with a set of items ($\{I_k\}$) so that the total value of items ($\sum value(I_k)$, $\forall k$) packed in the knapsack is maximized and the sum of weights of the items ($\sum weight(I_k)$, $\forall k$) does not exceed the capacity of the knapsack.

Here the weight of each item ($weight(I_k)$) is the power consumed by the individual server and the total capacity of the knapsack is the total power budget of the tier. The assignment of the value of each item (server) ($value(I_k)$) is explained later. Knapsack problem is an NP-hard problem. A greedy approximate solution is used—the items are arranged in sorted order of $value(I_k)/weight(I_k)$. Then the items are picked one by one and packed into the knapsack as long as the sum of weights of the knapsack is less than the capacity of the knapsack. It is to be noted that an instance of the knapsack problem is solved at each tier and the capacity of the knapsack in each instance is the power budget of the tier. The total available power budget of the data center is allocated to
each tier proportional to the number of servers that need to be kept powered on in that tier as determined in Step 1 above.

5.2.1 Assigning values to servers

This section explains how the value \( I_k \) is assigned to each server to include other factors besides service time. The objective of the knapsack algorithm is to maximize the value of items that are packed in the knapsack. It might take several seconds for a server to be powered up from a deep sleep/inactive state. This is called the activation period \( T_a \) of the server. Hence when choosing between multiple servers, the servers that are already up and running need to be preferred to the ones that are shut down or in deep sleep states. On the other hand when a server needs to be powered down, its workload needs to be redistributed to other servers which will in turn increase the load in the other servers. The pending sessions that the server was handling need to be completed. Above all the service rate of the server is the most important factor in determining its value. Hence the value function of each server needs to incorporate all these factors. Hence the value of server \( I_k \) is given by the following equation.

\[
value(I_k) = w_1 \mu_{I_k} + w_2 \lambda_{I_k} + w_3 R_{I_k}
\]  

(5.2)

where \( \mu_{I_k} \) is the service rate and \( \lambda_{I_k} \) is the arrival rate of server \( I_k \). It is to be noted that for a server that needs to be brought up and that was not handling any workload before, \( \lambda_{I_k} = 0 \). \( R_{I_k} = 0 \) if the server \( I_k \) is inactive and \( R_{I_k} = 1 \) if server \( I_k \) is already on. The servers with maximum value are packed into the knapsack i.e., kept powered on. Once the required number of servers are turned on, the load dispatcher that operates at a finer time granularity redistributes the workload to the different servers as explained in Section 5.1.1

5.2.2 Estimating Delays

An important step in determining the number of servers in each tier is to determine the overall delay across all tiers given the current workload demand of the data center. Queuing theoretic modeling of the datacenter is used to estimate the delays involved. Let the arrival rate of requests into the data center be \( \lambda \). As mentioned before, the load dispatcher in each level \( i \) adjusts the arrival rate to each server \( j \) in level \( i \), \( \lambda^i_j \) so that
the utilization $\rho = \lambda_j^i / \mu_j^i$ is the same for all the servers. The requests pass through the same tier multiple times. The average number of sessions in progress handled by the datacenter is $N$.

Figure 5.4: Closed Queue Model of a Datacenter

With the above assumptions, the multiple tiers can be analyzed as a closed network of queues [87, 95] as shown in Figure 5.4. The user requests originate from queue $Q_0$ and pass through each tier multiple times. The delay at $Q_0$ corresponds to the user think time which is the time spent by the user after receiving the response for a previous request and issuing a successive request. $Q_0$ is an infinite server queue that generates $N$ concurrent sessions on the average. The traffic equation of each tier can hence be written as follows.

$$\lambda_j = \sum_{k=0}^{k=M} \lambda^k p_{kj}, j = 1, 2, ... N$$

(5.3)

where $p_{kj}$ is the proportion of requests routed from queue $k$ to queue $j$.

Mean Value Analysis (MVA) [87] is a popular technique for analyzing delays in networks of queues where each queue satisfies the $M \Rightarrow M$ property. This property states that if a queue is fed with Poisson input, the output process will also be Poisson. For a closed network, the MVA algorithm starts with the population of 1 and recursively computes the queue length and response time at higher population levels. The algorithm
Algorithm 2 MVA Algorithm

\[ n_i(0) = 0, \quad i = 1, 2, 3 \ldots M \]

\[ \tau_i(N) = \frac{1}{\mu_i} + \frac{1}{\mu_i} \times n_i(N-1), \quad i = 1, 2, 3 \ldots M \]

\[ \eta(N) = \frac{N}{\tau_0 + \sum_{i=1}^{M} \tau_i(N)} \]

\[ n_i(N) = \eta(N) \tau_i(N) \text{ (Little's Law)} \]

where, \( \eta(N) \) is the throughput of the system with \( N \) customers

\( \tau_i(N) \) is the average delay of the \( i^{th} \) server when there are \( N \) customers in the system

\( n_i(N) \) is the average number of customers in queue \( i \) when there are \( N \) customers in the system

In the case of FCFS scheduling discipline such as the one assumed in this work, \( M \Rightarrow M \) property holds only for exponential arrival and service time distributions (\( M/M \) queues). Since exponential service time is not practical, a simple modification is used to extend the MVA for queuing networks where the \( M \Rightarrow M \) does not hold as suggested in [87]. The \( N^{th} \) arriving customer will find \( n_i(N-1) \) customers in service in tier \( i \) of which \( U_i(N-1) \) will be busy already receiving service from the server in tier \( i \). The average residual time of the customers is given by

\[ \gamma_i = s_i \left(1 + CV_i^2\right) \frac{1}{2} \]  \hspace{1cm} (5.4)

where \( s_i \) is the service time of tier \( i \) and \( CV_i \) is the coefficient of variance of service times. The response time of the customer is therefore given by the following equation.

\[ \tau_i(N) = \frac{1}{\mu_i} [1 + n_i(N-1)] + U_i(N-1)(\gamma_i - s_i) \]  \hspace{1cm} (5.5)

Hence this value of \( \tau_i(N) \) can be substituted in Algorithm 2 to get a more accurate estimate of the delay values for the FCFS service discipline with a general service time distribution. The mean service time of each tier depends on the thermal and power constraints of the individual servers and the arrival rates (assigned by the dispatcher). As before, the thermal constraints are ignored temporarily and it is assumed that each server in the tier can run at full capacity. Hence for different configurations i.e., different
number of servers in each tier, MVA can be used to calculate the mean overall delay across all tiers for the requests. The configuration with the minimum power consumption that can satisfy the QoS guarantees for the requests is then chosen. For the chosen configuration, the knapsack problem instance is solved at each tier.

5.3 Planning

As explained in Section 5.2, at each time step $\Delta T_S$ the algorithm to optimize for power and performance based on the predicted power supply is executed and the number of servers that need to be powered on is adjusted. New servers need to be powered on and some servers need to be turned off. In either case, workload needs to be reassigned and the sessions that are already in progress need to be completed before the servers handling those sessions are turned off. All these operations cannot be done instantaneously and each of them has associated costs.

Let the initial state of servers at time $t$ be $X(t)$ and the goal state given by the knapsack algorithm is $Y(t+T)$. Here the term state refers to the set of servers that are powered on and turned off and their workloads. The interval between time $t$ and $t+T$ of length $T$ is the planning horizon. A transition from state $X(t)$ to state $Y(t+T)$ involves multiple steps. An exploration of each possible state transition has a time complexity factor that is exponential in the number of servers involved. Hence we employ search heuristics that are well known and widely used in Artificial Intelligence for planning. One such technique to find the least cost path from the initial state to the goal state is the best first search algorithm \[96\]. The cost function $f(x)$ from one state to another represents the time taken to transition between the states. The next state that is chosen is the one with the minimum cost function $f(x)$.

Figure 5.5 shows the different state transitions during the execution of the required changes for adaptation. The following steps are involved during state transition. Let $\{S_i\}$ be the set of servers that are currently serving the requests. Let $\{A_i\}$ be the set of servers that need to be shut down and $\{B_i\}$ be the set of servers that need to be powered on. When a server has to be turned off, no new requests are forwarded to the server and the sessions that it is currently serving need to be completed. Hence the workload of the server to be shut down will have to be redistributed to other servers
that are already up, thereby increasing the average delay in those servers. The path to reach the goal state from the start state needs to minimize the time taken for the control actions to be completed.

The cost function \( f(x) \) which is the cost of getting to state \( x \) is therefore the estimated time to reach the state \( x \) from the start state. The cost function \( f(x) \) is given by the following equation.

\[
f(x) = \max \left( \frac{Q_j(x)}{\mu_j(x)}, T_a \right), \text{ if } N_A(x) \neq 0
\]

\[
= \frac{Q_j(x)}{\mu_j(x)}, \text{ if } N_A(x) = 0
\]  

(5.6)

where \( j \) is the server with the maximum queue length in state \( x \) and \( Q_j(x) \) is the queue length of \( j \). \( N_D(x) \) is the cardinality of the set of servers that are deactivated in state \( x \). \( T_a \) is the time of activation of a server. \( Q_j(x)/\mu_j(x) \) is the virtual work that needs to be completed before the server can be completely shut down. Any state is considered infeasible if the power consumption during or at the end of the state is more than the power budget of the tier. A server with a long queue length, will most likely have a large workload to be redistributed and hence shutting it down will increase the utilization of the other servers. Hence it is better to mark it for deactivation towards the end of the planning horizon since most of the servers that are marked for activation

Figure 5.5: State transitions from initial to goal states
would be fully functional by then and will be ready to accept the workload of the servers with long queues.

It is to be noted that the constraints that are introduced for the feasibility of a state are along the power dimension. Orthogonally, strict constraints can also be introduced along the time dimension and the power consumed can be minimized. The planning process can also be made more dynamic by means of Model Predictive Control (MPC) \[74\] techniques where at time $t$, the actions are planned for every time instant $t + \tau$, $\forall \tau \in \{0, 1, .. T\}$ and only the control action for time $t + 1$ is implemented. Then at time $t + 1$ the same process is repeated for the receding time horizon $T$. However one drawback of this technique might be that this would turn out to be an expensive process considering the large state space. Besides these techniques might take a long time to converge and are not essentially optimal.

5.4 Evaluation

5.4.1 Simulator

This section evaluates the techniques presented in previous sections via detailed simulations. A discrete event simulator written in Java was used for evaluating the proposed scheme. The event queue is a priority queue ordered by event times. Each scheduled event has an associated handler class which executes the corresponding operations and schedules the next event when applicable. For example, the Begin Processing event assigns the request to a processor based on the weights given by the integral controller and then schedules an End Processing event after the service time for the request. As soon as a query arrives, it is sent to the wait queue of the tier. Based on the weights determined by the integral controller, the queries are assigned to appropriate processors. Then an End Processing event is scheduled. When the query has completed processing, it is either sent to the previous tier or to the next tier. In the simulations the data center has three tiers (besides the infinite server queue $Q_0$) and each tier processes a query twice except for the last tier. This models a datacenter as explained in Section 5.1 with a front–end tier, an application tier and a database tier. The integral controller in the dispatcher is invoked periodically at intervals of $\Delta T_I$ and whenever there is a change in the number of nodes in the tier. There is one integral controller object for
each tier. The planning events occur at time intervals of $\Delta T_S$. The total power supply varies every $\Delta T_S$ and the number of servers in each tier is determined by MVA. Then the knapsack problem instance is solved for each tier to determine which servers need to be powered on and which servers need to be shut down. The best first search algorithm is run to determine the best search path and then the steps in the path are executed one by one.

5.4.2 Simulation Parameters

<table>
<thead>
<tr>
<th>Utilization</th>
<th>Performance Governor</th>
<th>Powersave governor</th>
</tr>
</thead>
<tbody>
<tr>
<td>20%</td>
<td>266W</td>
<td>266W</td>
</tr>
<tr>
<td>40%</td>
<td>327W</td>
<td>310W</td>
</tr>
<tr>
<td>60%</td>
<td>355W</td>
<td>340W</td>
</tr>
<tr>
<td>80%</td>
<td>385W</td>
<td>360W</td>
</tr>
<tr>
<td>100%</td>
<td>405W</td>
<td>380W</td>
</tr>
</tbody>
</table>

The parameters in the simulator were set by experiments conducted on a Dell 2650 server with Intel Xeon processor and running Ubuntu Server. Linux kernel supports five different governors for scaling CPU frequency. The performance governor runs the CPU at the highest possible frequency and the powersave governor runs the CPU at the lowest possible frequency. Table 1 shows the power consumed by the server at different CPU utilization levels under the two governor settings. It can be seen that at lower utilization levels the power consumed is not significantly different for the two governor settings but at high utilization levels the difference in power consumed is high. It is to be noted that the server used in the experiments is an older server and hence the difference in power at different CPU frequency settings is not significant. In newer models, with a wider range of CPU frequencies, the difference in power consumption of the highest and the lowest frequency values might be even larger. The values of parameters $c_1$ and $c_2$ in Equation 4.1 were found to be 0.2 and $-0.008$ respectively as explained in Section 4.5.1 and the same values are used in the simulations.

As mentioned before, it is assumed that multiple commodity servers are used in each
tier. It is assumed that the maximum number of servers in each tier is 40. There are 3 tiers of servers and each query passes through the first two tiers twice and the last tier once. The average service times of tier 1, 2 and 3 were assumed to be 20 ms, 40 and 120 ms respectively. The last tier typically interacts with slower storage components and hence the delay is higher. The overall processing time of a query that arrives into the system without incurring any waiting is $2 \times 20 + 2 \times 40 + 120 = 240$ ms. The utilization of the datacenter is changed by changing the number of concurrent sessions. It is assumed that the SLA requirements of the queries is that the average delay of the queries is within 1 sec. The power supply is assumed to consist of a combination of a renewable energy resource whose output varies periodically and a constant backup power from a conventional grid supply.

5.4.3 Simulation Results

![Figure 5.6: Actual delays vs estimated delays given by MVA](image)

Figure 5.6 compares the actual average delay values and the average delay values as estimated by Mean Value Analysis when all servers are turned on. It is to be noted that the delay values given by MVA are an estimate of the average values and hence are not accurate. The estimated delay values are used as a guideline to determine the number of servers to be powered on in each tier. On the average the estimated delay values were within 15% of the actual delay values. To get more accurate estimates in real cases, a correction factor can be introduced by system profiling experiments to account for the estimation errors.
As explained before the power supply consists of a constant source of power (henceforth referred to as brown energy/backup power) and a renewable (green) energy resource. Together, these two resources can support the datacenter operations at full load ($\approx 50\, kW$). This model is different from the one assumed in Chapter 4 where the datacenters were powered by just the renewable energy source. The reason behind this model is that given the current landscape of renewable energy generation, renewable energy resources alone cannot support datacenter operations entirely [61]. Hence when all the servers in the datacenter operate at full load, a portion of the necessary power to support the operation of the datacenter is assumed to come from conventional (backup)
power resources. The available backup power is denoted as $BP$ kW. The remaining power comes from a renewable energy source and is denoted as $GP$ kW. Hence when the renewable energy source is operating at full capacity, $BP + GP \approx 50$ kW. The simulations assume that all of the available green energy is utilized first before using any power from the backup power resources so that the environmental impact of brown energy consumption is minimized.

The following results analyze the energy profiles of renewable resources that the proposed scheme can successfully manage to adapt to. The amount of the available backup power is changed and the extent of variations in renewable energy that can be tolerated (i.e., the SLA requirement, delay $\leq 1000$ ms, is not violated) is studied. The baseline scheme that is used to compare the efficiency of the proposed scheme is one where the available power is allocated equally to all tiers. This baseline scheme demonstrates the effect of failing to account for the difference in delays in different tiers when allocating power budgets. With the baseline scheme, when there are 1000 concurrent sessions, more than 100 servers need to be powered on to meet the SLA requirement. Figure 5.7 (a) shows the level of variations that can be tolerated with the proposed scheme. Let $TP = GP + BP$ be the total power required to support all servers in the data center. It can be seen that when the number of sessions is less ($\leq 400$), the proposed scheme can successfully maintain the delay bounds even when the renewable energy varies by as high as 90% (i.e, the renewable energy generated is between 0.1GP kW and GP kW) when the backup power is 20% of $TP$. Even when the number of sessions is as high as 1000, the tolerable limit for variation in renewable energy is almost 47%. However in the case of the baseline scheme as shown in Figure 5.7 (b), the tolerable variation limit is only 8% with a 20% backup power. This is because of the fact that the baseline scheme requires a lot more servers to be powered on than the MVA based allocation scheme in order to meet the delay bounds. It can be seen that as the proportion of backup power increases, the tolerable variation limit also increases as more power can be drawn from brown energy sources.

Figure 5.8 shows the proportion of green and brown energy required to support the datacenter operations when the available backup power is 20% of the total power required to support the entire datacenter (0.2 × 50 = 10 kW in this case) and the renewable energy varies uniformly between 50% and 100% of the remaining 40 kW. It
can be seen that when the number of sessions is small, the entire data center operations can be handled by renewable energy alone. When the number of sessions increases, the variability in renewable energy requires that some backup power needs to be used occasionally. It can be seen that even when the number of sessions is as high as 1000, only 38% of backup power is needed to guarantee the delay bounds. On the average, only 15% of the total power consumption comes from the brown energy source. This is because at each time instant in the proposed scheme only the required number of servers are kept powered on in each tier to meet the SLA requirements. It is to be noted that the consumption of brown energy is not explicitly optimized. The proposed scheme naturally reduces the energy consumption by powering on only the necessary number of servers in each tier to maintain the delay bounds.

Figure 5.8: Proportion of green and brown energy consumed when the renewable energy varies between 50% to 100%

Figure 5.9: Power supply variation assumed for simulation
The following results show the performance of the proposed scheme under an energy constrained situation where the available energy is (at times) not sufficient to support the required number of servers to meet the SLA requirements. In order to simulate an energy constrained scenario, the following power supply model is assumed. A period of one hour where the available green energy fluctuates between 0.45 GP and 0.55 GP kW which corresponds to a variation level of 55%. It is to be noted that if the variation in available green energy is \(\leq 48\%\), then according to Figure 5.7(a) there are no energy constraints and the delay bounds can be met with. Figure 5.9 shows the available renewable power profile that is assumed for the simulation and the associated variations. It can be seen that the available renewable energy fluctuates every 10 minutes. With the presence of adequate energy storage infrastructure, these fluctuations may be at the granularity of hours.

![Figure 5.10: Average delays with 20% backup power and 1000 sessions](image)

Figure 5.10: Average delays with 20% backup power and 1000 sessions

Figure 5.10 shows the delay incurred when the number of sessions is 1000 and the backup power is 20%. The power profile assumed is the same as shown in Figure 5.9.

The baseline scheme that is used here is one where the available power budget is equally shared among all tiers. It can be seen that when the power budget is allocated equally, the delay values are 48% more than the proposed scheme on the average. A blind allocation of power to the tiers without accounting for the tier delays will result in high waiting times even when a large number of servers are powered on.

A key contribution of this paper is the planning strategy for executing the control actions. Once the number of servers in each tier is determined for the next time period...
Figure 5.11: Average delays of queries during the control actions

by the knapsack algorithm based on MVA, the control actions for each step are given by the best first search algorithm. These include turning on and off the servers and redistributing the workloads. Figure 5.11 shows the delays of queries incurred during the control actions with 1000 concurrent sessions and the power profile as shown in Figure 5.9. The baseline scheme that is used to compare is one where the control actions (server activation, server deactivation, workload redistribution etc.) are initiated all at once as against the proposed planned steps. It can be seen that the average delay of queries during the control period is reduced by around 26% compared to the baseline scheme. It is to be noted that the control period is shorter in the baseline scheme since it executes all actions at once. The benefit of the planning scheme is especially realized most when there is a drop in power budget as in the case of $t = 20$ and 50 minutes where the power budget drops by almost $3kW$. The baseline scheme allows for transient increase in power budgets since if all actions are done at once, the actual power budget may not be sufficient to support all operations.

Another important aspect of the proposed scheme is its ability to account for the thermal capacities of the nodes. This is realized by means of the load dispatcher. The load dispatcher takes the service rate of each node in the tier as input and allocates the appropriate arrival rates to the nodes so that the utilization is the same for all nodes. To demonstrate the effectiveness of the load dispatcher, the ambient temperatures of 50% of the nodes in each tier was set at $35^\circ C$ and the rest of the nodes were at an ambient temperature of $25^\circ C$. The nodes in the high temperature zones cannot operate at full capacity and their power consumption is limited by running them at a lower frequency.
as given by Table 1. The maximum temperature limit was assumed to be 70°C and the power limit is determined by Equation 4.1. It is assumed that these servers are running at a lower frequency such that the service times are increased by 1.5 times the original service times. With these settings, the average delay values in the high temperature servers in Tier 3 is shown in Figure 5.12 for 1000 concurrent sessions. The baseline scheme that is used here for comparison is one that dispatches the queries to the first available free processor without considering the thermal limits/service rates of the nodes. It can be seen that the integral control based load dispatching scheme reduces the delay values by almost 40% compared to the baseline scheme. At low utilization levels, the delay values in these nodes is zero since they are not turned on. This is because when the knapsack problem instance is solved, these nodes are the least preferred to be packed into the knapsack because of low service rates. But at high utilizations, choosing these nodes becomes inevitable. However, the integral controller continuously adjusts the arrival rate into these nodes so that their average utilization is not high.
Chapter 6

Energy Adaptive Object Storage Framework
Scale-out storage architectures [97, 98] provide scalable storage that is accessible from all nodes in the datacenter. Data is typically stored as fixed or variable sized objects (or blobs) and each object has a unique identifier. This chapter provides the design and implementation of such a scalable object storage framework that adaptively provides the required performance and can gracefully degrade the performance in the presence of power constraints. The object storage framework is evaluated in the context of deduplicated virtual machine disks.

Virtualization of servers is becoming pervasive in datacenters due to a variety of reasons which include but are not limited to the isolation capabilities that it provides, efficient resource management, reduction in cost, power savings and ease of management. While virtualization of servers decreases the server related costs, the corresponding storage costs continue to increase since each of the virtual machines hosted in the physical servers still have their own individual disk files.

Deduplication of primary storage disks [99, 100, 101] across these virtual machines reduces the storage space required to store these virtual disks and helps to manage the explosive growth of data in an affordable manner. Deduplication is the process of chunking (fixed sized or variable sized, typically 4 KB to 64 KB in size) the datasets and storing only the unique chunks on disk. The chunks are hashed and the hash values and locations are stored in an index. All redundant chunks occurring in the system point to the location of the unique chunks that have already been stored. In a virtualized enterprise environment where most of the virtual machines run the same operating systems and application binaries, the redundancy in virtual machine disks can be as high as 80% [99]. In the case of datacenters where typically there are several tera-bytes of backup storage, it has been shown that disk based deduplication can help to achieve a storage reduction ratio of up to \(20:1\) (Data size: Actual Storage) [102]. However unlike backup storage workloads, primary storage workloads are latency sensitive and any additional overhead that is caused by the process of deduplication could have an adverse impact on latency. When multiple VMs access the deduplicated disks from the shared storage, it generally leads to degradation in IO performance especially if many of the VMs are IO intensive. While the sever densities of racks and datacenters have

---

1 The storage that is directly attached to the physical/virtual server is referred to as primary storage and any back-up storage is called secondary storage.
continued to increase, major infrastructure reconfiguration is needed to increase the peak power capacities of the racks and datacenters. Research efforts to use green/renewable energy sources to support most or all of the datacenter operations have to look at all consumers of power in a datacenter in order to be comprehensive. Due to the increased research efforts in the servers, the power consumed by servers has been continuously falling [52]. Serious efforts for power control in other areas like the networking and the storage subsystems are needed for a coordinated and comprehensive power management of the datacenter.

It follows from the aforementioned discussions that the storage infrastructure supporting datacenter workloads needs to be flexible, adaptive and scalable in order to meet with the performance and power constraints of the applications running in the datacenter. Storage systems constitute 40% of the overall datacenter power consumption [103]. As mentioned before, deduplication reduces storage capacity requirements considerably. In terms of power, this translates into a proportional storage power savings. The previous chapters investigated adaptations required in CPUs and networking components to stay within the power limits. The focus of this chapter energy adaptation of the storage infrastructure and this is done this via adaptive deduplication and replication. In particular, the design of a distributed storage framework called flexStore, that adaptively manages the deduplicated virtual machine disks is presented in detail. In short, three typical aspects of storage systems–deduplication, replication and inter–replica consistency are exploited and an adaptive framework that can meet with the performance and power constraints is developed and implemented.

6.1 Overview of flexStore Design Factors

6.1.1 Current Trends in Deduplication of VM Disks

While deduplication of backup data–streams has been studied for quite some time [102, 104, 105], deduplication of virtual machine disks (primary storage) has gained interest in the recent past [99, 101]. In virtualized environments, multiple virtual machines are hosted on a single physical machine. A hypervisor (e.g. Xen [106], VMWare ESX Server [88] etc.) moderates the allocation of hardware resources to the VMs in a transparent manner. All the (virtual) disk files of VMs are typically stored (with the extension
.vmdk in VMWare and .img in Xen) in the underlying storage on a shared storage pool and accessed by means of a cluster file system [99]. The shared storage architecture provides opportunity to perform deduplication on these virtual disk files, thus leading to a reduction in storage space. Especially in a private cloud environment where most of the operating systems and application files are similar in all of the virtual machines, the duplication might be large. It is also possible that the user data of the individual VMs like emails and code bases have a high degree of redundancy. Even in public clouds, there could be significant redundancy in virtual machine disks since most of the VMs are cloned from predefined templates. Jin et al. [100] provide a quantification of storage space savings in the VM disk images. Their findings indicate that there can be 70-80% savings in storage space for homogeneous VMs with almost similar disk images. Even in completely heterogeneous VMs they observe up to 40% savings in storage space.

VMWare ESX server [107] implements an unobtrusive content based sharing of memory with COW (Copy On Write) semantics incorporated in it. Clements et al. [99] propose a decentralized deduplication technique for use in consolidated storage systems using Storage Area Networks (SAN). The authors have implemented the deduplication system on a cluster file system (VMFS) and report significant reduction in storage space in a virtualized enterprise environment. Nath et al. [108] analyze the use of content addressable storage in VM disk images in the presence of real time workloads from various users. 50-70% savings in networking resources. Most of the current works in primary storage deduplication have proposed doing the deduplication either on the individual host file systems [101, 109] or on a clustered file system [99]. The file system performs the deduplication and also manages the chunks on the storage system. This approach is highly inflexible for the following two reasons.

1. First, when multiple hosts are sharing the same storage system and each host manages its own chunks in its respective volume, there is no way to exploit the deduplication savings across multiple hosts’ data.

2. Second, even in a setting where the clustered file system manages the chunks from multiple hosts, the management of chunk and file metadata makes the file system design extremely complicated and the system is limited by the scale of the file system. Any attempt to introduce the needed flexibility is very difficult.
since it would require highly centralized file system components extended to more volumes.

Replication has been traditionally used in storage systems to provide improved resilience and load balancing (for read workloads) (e.g. [60, 110]. In flexStore replication is used as a means to provide the required energy adaptation. flexStore separates out chunking and chunk management processes and these functions are carried out by a file system component and the storage system respectively. This demarcation of functionalities provides room for the required flexibility so that the storage system can dynamically adapt to the changes in workload and power constraints with minimum impact on performance.

6.1.2 Design of flexStore

The target environment consists of a number of physical hosts each running multiple virtual machines. There are three design components in flexStore— a file system component, a storage system component and a policy engine. Each VM stores its disk as a file in the local file system of the host. flexStore has a file system (FUSE [111]) module running in each host that does chunking of the VM disk files and maintains metadata only for the files in the respective host. The chunks are stored in the underlying distributed storage system (Cassandra [112]). The file system module has the necessary
functions to access the chunks from the storage system and provides block level semantics to the VM disks. The next section describes the replication management in flexStore in detail. The storage system is a distributed object storage in which the objects are identified by the SHA1 hashes of their contents. The storage system maintains multiple replicas of the chunks. As mentioned before, flexStore does the adaptations by means of intelligently managing the replicas. Replica management in flexStore is detailed in Sections 6.1.3 and 6.1.4. A policy engine module that is present between the file system and storage system components provides the necessary interfaces to define the storage system policies and enforce the adaptation mechanisms. The policy engine also acts as an interface for the file–system module to pass any additional file–system level information like the I/O load of the individual VMs, VM user profile information etc. so that the storage system can store the chunks more intelligently. For instance, the storage system may attempt to store the chunks belonging to the same VM sequentially in the same order as they were written, since they are most likely to be read back in the same order. The policy engine in flexStore is designed as a distributed module and there are minimum centralized interactions and minimum interference with the regular read and write critical paths. The implementation of each of these modules is explained in detail in Section 6.2.

6.1.3 Replication Management

Unlike traditional storage systems that unify the storage in terms of logical volumes (LUNs) or NAS volumes, flexStore unifies the storage at the granularity of replicas. The distributed file system module specifically designed to talk to the storage system helps to provide the necessary block level abstractions. As mentioned before, flexStore does the adaptations by intelligently managing the replicas and dynamically adapting the assignment of VMs to replicas. Each replica has all the chunks needed by the deduplicated disks of all VMs it supports and may be spread over multiple storage nodes depending on the dataset size. A distributed policy engine module helps to define and enforce the required storage system policies. Figure 6.1 shows the various design components of flexStore.
6.1.4 Adaptive Replica–Consistency

Consider a datacenter with $N$ replicas, $R_1, R_2, R_3, \ldots, R_N$. Each VM is assigned to one replica and the replica serves both reads and writes for the VM. As new chunks are added to each replica, the replicas keep diverging continuously. It is important to minimize the divergence across the replicas for two reasons.

1. First, when adaptations are done, VMs may be reassigned to any replica. Let a VM be reassigned from $R_2$ to $R_1$. If $R_1$ already has all chunks of $R_2$, the reassignment of the VM will be much faster. Otherwise, either the chunks needed by the VM need to be copied over from $R_2$ to $R_1$ and only then the VM is reassigned or the VM is reassigned immediately to $R_1$ but still continues to read the chunks from $R_2$ until all chunks are copied over to $R_1$.

2. Second, if one replica fails, the chunks required by the VMs are available in other replicas and hence the storage system can be made more resilient to failures.

When new chunks are written, a log file records these chunks and then when the synchronization process starts, the logged chunks are copied over from one replica to others. The resources in the datacenter need to be shared between the regular I/O operations of the workloads and the I/O operations caused by synchronization. Any available resource in replica $r$, $I(r)$, hence has two parts - $I_1(r)$ and $I_2(r)$. $I_1(r)$ is the amount of resource used by regular I/O operations in replica $r$ and $I_2(r)$ is the amount of resources used by replica synchronization operations in replica $r$. Let $I_2^{thresh}(r)$ be the maximum amount of resources allocated to synchronization I/O operations. Hence the actual amount of resources available for regular I/O operations is given by,

$$I_1(r) = I(r) - I_2(r), \quad I_2(r) \leq I_2^{thresh}(r)$$  \hspace{1cm} (6.1)

By dynamically adjusting the value of $I_2^{thresh}(r)$, the consistency level provided by the system can be adjusted. For instance, if $I_2^{thresh}(r)$ is large, replica synchronization can use up the maximum amount of resources and hence the system can provide close to synchronous replication at the cost of I/O performance. On the other hand, if $I_2^{thresh}(r)$ is small, the synchronization process does not get the required I/O resources during peak I/O demands.
Let the network bandwidth, disk bandwidth and power budget available for synchronization in replica $R_i$ be $BW_{\text{avail}}(i)$, $BW_{\text{disk}}(i)$ and $PB_{\text{avail}}(i)$ respectively. Let the network bandwidth, disk bandwidth and power budget used for synchronization between replica $R_i$ and $R_j$ be $BW_{\text{nw}}(i,j)$, $BW_{\text{disk}}(i,j)$ and $Power(i,j)$ respectively. To avoid redundancy in discussion of network and disk bandwidths, in general, any available bandwidth (network/disk) is denoted by $BW_{\text{avail}}(i,j)$ and the bandwidth used for synchronization is denoted by $BW(i,j)$. Let $D(i,j)$ denote the number of chunks that need to be synchronized between replica $R_i$ and $R_j$ (note that $D(i,j) \neq D(j,i)$). The problem of optimizing the process of synchronizing the replicas can be formulated as follows. Let $m_{i,j}$ be a boolean and the chunks are copied from replica $R_i$ to $R_j$ only if $m_{i,j} = 0$. The objective function is,

$$
\text{minimize} \sum_{i=1, j=1}^{i=N, j=N} D(i,j) \cdot m_{i,j}, \ \forall i, j \in \{1,2,..N\}, \ m_{i,j} = 1 \text{ or } 0
$$

subject to the constraints,

$$
BW(i) = \sum_{j=1}^{j=N} m_{i,j}^{c}BW(i,j) + \sum_{j=1}^{j=N} m_{j,i}^{c}BW(j,i) \leq BW_{\text{avail}}(i), i = 1,2,3...N
$$

$$
Power(i) = \sum_{j=1}^{j=N} m_{i,j}^{c}Power(i,j) + \sum_{j=1}^{j=N} m_{j,i}^{c}Power(j,i) \leq PB_{\text{avail}}(i), i = 1,2,3...N
$$

where $m_{i,j}^{c}$ is the compliment of $m_{i,j}$.

Equation [6.3] is applicable to both disk and network bandwidths. The solution to the above optimization problem is a vector $[M_{i,j}]$ where the entries are either $m_{i,j} = 1$ or 0. The chunks are copied from replica $R_i$ to replica $R_j$ if $m_{i,j} = 0$. The above convex optimization problem is an Integer Linear Program (ILP) and the complexity of finding a solution is $O(2^N)$. Since the number of replicas in the storage system is very small, (typically $N=2$ or $N=3$), a simple branch and bound technique is used to solve the ILP.

The bandwidth constraints are enforced as follows. The required I/O bandwidth for synchronization from replica $R_i$ to replica $R_j$ depends on the number of chunks that
need to be synchronized. Let the control period for which the synchronization decisions are made be $T_s$. Hence the bandwidth required is given by,

$$BW^{reqd}(i, j) = \left\lfloor D(i, j) \times \text{chunksize} \right\rfloor / T_s$$  \hspace{1cm} (6.5)

Hence the bandwidth used in Equation 6.3 is given by,

$$BW(i, j) = \min(BW^{reqd}(i, j), BW^{remaining}(i), BW^{remaining}(j)),$$  \hspace{1cm} (6.6)

where $BW^{remaining}(i)$ is the amount of available bandwidth at replica $R_i$ at the current step in the solution to the problem in Equation 6.2.

Equation 6.5 and 6.6 also apply to both network and disk I/O bandwidth. A minimum bandwidth is reserved in all nodes for the synchronization process in order to avoid the synchronization process to be prevented for long periods due to starvation of resources. It is also assumed that when the synchronization process starts, even replicas that are shut down are brought up for a brief period and they receive the updates and then they are shut down back. Since these replicas are not serving any active reads or writes, the synchronization can use all the resources available in these replicas. However this requires additional power. This power is assumed to come from the back up (brown) power sources.

### 6.2 Implementation of Components in flexStore

As explained before, flexStore has a file system component and a storage system component. A policy engine module helps to define and enforce the various storage system policies.

#### 6.2.1 File System Component

The file system component was implemented as a FUSE (Filesystem in User Space) module [111]. The VM disks are stored in the mountpoint where the FUSE module is mounted in the host. The reads and writes to the VM disk files are handled in the FUSE module which also manages the metadata for the VM disk files. The FUSE metadata structure is persistent. However, in order to measure the latencies involving just the storage system and eliminate any impact of metadata lookups in the host on latencies,
sufficient memory was allocated in each host so that the entire metadata structure fits in memory. Besides, this is not an unreasonable assumption since the hosts typically have large portions of memory allocated for the file system operations and the disk accesses for index lookups are typically well optimized [113].

6.2.2 Distributed Object Store

Cassandra is used for storing the chunks. Cassandra is a distributed key value store and is highly scalable and provides good performance for single row accesses in a large dataset. Besides Cassandra has no single point of failure and each node can perform all functions including coordination of the cluster. Each Cassandra node has a unique token that decides what range of keys go to that particular node. By appending appropriate prefixes to the SHA1 keys, the chunks can be directed to specific nodes. Thus each replica is placed in a specific set of nodes. Whenever a VM sends a read request for a chunk with a particular SHA1 value, the appropriate replica prefix is appended to the SHA1 and thus the read requests are redirected to the appropriate Cassandra node. Each Cassandra node runs a thrift server to which the thrift client in the FUSE module talks to. The thrift server is responsible for fetching the chunks from the local Cassandra daemon and sending it back to the file system client. The thrift server in each replica also logs the new chunks which are later synchronized with other replicas.

6.2.3 Policy Engine

The distributed policy engine module in each host is a daemon that manages and receives periodic updates about VM to replica mapping, I/O load information of each of the VMs and the I/O load of the replicas. The policy engine module consists of individual instances that maintain an authoritative copy of the local state data. These instances periodically publish their local state to a central entity, that reconciles the state information and publishes the global state to all instances. The instances running on individual nodes interact with the FUSE modules to receive information about the I/O load per VM and also the total I/O load contribution of the host per replica, the instance specifies the VM to replica mapping to the filesystem (FUSE) module. These interactions between the application instances and the filesystem (FUSE) module are
not on the critical path and happen only during state changes. The policy engine provides an interface to specify the different policy requirements like minimum number of replicas to keep synchronized at any time, the SLA requirements (e.g. average latencies) of the VMs, the consistency level across multiple replicas (e.g. strong, medium, weak) etc.

6.3 Evaluation

This section presents the experimental results on a cluster of servers.

6.3.1 Experimental Setup

The experimental testbed consists of 2 hosts and 3 storage nodes. Every node has 8 cores and 8 GB of memory and disks attached to individual JBOD boxes connected to each of the host. The nodes are interconnected by 1 Gbps ethernet. The operating system in each of the nodes was CentOS server 6.3 and virtual machines run on Xen in the two host nodes. The FUSE module and the policy engine run on the two hosts and the replication factor was set to 1 in Cassandra unless specified otherwise. Microbenchmarks (to control the amount of deduplicated data) and fio [114] (a standard benchmark to evaluate file system workloads) on the virtual disks were used to evaluate the properties of flexStore. The power profiles that were used were from the National Renewable Energy Laboratory (NREL) [115] wind power datasets. The power values were scaled according to the cluster size that is used in the experiments and the variations in power supply of the original dataset were retained. Also, it is assumed that there is sufficient power (either entirely green power or green power + backup brown power) to carry out the foreground and background operations at any point in time once the number of replicas that are kept powered on is determined. In all the experiments the chunk size was 4 KB which was the same as the OS page size in the VMs. In the presence of write workloads, the same rate of new chunk generation (via benchmarks) was used for all cases the performance is compared with other schemes.
6.3.2 Experiments and Results

Figure 6.2(a) shows the latencies with different number of VMs running in each of the two hosts for one, two and three replicas and a zipf access distribution of blocks. We see that as the number of VMs increases, as expected, the latency also increases due to interference between multiple VMs. However, we see that when 3 replicas are serving the VMs, the average read latency decreases by around 70% irrespective of the number of VMs when compared to the case when there is only one replica serving the VM. These results are a proof of the basic premise of the flexStore design that increasing the number of replicas in the object storage indeed helps to improve the read performance in the chunk storage under various utilization levels. Figure 6.2(b) shows the percentage of I/O throughput achieved compared to the case when the number of replicas is 3 and the percentage of power consumed when the number of replicas is 3 (when there are 8 VMs running per host). Although it is important to consider both power and energy management, in the context of energy adaptive computing (and in this work), the crucial objective is to stay within the power limitations enforced by the varying renewable power supply and minimize brown power consumption. From Figure 6.2(b) it can be seen that the reduction in throughput is accompanied by an almost equal reduction in power consumed. In other words, adjusting the number of replicas provides a power proportional control which is important to stay within the power cap. This also means that there is no significant savings in total energy consumed but the system
successfully stays within the power cap. We plan to consider the problem of limiting the total energy consumption of the system as future work.

Figure 6.3 shows the average IO latencies with 3 replicas, 8 VMs and different consistency levels. In the case of strong consistency, the writes return only after the data has been written to all 3 replicas while in the case of weak consistency and flexStore, the writes return immediately after being written to one replica. Hence the write latency is significantly higher in strong consistency than the other two cases. The VMs are assigned to replicas based on a greedy policy that balances the number of IOPS of all the replicas that are powered on. In the case of weak consistency, the replicas are synchronized only when a VM is reassigned from one replica to another. In the case of flexStore replica synchronization happens periodically. The write latencies are practically the same in weak consistency case and flexStore since in both the cases, the writes return immediately. Similarly, the impact on read latencies are comparable in both the cases but flexStore achieves this despite the presence of periodic synchronization. However it is to be noted the impact on latency depends on the frequency of synchronization and in flexStore we carefully choose the frequency of synchronization based on apriori knowledge of application characteristics via profiling.

![Figure 6.3: Average IO Latencies for different consistency levels with simultaneous reads and writes](image)

Figure 6.4 shows the latency values and the power variations for an hour of experimental run. Initially there are three replicas serving the VMs. At time $t=11$ min (as shown by the first small circle), the available power goes down and only two replicas can be supported. The transition takes longer time in the case of weak consistency because all the new (unsynchronized) chunks from the replica in the node to be shut down have
to be moved over to the other replicas and only then the node can be shut down. This overhead is considerably lower in the case of *flexStore* since the replicas have already been partially synchronized and there are fewer chunks to be copied from the node that is being shut down and hence the merge is much faster. Similarly, in the opposite case when the available power increases and the number of replicas can be increased as in time $t=45$ min (shown in the bigger circle), the time taken for the latency values to reduce is higher in the case of *weak consistency* than *flexStore*. This is because of an interesting tradeoff in *flexStore*. As mentioned earlier, the power supply consists of variable (green) energy source and a constant backup (brown) power supply. In the case of *flexStore* even though the replica is down, when the synchronization process starts, the replicas that are shut down also get the updates. This means that they consume some power during the synchronization which is derived from the brown energy source. If bringing up the replicas just for synchronization process is not feasible, then in case there is an increase in the number of replicas, the performance overhead of *flexStore* is similar to that of *weak consistency* case. One of the key aspects of *flexStore* is this flexibility it provides in choosing different strategies to adapt to the constraints.

Figure 6.5 shows the time taken to bring a node down, with the same amount of new chunks being generated during steady state, in the case of *weak consistency, flexStore* and the default Cassandra replication strategy. As explained before, *flexStore* takes lesser time than *weak consistency* case since the replicas are periodically synchronized in the case of *flexStore*. In the case of Cassandra, by default, the first replica is placed on the node handling the key range and the other replicas are placed in the subsequent nodes in the ring. Hence with 3 nodes, it is fair to compare with the case of Cassandra.
with a replication factor of only 2 because there are chunks in one node that are not present in others. When a node is decommissioned, the chunks that are present in the decommissioned node are copied over to the other nodes. Since in Cassandra, the replicas are distributed to the nodes based on the hash space, it takes longer time to copy (one third of the overall new chunks generated) the chunks from the decommissioned node to the other nodes. This demonstrates the fact that controlling the placement of replicas is also important to reduce the overhead of adaptation operations.

Figure 6.6 shows the importance of optimization of resources used by the synchronization process in flexStore. The figure shows the read latencies observed when the number of replicas changes from 2 to 1 and also from 1 to 2. The bandwidth that can be used for synchronization to meet the latency requirements of the VMs was profiled and was used as $I_{2}^{thresh}(r)$ in Equation 6.1. It can be seen that the impact on latency of the
foreground reads is lesser (≈ 35% – 37%) when the bandwidth available for background synchronization is adjusted dynamically than when the available bandwidth is simply shared between the foreground and background operations.
Chapter 7

Conclusion
In this thesis a new paradigm called Energy Adaptive Computing (EAC) was introduced and its realization in datacenters was explored under different scenarios and workloads. The various chapters discussed how EAC can make IT more sustainable and elaborated on the types of EAC scenarios and the challenges associated with each of them. A major goal of this work is to inspire right-sizing the otherwise over-designed infrastructure in terms of power and ensure the possibility of addressing the ensuing challenges via smarter control. This thesis discussed the challenges involved in adapting to the energy and thermal profiles in a data center and proposed adaptation mechanisms without compromising on the QoS too much. EAC puts power/thermal controls at the heart of distributed computing.

Chapter 4 presented the design of Willow, a simple control scheme for energy and thermal adaptive computing. Chapter 5 investigated the control actions that need to be executed at different time granularities and their implementation in a multi-tiered datacenter. It has been shown that an efficient implementation of the control actions can help reduce the associated overheads significantly and adapt to significant variations in the available power supply. Chapter 6 presented the design, implementation and evaluation of flexStore, a storage framework that can adapt to changes in workload and available power. The experimental results show that flexStore provides opportunities to gracefully degrade the performance in the presence of energy constraints. The framework also manages replication adaptively so that both the performance and power constraints can be satisfied. flexStore provides various adaptation parameters in the policy engine that can be used to define different storage system policies like latency requirements, resilience etc.

Future Work:

A real time implementation might need to consider the migrations that are caused as a result of resource constraints as well. In order to do a holistic power control, the adaptation must consider the energy consumed by cooling infrastructure as well in the adaptation. Another interesting area that is worth exploring is the possibility of predicting the variations in energy profiles and doing some computations in advance in anticipation of energy shortages. An immediate extension to this work would be the
case where the datacenters are geographically distributed clusters in which case the net-
work (WAN) costs and network partitioning issues play a significant role in datacenter
management. It would also be interesting to include the variations in electricity markets
and adaptively schedule the jobs or route the requests to different geographically located
datacenters. In this regard, the schemes proposed in works such as [116, 117] would be
complementary to the schemes proposed in this thesis as the goal of this thesis would be
to take the energy variations and current load in a datacenter as input and adapt to the
variations in both simultaneously. As mentioned earlier, this thesis aims at adapting
to the energy variations and hence does not focus too much on energy efficiency per
se. Optimizing the energy consumed of the system explicitly in addition to the power
adaptations is also a possible future extension of this work. An interesting area to be
investigated is the impact of the storage system adaptations on the resource allocations
on the host side. For instance if the number of replicas is less, the VMs spend more time
waiting and hence the CPUs of the hosts remain idle for longer periods. This might
provide additional opportunities to do power management in the hosts as well. A more
complete control system for cluster EAC must be able to measure power consumption
and temperature of every component in the server including memory, NIC, hard disks
etc. and make fine grained control decisions. A future extension could consider more
complex EAC scenarios including the problems of dividing up available energy between
servers, storage and network such that the application progress can be optimized. The
adaptation techniques for cluster EAC under more complex workloads where there is
excessive IPC traffic among the servers in addition to requests from clients is also an
interesting area to explore.
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