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Abstract

We present several a posteriori error estimators for the so-called hybridizable discontinuous Galerkin (HDG) methods, as well as an a posteriori error estimator for variable-degree, hybridized version of the Raviart-Thomas method on nonconforming meshes, for second-order elliptic equations. We show that the error estimators provide a reliable upper and lower bound for the true error of the flux in the $L^2$-norm.

Moreover, we establish the convergence and quasi-optimality of adaptive hybridizable discontinuous Galerkin (AHDG) methods. We prove that the so-called quasi-error, that is, the sum of an energy-like error and a suitably scaled error estimator, is a contraction between two consecutive loops. We also show that the AHDG methods achieve optimal rates of convergence.
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Chapter 1

Introduction

1.1 Background and motivation

Adaptive finite element methods (AFEMs) are finite element methods (FEMs) which utilize \textit{a posteriori} error estimators and indicators to assess the quality of approximation and modify the mesh adaptively. These methods aim to obtain a solution with prescribed accuracy by using a minimal amount of computational work. In practice, AFEMs are known to outperform their non-adaptive counterparts, especially when the solution exhibits rapid changes and singularities. To illustrate the capability of the AFEMs, we present a simple but typical example [70]. We consider the Laplace’s equation on a two-dimensional L-shaped domain $\Omega$,
\[ \Delta u = 0 \quad \text{in } \Omega, \]
with exact solution $u = r^{2/3} \sin (2\theta/3)$ written in polar coordinates. Note that $\nabla u$ has a singularity at the reentrant corner. In Fig. [1.1.1] we see that the adaptive mesh is able to capture this singularity. Moreover, to obtain the same accuracy in the flux, AFEM requires significantly fewer degrees of freedom than the standard FEM. Indeed, FEM requires 3072 elements to bound the $L^2$ error of the flux around 0.025 while AFEM requires only 162 elements. This example clearly reveals the advantage of the adaptive mesh strategy.

A classic adaptive finite element method can be described by a loop as follows:
\[
\text{SOLVE} \rightarrow \text{ESTIMATE} \rightarrow \text{MARK} \rightarrow \text{REFINE}.\]
Let us describe each module in detail. Given a mesh $T_k$, the module SOLVE yields an approximation in the finite element space $V_k$ associated with the mesh $T_k$ by using FEM. Then, we ESTIMATE the error by using an a posteriori error estimator. Using this information, we MARK the elements of the mesh $T_k$ that carries the largest value of the estimator and then REFINE them to obtain the next mesh, $T_{k+1}$. We repeat this loop until the error is less than a prescribed tolerance. The key ingredient of the AFEM is the a posteriori error estimator used in the ESTIMATE procedure. Next, let us discuss the module ESTIMATE in detail.

The module ESTIMATE utilizes an a posteriori error estimator to identify the region carrying the largest error. These error estimators provide reliable upper and lower bound for the true error. Note that a global upper bound ensures that the quality of approximation is below the prescribed tolerance while a local lower bound ensures that the error estimator does not overestimate the true error, thus preventing over-refining the mesh. Moreover, the estimators should be computed locally from the numerical approximation and known data of the problem, and the cost of computation should be much cheaper than solving for the numerical solution.

Starting from the pioneer work of Babuška et al. [11, 12] in the 70’s, a great deal of effort has been devoted to the design of a posteriori error estimators for a variety of
partial differential equations and numerical methods. We refer to [70, 3] for a review.

Although AFEMs are successfully applied in scientific and engineering computing, a complete theory ensuring the convergence and optimal convergence rate of the adaptive algorithm is still under development. It was not until 1996 that the convergence property of AFEM for multidimensional cases was established in [40] by introducing a key marking strategy, now known as Dörfler marking. Later, this result was improved in [47, 46]. On the other hand, the optimality of the convergence rate of AFEM was established in [16]. Later, the result was improved in [66]. All the results mentioned above established the convergence and optimality of the standard continuous Galerkin methods for second order elliptic problems. Recently, this issue was also addressed in [31, 15] for mixed finite element method and in [54, 43, 17] for discontinuous Galerkin methods.

Compared with other DG methods, the HDG methods have a significantly smaller number of globally-coupled degrees of freedom and better convergence properties. Compared with well established finite element methods, they display the typical advantages of DG methods, namely, ease in dealing with $hp$-adaptivity on conforming or nonconforming meshes, in handling boundary conditions, and in being applicable to a wide variety of problems.

However, a theory regarding the convergence property and optimal convergence rate of the AHDG methods is still lacking. In this thesis, we present the first convergence result for the AHDG methods for the following model problem:

\begin{align}
q + \nabla u &= 0 \quad \text{in } \Omega, \tag{1.1.1a} \\
\nabla \cdot q &= f \quad \text{in } \Omega, \tag{1.1.1b} \\
u &= g \quad \text{on } \Gamma, \tag{1.1.1c}
\end{align}

where $\Omega \subset \mathbb{R}^d$ is a polyhedral domain ($d \geq 2$), $f \in L^2(\Omega)$ and $g \in H^{1/2}(\Omega)$.

1.2 The hybridizable discontinuous Galerkin methods

1.2.1 Notation

Throughout the thesis, unless otherwise stated, we use $\mathcal{T}_h = \{K\}$ to denote a conforming triangulation, made of simplexes $K$, of the domain $\Omega$. We use $h_K$ to denote the diameter
of \( K \) and \( h_e \) the diameter of the face \( e \) of an element. We associate to this triangulation the set of interior faces \( E^i_h \) and the set of boundary faces \( E^\partial_h \). We say that \( e \in E^i_h \) if there are two elements \( K^+ \) and \( K^- \) in \( \mathcal{T}_h \) such that \( e = \partial K^+ \cap \partial K^- \), and we say that \( e \in E^\partial_h \) if there is an element \( K \) in \( \mathcal{T}_h \) such that \( e = \partial K \cap \Gamma \). We set

\[
\mathcal{U}_h(e) := \begin{cases} 
K^+, K^- & \text{if } e \in E^i_h, \\
K & \text{if } e \in E^\partial_h.
\end{cases}
\]

and we set \( E_h = E^i_h \cup E^\partial_h \). We also set \( \partial \mathcal{T}_h = \{ \partial K | K \in \mathcal{T}_h \} \).

We use the conventional notation \( [v] \) to denote the jump of vector valued function \( v \) in the normal direction across the face, \( [v]_t \) to denote the jump of \( v \) in the tangential direction and \( [\varphi] \) to denote the jump of scalar valued function \( \varphi \), that is,

\[
[v] = \begin{cases} 
v^- \cdot n^- + v^+ \cdot n^+ & \text{if } e \in E^i_h, \\
0 & \text{if } e \in E^\partial_h.
\end{cases}
\]

\[
[v]_t = \begin{cases} 
v^- \times n^- + v^+ \times n^+ & \text{if } e \in E^i_h, \\
v \times n + \nabla \Gamma g \times n & \text{if } e \in E^\partial_h.
\end{cases}
\]

\[
[\varphi] = \begin{cases} 
\varphi^- n^- + \varphi^+ n^+ & \text{if } e \in E^i_h, \\
\varphi n - gn & \text{if } e \in E^\partial_h.
\end{cases}
\]

Here, \( \nabla \Gamma \) is the so-called surface gradient. The outward unit normal vector to \( \partial K \) is denoted by \( n \). For smooth functions \( \eta \) defined on \( \Omega \), we have that \( \nabla \Gamma \eta := \nabla \eta - (n \cdot \nabla \eta) n \).

We use the standard notation \((\cdot, \cdot)_D, (\cdot, \cdot)_\Gamma\) to denote the \( L^2 \) inner product on the elements \( D \) and faces \( \Gamma \), respectively, that is,

\[
(\sigma, v)_D := \sum_{K \in D} \int_K \sigma(x) \cdot v(x) \, dx,
\]

\[
(\zeta, w)_D := \sum_{K \in D} \int_K \zeta(x) w(x) \, dx,
\]

\[
(\zeta, v \cdot n)_\Gamma := \sum_{e \in \Gamma} \int_e \zeta(x) v(x) \cdot n \, dx,
\]

\[
(\zeta, \zeta)_\Gamma := \sum_{e \in \Gamma} \int_e \zeta^2(x) \, dx.
\]
We also use the notation $\| \cdot \|_D$ and $\| \cdot \|_\Gamma$ to denote the $L^2$ norm on the elements $D$ and faces $\Gamma$, respectively.

We use the notation $'a \preceq b'$ to denote $a \leq Cb$ for some generic constant $C$ independent of mesh size. We also use the notation $'a \simeq b'$ to denote $a \preceq b \preceq a$.

**Assumptions on the meshes and on the boundary condition**

Finally, we make the following assumption on the meshes $T_h$:

**S:** The meshes $T_h$ verify the shape-regularity condition, that is, there is some constant $\sigma > 0$, such that

$$h_K/\rho_K \leq \sigma \quad \forall K \in T_h,$$

where $\rho_K$ denotes the diameter of the largest ball inside $K$.

To avoid technical difficulties, we make the following assumption on the boundary condition:

**B:** We assume the Dirichlet boundary data $g$ is the trace of a continuous function included in $W_h^*$.

1.2.2 The HDG methods

The HDG methods are finite element methods which seek an approximation to the exact solution $(q|_{\Omega}, u|_{\Omega}, u|_{\partial\Omega})$, $(q_h, u_h, \hat{u}_h)$, in the space $V_h \times W_h \times M_h$ where

$$V_h := \{ v \in L^2(\Omega) : \quad v|_K \in V(K) \quad \forall K \in T_h \}, \quad (1.2.1a)$$

$$W_h := \{ \omega \in L^2(\Omega) : \quad w|_K \in W(K) \quad \forall K \in T_h \}, \quad (1.2.1b)$$

$$M_h := \{ m \in L^2(\mathcal{E}_h) : \quad m|_e \in M(e) \quad \forall e \in \mathcal{E}_h \}, \quad (1.2.1c)$$

The approximation $(q_h, u_h)$ is expressed in terms of $f$ and $\hat{u}_h$ by the so-called local solvers:

$$(q_h, v)|_{T_h} - (u_h, \nabla \cdot v)|_{T_h} = -(\hat{u}_h, v \cdot n)|_{\partial T_h} \quad \forall v \in V_h, \quad (1.2.2a)$$

$$-(q_h, \nabla \omega)|_{T_h} + (\hat{q}_h \cdot n, \omega)|_{\partial T_h} = (f, \omega)|_{T_h} \quad \forall \omega \in W_h, \quad (1.2.2b)$$

and $\hat{u}_h \in M_h$ is determined by the boundary condition

$$(\hat{u}_h, \mu)|_{\Gamma} = (g, \mu)|_{\Gamma}, \quad \forall \mu \in M_h, \quad (1.2.3a)$$
and by the transmission condition
\[
\langle [\hat{q}_h], \mu \rangle_{E_h} = 0, \quad \forall \mu \in M_h.
\] (1.2.3b)

In this general framework, to define a particular method, we only have to specify (1) the numerical trace \(\hat{q}_h\), (2) the local spaces \(V(K) \times W(K)\), and (3) the space of approximate traces \(M(e)\). See the main examples in the table below.

<table>
<thead>
<tr>
<th>Method</th>
<th>(\hat{q}_h)</th>
<th>(V(K))</th>
<th>(W(K))</th>
<th>(M(e))</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT-H</td>
<td>(q_h)</td>
<td>(\mathcal{P}_p(K) + \mathcal{P}_p(K))</td>
<td>(\mathcal{P}_p(K))</td>
<td>(\mathcal{P}_p(e))</td>
</tr>
<tr>
<td>BDM-H</td>
<td>(q_h)</td>
<td>(\mathcal{P}_p(K))</td>
<td>(\mathcal{P}_p(K))</td>
<td>(\mathcal{P}_p(e))</td>
</tr>
<tr>
<td>LDG-H</td>
<td>(q_h + \tau (u_h - \hat{u}_h) n)</td>
<td>(\mathcal{P}_p(K))</td>
<td>(\mathcal{P}_p(K))</td>
<td>(\mathcal{P}_p(e))</td>
</tr>
<tr>
<td>IP-H</td>
<td>(-\nabla u_h + \tau (u_h - \hat{u}_h) n)</td>
<td>(\mathcal{P}_p(K))</td>
<td>(\mathcal{P}_p(K))</td>
<td>(\mathcal{P}_p(e))</td>
</tr>
<tr>
<td>CG-H</td>
<td>new unknown</td>
<td>(\mathcal{P}_{p-1}(K))</td>
<td>(\mathcal{P}_p(K))</td>
<td>(\mathcal{P}_p(e))</td>
</tr>
</tbody>
</table>

Here, \(\mathcal{P}_p(K)\) and \(\mathcal{P}_p(e)\) denote the space of polynomials with degree no greater than \(p\) on a simplex \(K\) or a face \(e\), respectively. And \(\mathcal{P}_p(K)\) denotes the space of vector valued function with each of its components in \(\mathcal{P}_p(K)\).

For the CG-H method, which as shown in [34], is nothing but a rewriting of the original CG method, some minor modifications are in order. First, we force the space of traces to be a space of continuous functions, that is, we take
\[
M_h := M_{\mathcal{E},h} := \{ \mu \in C^0(\mathcal{E}_h) : \mu|_e \in \mathcal{P}_p(e) \}.
\]

Then, we define the local solver as follows. On the element \(K\), the local solver \((q_h, u_h, \hat{q}_h) \in V(K) \times W(K) \times T(\partial K)\), where
\[
T(\partial K) := \{ n_K w|_{\partial K} : w \in W(K) \},
\]
is the solution of the problem
\[
\begin{align*}
(q_h, v)_K - (u_h, \nabla \cdot v)_K &= -(\hat{u}_h, v \cdot n)_{\partial K} \quad \forall v \in V(K), \quad (1.2.4a) \\
-(q_h, \nabla w)_K + (\hat{q}_h \cdot n, w)_{\partial K} &= (f, w) \quad \forall w \in W(K), \quad (1.2.4b) \\
u_h &= \hat{u}_h \quad \text{on } \partial K, \quad (1.2.4c)
\end{align*}
\]
We refer the reader to [34] for more examples of hybridizable methods. For an a priori error analysis of these methods, we refer the reader to [35, 38]; see also the previous work in [33, 36].

1.3 Organization of the thesis

The goal of the thesis is to develop a posteriori error estimates for the hybridizable discontinuous Galerkin (HDG) method and to understand the convergence and optimality of the adaptive HDG methods. In order to achieve this goal, we carried out the research in four steps.

In Chapter 2 we propose the first a posteriori error estimator for the HDG method. We show that the error estimator $\eta_h$ provides upper and lower bound for the error

$$\varepsilon_h^2 := \| q - q_h \|^2_\Omega + \Phi_h,$$

where $\| \cdot \|_\Omega$ denotes the $L^2(\Omega)$-norm, and where $\Phi_h$ is expressed in terms of the divergence of $q - q_h$ inside the elements, of the normal component of $q - \hat{q}_h$ on the boundary of the elements, of the gradient of $u - u_h^*$ inside the elements, and of the jump of $u - u_h^*$ across inter-element boundaries. Here, $u_h^*$ denotes a local post-processing of the approximation provided by the HDG method. Numerical experiments in two-space dimensions are presented.

The result above is not completely satisfactory. Although we show that the estimator is equivalent to the error $\varepsilon_h$, the term of primary interest is the $L^2$-error in the flux only. In order to tackle this problem, we start with the hybridized Raviart Thomas (RT) method, which is similar to, yet much simpler than, the HDG methods. In Chapter 3 we show that

$$C_2\eta_h^2 \leq \| q - q_h \|^2_\Omega \leq C_1\eta_h^2,$$

for two positive constants $C_1$ and $C_2$. Moreover, we show that the estimate above holds for variable-degree hybridized Raviart-Thomas method on nonconforming meshes.

Using the technique developed for the RT method, we then establish a unified a posteriori error estimation for a large class of HDG methods in Chapter 4. In particular, we derive a reliable and efficient error estimator for the error in an energy norm.
This result is crucial to establish the convergence and optimality of the adaptive HDG methods.

Finally, in Chapter 5 building upon the knowledge gathered in the previous chapters, we show that the total error, that is, the sum of the error in the energy norm and scaled error estimator and data oscillation, is a contraction between two consecutive iterations. Moreover, we also show that the error in the energy norm converges with the optimal rate.
Chapter 2

A posteriori error estimation for the LDG-H method

2.1 Introduction

In this chapter, we use the idea of employing the postprocessing [58] and the approach used in [55] to obtain the first reliable and efficient error estimator for HDG methods with optimal order of convergence in all space dimensions.

We show that the error is controlled only by the data oscillation and the difference between the trace of the scalar variable and the corresponding numerical trace. Here we assume that $g$ is a continuous function which is piecewise polynomial of degree $p$ on the polyhedral boundary $\Gamma$.

In section 2.2, we introduce the a posteriori error estimator and present the main result of the chapter. In section 2.3, we present the analysis of its reliability and efficiency and in section 2.4, we provide numerical results showing the performance of the estimator.
2.2 Main Result

2.2.1 Local postprocessing

Just as the accuracy of the approximate scalar variable of mixed methods can be improved by an element-by-element computation of a new approximation [7, 19, 22, 65], for HDG methods, several postprocessings have been proposed in [33, 36, 35] which achieve a similar goal.

Here, we take the postprocessing \( u^*_{h} \) in the space

\[
W^*_h = \{ w \in L^2(K), w|_K \in P_{p+1}(K), \forall K \in \mathcal{T}_h \},
\]

and define it as follows. When \( p \geq 1 \), the solution \( u^*_{h} \) satisfies the following equations

\[
(u^*_{h} - u_h, w)_K = 0, \quad \forall w \in P_{p-1}(K), \quad (2.2.2a)
\]

\[
(\nabla u^*_{h}, \nabla w)_K = -(q_h, \nabla w)_K, \quad \forall w \in W_{p+1}(K), \quad (2.2.2b)
\]

for each simplex \( K \), where

\[
W_{p+1}(K) = \{ w \in P_{p+1}(K) : (w, v) = 0 \quad \forall v \in P_{p-1}(K) \}.
\]

When \( p = 0 \), we define \( u^*_{h} \) on the simplex \( K \in \mathcal{T}_h \) by requiring that

\[
\int_F u^*_{h} = \int_F \hat{u}_h, \quad \forall F \in \partial K,
\]

for each face \( F \) of \( K \). Note that in this case we have that \( q_h = -\nabla u^*_{h} \). The postprocessed solution \( u^*_{h} \) is well defined and converges with order \( p + 2 \) for \( p \geq 1 \), and with order 1 for \( p = 0 \) for conforming meshes; see [35].

Note that \( (u^*_{h} - u_h) \) depends on \( (\hat{u}_h - u_h) \) only. Indeed, from the HDG formulation (1.2.2), when \( p \geq 1 \),

\[
(\nabla (u^*_{h} - u_h), \nabla w)_K = -(q_h + \nabla u_h, \nabla w)_K,
\]

\[
= (\hat{u}_h - u_h, \nabla w \cdot n)_{\partial K}, \quad \forall w \in W_{p+1}(K)
\]

and when \( p = 0 \),

\[
\int_F u^*_{h} - u_h = \int_F \hat{u}_h - u_h, \quad \forall F \in \partial K,
\]
We can define the following lifting operator Φ. When $p \geq 1$, $\Phi(\hat{u}_h - u_h)$ is a polynomial in the space $W_{p+1}(K)$ satisfying

$$\langle \nabla \Phi(\hat{u}_h - u_h), \nabla w \rangle_K = -\langle \hat{u}_h - u_h, \nabla w \cdot n \rangle_{\partial K}, \quad \forall w \in W_{p+1}(K),$$

for each simplex $K$. When $p = 0$, we require $\Phi(\hat{u}_h - u_h) \in P_1(K)$ satisfying

$$\int_F \Phi(\hat{u}_h - u_h) = \int_F (\hat{u}_h - u_h), \quad \forall F \in \partial K,$$

for each face $F$ of $K$. And we have

$$u^*_h = u_h + \Phi(\hat{u}_h - u_h). \quad (2.2.3)$$

### 2.2.2 The a posteriori error estimate

To state our main result, we need to introduce some notation. We denote by $\| \zeta \|_{0,D}$ the $L^2$-norm of the function $\zeta$ over the domain $D$. We then set, for each simplex $K \in \mathcal{T}_h$,

$$\| w \|_{H^1(K)} := (\| w \|_{0,K}^2 + h_K^2 \| \nabla w \|_{0,K}^2)^{1/2}, \quad (2.2.4a)$$

$$\| w \|_{1/2, \partial K} := \inf_{\phi \in H^1(K), T\phi = w} h_K^{-1} \| \phi \|_{H^1(K)}, \quad (2.2.4b)$$

where $T\phi$ denotes the trace of $\phi \in H^1(K)$ on the boundary of the triangle $K$. We also set

$$\| w \|_{-1/2, \partial K} := \sup_{w \in H^1(K)} \frac{\langle w, w \rangle_{\partial K}}{\| w \|_{1/2, \partial K}}, \quad (2.2.4c)$$

$$\| v \|_{\text{div}, K} := (\| v \|_{K}^2 + h_K^2 \| \nabla \cdot v \|_{0,K}^2)^{1/2}. \quad (2.2.4d)$$

Our main result provides upper and lower bounds of the error

$$e_h := (\| q - q_h \|_{\text{div}, \mathcal{T}_h}^2 + \| [u - u^*_h] \|_{1/2, \mathcal{E}_h}^2$$

$$+ \| \nabla (u - u^*_h) \|_{0, \mathcal{T}_h}^2 + \| (q - \hat{q}_h) \cdot n \|_{-1/2, \partial \mathcal{T}_h})^{1/2}, \quad (2.2.5)$$
where

\[ \| q - q_h \|_{\text{div}, T_h} := \left( \sum_{K \in T_h} \| q - q_h \|_{\text{div}, K}^2 \right)^{1/2}, \] (2.2.6a)

\[ \| [u - u_h^*] \|_{1/2, E_h} := \left( \sum_{E \in \partial T_h} h_E^{-1} \| [u - u_h^*] \|_{0, E}^2 \right)^{1/2}, \] (2.2.6b)

\[ \| \nabla (u - u_h^*) \|_{0, T_h} := \left( \sum_{K \in T_h} \| \nabla u - \nabla u_h^* \|_{0, K}^2 \right)^{1/2}, \] (2.2.6c)

\[ \| (q - \tilde{q}_h) \cdot n \|_{-1/2, \partial T_h} := \left( \sum_{K \in T_h} \| (q - \tilde{q}_h) \cdot n \|_{-1/2, \partial K}^2 \right)^{1/2}, \] (2.2.6d)

in terms of the error estimator

\[ \eta := (\eta_{1, h}^2 + \eta_{2, h}^2)^{1/2}, \] (2.2.7)

where

\[ \eta_{1, h} := \| f - P_W f \|_{-1, T_h} := \left( \sum_{K \in T_h} h_K^2 \| f - P_W f \|_{0, K}^2 \right)^{1/2}, \] (2.2.8a)

\[ \eta_{2, h} := \| \mathcal{L}(\tilde{u}_h - u_h) \|_{0, T_h} := \left( \sum_{K \in T_h} h_K^{-1} \| P_M (\mathbf{I} - \Phi)(\tilde{u}_h - u_h) \|_{0, \partial K}^2 \right. \] (2.2.8b)

\[ + \sum_{e \in \mathcal{E}_h} h_e^{-1} \| ((\mathbf{I} - P_M)\Phi(\tilde{u}_h - u_h)) \|_{0, e}^2 \]

\[ + \sum_{K \in T_h} h_K \| \tau(\tilde{u}_h - u_h) \|_{0, \partial K}^2 \right)^{1/2}, \]

where \( P_W \) is the \( L_2 \)-orthogonal projection into \( W_h \) and \( P_M \) is the \( L_2 \)-orthogonal projection into \( P_p(e) \), for each face \( e \in \mathcal{E}_h \). Here, we point out that to numerically evaluate the negative-order norm used to define the fourth term of the error (2.2.5), we approximate it by solving a corresponding dual problem locally in some large finite element space.

We refer the reader to Lemma 2.4.1 for details.

We can now state our main result.

**Theorem 2.2.1** (Reliability and Efficiency of the error estimator). Assume that the meshes satisfy the shape-regularity assumption \( A \). Then there are two constants \( C_1 \) and \( C_2 \) depending only on the constant \( \sigma \), and \( p \) such that

\[ C_1 \eta_h^2 \leq e_h^2 \leq C_2 \eta_h^2. \]
The proof is based on a key observation stated in Lemma 2.3.5 and on the idea of constructing an error estimator by using a post-processed solution. Thanks to these two ideas, we avoid the conventional technique based on Helmholtz decompositions and the saturation assumption, and establish the result for any space dimensions. This result provides a reliable and efficient a posteriori error estimator which holds for all dimensions under standard assumptions on the mesh. Note that the error is bounded by the data oscillation and quantities depending solely on the jump $\hat{u}_h - u_h$ on $\partial T_h$.

2.3 Proof

In this section, we provide a proof of our main result, Theorem 2.2.1. We proceed in three steps. We begin by gathering a few, simple auxiliary results that we are going to use in the analysis. We then establish a key estimate of the error in the approximate flux. Finally, we prove the efficiency and reliability of the estimator.

2.3.1 Step 1: Some auxiliary results

We begin by proving several auxiliary lemmas which will be useful in the proof of main theorem.

Some relations between norms

We have the following well known trace inequality in terms of the norm defined in the last section. The proof can be found in [55].

**Lemma 2.3.1.** It holds for any simplex $K \in T_h$,

$$
\| \mathbf{v} \cdot \mathbf{n} \|_{-1/2, \partial K} \leq \| \mathbf{v} \|_{\text{div}, K}.
$$

Next, we show that the $L_2$-norm $\| \cdot \|_{0, \partial K}$ and negative-order norm $\| \cdot \|_{-1/2, \partial K}$ are equivalent on the space

$$
M_h(\partial K) := \{ w|_e \in \mathcal{P}_p(e) \text{ for all faces } e \text{ of } K \}.
$$

**Lemma 2.3.2.** For all $w \in M_h(\partial K)$, we have

$$
C_{s1}^{-1} \| w \|_{-1/2, \partial K} \leq h_K^{1/2} \| w \|_{0, \partial K} \leq C_{s1} \| w \|_{-1/2, \partial K},
$$
where $C_{s1}$ depends on the shape regularity constant $\sigma$ and on the polynomial degree $p$ of the space $M_h(\partial K)$.

**Proof.** To prove the inequality, we begin by associating to every simplex $K \in T_h$ the set $\hat{K}$ defined as follow. It is a set of unit diameter, such that the transformation $F$ from $\hat{K}$ to $K$ is given by

$$x = F(\hat{x}) = h_K \hat{x} + b.$$

It follows immediately that, if we set $\hat{w}(\hat{x}) := w(x)$,

$$\| w \|_{1,K}^2 = \| w \|_K^2 + h_K^2 \| \nabla w \|_K^2 = h_K^d (\| \hat{w} \|_{\hat{K}}^2 + \| \nabla \hat{w} \|_{\hat{K}}^2) = h_K^d \| \hat{w} \|_{1,\hat{K}}^2,$$

and that $\langle w, w \rangle_{\partial K} = h_K^{d-1} \langle \hat{w}, \hat{w} \rangle_{\partial \hat{K}}$, where $d$ denotes the dimension of the element $K$.

Next, we note that, by the definition of half-order norm (2.2.4b) and the negative-order norm $\| \cdot \|_{-1/2,\partial K}$ (2.2.4c)

$$\| w \|_{1/2,\partial K} := \inf_{\phi \in H^1(K), T \phi = w} h_K^{-1} \| \phi \|_{H^1(\Omega)},$$

$$\| w \|_{-1/2,\partial K} := \sup_{w \in H^1(K)} \frac{\langle w, w \rangle_{\partial K}}{\| w \|_{1/2,\partial K}},$$

we have

$$\| w \|_{-1/2,\partial K} = \sup_{w \in H^1(K)} \frac{\langle w, w \rangle_{\partial K}}{h_K^{-1} \| w \|_{H^1(\Omega)}} h_K^{d-1} \langle \hat{w}, \hat{w} \rangle_{\partial \hat{K}} = \sup_{\hat{w} \in H^1(\hat{K})} h_K^{d/2-1} \| \hat{w} \|_{1,\hat{K}} = h_K^{d/2} \| \hat{w} \|_{-1/2,\hat{K}}.$$

On the other hand, we have

$$\| w \|_{0,\partial K} = h_K^{d-1} \| \hat{w} \|_{0,\partial \hat{K}}.$$

Using the fact that all norms on the finite dimensional space are equivalent, we get

$$\| w \|_{0,\partial K} \leq h_K^{d-1} C_{s1}(\hat{K},p) \| \hat{w} \|_{-1/2,\partial \hat{K}}$$

and

$$= C_{s1}(\hat{K},p) h_K^{-1/2} \| w \|_{-1/2,\partial K},$$

where $C_{s1}$ depends on the shape regularity constant $\sigma$ and on the polynomial degree $p$ of the space $M_h(\partial K)$. 

Proof.
and,
\[
\| w \|_{0, \partial K} \geq h_K^{-1} C_{s_1}(\hat{K}, p) \| \hat{w} \|_{-1/2, \partial \hat{K}} \tag{2.3.2}
\]
\[
= C_{s_1}(\hat{K}, p) h_K^{-1/2} \| w \|_{-1/2, \partial K}.
\]

where \( C_{s_1}(\hat{K}, p) \) depends continuously on the shape of \( \hat{K} \).

Considering the family \( \hat{K}(\sigma) \) of all the simplexes \( \hat{K} \) with unit diameter, one vertex in the origin and satisfying the shape regularity condition, we get, by compactness (subsection III.2.4), that
\[
C_{s_1}(\sigma, p) := \sup_{\hat{K} \in \hat{K}(\sigma)} C_{s_1}(\hat{K}, p) < \infty.
\]

Hence, from (2.3.1) and (2.3.2), one has
\[
C_{s_1}^{-1}(\sigma, p) \| w \|_{-1/2, \partial K} \leq h_K^{1/2} \| w \|_{\partial K} \leq C_{s_1}(\sigma, p) \| w \|_{-1/2, \partial K}.
\]

This completes the proof. \( \square \)

**Some relations between residuals**

Finally, we need to show that residuals coming from the equations defining the HDG method (1.2.2), are strongly connected.

**Lemma 2.3.3.** It holds
\[
(\sum_{K \in T_h} h_K^2 \| P_W f - \nabla \cdot q_h \|_{0, K}^2)^{1/2} \leq C_{s_2} \| (\hat{q}_h - q_h) \cdot n \|_{-1/2, \partial T_h}.
\]

Moreover,
\[
\| q_h + \nabla u_h^* \|_{0, T_h} \leq C_{s_2}(\sum_{K \in T_h} h_K^{-1} \| P_M (\hat{u}_h - u_h^*) \|_{0, \partial K}^2)^{1/2},
\]
\[
(\sum_{K \in T_h} h_K^{-1} \| P_M (\hat{u}_h - u_h^*) \|_{0, \partial K}^2)^{1/2} \leq C_{s_2} \| q_h + \nabla u_h^* \|_{0, T_h},
\]

where \( C_{s_2} \) is some constant depending on shape regularity \( \sigma \) and polynomial degree \( p \) only.
Proof. It suffices to show that, for each simplex $K$,

\[
\begin{align*}
h^{-1}_K \| P_M(\tilde{u}_h - u^*_h) \|_{0,\partial K}^2 &\leq C^2_{s2} \| q_h + \nabla u^*_h \|_{0,K}^2, \\
\| P_W f - \nabla \cdot q_h \|_{0,K}^2 &\leq C^2_{s2} h^{-1}_K \| (\tilde{q}_h - q_h) \cdot n \|_{0,\partial K}^2.
\end{align*}
\]

From the equations defining the HDG method (1.2.2) and the definition of the postprocessing $u^*_h$, (2.2.3), we have that

\[
(q_h + \nabla u^*_h, v)_K = \langle P_M(\tilde{u}_h - u^*_h), v \cdot n \rangle_{\partial K}, \quad \forall v \in P_p(K)^d,
\]

(2.3.3a)

\[
(P_W f - \nabla \cdot q_h, \omega) = \langle (\tilde{q}_h - q_h) \cdot n, \omega \rangle_{\partial K}. \quad \forall w \in P_p(K).
\]

(2.3.3b)

Taking $\omega = P_W f - \nabla \cdot q_h$ in the above equation (2.3.3b), and using the fact that

\[
\| \omega \|_{0,\partial K} \leq C s^2 h^{-1/2}_K \| \omega \|_{0,K},
\]

where $C_{s2} = C_{s2}(\sigma, p)$ is some constant depending on shape regularity $\sigma$ and polynomial degree $p$, we immediately obtain

\[
\| P_W f - \nabla \cdot q_h \|_{0,K} \leq C_{s2} h^{-1/2}_K \| (\tilde{q}_h - q_h) \cdot n \|_{0,\partial K}.
\]

Thus, the first inequality follows from lemma 2.3.2.

To prove the remaining inequalities, we denote

\[
V_0 = \{ v \in P_p(K)^d, v \cdot n = 0 \text{ on each edge } e \in \partial K \},
\]
and $V_0^\perp$ as the $L^2$-orthogonal complement of $V_0$ in $P_p(K)^d$. Note from equation (2.3.3a) that

\[
(q_h + \nabla u^*_h, v) = 0, \quad \forall v \in V_0,
\]

which implies that $q_h + \nabla u^*_h \in V_0^\perp$. Choosing $v = q_h + \nabla u^*_h$ in (2.3.3a), and using the fact that

\[
h^{-1/2}_K \| v \|_{0,K} \leq C_{s2} \| v \cdot n \|_{0,\partial K}, \quad \forall v \in V_0^\perp,
\]

we have the second inequality.

Similarly, for $p \geq 1$, we can take $v \cdot n = P_M(\tilde{u}_h - u^*_h)$ in equation (2.3.3a). The last inequality follows from the fact that

\[
\| v \cdot n \|_{0,\partial K} \leq C_{s2} h^{-1/2}_K \| v \|_{0,K}.
\]

For $p = 0$, by the definition of the postprocessing $u^*_h$, the inequalities are trivially true since all the involved quantities are equal to zero. This completes the proof. \qed
By using the triangle inequality and the fact that $\tilde{u}_h$ is single valued across the interior faces, we can easily obtain the following consequence of the last result.

**Corollary 2.3.1.**

\[
\sum_{e \in E} h_e^{-1} \| [u^*_h] \|^2_{0,e} + \sum_{e \in E} h_e^{-1} \| g - u^*_h \|^2_{0,e} \\
\leq C_{s2} \left( \sum_{e \in \mathcal{E}_h} h_e^{-1} \| (\mathbf{Id} - P_M) [u^*_h] \|^2_{0,e} + \sum_{K \in \mathcal{T}_h} \| q_h + \nabla u^*_h \|^2_{0,K} \right).
\]

**Approximation by continuous functions**

We are also going to make use of the fact that the approximate solution $u^*_h$ can be approximated by a continuous, piecewise polynomial function $\tilde{u}^*_h$ in the post processing space $W^*_h$ ([2.2.1]). This will allow us to show that the quality of the approximation can be controlled by the jump of $u^*_h$. The following result can be found in [41], Theorem 2.2.

**Lemma 2.3.4.** For any $w_h \in W^*_h$ and multi-index $\alpha$ with $|\alpha| = 0,1$ the following approximation results holds: Let $g$ be the restriction to $\Gamma$ of a function in $W^*_h \cap H^1(\Omega)$. Then there exits a function $\tilde{w}_h \in W^*_h \cap H^1(\Omega)$ satisfying $\tilde{w}_h|_\Gamma = g$ and

\[
\sum_{K \in \mathcal{T}_h} \| D^\alpha (w_h - \tilde{w}_h) \|^2_K \leq C_j \sum_{e \in \mathcal{E}_h} h_e^{-2|\alpha|} \| [w_h] \|^2_e \\
+ C_j \sum_{e \in \mathcal{E}_h} h_e^{-2|\alpha|} \| g - w_h \|^2_e
\]

where the constant $C_j = C_j(\sigma, p + 1)$ depends on the shape regularity constant $\sigma$ and on the polynomial degree $p + 1$ of the finite element space $W^*_h$.

**2.3.2 Step 2: A crucial estimate**

Here we establish what we consider to be the crucial estimate of the analysis. It is a small modification of a similar result obtained in [55].

**Lemma 2.3.5.** For any function $\phi$ in $C^1(\mathcal{T}_h) \cap C^0(\Omega)$, there exists a constant $C_\sigma$ depending only on the shape regularity constant of the mesh, $\sigma$, such that

\[
\| q - q_h \|^2_{0,\mathcal{T}_h} \leq C_\sigma (\eta_\sigma^2 + \eta_\phi^2) - \langle (q - \tilde{q}_h) \cdot \mathbf{n}, g - \phi \rangle_\Gamma,
\]
where

\[ \eta_q^2 = \sum_{K \in \mathcal{T}_h} h_K^2 \| f - \mathcal{P}_K f \|_{0,K}^2 + \sum_{K \in \mathcal{T}_h} h_K \| (\tilde{q}_h - q_h) \cdot n \|_{0,\partial K}^2, \]

\[ \eta_\phi^2 = \sum_{K \in \mathcal{T}_h} \| q_h + \nabla \phi \|_{0,K}^2, \]

Proof. Let \( K \) be an arbitrary simplex of the triangulation \( \mathcal{T}_h \), then, we have

\[ \| q - q_h \|_{0,K}^2 = (q - q_h, q + \nabla \phi - q_h - \nabla \phi)_K, \]

and, since \( q = -\nabla u \), after a simple integration by parts, we get

\[ \| q - q_h \|_{0,K}^2 = (\nabla \cdot (q - q_h), u - \phi)_K - \langle u - \phi, (q - q_h) \cdot n \rangle_{\partial K} - (q - q_h, q_h + \nabla \phi)_K. \]

The estimate of the last term follows immediately by applying Cauchy-Schwarz and Young inequalities:

\[ (q - q_h, q_h + \nabla \phi)_K \leq \frac{1}{4\epsilon} \| q_h + \nabla \phi \|_{0,K}^2 + \epsilon \| q - q_h \|_{0,K}^2 \]  

(2.3.2)

The harder part is to estimate the first two terms, namely,

\[ T_K := (\nabla \cdot (q - q_h), u - \phi)_K - \langle u - \phi, (q - q_h) \cdot n \rangle_{\partial K}. \]

To do so, we add and subtract \( \mathcal{P}_K f \) in the first term and \( \tilde{q}_h \cdot n \) in the second term, and obtain

\[ T_K := T_{1,K} + T_{2,K} + T_{3,K}, \]  

(2.3.3)

where

\[ T_{1,K} := (f - \mathcal{P}_K f, u - \phi)_K, \]

\[ T_{2,K} := - \langle u - \phi, (q - \tilde{q}_h) \cdot n \rangle_{\partial K}, \]

\[ T_{3,K} := (\mathcal{P}_K f - \nabla \cdot q_h, u - \phi)_K - \langle u - \phi, (\tilde{q}_h - q_h) \cdot n \rangle_{\partial K}. \]

To estimate \( T_{1,K} \), we only need to note that for any constant \( \mu \),

\[ (f - \mathcal{P}_K f, u - \phi)_K = (f - \mathcal{P}_K f, u - \phi - \mu)_K \]

\[ \leq \frac{1}{4\epsilon} h_K^2 \| f - \mathcal{P}_K f \|_{0,K}^2 + \epsilon h_K^2 \| u - \phi - \mu \|_{0,K}^2. \]
By the Bramble-Hilbert Lemma,

\[ h^{-2}_K \| (u - \phi - \mu) \|_0^2, K \leq C_p \| \nabla (u - \phi) \|_0^2, K, \]

where the Poincaré constant \( C_p \) depends on the shape regularity constant \( \sigma \). Thus,

\[ T_{1,K} \leq \frac{1}{4\epsilon} h^{-1}_K \| f - P_K f \|_0^2, K + \epsilon C_p \| q + \nabla \phi \|_0^2, K. \]  

(2.3.4)

For the second term \( T_{2,K} \), note that, since \( \phi \) is continuous across the edges, we have that

\[ \sum_K T_{2,K} = - \sum_{K \in T_h} \langle (q - q_h) \cdot n, u - \phi \rangle_{\partial K} = - \langle (q - q_h) \cdot n, u - \phi \rangle_{\Gamma}. \]

It remains to estimate \( T_{3,K} \). By the second equation defining the HDG method (1.2.2), for each simplex \( K \in T_h \), we have that

\[ \langle (q_h - \tilde{q}_h) \cdot n, \omega \rangle_{\partial K} = (P_K f - \nabla \cdot q_h, \omega)_K, \quad \forall \omega \in W_h(K), \]

which implies that

\[ T_{3,K} = \langle P_K (u - \phi) - (u - \phi), (q_h - q_h) \cdot n \rangle_{\partial K}. \]

\[ \leq \frac{1}{4\epsilon} h^{-1}_K \| (q_h - q_h) \cdot n \|_0^{2}, \partial K + \epsilon h^{-1}_K \| P_K (u - \phi) - (u - \phi) \|_0^{2}, \partial K. \]

By the trace inequality and the Bramble-Hilbert lemma, we get

\[ h^{-1}_K \| P_K (u - \phi) - u + \phi \|_0^{2}, \partial K \leq C_{t2} \| \nabla u - \nabla \phi \|_0^{2}, K, \]

where \( C_{t2} \) depends on the shape regularity constant \( \sigma \). Thus, we have

\[ T_{3,K} \leq \frac{1}{4\epsilon} h^{-1}_K \| (q_h - q_h) \cdot n \|_0^{2}, \partial K + \epsilon C_{t2} \| q + \nabla \phi \|_0^{2}, K. \]  

(2.3.5)

Using the estimates obtained in (2.3.2) to (2.3.5), we conclude that

\[ \| q - q_h \|_{0,T_h} \leq \sum_{K \in T_h} \frac{1}{4\epsilon} \| q_h + \nabla \phi \|_0^2, K + \sum_{K \in T_h} \epsilon \| q - q_h \|_0^2, K \]

\[ + \sum_{K \in T_h} \frac{1}{4\epsilon} h^{-1}_K \| f - P_K f \|_0^2, K + \sum_{K \in T_h} \epsilon C_p \| (q + \nabla \phi) \|_0^2, K \]

\[ + \sum_{K \in T_h} \frac{1}{4\epsilon} h^{-1}_K \| (q_h - q_h) \cdot n \|_0^{2}, \partial K + \sum_{K \in T_h} \epsilon C_{t2} \| q + \nabla \phi \|_0^{2}, K \]

\[ - \langle (q - q_h) \cdot n, u - \phi \rangle_{\Gamma}, \]  

(2.3.6)
and, after simple algebraic manipulations, that
\[ \| q - q_h \|_{0, T_h}^2 \leq \frac{1}{4\epsilon} \eta_h^2 + \left( \frac{1}{4\epsilon} + \epsilon C_p + \epsilon C_{t2} \right) \eta_h^2 \]
\[ + \epsilon (1 + C_p + C_{t2}) \| q - q_h \|_{0, T_h}^2 - \langle (q - \tilde{q}_h) \cdot n, u - \phi \rangle_{\Gamma}. \]

The result follows by choosing \( \epsilon \) small enough. This completes the proof of Lemma 2.3.5. \( \square \)

Note that only the second equation in the HDG formulation (1.2.2) was used in the proof, and that the function \( \phi \) is an arbitrary, continuous and piecewise differentiable function.

2.3.3 Step 3: Proof of the efficiency and reliability of the estimator

Theorem 2.2.1 will immediately from Lemma 2.3.6 which establishes the efficiency of the estimator, and from Lemma 2.3.7 which establishes its reliability.

The efficiency of the estimator

We are ready now to obtain a lower bound for the error \( e_h \).

**Lemma 2.3.6** (Efficiency of the error estimator). *We have that*
\[ C_1 \eta_h^2 \leq e_h^2, \]
*where \( C_1 \) is some constant depending only on the shape regularity constant \( \sigma \) and the degree of the polynomial \( p \).*

***Proof.*** Let us begin by estimating \( \eta_{1,h} \). By definition, (2.2.8a),
\[ \eta_{1,h}^2 := \sum_{K \in T_h} h_K^2 \| f - P_W f \|_{0,K}^2 \leq \sum_{K \in T_h} h_K^2 \| f - \nabla \cdot q_h \|_{0,K}^2 \leq e_h^2, \]
since \( P_W f \) is the \( L^2 \)-projection into the space \( W_h \) and \( \nabla \cdot q_h \in W_h \).

Next, let us estimate \( \eta_{2,h} \). By definition (2.2.8b),
\[ \eta_{2,h} := (T_1^2 + T_2^2 + T_3^2)^{1/2}, \]
where

\[
T_1^2 := \sum_{K \in \mathcal{T}_h} h_K^{-1} \| P_M (\text{id} - \Phi)(\tilde{u}_h - u_h) \|_{0, \partial K}^2,
\]

\[
T_2^2 := \sum_{e \in \mathcal{E}_h} h_e^{-1} \| [(\text{id} - P_M)\Phi(\tilde{u}_h - u_h)] \|_{0,e}^2,
\]

\[
T_3^2 := \sum_{K \in \mathcal{T}_h} h_K \| \tau(\tilde{u}_h - u_h) \|_{0, \partial K}^2.
\]

We shall proceed in three steps and estimate each component of the estimator. Our first goal is to establish an upper bound for \(T_1^2\). Note from the definition of post-processing (2.2.3), we have

\[
T_1^2 = \sum_{K \in \mathcal{T}_h} h_K^{-1} \| P_M (\tilde{u}_h - u_h^*) \|_{0, \partial K}^2,
\]

and by Lemma (2.3.3), we have

\[
T_1^2 \leq C_{s2}^2 \sum_{K \in \mathcal{T}_h} \| q_h + \nabla u_h^* \|_{0,K}^2
\]

\[
\leq 2C_{s2}^2 \sum_{K \in \mathcal{T}_h} (\| q + \nabla u_h^* \|_{0,K}^2 + \| q - q_h \|_{0,K}^2)
\]

\[
\leq 2C_{s2}^2 e_h^2.
\]

Next, our task is to estimate \(T_2^2\). Again, by definition of post-processing (2.2.3), we have

\[
T_2^2 = h_e^{-1} \| (\text{id} - P_M) [u_h^* - u_h] \|_{0,e}^2.
\]

Since \(P_M [u_h] = [u_h]\), we get

\[
T_2^2 = h_e^{-1} \| (\text{id} - P_M) [u_h^*] \|_{0,e}^2 \leq e_h^2.
\]

We now only have to estimate \(T_3^2\). From the definition of numerical flux \(\hat{q}_h \cdot n\) for LDG-H method (Table 1.2.2), we get

\[
T_3^2 := \sum_{K \in \mathcal{T}_h} h_K \| \tau(\tilde{u}_h - u_h) \|_{0, \partial K}^2 = \sum_{K \in \mathcal{T}_h} h_K \| (\hat{q}_h - q_h) \cdot n \|_{0, \partial K}^2.
\]
If suffices to show that
\[
T_3^2 \leq C_4 \sum_{K \in \mathcal{T}_h} (\| q - \hat{q}_h \cdot n \|_{-1/2, \partial K}^2 + \| q - q_h \|_{\text{div}, K}^2).
\]

We see, by Lemma 2.3.2 that we have
\[
h_K \| (\hat{q}_h - q_h) \cdot n \|_{0, \partial K}^2 \leq C_{s_1}^2 \| (\hat{q}_h - q_h) \cdot n \|_{-1/2, \partial K}^2,
\]
\[
\leq 2C_{s_1}^2 \| (q - q_h) \cdot n \|_{-1/2, \partial K}^2 + 2C_{s_1}^2 \| (q - \hat{q}_h) \cdot n \|_{-1/2, \partial K}^2,
\]
\[
\leq 2C_{s_1}^2 \| (q - q_h) \cdot n \|_{-1/2, \partial K}^2 + 2C_{s_1}^2 C_{t_1} \| q - q_h \|_{\text{div}, K}^2.
\]

by Lemma 2.3.1 Thus, we can take \( C_4 := 2C_{s_1}^2 \max\{1, C_{t_1}\} \).

This completes the proof. \( \square \)

The reliability of the estimator

To complete the proof of Theorem 2.2.1 it only remains to prove an upper bound for the error \( e_h \). It is contained in the following result.

**Lemma 2.3.7** (Reliability of the error estimator). We have that
\[
e_h^2 \leq C_2 h_h^2.
\]
where \( C_2 \) is a constant depending only on the shape regularity constant \( \sigma \) and the degree of the polynomial \( p \).

**Proof.** Since by definition of postprocessing, (2.2.3), we have
\[
\mathcal{P}_M(\text{Id} - \Phi)(\tilde{u}_h - u_h) = \mathcal{P}_M(\tilde{u}_h - u_h^*),
\]
\[
[(\text{Id} - \mathcal{P}_M)\Phi(\tilde{u}_h - u_h)] = [(\text{Id} - \mathcal{P}_M)(u_h^* - u_h)] = (\text{Id} - \mathcal{P}_M)[u_h^*],
\]
and, since by definition of the numerical flux \( \hat{q}_h \), we have that
\[
\tau(u_h - \tilde{u}_h) = (\hat{q}_h - q_h) \cdot n,
\]
it is enough to show that

\[ e_h^2 \leq C_2 \left( \sum_{K \in T_h} h_K^2 \| f - P_W f \|_{0,K}^2 + \sum_{K \in T_h} \| q_h + \nabla u_h^* \|_{0,K}^2 \right) 
+ h_e^{-1} \| (\text{Id} - P_M) [u_h^*] \|_{0,e}^2 + \sum_{K \in T_h} h_K \| (\tilde{q}_h - q_h) \cdot n \|_{0,\partial K}^2. \]

By definition of the error (2.2.5), we have that

\[ e_h := (\| q - q_h \|_{\text{div},T_h}^2 + \| u - u_h^* \|_{1/2,e_h}^2) 
+ \| \nabla (u - u_h^*) \|_{0,T_h}^2 + \| (q - \tilde{q}_h) \cdot n \|_{2-1/2,\partial T_h}^2)^{1/2}, \]

and so, we shall show that each of the four terms inside the square root can be bounded by a constant times \( \eta_{\tilde{h}}^2 \).

Let us begin by estimating \( \| q - q_h \|_{\text{div},T_h}^2 \). By definition (2.2.6), and also by (2.2.4d),

\[ \| q - q_h \|_{\text{div},T_h}^2 = \| q - q_h \|_{0,T_h}^2 + \sum_{K \in T_h} h_K^2 \| f - \nabla \cdot q_h \|_{0,K}^2 
= \| q - q_h \|_{0,T_h}^2 + \sum_{K \in T_h} h_K^2 \left( \| f - P_W f \|_{0,K}^2 + \| P_W f - \nabla \cdot q_h \|_{0,K}^2 \right) 
\leq \| q - q_h \|_{0,T_h}^2 + \eta_{\tilde{h}}^2 \cdot C_{s2}^2 h_K \| (\tilde{q}_h - q_h) \cdot n \|_{0,K}^2, \]

by definition of \( \eta_{\tilde{h}} \), (2.2.8b), and by Lemma 2.3.3.

It remains to estimate \( \| q - q_h \|_{0,T_h}^2 \). To do that, we note that, by Lemma 2.3.5, for any function \( \phi \) in \( C^1(T_h) \cap C^0(\Omega) \), we have

\[ \| q - q_h \|_{0,T_h}^2 \leq C_\phi (\eta_q^2 + \eta_{\tilde{q}}^2) - \langle (q - \tilde{q}_h) \cdot n, g - \phi \rangle_\Gamma \]

where

\[ \eta_q^2 = \left( \sum_{K \in T_h} h_K^2 \| f - P_W f \|_{0,K}^2 + \sum_{K \in T_h} h_K \| (\tilde{q}_h - q_h) \cdot n \|_{0,\partial K}^2 \right). \]

We now take \( \phi := \tilde{u}_h^* \in W_h^* \cap C^0(\Omega) \), where, by the result of Lemma 2.3.4, the function \( \tilde{u}_h^* \) satisfies

\[ \tilde{u}_h^* = g \quad \text{on } \Gamma, \quad (2.3.7a) \]

\[ \sum_{K \in T_h} \| \nabla (u_h^* - \tilde{u}_h^*) \|_{0,K}^2 \leq C_f \sum_{e \in E_h} h_e^{-1} \| [u_h^*] \|_{0,e}^2. \quad (2.3.7b) \]
We immediately obtain that \((q - \tilde{q}_h) \cdot n, g - \phi) = 0\), by property (2.3.7a), and that
\[
\eta_0^2 = \sum_{K \in T_h} \| q_h + \nabla \tilde{u}_h^* \|_{0,K}^2
\leq \sum_{K \in T_h} \| q_h + \nabla \tilde{u}_h^* \|_{0,K}^2 + \sum_{K \in T_h} \| \nabla (u_h^* - \tilde{u}_h^*) \|_{0,K}^2,
\leq \sum_{K \in T_h} \| q_h + \nabla u_h^* \|_{0,K}^2 + C_j \sum_{e \in E_h} \| (u^*_h) \|_{0,e}^2.
\]
by property (2.3.7b). This proves that \(\| q - q_h \|_{\text{div},T_h}\) is bounded by a constant times \(\eta_h\).

To bound the second term in the definition of the error \(e_h\), we simply invoke Corollary 2.3.1 to get
\[
\| u - u_h^* \|_{1/2,E_h} \leq C_{s2} \left( \sum_{e \in E_h} h_e^{-1} \| (\text{Id} - P_M) [u^*_h] \|_{0,K}^2 + \sum_{K \in T_h} \| q_h + \nabla u_h^* \|_{0,K}^2 \right).
\]
Let us now bound the third term \(\| \nabla (u - u_h^*) \|_{0,T_h}\). We have
\[
\| \nabla (u - u_h^*) \|_{0,T_h} \leq 2 \sum_{K \in T_h} \| q_h + \nabla u_h^* \|_{0,K}^2 + 2 \sum_{K \in T_h} \| q - q_h \|_{0,K}^2.
\]
The estimate now follows from the estimate of the term \(\| q - q_h \|_{0,T_h}^2\) obtained above.

Finally, to estimate \(\Theta := \| (q - \tilde{q}_h) \cdot n \|_{-1/2,\partial T_h}\), we proceed as follows. By the triangle inequality,
\[
\Theta^2 := \sum_{K \in T_h} \| (q - \tilde{q}_h) \cdot n \|_{-1/2,\partial K}^2
\leq 2 \sum_{K \in T_h} \| (q - q_h) \cdot n \|_{-1/2,\partial K}^2 + 2 \sum_{K \in T_h} \| (q_h - \tilde{q}_h) \cdot n \|_{-1/2,\partial K}^2,
\]
and, by Lemma 2.3.1 and by Lemma 2.3.2
\[
\Theta^2 \leq 2 \sum_{K \in T_h} \| q - q_h \|_{\text{div},K}^2 + 2 C_{s1}^2 \sum_{K \in T_h} h_K \| (q_h - \tilde{q}_h) \cdot n \|_{0,\partial K}^2.
\]
The estimate of \(\| (q - \tilde{q}_h) \cdot n \|_{-1/2,\partial T_h}\) now follows from the previously obtained estimate for \(\| q - q_h \|_{\text{div},T_h}\). This completes the proof. \(\square\)
2.4 Numerical Results

In this section, we present numerical experiments devised to verify the reliability and efficiency properties of the a posteriori estimate predicted by our theoretical result, Theorem 2.2.1, in the two dimensional case. Moreover, we explore how the estimates behave as we change the polynomial degree of the HDG method, $p$, and its stabilization function, $\tau$. We do not always take the boundary value $g$ to be piecewise polynomial. In this case, $g$ is approximated by some piecewise polynomial $g_h$ and the quality of this approximation is controlled by a boundary oscillation term $\text{osc}^2(g, E_h)$. We refer the reader to [73] for details. However, in this chapter, for simplicity, we neglect the boundary oscillation term.

2.4.1 Preliminaries

We do this by using a test problem with a smooth solution and one with a solution presenting a singularity. The exact solutions are:

$$
\begin{align*}
  u &= \sin(\pi x) \sin(\pi y), \quad \Omega := (0, 1)^2, \\
  u &= r^{2/3} \sin(2\theta/3), \quad \Omega := (-1, 1)^2 \setminus (0, 1) \times (-1, 0).
\end{align*}
$$

In both test problems, we set the Dirichlet boundary data $g$ equal to the exact solution $u$. Note that for the first problem we have $f = \pi^2 \sin(\pi x) \sin(\pi y)$, $g = 0$ and that for the second we have $f = 0$ and $g$ is not piecewise polynomial on the boundary $\Gamma$.

We present two sets of experiments. In the first, we test the behavior of the a posteriori estimate with uniform mesh refinement. For both test problems, we take the stabilization function $\tau$ to be equal to 1 and let the polynomial degree $p$ take the values 0, 1 and 2. In addition, for the test problem with a nonsmooth solution, we take the polynomial degree $p$ to be 1 and take the stabilization function $\tau$ to be $10^{-3}$, 10 and $10^2$.

In the second set of experiments, we test the behavior of the a posteriori estimate with adaptive mesh refinement. We only consider the more difficult of the test problems, namely, the one with the nonsmooth solution, and take the polynomial degree $p$ to be 1 and 2, and the stabilization function $\tau$ to be $10^{-3}$, 1 and $10^2$.

In each of our experiments, we monitor the four terms of the error $e_h$ given by...
as well as the four terms of the estimator $\eta_h$ given by (2.2.8). The computational order of convergence of each of these quantities is calculated as follows. Suppose that $e(N)$ and $e(\tilde{N})$ is any of the above quantities for two consecutive triangulations with $N$ and $\tilde{N}$ number of triangles, respectively. Then, the computational rate of convergence is given by

$$-rac{2 \log(e(N)/e(\tilde{N}))}{\log(N/\tilde{N})}.$$ 

Let us point out that, in order to evaluate the last component of the error, namely, 

$$\left( \sum_{K \in T_h} \| (q - \tilde{q}_h) \cdot n \|_{-1/2, \partial K}^2 \right)^{1/2},$$

see (2.2.6d), we are going to use the following lemma; see [25].

**Lemma 2.4.1.**

$$\| v^* \|_{-1/2, \partial K} = h^{-1}_K \| \tilde{v}^* \|_{1,K},$$

where $\tilde{v}^*$ is the solution of the variational Neumann problem,

$$h^2_K \int_K \nabla \tilde{v}^* \cdot \nabla vdx + \int_K \tilde{v}^* vdx = h^2_K \langle v^*, v \rangle_{\partial K}, \quad \forall v \in H^1(K).$$

In practice, we use a discrete version of of this result and take $\tilde{v}^* \in W_{p+1}(K)$ as the solution of

$$h^2_K \int_K \nabla \tilde{v}^* \cdot \nabla vdx + \int_K \tilde{v}^* vdx = h^2_K \langle v^*, v \rangle_{\partial K}, \quad \forall v \in W_{p+1}(K).$$

Note that, from the definition of post-processing, (2.2.3), we have

$$\sum_{K \in T_h} h^{-1}_K \| P_M (Id - \Phi)(\tilde{u}_h - u_h) \|_{0,\partial K} = \sum_{K \in T_h} h^{-1}_K \| P_M (\tilde{u}_h - u_h^h) \|_{0,\partial K}$$

$$\sum_{e \in E_h} h^{-1}_e \| [(Id - P_M)\Phi(\tilde{u}_h - u_h)] \|_{0,e} = \sum_{e \in E_h} h^{-1}_e \| (Id - P_M) [u_h^*] \|_{0,e}$$

$$\sum_{K \in T_h} h_K \| \tau(\tilde{u}_h - u_h) \|_{0,\partial K} = \sum_{K \in T_h} h_K \| (\tilde{q}_h - q_h) \cdot n \|_{0,\partial K}$$

Hence, we use the above notation to denote the three components of the estimator $\eta_{2,h}$ hereafter.
2.4.2 Uniform refinement

The numerical results for the smooth solution test problem are shown in Table 2.4.1; we take \( \tau = 1 \) and \( p \in \{0, 1, 2\} \). We see that each of the components of the error as well as those of the estimator converge at an optimal order of \( p + 1 \); the term \( \| f - P_W f \|_{-1,T_h} \) converges even faster, namely, at the order of \( p + 2 \). These numerical results agree with the a priori error estimates obtained in [35] and, more importantly, they verify that the error estimate is reliable and efficient.

The numerical results for the non-smooth solution test problem are shown in Table 2.4.2; we also take \( \tau = 1 \) and \( p \in \{0, 1, 2\} \). In this case, not all the components of the error or those of the estimator converge at the same rate. Note that, all the individual error components of and the estimators \( \| q_h + \nabla u_h^* \|_{0,T_h} \) and \( \| (\text{Id} - P_M) [u_h^*] \|_{1/2,E_h} \) converge with order \( N^{-2/3} \) approximately, but that the estimator \( \| (q_h - \tilde{q}_h) \cdot n \|_{-1/2,\partial T_h} \) converges with order \( N^{-5/3} \), that is, much faster. Furthermore, for \( p = 0 \), since \( \nabla u_h^* = -q_h \), the second estimator \( \| q_h + \nabla u_h^* \|_{0,T_h} \) is identically equal to zero. This seems to suggest that the estimator \( \eta_h \) could be dominated by \( \| (\text{Id} - P_M) [u_h^*] \|_{1/2,E_h} \) and the residual \( \| f - P_K f \|_{-1,T_h} \).

In order to explore the effect of \( \tau \), we continue our experiment on the L-shaped domain using \( p = 1 \) and vary \( \tau \) from \( 10^{-3} \) to \( 10^{2} \). The history of convergence of each individual error and estimator is displayed in Table 2.4.3. We see that the effect of \( \tau \) is negligible when \( \tau \) tends to zero. On the other hand, as \( \tau \) grows, we observe that each individual error becomes larger, and that the estimators \( \| q_h + \nabla u_h^* \|_{0,T_h} \) and \( \| (\text{Id} - P_M) [u_h^*] \|_{1/2,E_h} \) take longer to reach the asymptotic regime and converge at with order \( N^{-2/3} \). The last estimator \( \| (q_h - \tilde{q}_h) \cdot n \|_{-1/2,\partial T_h} \) becomes larger as \( \tau \) grows, but decreases much faster as the mesh gets finer. Thus, we conclude that the quality of our estimator is not apparently affected by either small or large values of the stabilization function \( \tau \) as the mesh gets finer and finer.

2.4.3 Adaptive refinement

Next, we present the numerical result obtained from an adaptive algorithm. The adaptive algorithm used in this work is the following:

1. Start with a mesh \( T_h \).
2. Solve the discrete problem (1.2.2).

3. Compute the estimator.

4. Decide to stop or go to the next step.

5. Mark the elements to be refined.

6. Modify the mesh with the so-called red-green-blue procedure.

7. Denote the new mesh by $T_h$ and return to step 2.

The marking strategy, based on $\eta_K$, is originally due to Dörfler [40] and consists in selecting a subset $M$ of $T_h$ such that
\[
\alpha^2 \sum_{K \in T_h} \eta_K^2 \leq \sum_{K \in M} \eta_K^2,
\]
where the parameter $\alpha$ is taken in $(0, 1)$. Here, we take $\alpha = 1/2$.

In Fig. 2.4.1 we display meshes obtained with the above adaptive procedure. Note that the algorithm is able to properly locate the singularity of the exact solution at the point $(0,0)$. Note also that, for about the same accuracy $\varepsilon_h \simeq 0.040$, the use of polynomials of degree 2 requires 88 elements while using polynomials of degree 1 requires 240 elements. Since the manipulation of the mesh takes up a significant amount of computational effort, working with high-order polynomials might be advantageous.

In the legend of Fig. 2.4.1 we use the following notation
\[
\eta_{1,h}^2 = \| P_M(\hat{u}_h - u_h^*) \|_{0,\partial T_h},
\]
\[
\eta_{2,h}^2 = \| (\mathbf{I} - P_M)[u_h^*] \|_{1/2,\varepsilon_h},
\]
\[
\eta_{3,h}^2 = \| (\hat{q}_h - q_h) \cdot \mathbf{n} \|_{-1/2,\partial T_h}.
\]
We see that the last three components of the estimator, namely, $\eta_{2,h}, \eta_{3,h}$ and $\eta_{4,h}$, and the error decrease at the same rate. In order to judge the quality of our error estimator, we compute an effective index, which is defined as the ratio $\varepsilon_h/\eta_h$. In Fig. 2.4.3 we see that the effective index is bounded from above and below, this verifies the reliability and efficiency of our a posteriori error estimator. We also observe that the effectivity index does not show any significant change of behavior when $\tau$ varies from 0.001 to 1 while the index changes drastically as $\tau$ grows from 1 to 100. This phenomenon seems to suggests that, roughly speaking, the effectivity index of adaptive HDG methods with a small stabilization function $\tau$ is more robust than with a large $\tau$. 
Figure 2.4.1: Example of adaptive meshes
Table 2.4.1: The effect of the polynomial degree $p$ for smooth solution

$p = 0$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$|q - q_h|_{div,\mathcal{T}_h}$</th>
<th>$|u_h^0|_{1/2,\mathcal{E}_h}$</th>
<th>$|\nabla (u - u_h^\ast)|_{0,\mathcal{T}_h}$</th>
<th>$|q - \hat{q}<em>h\cdot n|</em>{-1/2,\partial \mathcal{T}_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
</tr>
<tr>
<td></td>
<td>16.</td>
<td>0.27E-01</td>
<td>-</td>
<td>0.56E-01</td>
</tr>
<tr>
<td></td>
<td>64.</td>
<td>0.14E-01</td>
<td>0.99</td>
<td>0.50E-00</td>
</tr>
<tr>
<td></td>
<td>256.</td>
<td>0.68E-00</td>
<td>0.99</td>
<td>0.31E-00</td>
</tr>
<tr>
<td></td>
<td>1024.</td>
<td>0.34E-00</td>
<td>1.00</td>
<td>0.17E-00</td>
</tr>
<tr>
<td></td>
<td>4096.</td>
<td>0.17E-00</td>
<td>1.00</td>
<td>0.06E-01</td>
</tr>
</tbody>
</table>

$p = 1$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$|q - q_h|_{div,\mathcal{T}_h}$</th>
<th>$|u_h^0|_{1/2,\mathcal{E}_h}$</th>
<th>$|\nabla (u - u_h^\ast)|_{0,\mathcal{T}_h}$</th>
<th>$|q - \hat{q}<em>h\cdot n|</em>{-1/2,\partial \mathcal{T}_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
</tr>
<tr>
<td></td>
<td>16.</td>
<td>0.89E-01</td>
<td>-</td>
<td>0.11E-14</td>
</tr>
<tr>
<td></td>
<td>64.</td>
<td>0.23E-00</td>
<td>1.97</td>
<td>0.16E-14</td>
</tr>
<tr>
<td></td>
<td>256.</td>
<td>0.57E-01</td>
<td>1.99</td>
<td>0.32E-14</td>
</tr>
<tr>
<td></td>
<td>1024.</td>
<td>0.14E-01</td>
<td>2.00</td>
<td>0.59E-14</td>
</tr>
<tr>
<td></td>
<td>4096.</td>
<td>0.36E-02</td>
<td>2.00</td>
<td>0.11E-13</td>
</tr>
</tbody>
</table>

$p = 2$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$|q - q_h|_{div,\mathcal{T}_h}$</th>
<th>$|u_h^0|_{1/2,\mathcal{E}_h}$</th>
<th>$|\nabla (u - u_h^\ast)|_{0,\mathcal{T}_h}$</th>
<th>$|q - \hat{q}<em>h\cdot n|</em>{-1/2,\partial \mathcal{T}_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
</tr>
<tr>
<td></td>
<td>16.</td>
<td>0.77E-01</td>
<td>1.98</td>
<td>0.50E-01</td>
</tr>
<tr>
<td></td>
<td>64.</td>
<td>0.32E-01</td>
<td>1.97</td>
<td>0.28E-01</td>
</tr>
<tr>
<td></td>
<td>256.</td>
<td>0.31E-01</td>
<td>1.98</td>
<td>0.14E-01</td>
</tr>
<tr>
<td></td>
<td>1024.</td>
<td>0.30E-01</td>
<td>1.99</td>
<td>0.32E-01</td>
</tr>
<tr>
<td></td>
<td>4096.</td>
<td>0.39E-01</td>
<td>2.00</td>
<td>0.32E-01</td>
</tr>
</tbody>
</table>

$p = 3$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$|q - q_h|_{div,\mathcal{T}_h}$</th>
<th>$|u_h^0|_{1/2,\mathcal{E}_h}$</th>
<th>$|\nabla (u - u_h^\ast)|_{0,\mathcal{T}_h}$</th>
<th>$|q - \hat{q}<em>h\cdot n|</em>{-1/2,\partial \mathcal{T}_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
</tr>
<tr>
<td></td>
<td>16.</td>
<td>0.50E-01</td>
<td>1.96</td>
<td>0.32E-01</td>
</tr>
<tr>
<td></td>
<td>64.</td>
<td>0.12E-01</td>
<td>2.00</td>
<td>0.52E-01</td>
</tr>
<tr>
<td></td>
<td>256.</td>
<td>0.14E-01</td>
<td>2.00</td>
<td>0.52E-01</td>
</tr>
<tr>
<td></td>
<td>1024.</td>
<td>0.16E-01</td>
<td>2.00</td>
<td>0.52E-01</td>
</tr>
<tr>
<td></td>
<td>4096.</td>
<td>0.20E-01</td>
<td>2.00</td>
<td>0.52E-01</td>
</tr>
</tbody>
</table>
Table 2.4.2: The effect of the polynomial degree $p$ for non-smooth solution

### $p = 0$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$| q - q_h |_{div, \tau_h}$</th>
<th>$| v_h^* |_{l_2, \tau_h}$</th>
<th>$| \nabla(u - u_h^*) |_{0, \tau_h}$</th>
<th>$| (q - q_h) \cdot n |_{-1/2, \partial \tau_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
<td>order</td>
</tr>
<tr>
<td>12</td>
<td>0.35E-00</td>
<td>-</td>
<td>0.45E-00</td>
<td>-</td>
</tr>
<tr>
<td>48</td>
<td>0.23E+00</td>
<td>0.58</td>
<td>0.32E+00</td>
<td>0.49</td>
</tr>
<tr>
<td>12288</td>
<td>0.39E-01</td>
<td>0.66</td>
<td>0.70E-01</td>
<td>0.56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$| f - P_M f |_{-1, \tau_h}$</th>
<th>$| P_M(u_h - u_h^*) |_{0, \tau_h}$</th>
<th>$| (f - P_M f) |_{1/2, \tau_h}$</th>
<th>$| (q - q_h) \cdot n |_{-1/2, \partial \tau_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>estimator</td>
<td>order</td>
<td>estimator</td>
<td>order</td>
</tr>
<tr>
<td>12</td>
<td>0.00E+00</td>
<td>-</td>
<td>0.91E-15</td>
<td>-</td>
</tr>
<tr>
<td>48</td>
<td>0.00E+00</td>
<td>-</td>
<td>0.18E-14</td>
<td>-</td>
</tr>
<tr>
<td>12288</td>
<td>0.00E+00</td>
<td>-</td>
<td>0.65E-14</td>
<td>-</td>
</tr>
</tbody>
</table>

### $p = 1$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$| q - q_h |_{div, \tau_h}$</th>
<th>$| v_h^* |_{l_2, \tau_h}$</th>
<th>$| \nabla(u - u_h^*) |_{0, \tau_h}$</th>
<th>$| (q - q_h) \cdot n |_{-1/2, \partial \tau_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
<td>order</td>
</tr>
<tr>
<td>12</td>
<td>0.16E-00</td>
<td>-</td>
<td>0.92E-01</td>
<td>-</td>
</tr>
<tr>
<td>48</td>
<td>0.10E-00</td>
<td>0.63</td>
<td>0.59E-01</td>
<td>0.65</td>
</tr>
<tr>
<td>12288</td>
<td>0.16E-00</td>
<td>-</td>
<td>0.45E-02</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$| f - P_M f |_{-1, \tau_h}$</th>
<th>$| P_M(u_h - u_h^*) |_{0, \tau_h}$</th>
<th>$| (f - P_M f) |_{1/2, \tau_h}$</th>
<th>$| (q - q_h) \cdot n |_{-1/2, \partial \tau_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>estimator</td>
<td>order</td>
<td>estimator</td>
<td>order</td>
</tr>
<tr>
<td>12</td>
<td>0.00E+00</td>
<td>-</td>
<td>0.38E-01</td>
<td>-</td>
</tr>
<tr>
<td>48</td>
<td>0.00E+00</td>
<td>-</td>
<td>0.24E-01</td>
<td>0.66</td>
</tr>
<tr>
<td>12288</td>
<td>0.00E+00</td>
<td>-</td>
<td>0.96E-02</td>
<td>0.67</td>
</tr>
</tbody>
</table>

### $p = 2$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$| q - q_h |_{div, \tau_h}$</th>
<th>$| v_h^* |_{l_2, \tau_h}$</th>
<th>$| \nabla(u - u_h^*) |_{0, \tau_h}$</th>
<th>$| (q - q_h) \cdot n |_{-1/2, \partial \tau_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
<td>order</td>
</tr>
<tr>
<td>12</td>
<td>0.81E-01</td>
<td>-</td>
<td>0.44E-01</td>
<td>-</td>
</tr>
<tr>
<td>48</td>
<td>0.51E-01</td>
<td>0.66</td>
<td>0.28E-01</td>
<td>0.65</td>
</tr>
<tr>
<td>12288</td>
<td>0.81E-01</td>
<td>-</td>
<td>0.11E-01</td>
<td>0.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$| f - P_M f |_{-1, \tau_h}$</th>
<th>$| P_M(u_h - u_h^*) |_{0, \tau_h}$</th>
<th>$| (f - P_M f) |_{1/2, \tau_h}$</th>
<th>$| (q - q_h) \cdot n |_{-1/2, \partial \tau_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>estimator</td>
<td>order</td>
<td>estimator</td>
<td>order</td>
</tr>
<tr>
<td>12</td>
<td>0.00E+00</td>
<td>-</td>
<td>0.13E-01</td>
<td>0.66</td>
</tr>
<tr>
<td>48</td>
<td>0.00E+00</td>
<td>-</td>
<td>0.83E-02</td>
<td>0.66</td>
</tr>
<tr>
<td>12288</td>
<td>0.00E+00</td>
<td>-</td>
<td>0.53E-02</td>
<td>0.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$| f - P_M f |_{-1, \tau_h}$</th>
<th>$| P_M(u_h - u_h^*) |_{0, \tau_h}$</th>
<th>$| (f - P_M f) |_{1/2, \tau_h}$</th>
<th>$| (q - q_h) \cdot n |_{-1/2, \partial \tau_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>estimator</td>
<td>order</td>
<td>estimator</td>
<td>order</td>
</tr>
<tr>
<td>12</td>
<td>0.00E+00</td>
<td>-</td>
<td>0.21E-01</td>
<td>0.66</td>
</tr>
</tbody>
</table>
Table 2.4.3: The effect of the stabilization function $\tau$

$\tau = 10^{-3}$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$|q - q_h|_{div, T_h}$</th>
<th>$|\nabla u_h^h|_{1/2, T_h}$</th>
<th>$|\nabla (u - u_h^h)|_{0, T_h}$</th>
<th>$|q - q_h|_{\cdot, -1/2, 0, T_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
<td>order</td>
</tr>
<tr>
<td>1.2</td>
<td>0.16E+00</td>
<td>0.95E-01</td>
<td>0.14E+00</td>
<td>0.11E+00</td>
</tr>
<tr>
<td>4.8</td>
<td>0.10E+00</td>
<td>0.60E-01</td>
<td>0.87E+00</td>
<td>0.70E-01</td>
</tr>
<tr>
<td>192</td>
<td>0.62E-01</td>
<td>0.35E-01</td>
<td>0.55E-01</td>
<td>0.44E-01</td>
</tr>
<tr>
<td>768</td>
<td>0.41E-01</td>
<td>0.24E-01</td>
<td>0.35E-01</td>
<td>0.28E-01</td>
</tr>
<tr>
<td>3072</td>
<td>0.26E-01</td>
<td>0.15E-01</td>
<td>0.22E-01</td>
<td>0.18E-01</td>
</tr>
</tbody>
</table>

$\tau = 10^3$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$|q - q_h|_{div, T_h}$</th>
<th>$|\nabla u_h^h|_{1/2, T_h}$</th>
<th>$|\nabla (u - u_h^h)|_{0, T_h}$</th>
<th>$|q - q_h|_{\cdot, -1/2, 0, T_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
<td>order</td>
</tr>
<tr>
<td>1.2</td>
<td>0.00E+00</td>
<td>0.38E-01</td>
<td>0.71E-01</td>
<td>0.43E-01</td>
</tr>
<tr>
<td>4.8</td>
<td>0.00E+00</td>
<td>0.24E-01</td>
<td>0.45E-01</td>
<td>0.15E-01</td>
</tr>
<tr>
<td>192</td>
<td>0.00E+00</td>
<td>0.15E-01</td>
<td>0.28E-01</td>
<td>0.48E-05</td>
</tr>
<tr>
<td>768</td>
<td>0.00E+00</td>
<td>0.09E-02</td>
<td>0.18E-02</td>
<td>0.38E-01</td>
</tr>
<tr>
<td>3072</td>
<td>0.00E+00</td>
<td>0.06E-02</td>
<td>0.11E-01</td>
<td>0.50E-06</td>
</tr>
</tbody>
</table>

$\tau = 10^3$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$|q - q_h|_{div, T_h}$</th>
<th>$|\nabla u_h^h|_{1/2, T_h}$</th>
<th>$|\nabla (u - u_h^h)|_{0, T_h}$</th>
<th>$|q - q_h|_{\cdot, -1/2, 0, T_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
<td>order</td>
</tr>
<tr>
<td>1.2</td>
<td>0.18E+00</td>
<td>0.74E-01</td>
<td>0.13E+00</td>
<td>0.16E+00</td>
</tr>
<tr>
<td>4.8</td>
<td>0.11E+00</td>
<td>0.53E-01</td>
<td>0.78E-01</td>
<td>0.68</td>
</tr>
<tr>
<td>192</td>
<td>0.65E-01</td>
<td>0.35E-01</td>
<td>0.50E-01</td>
<td>0.46E-01</td>
</tr>
<tr>
<td>768</td>
<td>0.40E-01</td>
<td>0.23E-01</td>
<td>0.33E-01</td>
<td>0.28E-01</td>
</tr>
<tr>
<td>3072</td>
<td>0.25E-01</td>
<td>0.15E-01</td>
<td>0.21E-01</td>
<td>0.17E-01</td>
</tr>
</tbody>
</table>

$\tau = 10^4$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$|q - q_h|_{div, T_h}$</th>
<th>$|\nabla u_h^h|_{1/2, T_h}$</th>
<th>$|\nabla (u - u_h^h)|_{0, T_h}$</th>
<th>$|q - q_h|_{\cdot, -1/2, 0, T_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
<td>order</td>
</tr>
<tr>
<td>1.2</td>
<td>0.25E+00</td>
<td>0.25E+00</td>
<td>0.26E+00</td>
<td>0.45E+00</td>
</tr>
<tr>
<td>4.8</td>
<td>0.13E+00</td>
<td>0.23E-01</td>
<td>0.38E-01</td>
<td>0.49</td>
</tr>
<tr>
<td>192</td>
<td>0.80E-01</td>
<td>0.13E-01</td>
<td>0.21E-01</td>
<td>0.55</td>
</tr>
<tr>
<td>768</td>
<td>0.51E-01</td>
<td>0.18E-01</td>
<td>0.37E-01</td>
<td>0.45E-01</td>
</tr>
<tr>
<td>3072</td>
<td>0.29E-01</td>
<td>0.13E-01</td>
<td>0.24E-01</td>
<td>0.17</td>
</tr>
<tr>
<td>12288</td>
<td>0.17E-01</td>
<td>0.87E-02</td>
<td>0.70</td>
<td>0.12E-01</td>
</tr>
</tbody>
</table>

$\tau = 10^5$

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$|q - q_h|_{div, T_h}$</th>
<th>$|\nabla u_h^h|_{1/2, T_h}$</th>
<th>$|\nabla (u - u_h^h)|_{0, T_h}$</th>
<th>$|q - q_h|_{\cdot, -1/2, 0, T_h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>error</td>
<td>order</td>
<td>error</td>
<td>order</td>
</tr>
<tr>
<td>1.2</td>
<td>0.00E+00</td>
<td>0.91E-02</td>
<td>0.19E-01</td>
<td>0.11E+01</td>
</tr>
<tr>
<td>4.8</td>
<td>0.00E+00</td>
<td>0.12E-01</td>
<td>0.17E-01</td>
<td>0.17</td>
</tr>
<tr>
<td>192</td>
<td>0.00E+00</td>
<td>0.10E-01</td>
<td>0.15E-01</td>
<td>0.17</td>
</tr>
<tr>
<td>768</td>
<td>0.00E+00</td>
<td>0.80E-02</td>
<td>0.12E-01</td>
<td>0.32</td>
</tr>
<tr>
<td>3072</td>
<td>0.00E+00</td>
<td>0.57E-02</td>
<td>0.91E-02</td>
<td>0.45</td>
</tr>
<tr>
<td>12288</td>
<td>0.00E+00</td>
<td>0.37E-02</td>
<td>0.63E-02</td>
<td>0.53</td>
</tr>
</tbody>
</table>
Figure 2.4.2: History of convergence for adaptive refinement.
Figure 2.4.3: Adaptive refinement, nonsmooth solution: Effectivity index.
Chapter 3

A posteriori error analysis for the RT method

3.1 Introduction

In the implementation of adaptive finite element methods, hanging nodes are frequently employed in order to accelerate the convergence rate, efficiently allocate degree of freedom and facilitate the local refinement. However, only a few a posteriori error analyzes for the mixed methods [61, 59, 22, 24] have been carried out on nonconforming meshes most probably because the mixed methods were originally formulated on conforming meshes only.

In fact, it was not until a decade ago that the first Raviart-Thomas (RT) element and the Brezzi-Douglas-Fortin-Marini (BDFM) element [23] on nonconforming quadrilateral meshes were analyzed by Ainsworth and Pinchedez in their study in the $hp$-approximation theory of mixed methods [4] in two space dimensions. In the case of nonconforming meshes made of simplexes in arbitrary dimensions, a hybridized version of RT method was presented by Cockburn, Gopalakrishnan and Lazarov in [34]. In this paper, we derive an a posteriori error estimate for variable-degree hybridized Raviart-Thomas (RT-H) method on nonconforming meshes based on the framework of [34]. We aim to establish the reliability and efficiency of the estimator for the model problem (1.1.1).

This chapter is organized as follows. In section 3.2 we introduce the hybridized RT
methods, the a posteriori error estimator and the main result. In section 3.3 we present the analysis of its reliability and efficiency. In section 3.4 we end the chapter with a concluding remark.

3.2 Main Result

3.2.1 Notation

Let $\mathcal{T}_h = \{K\}$ be a triangulation of the domain $\Omega$ made of triangles or squares $K$ in two space dimensions or tetrahedra or cubes $K$ in three space dimensions.

Given two meshes $\mathcal{T}_1$ and $\mathcal{T}_2$, we say $\mathcal{T}_1 \leq \mathcal{T}_2$ if $\mathcal{T}_2$ can be obtained from $\mathcal{T}_1$ via a finite number of refinement steps. In this work, we consider the following refinement step. Given a mesh $\mathcal{T}_H$, we take a subset of $\mathcal{T}_H$ and, in two space dimensions, we divide each of its triangles or quadrilaterals into four congruent triangles or four quadrilaterals; in three space dimensions, we divide each of its tetrahedra or cubes into eight elements \[68, 60\]. Thus, starting from a given initial conforming mesh $\mathcal{T}_0$, a uniform refinement gives us the following sequence of conforming meshes,

$$\mathcal{T}_0 \leq \mathcal{T}_1 \leq \mathcal{T}_2 \leq \ldots \leq \mathcal{T}_{k-1} \leq \mathcal{T}_k \leq \mathcal{T}_{k+1} \leq \ldots$$  \hspace{1cm} (3.2.1)

3.2.2 Assumptions on the meshes and boundary condition

In this work, nonconforming meshes are allowed provided that they satisfy the following assumptions:

A0. The meshes $\mathcal{T}_h$ are obtained from an initial conforming mesh $\mathcal{T}_0$ via a finite number of refinement steps.

A simple fact following from this assumption is that for each element $K \in \mathcal{T}_h$, $K$ is also an element of some conforming meshes $\mathcal{T}_l$ in the sequence (3.2.1). Here, we follow the definition introduced in [17]. We define the level of $K \in \mathcal{T}_h$ as $L(K) = l$, if $K \in \mathcal{T}_l$.

Let $\mathcal{T}_H$ be the "largest" conforming mesh such that $\mathcal{T}_H \leq \mathcal{T}_h$, that is,

$$\mathcal{T}_n \leq \mathcal{T}_H,$$

for any conforming mesh $\mathcal{T}_n$ satisfying $\mathcal{T}_n \leq \mathcal{T}_h$.

We say an element $T \in \mathcal{T}_H$ is the conforming parent of an element $K \in \mathcal{T}_h$ if $K \subset T$. 


We also define the level of nonconformity as
\[ L_n(K) = L(K) - L(T). \]

Our second assumption is the following.

\textbf{A1.} The level of nonconformity is bounded, that is,
\[ L_n(K) \leq L, \text{ for each element } K \in T_h, \quad (3.2.2) \]

for some positive integer \( L \).

It follows immediately from this assumption that
\[ C^{-1}_e h_{K_1} \leq h_{K_2} \leq C_e h_{K_1}, \quad \forall K_1, K_2 \text{ such that } m_{d-1}(K_1 \cap K_2) > 0, \]

where \( m_{d-1} \) is the \((d - 1)\)-Lebesgue measure.

We also introduce the following notation. Set \( \partial T_h = \{ e \in T_h : e \text{ is a face of } K \in T_h \} \). For each face \( e \) in \( \partial T_h \), set
\[ w(e) := \{ K \in T_h, m_{d-1}(e \cap \partial K) > 0 \}. \]

We view \( \partial T_h \) as the union of four disjoint classes:
\[ \mathcal{E}^\partial = \{ e \in \partial T_h : |w(e)| = 1, \text{ that is, } e \text{ is a boundary face} \}, \]
\[ \mathcal{E}^{f1} = \{ e \in \partial T_h : |w(e)| = 2, e \text{ is a face of one element } K \text{ only} \}, \]
\[ \mathcal{E}^{f2} = \{ e \in \partial T_h : |w(e)| = 2, e \text{ is a shared face of two elements } K_1, K_2 \}, \]
\[ \mathcal{E}^{hn} = \{ e \in \partial T_h : |w(e)| > 2, \text{ that is, there is at least one hanging node on } e \}, \]

where \( |w(e)| \) denotes the cardinality of the set \( w(e) \). Figure \[ \text{3.2.1} \] illustrates the last three different types of faces. We set
\[ \mathcal{F}_h := \{ e \in \partial T_h : e \notin \mathcal{E}^{f1} \}. \quad (3.2.3) \]

For every face \( e \in \mathcal{F}_h \), set \( n := \min \{ L(K) : K \in w(e) \} \) and \( m := \max \{ L(K) : K \in w(e) \} \). We denote
\[ \tilde{w}(e) := \{ K_1, K_2 \in T_n : e \text{ is a shared face of } K_1 \text{ and } K_2 \}, \]
\[ w^*(e) := \{ K \in T_m : K \subset \tilde{w}(e) \}, \]
\[ v^*(e) := \{ K \in w^*(e) : m_{d-1}(e \cap \partial K) > 0 \}. \]

We also denote \( F_e \) be the face of an element \( K \in v^*(e) \) such that \( F_e \subset e \).
3.2.3 The hybridized Raviart-Thomas method on meshes with hanging nodes

Under the framework of the HDG method in section 1.2.2, to define the hybridized Raviart-Thomas method, we only need to specify (1) the numerical trace $\tilde{q}_h$, (2) the local spaces $V(K) \times W(K)$, and (3) the space of approximate traces $M(e)$.

For the case of the variable-degree hybridized Raviart-Thomas (RT-H) method on nonconforming meshes made of simplexes, we take $V(K) \times W(K)$ as the Raviart-Thomas space of degree $p(K)$:

$$V(K) = \mathcal{P}_{p(K)}(K)^d + x \mathcal{P}_{p(K)}(K), \quad W(K) = \mathcal{P}_{p(K)}(K), \quad p(K) \geq 0,$$

where $\mathcal{P}_{p(K)}(K)$ denotes the space of polynomial with degree less than or equal to $p(K)$ on the element $K$ and $\mathcal{P}_{p(K)}(K)^d$ denotes the set of vector functions whose components are in $\mathcal{P}_{p(K)}(K)$. We define the space of approximate traces as:

$$M(e) = \mathcal{P}_{p(e)}(e),$$

where the polynomial degree $p(e)$ has to be suitably related to $p(K)$, as we show below.

For the square and cube elements, we take $V(K) \times W(K)$ as the Raviart-Thomas space of degree $p(K)$:

$$V(K) = RT_{p(K)}(K), \quad W(K) = Q_{p(K)}(K), \quad p(K) \geq 0,$$

where

$$RT_k(K) = \begin{cases} \mathcal{P}_{p+1,p}(K) \times \mathcal{P}_{p,p+1}(K) & \text{for square}, \\ \mathcal{P}_{p+1,p}(K) \times \mathcal{P}_{p,p+1,p}(K) \times \mathcal{P}_{p,p,p+1}(K) & \text{for cube}, \end{cases}$$
and \( P_{p+1,p,p}(K) \) denotes the space of polynomial with degree less than or equal to \( p+1 \) in \( x \) variable and with degree less than or equal to \( p \) in the other two variables on the element \( K \) and \( Q_p(K) \) denotes the space of polynomial with degree less than or equal to \( p \) in all variables. We define the space of approximate traces as:

\[
M(e) = Q_p(e)(e).
\]

Finally, for \( e \in \mathcal{E}_h \) we take \( p(e) := \max\{p(K^+), p(K^-)\} \) and require that

if \( e \) is not a face of \( K^- \), then \( p(K^+) \geq p(K^-) \).

The variable-degree RT-H method described above is uniquely solvable \cite{34} on nonconforming meshes satisfying condition \( A_0, A_1, A_2 \). For the error analysis purpose, we shall impose a bound for the polynomial degree \( p(K) \) and require \( p(K) \leq p \) for all \( K \in \mathcal{T}_h \) for some positive integer \( p \), hereafter.

### 3.2.4 Local post-processing

Here, for simplexes, we take a crucial post-processing \( u^*_h \) in the space

\[
W^*_h = \{w \in L^2(K), w|K \in P_{p(K)+2}(K), \forall K \in \mathcal{T}_h\},
\]

and for square and cube elements, we take the post-processing \( u^*_h \) in the space

\[
W^*_h = \{w \in L^2(K), w|K \in Q_{p(K)+2}(K), \forall K \in \mathcal{T}_h\},
\]

and define it as follows. The solution \( u^*_h \) satisfies the following equations

\[
(u^*_h - u_h, w)_{\mathcal{T}_h} = 0, \quad \text{for all piecewise constant } w, \quad (3.2.6a)
\]

\[
(\nabla u^*_h, \nabla w)_{\mathcal{T}_h} = -(q_h, \nabla w)_{\mathcal{T}_h}, \quad \text{for all } w \in W^*_h, \quad (3.2.6b)
\]

The post-processed solution \( u^*_h \) is well defined and converges with order \( p + 2 \) for \( p \geq 1 \), and with order 1 for \( p = 0 \) for uniform meshes; see \cite{7}.

### 3.2.5 The a posteriori error estimate

Our main result provides upper and local lower bounds of the error

\[
e^h := \|q - q_h\|_{0,\mathcal{T}_h},
\]
in terms of the data oscillation

\[ \text{ocs}_h(f, \mathcal{T}_h) := \left( \sum_{K \in \mathcal{T}_h} h_K^2 \| f - P_W f \|_{0,K}^2 \right)^{1/2}, \quad (3.2.7) \]

and the error estimator

\[ \eta_h := \left( \sum_{e \in \mathcal{E}_h} \left( \eta_{1,h}^2(e) + \eta_{2,h}^2(e) + \eta_{3,h}^2(e) \right) \right)^{1/2}, \quad (3.2.8) \]

where

\[ \eta_{1,h}(e) := \sum_{K \in w(e)} \| g_h + \nabla u_h^* \|_{0,K}, \quad (3.2.9a) \]
\[ \eta_{2,h}(e) := h_e^{-1/2} \| (\text{Id} - P_{M_0}) [u_h^*] \|_{0,e}, \quad (3.2.9b) \]
\[ \eta_{3,h}(e) := h_e^{-1/2} \| (P_{M_0} - P_{M_0}) [u_h^*] \|_{0,e}. \quad (3.2.9c) \]

Here, \( P_W \) is the \( L_2 \)-orthogonal projection into the space \( W_h \), \( P_{M_0} \) the \( L_2 \)-orthogonal projection into the space \( M_{0,h} := \{ \mu \in L_2(\partial \mathcal{T}_h), \mu|_e \in P_0(e), \text{ for each face } e \in \mathcal{E}_h \} \), and \( P_{M_0} \) the \( L_2 \)-orthogonal projection into the space

\[ M_{0,h} := \{ \mu \in L_2(\partial \mathcal{T}_h), \mu|_e \in P_0(e), \text{ for each face } e \in \mathcal{F}_h \}. \]

We emphasize that, because of the nonconformity of the meshes, a face \( e \in \mathcal{E}_h \) is not necessarily a face in \( \mathcal{F}_h \), see definition (3.2.3). Note that \( P_{M_0} = P_{M_0} \) if and only if the mesh \( \mathcal{T}_h \) is conforming. The last estimator \( \eta_{3,h} \) explicitly captures the nonconformity on the meshes.

### 3.2.6 The main property of the error estimator

We are now ready to state the result.

**Theorem 3.2.1** (Reliability and Efficiency of the error estimator). Assume that the mesh assumptions \( A_0, A_1, A_2 \) and the boundary condition assumption \( B \) are satisfied.
Then there are two constants $C_1$ and $C_2$ depending only on the constants $L, \sigma$, and $p$ such that

$$\| q - q_h \|_{0, T_h}^2 \leq C_2(\eta_h^2 + \text{osc}_h^2(f, T_h)).$$

Moreover, for each face $e \in F_h$,

$$C_1 \eta^2_h(e) \leq \sum_{K \in \tilde{w}(e)} \| q - q_h \|_{0, K}^2,$$

where

$$\eta^2_h(e) = \eta^2_{1,h}(e) + \eta^2_{2,h}(e) + \eta^2_{3,h}(e).$$

The main result establishes the reliability and efficiency of the error estimator in terms of the $L_2$ error of the flux only. Moreover, the analysis is not restricted to quadrisection and octasection refinement. These two refinement are introduced in order to ensure the RT-H method is well defined. The result still holds for other refinements as long as the hybridized mixed methods are well defined. For other refinements, we refer the interested reader to [9, 16].

### 3.3 Proof

We begin by gathering a few, simple auxiliary results that we are going to use in the analysis. We then establish a key connection between the residuals. Finally, we prove the efficiency and reliability of the estimator.

#### 3.3.1 Auxiliary Results

We are going to make use of the fact that the approximate solution $u^*_h$ can be approximated by a continuous, piecewise polynomial function $\tilde{u}^*_h$ in the post-processing space $W_h^*$ (3.2.4), (3.2.5). This will allow us to show that the quality of the approximation can be controlled by the size of the interelement jumps of $u^*_h$. The following result is proved in [41, 54] for nonconforming meshes with uniform polynomial degree.

**Lemma 3.3.1.** For any $w_h \in W_h^*$ and multi-index $\alpha$ with $|\alpha| = 0, 1$ the following approximation results holds: Let $g$ be the restriction to $\Gamma$ of a function in $W_h^* \cap H^1(\Omega)$. 


Then there exists a function $\tilde{w}_h \in W_h^* \cap H^1(\Omega)$ satisfying $\tilde{w}_h\vert_\Gamma = g$ and

$$
\sum_{K \in T_h} \| D^\alpha (w_h - \tilde{w}_h) \|^2_K \leq C_j \sum_{e \in E_h^i} h_e^{1-2|\alpha|} \| w_h \|_e^2 \\
+ C_j \sum_{e \in E_h^b} h_e^{1-2|\alpha|} \| g - w_h \|_e^2,
$$

where the constant $C_j = C_j(\sigma, p, L)$.

We shall also use the following estimate for the error in the flux. The proof can be found in Chapter 2.

**Lemma 3.3.2.** For any function $\phi$ in $H^1(\Omega)$, there exists a constant $C_{\sigma,L} = C_{\sigma,L}(\sigma, L)$, such that

$$
\| q - q_h \|_{0,T_h}^2 \leq C_{\sigma,L} (\text{ocsc}_h^2(f, T_h) + \eta_h^2) - \langle (q - q_h) \cdot n, g - \phi \rangle_\Gamma,
$$

where

$$
\eta_h^2 := \sum_{K \in T_h} \| q_h + \nabla \phi \|_{0,K}^2.
$$

We also observe from the equations defining the hybridized mixed method that the residual in the element are strongly connected with the residual across the faces.

**Lemma 3.3.3.** It holds for any face $e \in F_h$ that

$$
h_e^{-1} \| \mathcal{P}_{M_0} \llbracket u_h^* \rrbracket \|_{0,e}^2 \leq C_s \sum_{K \in w(e)} \| q_h + \nabla u_h^* \|_{0,K},
$$

where $C_s = C_s(\sigma, p, L)$.

**Proof.** From the equation defining the hybridized mixed methods and that defining the post-processing, we obtain for each element $K$,

$$
(q_h, v)_K - (u_h^*, \nabla \cdot v)_K = -(\tilde{u}_h, v \cdot n)_{\partial K},
$$

for all $v$ in the lowest order Raviart-Thomas space, RT$_0(K)$. Integrating by parts, we have

$$
(q_h + \nabla u_h^*, v)_K = -(\tilde{u}_h - u_h^*, v \cdot n)_{\partial K}.
$$
Now assume $\mathbf{v} \in H(\text{div}, w(e))$. Since $\tilde{u}_h$ is single valued on the faces, summing over all $K \in w(e)$ yields,

$$\sum_{K \in w(e)} (\mathbf{q}_h + \nabla u^*_h, \mathbf{v})_K = - \sum_{F \in \partial K \setminus e} \langle \tilde{u}_h - u^*_h, \mathbf{v} \cdot \mathbf{n} \rangle_F + \langle [u^*_h], \mathbf{v} \rangle_e.$$

Taking $\mathbf{v} \in \text{RT}_0(K)$, such that for each $K \in w(e)$

$$\int_e \mathbf{v} \cdot \mathbf{n} = \int_e \mathbb{P}_{M_0} [u^*_h] \cdot \mathbf{n}, \quad \text{for the face } e,$$

$$\int_F \mathbf{v} \cdot \mathbf{n} = 0, \quad \text{for all } F \in \partial K \setminus e,$$

we obtain

$$\| \mathbb{P}_{M_0} [u^*_h] \|^2_{0,K} = \sum_{K \in w(e)} (\mathbf{q}_h + \nabla u^*_h, \mathbf{v})_K.$$

The lemma follows from the Cauchy-Schwartz inequality and a standard scaling argument

$$\| \mathbf{v} \|_{0,K} \leq C_{s} h^1/2 \| \mathbf{v} \cdot \mathbf{n} \|_{\partial K}.$$

This completes the proof.

\[ \square \]

### 3.3.2 Proof of Reliability and Efficiency of the estimator

We are now ready to prove the reliability of the error estimator.

**Theorem 3.3.1** (Reliability of the error estimator). Under the mesh assumptions $A_0, A_1, A_2$ and the boundary condition assumption $B$, we have that

$$\| \mathbf{q} - \mathbf{q}_h \|^2_{0,T_h} \leq C_2 \eta^2_h,$$

where $C_2$ is a constant depending only on the shape-regularity constant $\sigma$, the maximum polynomial degree $p$ and the level of nonconformity $L$.

**Proof.** We note that, by Lemma 3.3.2, for any function $\phi$ in $H^1(\Omega)$, we have

$$\| \mathbf{q} - \mathbf{q}_h \|^2_{0,T_h} \leq C_{\sigma,L}(\text{oct}(h, T_h) + \eta^2_\phi) - \langle (\mathbf{q} - \mathbf{q}_h) \cdot \mathbf{n}, g - \phi \rangle_\Gamma.$$
We now take \( \phi := \tilde{u}_h^* \in W_h^* \cap H^1(\Omega) \), where, by the result of Lemma 3.3.1, the function \( \tilde{u}_h^* \) satisfies

\[
\tilde{u}_h^* = g \quad \text{on } \Gamma, \tag{3.3.1a}
\]

\[
\sum_{K \in T_h} \| \nabla (u_h^* - \tilde{u}_h^*) \|_{0,K}^2 \leq C_j \sum_{e \in E_h} h_e^{-1} \| [u_h^*] \|_{0,e}^2. \tag{3.3.1b}
\]

We immediately obtain that

\[\langle (q - q_h) \cdot n, g - \phi \rangle_{\Gamma} = 0, \tag{3.3.2}\]

by property (3.3.1a), and that

\[\eta_\phi^2 := \sum_{K \in T_h} \| q_h + \nabla \tilde{u}_h^* \|_{0,K}^2 \leq \sum_{K \in T_h} \| q_h + \nabla u_h^* \|_{0,K}^2 + \sum_{K \in T_h} \| \nabla (u_h^* - \tilde{u}_h^*) \|_{0,K}^2.\]

Hence, by property (3.3.1b), we get that

\[\eta_\phi^2 \leq \sum_{K \in T_h} \| q_h + \nabla u_h^* \|_{0,K}^2 + C_j \sum_{e \in E_h} h_e^{-1} \| [u_h^*] \|_{0,e}^2. \tag{3.3.3}\]

Moreover, since

\[
\sum_{e \in E_h} h_e^{-1} \| [u_h^*] \|_{0,e}^2 \leq 2 \sum_{e \in E_h} h_e^{-1} \| (\text{Id} - P_{M_0}) [u_h^*] \|_{0,e}^2
\]

\[+ 2 \sum_{e \in E_h} h_e^{-1} \| (P_{M_0} - P_{M_0}) [u_h^*] \|_{0,e}^2
\]

\[+ 2 \sum_{K \in T_h} h_e^{-1} \| P_{M_0} [u_h^*] \|_{0,\partial K}^2,\]

after applying Lemma 3.3.3, we get

\[
\sum_{e \in E_h} h_e^{-1} \| [u_h^*] \|_{0,e}^2 \leq 2 \sum_{e \in E_h} h_e^{-1} \| (\text{Id} - P_{M_0}) [u_h^*] \|_{0,e}^2
\]

\[+ 2 \sum_{e \in E_h} h_e^{-1} \| (P_{M_0} - P_{M_0}) [u_h^*] \|_{0,e}^2
\]

\[+ 2C_s \| q_h + \nabla u_h^* \|_{0,T_h}^2. \tag{3.3.4}\]
We conclude, from inequalities (3.3.3), (3.3.4) and equation (3.3.2), that
\[
\| \mathbf{q} - \mathbf{q}_h \|_{0, T_h}^2 \leq C_2 \eta_h^2.
\]
This completes the proof.

To complete the proof of Theorem 3.2.1 it only remains to prove the following local lower bound for the error \( \| \mathbf{q} - \mathbf{q}_h \|_{0,\tilde{w}(e)} \). To do so, we denote The proof is carried out in two steps. Our first goal is to establish the following lemma.

**Lemma 3.3.4.** For any face \( e \in F_h \),
\[
\eta_{2, h}^2(e) + \eta_{3, h}^2(e) \leq C(\| \mathbf{q} - \mathbf{q}_h \|_{0,\tilde{w}(e)}^2 + \| \nabla \mathbf{u} - \nabla u^*_h \|_{0,\tilde{w}(e)}^2),
\]
for some constant \( C = C(\sigma, p, L) \).

**Proof.** Because of the orthogonality properties of the projections \( P_{M_0} \) and \( P_{M_0} \),
\[
\eta_{2, h}^2(e) + \eta_{3, h}^2(e) := \eta_{2, h}^2(e) + \eta_{3, h}^2(e) = \frac{1}{h_e} \| (\mathbf{Id} - P_{M_0}) \mathbf{u}_h^* \|_{0, e}^2 + \frac{1}{h_e} \| (P_{M_0} - P_{M_0}) \mathbf{u}_h^* \|_{0, e}^2
\]
and we see that we only need to show that
\[
\eta_{2, h}^2(e) + \eta_{3, h}^2(e) \leq C(\| \mathbf{q} - \mathbf{q}_h \|_{0,\tilde{w}(e)}^2 + \| \nabla \mathbf{u} - \nabla u^*_h \|_{0,\tilde{w}(e)}^2),
\]
for some constant \( C = C(\sigma, p, L) \).

To do that, we start from the following equation:
\[
(q - q_h, v)_K - (u - u^*_h, \nabla \cdot v)_K = -(q_h + \nabla u^*_h, v)_K + \langle u - u^*_h, v \cdot n \rangle_{\partial K}.
\]
which holds for any \( v \in H(\text{div}, \Omega) \) such that \( v \cdot n \in L^2(\mathcal{E}_h) \). Adding over all \( K \in w^*(e) \), we have
\[
\sum_{K \in w^*(e)} (q - q_h, v)_K - \sum_{K \in w^*(e)} (u - u^*_h, \nabla \cdot v)_K
\]
\[
= - \sum_{K \in w^*(e)} (q_h + \nabla u^*_h, v)_K + \sum_{K \in w^*(e)} \langle u - u^*_h, v \cdot n \rangle_{\partial K \setminus e} + \langle [u^*_h], v \rangle_e.
\]

where $\([u_h^*] = (u_h^* - g) \cdot n\)$ on $\Gamma$. For the case of simplex elements, we take the vector valued function $v|_K \in RT_{p+2}(K)$ such that

$$(v, \tau)_K = 0 \quad \text{for all } \tau \in P_{p+1}(K),$$

$$(v \cdot n, \mu)_F = (\langle (\text{Id} - P_{M_0}) [u_h^*], \mu \rangle_F, \mu)_F \quad \text{for all } \mu \in P_{p+2}(F_e),$$

$$(v \cdot n, \mu)_F = 0 \quad \text{for all } \mu \in P_{p+2}(F), \forall F \in \partial K \setminus e,$$

for all elements $K \in v^*(e)$ and $v = 0$ on $\tilde{w}(e) \setminus v^*(e)$. For the case of square and cube elements, we take the vector valued function $v|_K \in RT_{p+2}(K)$ such that

$$(v, \tau)_K = 0 \quad \text{for all } \tau \in \psi(K),$$

$$(v \cdot n, \mu)_F = (\langle (\text{Id} - P_{M_0}) [u_h^*], \mu \rangle_F, \mu)_F \quad \text{for all } \mu \in Q_{p+2}(F_e),$$

$$(v \cdot n, \mu)_F = 0 \quad \text{for all } \mu \in Q_{p+2}(F), \forall F \in \partial K \setminus e,$$

for all elements $K \in v^*(e)$ and $v = 0$ on $\tilde{w}(e) \setminus v^*(e)$ where

$$\psi(K) := \begin{cases} P_{p-1,p}(K) \times P_{p,p-1}(K) & \text{for square}, \\ P_{p-1,p}(K) \times P_{p,p-1}(K) \times P_{p,p-1}(K) & \text{for cube}. \end{cases}$$

It is easy to see that for any $K \in \tilde{w}(e)$,

$$\int_{\partial K} v \cdot n = 0,$$

and that the divergence theorem gives us

$$\int_K \nabla \cdot v = 0.$$

Thus, from the equation (3.3.5), we have that

$$\sum_{K \in \tilde{w}(e)} (q - q_h, v)_K - \sum_{K \in \tilde{w}(e)} (u - u_h^* - P_{W_0}(u - u_h^*), \nabla \cdot v)_K = \langle [u_h^*], v \rangle_e.$$

Applying the Cauchy-Schwartz inequality, we have

$$\| (\text{Id} - P_{M_0}) [u_h^*] \|_{0,e}^2 \leq C_p \sum_{K \in \tilde{w}(e)} \| q - q_h \|_{0,K} + h^{-1}_K \| (\text{Id} - P_{W_0})(u - u_h^*) \|_{0,K}$$

$$\times \| v \|_{0,K} + h_K \| \nabla \cdot v \|_{0,K}.$$
where $P_{W_0}$ is the $L_2$-orthogonal projection into the space of piecewise constants. Thus, by the Poincaré inequality, we obtain

$$\| (\text{Id} - P_{M_0}) [u_h^*] \|_{0,e} \leq C_p \sum_{K \in \tilde{\omega}(e)} (\| q - q_h \|_{0,K} + \| \nabla (u - u_h^*) \|_{0,K}) \times (\| v \|_{0,K} + h_K \| \nabla \cdot v \|_{0,K})$$

Furthermore, a standard scaling argument gives us,

$$\sum_{K \in \tilde{\omega}(e)} (\| v \|_{0,K} + h_K \| \nabla \cdot v \|_{0,K}) \leq \frac{C_s}{h_e^{1/2}} \| \nabla \cdot n \|_{0,e},$$

for some constant $C_s = C_s(\sigma, p, L)$. Hence,

$$h_e^{-1/2} \| (\text{Id} - P_{M_0}) [u - u_h^*] \|_{0,e} \leq C_p C_s \sum_{K \in \tilde{\omega}(e)} (\| q - q_h \|_{0,K} + \| \nabla (u - u_h^*) \|_{0,K}).$$

This completes the proof. \qed

Our second goal is to obtain the following estimate.

**Lemma 3.3.5.** For each element $K \in T_h$, it holds that

$$\| \nabla (u - u_h^*) \|_{0,K} \leq C \| q - q_h \|_{0,K},$$

for some constant $C = C(\sigma, p)$.

**Proof.** The inequality follows if we show that

$$\| q_h + \nabla u_h^* \|_{0,K} \leq C \| q - q_h \|_{0,K}.$$

In order to do that, we introduce the semi-norm for the vector variable $q_h$:

$$|q_h|_{\text{curl},K} := \sup_{\phi \in C_0^\infty(K), \| \nabla \times \phi \|_{0,K} = 1} (q_h, \nabla \times \phi)_K,$$

where $C_0^\infty(K)$ denotes smooth functions with compact support in $K$. Now we show that

$$\| q_h + \nabla u_h^* \|_{0,K} \leq C |q_h|_{\text{curl},K} \leq C \| q - q_h \|_{0,K}.$$
To prove the first part of the inequality, we begin by constructing, for each element \( K \in \mathcal{T}_h \), a reference element \( \hat{K} \) with unit diameter by using the transformation map \( F \) given by
\[
x = F(\hat{x}) = h_K \hat{x} + b.
\]
Setting
\[
u_h^*(x) := \hat{u}_h^*(\hat{x}),
\]
\[q_h(x) := (DF^{-1})\hat{q}_h(\hat{x}) = h_K^{-1} \hat{q}_h(\hat{x}),
\]
we have
\[
\nabla u_h^* = h_K^{-1} \nabla \hat{u}_h^*,
\]
\[
\nabla \times \phi(x) = h_K^{-1} \nabla \times \hat{\phi}(\hat{x}).
\]
Since
\[
\int_K |q_h + \nabla u_h^*|^2 dx = h_K^{d-2} \int_{\hat{K}} |\hat{q}_h + \nabla \hat{u}_h^*|^2 d\hat{x},
\]
\[
\int_K |\nabla \times \phi|^2 dx = h_K^{d-2} \int_{\hat{K}} |\nabla \times \hat{\phi}|^2 d\hat{x},
\]
and
\[
\int_K q_h \cdot \nabla \times \phi dx = h_K^{d-2} \int_{\hat{K}} \hat{q}_h \cdot \nabla \times \hat{\phi} d\hat{x},
\]
we obtain that
\[
\| q_h + \nabla u_h^* \|_{0,K} = h_K^{\frac{d-1}{2}} \| \hat{q}_h + \nabla \hat{u}_h^* \|_{0,\hat{K}}, \quad (3.3.6a)
\]
\[
|q_h|_{\text{curl},K} = h_K^{\frac{d-1}{2}} |\hat{q}_h|_{\text{curl},\hat{K}}. \quad (3.3.6b)
\]
Moreover, from the equation defining the post-processing solution \[5.2.6\]
\[
(q_h + \nabla u_h^*, \nabla w)_K = 0
\]
for all \( w \in W^*(K) \), we obtain that
\[
h_K^{d-2} (\hat{q}_h + \nabla \hat{u}_h^*, \nabla \hat{w})_{\hat{K}} = 0. \quad (3.3.7)
\]
for all $\hat{w} \in W^*(\hat{K})$.

Now our task is to show that

$$\| \hat{q}_h + \nabla \hat{u}_h^* \|_{0,\hat{K}} \leq C|\hat{q}_h|_{\text{curl},\hat{K}}.$$ 

Since $\hat{q}_h$ is in the finite dimensional space $V(\hat{K})$, we only need to show that $\| \hat{q}_h + \nabla \hat{u}_h^* \|_{0,\hat{K}}$ vanishes when $|\hat{q}_h|_{\text{curl},\hat{K}} = 0$. In fact,

$$(\hat{q}_h, \nabla \times \hat{\phi})_{\hat{K}} = (\nabla \times \hat{q}_h, \hat{\phi})_{\hat{K}},$$

for all $\hat{\phi} \in C_0^\infty(\hat{K})$. Hence, $(\hat{q}_h, \nabla \times \hat{\phi})_{\hat{K}} = 0$ implies that $\nabla \times \hat{q}_h = 0$ and $\hat{q}_h = \nabla \hat{\psi}$ for some function $\hat{\psi}$ in the post-processing space $W^*_h(\hat{K})$. From the equation (3.3.7), taking $\hat{w} = \hat{\psi} - \hat{u}_h^*$, we have

$$\| \hat{q}_h + \nabla \hat{u}_h^* \|_{0,\hat{K}} = 0.$$ 

Thus, it holds

$$\| \hat{q}_h + \nabla \hat{u}_h^* \|_{0,\hat{K}} \leq C|\hat{q}_h|_{\text{curl},\hat{K}}$$

(3.3.8)

for some constant $C$ depending on the shape regularity $\sigma(\hat{K})$ and polynomial degree $p$.

Considering the family $\hat{K}(\sigma)$ of all elements $\hat{K}$ with unit diameter, one vertex in the origin and satisfying the shape regularity condition, we get by compactness that

$$C(\sigma, p) := \sup_{\hat{K} \in \hat{K}(\sigma)} C(\sigma(\hat{K}), p) \leq \infty$$

Hence, the first inequality now follows from (3.3.8) and the scaling argument (3.3.6a).

To prove the second part of the inequality, we note that

$$(q, \nabla \times \phi)_K = -(\nabla u, \nabla \times \phi)_K = 0,$$

and so

$$\sup_{\phi \in C_0^\infty(K), \| \nabla \times \phi \|_{0,K} = 1} (q_h, \nabla \times \phi)_K = \sup_{\phi \in C_0^\infty(K), \| \nabla \times \phi \|_{0,K} = 1} (q - q_h, \nabla \times \phi)_K.$$

Cauchy-Schwartz inequality yields

$$\sup_{\phi \in C_0^\infty(K), \| \nabla \times \phi \|_{0,K} = 1} (q_h, \nabla \times \phi)_K \leq \| q - q_h \|_{0,K}.$$ 

This completes the proof.
The efficiency of the estimator immediately follows from Lemma 3.3.4 and Lemma 3.3.5.

**Theorem 3.3.2** (Local efficiency of the error estimator). Under the mesh assumptions $A_0, A_1, A_2$ and the boundary condition assumption $B$, we have that, for each face $e \in \mathcal{F}_h$,

$$C_1 \eta_h^2(e) \leq \|q - q_h\|_{0,w(e)}^2,$$

where $C_1 = C_1(\sigma, p, L)$.

### 3.4 A concluding remark

Let us end this chapter by noting that our result also holds for the triangular Brezzi-Douglas-Marini (BDM) elements, their tetrahedral counterparts of Brezzi-Douglas-Durán-Fortin (BDDF) elements, quadrilateral Brezzi-Douglas-Fortin-Marini (BDFM) elements and for the recently uncovered TNT elements for squares and cubes [38].
Chapter 4

A posteriori error analysis for HDG methods

4.1 Introduction

In this chapter, applying a similar idea used in Chapter 3, we present a unified a posteriori error analysis for the HDG methods based on the general framework proposed in [34], see Table 1.2.2.

The chapter is organized as follows. In Section 4.2, we display the above-mentioned conditions and present our main result. In Section 4.3, we apply it to several particular cases and, in Section 4.4, we present its proof. We sketch the extension of our results to nonconforming meshes in Section 4.5. Finally, we end in Section 4.6 by presenting several equivalent error estimators.

4.2 Main results

4.2.1 The error, its estimators and the main assumptions

The conditions on the approximate flux

Our main result provides upper and local lower bounds of the error

\[ e_h^2 := \| q - \tilde{q}_h \|^2_{T_h}, \]
where $\tilde{q}_h$ is any approximation of the flux in the space

$$\tilde{V}_h := \{ v \in L^2(\Omega) : v|_K \in \tilde{V}(K) \quad \forall K \in T_h \},$$

for some auxiliary local space $\tilde{V}(K)$, which satisfies the following two conditions:

**A1:** $- (\tilde{q}_h, \nabla w)_{\mathcal{T}_h} + (\dot{q}_h \cdot n, w)_{\partial \mathcal{T}_h} = (P_W f, w)_{\mathcal{T}_h} \quad \forall w \in W^c_{1,h},$

**A2:** $(\tilde{q}_h, v)_K + (u_h, \nabla \cdot v)_K = (\dot{u}_h, v \cdot n)_{\partial K} \quad \forall v \in RT_0(K) \quad \forall K \in T_h$,

where, on each element $K$, $RT_0(K) := P_0(K) + x P_0(K)$ is the lowest index RT space and

$$W^c_{1,h} := \{ w \in H^1_0(\Omega) : w|_K \in P_1(K) \quad \forall K \in T_h \}.$$

We also require that the space of approximate trace satisfies the following condition

**A3:** $\langle [\tilde{q}_h \cdot n], \mu \rangle_{E_h} = 0 \quad \forall \mu \in M^{c}_{1,h}$

where

$$M^{c}_{1,h} := \{ \mu \in C^0(\mathcal{E}_h) : \mu|_e \in P_1(e) \quad \forall e \in \mathcal{E}_h \}.$$

**Remark 4.2.1.** The approximation $\tilde{q}_h$, in all our expected cases, is an element-wise post-processing of $q_h$, $\dot{q}_h$ and $\nabla u_h$. In fact, if we take $\tilde{q}_h := q_h$, condition **A1** is satisfied when $W(K) \supset P_1(K)$ thanks to the second equation defining the HDG method; condition **A2** is satisfied when $V(K) \supset RT_0(K)$ thanks to the first equation defining the HDG method; and condition **A3** is satisfied when $M(e) \supset P_1(e)$.

**Local post-processing of the scalar solution**

Applying a similar idea used in Chapter 3, we define the local post-processing as follows. We are going to take $u^*_h$ in the finite dimensional space

$$W^*_h = \{ w \in L^2(K) : w|_K \in W^*(K) \quad \forall K \in T_h \}, \quad (4.2.1a)$$

where we assume that the local space $W^*(K)$ satisfies the following properties:

$$P_0(K) \subset W^*(K), \quad (4.2.1b)$$

$$\{ v \in \tilde{V}(K) : \nabla \times v = 0 \} \subset \nabla W^*(K), \quad (4.2.1c)$$
for all $K \in \mathcal{T}_h$.

We can now define $u_h^*$ as the element of the space $W_h^*$ determined on the element $K \in \mathcal{T}_h$ by the following equations:

$$(u_h^*, w)_K = (u_h, w)_K \quad \forall w \in P_0(K),$$  
(4.2.2a)

$$(\nabla u_h^*, \nabla w)_K = -(\tilde{q}_h, \nabla w)_K \quad \forall w \in W^*(K).$$  
(4.2.2b)

It is easy to see that the post-processed solution $u_h^*$ is well defined.

**Remark 4.2.2.** Note that the post-processing solution $u_h^*$ is closely associated with the approximation $\tilde{q}_h$. Indeed, when $\nabla \times \tilde{q}_h = 0$ on $K$, by property (4.2.1c), $\tilde{q}_h$ has to be the gradient of some polynomial in $W^*(K)$ and, by the definition of the post-processing solution $u_h^*$, we must have that $\tilde{q}_h = -\nabla u_h^*$ on $K$. In this sense, we say that $-\nabla u_h^*$ captures the gradient part of $\tilde{q}_h$ locally. This property plays a crucial role in the analysis, as pointed out in Chapter 3.

**Remark 4.2.3.** Note that for the RT methods, and for the choice $W^*(K) := P_{p+2}(K)$, the post processed solution defined above is different from the one used in [58]. Indeed, in [58], the solution $u_h^*$ is in the space $W^*(K) := P_{p+1}(K)$ and thus, property (4.2.1c) does not hold in this case. Moreover, our post-processed solution $u_h^*$ is related to the auxiliary flux $\tilde{q}_h$ while $u_h^*$ in [58] is related to $q_h$ only.

**Remark 4.2.4.** Note also that for the lowest index RT method, and for the choice $W^*(K) := P_2(K)$, our post-processed solution $u_h^*$ coincides with the one proposed in [71].

**Data oscillation and error estimator**

Using the post-processed solution $u_h^*$ defined above, we construct the following estimators:

$$
\eta_{1,h}^2(e) := h_e ||\tilde{q}_h||_e^2 + \sum_{K \in \mathcal{U}h(e)} h_K^2 \| P_{W} f - \nabla \cdot \tilde{q}_h \|^2_K, $$  
(4.2.3a)

$$
\eta_{2,h}^2(e) := h_e^{-1} ||(\text{Id} - P_{M_0}) [u_h^*]||_e^2 + \sum_{K \in \mathcal{U}h(e)} ||\tilde{q}_h + \nabla u_h^*||_K^2, $$  
(4.2.3b)

$$
\eta_{3,h}^2(e) := h_e^{-1} \| P_{M_0} [u_h^*] \|_e^2, $$  
(4.2.3c)
and introduce the data oscillation term

\[
\text{osc}_{h}^{2}(f, T_{h}) := \sum_{K \in T_{h}} h_{K}^2 \| f - P_{W} f \|_{K}^2,
\]

Here, \( P_{W} \) is the \( L^{2}(\Omega) \)-orthogonal projection into the space \( W_{h} \), and \( P_{M_{0}} \) the \( L^{2}(\Omega) \)-orthogonal projection into the space

\[
M_{0,h} := \{ \mu \in L^{2}(\partial T_{h}), \mu|_{e} \in \mathcal{P}_{0}(e), \text{ for each face } e \in \mathcal{E}_{h} \}.
\]

**Remark 4.2.5.** Let us note that to prove lower bounds for \( \eta_{2,h}^{2}(e) \) and \( \eta_{3,h}^{2}(e) \), we have to proceed in very different ways. This motivates the decomposition of \( h_{e}^{-1} || u_{h}^{*} ||_{e}^2 \) into the corresponding terms in \( \eta_{2,h}^{2}(e) \) and \( \eta_{3,h}^{2}(e) \).

### 4.2.2 The main results

In what follows, we use the notation \( 'a \preceq b' \) to denote

\[
a \leq Cb
\]

for some generic constant \( C \) depending only on the shape regularity \( \sigma \) and on the maximum dimension of the local spaces \( V(K), W(K) \) and \( W^{*}(K) \). We also use the notation \( 'a \simeq b' \) to denote

\[
a \preceq b \preceq a.
\]

We are now ready to state our main results.

**Theorem 4.2.1** (Reliability of the error estimator). Suppose that assumption \( B \) on the meshes, assumption \( C \) on the boundary condition, and conditions \( A1 \) and \( A3 \) are satisfied. Then

\[
\| q - \tilde{q}_{h} \|_{T_{h}}^2 \leq \eta_{h}^2 + \text{osc}_{h}^{2}(f, T_{h}),
\]

where

\[
\eta_{h}^2 := \sum_{e \in \mathcal{E}_{h}} \left( \eta_{1,h}^2(e) + \eta_{2,h}^2(e) + \eta_{3,h}^2(e) \right).
\]
Theorem 4.2.2 (Local efficiency of the error estimator). Suppose that assumption B on the meshes and assumption C on the boundary condition are satisfied. Then, for each face $e \in \mathcal{E}_h$,

$$
\eta_{1,h}^2(e) \leq \sum_{K \in \mathcal{U}_h(e)} \| q - \tilde{q}_h \|_K^2 + \text{osc}_h^2(f, \mathcal{U}_h(e)),
$$

$$
\eta_{2,h}^2(e) \leq \sum_{K \in \mathcal{U}_h(e)} \| q - \tilde{q}_h \|_K^2.
$$

Moreover, if $\tilde{q}_h$ satisfies condition A2,

$$
\eta_{3,h}^2(e) \leq \eta_{2,h}^2(e) \quad \text{for all faces } e \in \mathcal{E}_h.
$$

Thanks to these results, to derive a posteriori error estimates for any method fitting in our general setting, we only need to specify the auxiliary space $\tilde{V}(K)$, $W^*(K)$ the approximate flux $\tilde{q}_h$ and verify conditions A.

4.3 Applications

4.3.1 Main Examples

In this section, we apply our main theorems to the methods described in Table 1.2.2, see Table 4.3.1.

Table 4.3.1: The auxiliary flux $\tilde{q}_h$ and the auxiliary local spaces $\tilde{V}(K)$ and $W^*(K)$.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\tilde{q}_h$</th>
<th>$\tilde{V}(K)$</th>
<th>$W^*(K)$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT-H</td>
<td>$q_h$</td>
<td>$\mathcal{P}_p(K) + x \mathcal{P}_p(K)$</td>
<td>$\mathcal{P}_{p+2}(K)$</td>
<td>$p \geq 0$</td>
</tr>
<tr>
<td>BDM-H</td>
<td>$q_h$</td>
<td>$\mathcal{P}_p(K)$</td>
<td>$\mathcal{P}_{p+1}(K)$</td>
<td>$p \geq 1$</td>
</tr>
<tr>
<td>LDG-H</td>
<td>$q^*_h$</td>
<td>$\mathcal{P}_p(K) + x \mathcal{P}_p(K)$</td>
<td>$\mathcal{P}_{p+2}(K)$</td>
<td>$p \geq 2$</td>
</tr>
<tr>
<td>LDG-H</td>
<td>$q_h$</td>
<td>$\mathcal{P}_p(K)$</td>
<td>$\mathcal{P}_{p+1}(K)$</td>
<td>$p \geq 1$</td>
</tr>
<tr>
<td>IP-H</td>
<td>$q_h$</td>
<td>$\mathcal{P}_p(K)$</td>
<td>$\mathcal{P}_{p+1}(K)$</td>
<td>$p \geq 1$</td>
</tr>
<tr>
<td>CG-H</td>
<td>$-\nabla u_h$</td>
<td>$\mathcal{P}_{p-1}(K)$</td>
<td>$\mathcal{P}_p(K)$</td>
<td>$p \geq 1$</td>
</tr>
</tbody>
</table>

Next, to establish the reliability and efficiency of the estimator $\eta_h^2$ defined in (4.2.5), we only need to verify conditions A for all the methods considered in the table above.
4.3.2 Verification of conditions A

RT-H methods

Condition A2 follows immediately from the equations defining the HDG methods \(1.2.2\).

For the case \(k \geq 1\), conditions A1 and A3 hold due to \(1.2.2\). For the lowest order case, we observe that, since \(\tilde{q}_h := q_h\) and \(\tilde{q}_h \cdot n := q_h \cdot n\), from \(1.2.2\), we have

\[
(\nabla \cdot q_h, w) = (f_h, w) \quad \forall w \in P_0(T_h),
\]

\[
(\tilde{q}_h, \mu)_{E_i} = 0 \quad \forall \mu \in P_0(E_i).
\]

Since \(\nabla \cdot q_h \in P_0(T_h), f_h \in P_0(T_h)\) and \([q_h] \in P_0(E_i)\), we obtain \(\nabla \cdot q_h = f_h\) and \([\tilde{q}_h] = 0\). Thus,

\[
(\nabla \cdot q_h, w) = (f_h, w) \quad \forall w \in W_{1,h},
\]

\[
(\tilde{q}_h, \mu)_{E_i} = 0 \quad \forall \mu \in M_{1,h}.
\]

This verifies conditions A1 and A3.

Remark 4.3.1. For BDM-H methods, conditions A can be verified in a similar fashion.

LDG-H methods

For LDG-H methods, we propose two error estimators.

1. The choice \(\tilde{q}_h := q_h^*\). To define \(q_h^*\), we follow the idea of \([13, 37, 36, 35]\) and use a slight modification of the RT projection \([61]\). Let the local space \(V(K) = P_p(K)\).

We take \(q_h^* \in \tilde{V}(K) = RT_p(K)\) satisfying

\[
(q_h^*, v)_K = (q_h, v)_K \quad \forall v \in P_{p-1}(K), \tag{4.3.1a}
\]

\[
(q_h^* \cdot n, \mu)_e = (\tilde{q}_h \cdot n, \mu)_e \quad \forall \mu \in P_p(e) \text{ for all faces } e \text{ of } K. \tag{4.3.1b}
\]

2. The choice \(\tilde{q}_h := q_h\). The verification of conditions A is similar to that of RT-H methods.

The IP-H method

In view of \(1.2.2\), the conditions A can be directly verified.
The CG-H method

Since $\tilde{u}_h = u_h$, from (1.2.4a), we have $q_h = -\nabla u_h$. In view of $W(K) \supset \mathcal{P}_1(K)$ for any $K \in \mathcal{T}_h$ and $M_h := M_{c,k,h} \supset M_{c,1,h}$, conditions A1 and A3 are automatically satisfied. Here, we remind the reader that

$$M_{c,k,h} := \{ \mu \in C^0(E_h), \mu|_e \in \mathcal{P}_p(e) \}.$$

To verify condition A2, we note that $\tilde{u}_h = u_h$ and $q_h = -\nabla u_h$. As a consequence, we obtain, by integration by parts, that

$$(q_h, v)_K - (u_h, \nabla \cdot v)_K = -\langle \tilde{u}_h, v \cdot n \rangle_{\partial K}$$

for any $v \in \mathcal{R}_0(T)$ on $K \in \mathcal{T}_h$, and we see that condition A2 is actually verified.

4.4 Proof

In this Section, we provide the proofs of our main results, namely, Theorem 4.2.1 and Theorem 4.2.2.

4.4.1 Proof of the reliability of the estimator, Theorem 4.2.1

To establish the reliability of the estimator, we follow the approach proposed in Chapter 3.

Preliminaries

We start by gathering two useful auxiliary lemmas.

Lemma 4.4.1. Suppose that conditions A1 and A3 are satisfied. Then there exists a constant $C_\sigma$ depending on the shape regularity, such that

$$\| q - \tilde{q}_h \|^2_{\mathcal{T}_h} \leq C_\sigma (\eta_{1,h}^2 + \eta_{\phi}^2 + \text{osc}_h^2(f, \mathcal{T}_h)),$$

where

$$\eta_{1,h}^2 := \sum_{K \in \mathcal{T}_h} h_K^2 \| P_W f - \nabla \cdot \tilde{q}_h \|^2_K + \sum_{e \in E_h} h_e \| [\tilde{q}_h]_e \|^2,$$

$$\eta_{\phi}^2 := \inf_{\phi \in H^1(\Omega), \phi|_1 = g} \| \tilde{q}_h + \nabla \phi \|^2_{\mathcal{T}_h}.$$
Proof. We have

\[ \| q - \tilde{q}_h \|_{T_h}^2 = \sum_{K \in T_h} \| q - \tilde{q}_h \|_K^2 \]

\[ = \sum_{K \in T_h} (q - \tilde{q}_h, q + \nabla \phi - \tilde{q}_h - \nabla \phi)_K, \]

\[ = \sum_{K \in T_h} (\mathcal{A} - \mathcal{A}_u + \mathcal{A}_f - \mathcal{A}_h) \]

\[ \leq \sum_{K \in T_h} \left( (\nabla \cdot (q - \tilde{q}_h), u - \phi)_K - (u - \phi, (q - \tilde{q}_h) \cdot \mathbf{n})_{\partial K} \right) \]

by integration by parts. Adding and subtracting \( P_W f \) in the first term, we obtain that

\[ \| q - \tilde{q}_h \|_{T_h}^2 = \sum_{K \in T_h} (T_{1,K} + T_{2,K} + T_{3,K} + T_{4,K}), \]

where

\[ T_{1,K} := (f - P_W f, u - \phi)_K, \]

\[ T_{2,K} := - (u - \phi, q \cdot \mathbf{n})_{\partial K}, \]

\[ T_{3,K} := (P_W f - \nabla \cdot \tilde{q}_h, u - \phi)_K + (u - \phi, \tilde{q}_h \cdot \mathbf{n})_{\partial K}, \]

\[ T_{4,K} := (q - \tilde{q}_h, \tilde{q}_h + \nabla \phi)_K. \]

Let us estimate \( \sum_{K \in T_h} T_{1,K} \). By definition of \( P_W f \), we have that, for any constant \( c \), we have that

\[ T_{1,K} = (f - P_W f, u - \phi - c)_K \]

\[ \leq \frac{1}{4\epsilon} h_K^2 \| f - P_W f \|_K^2 + \epsilon h_K^{-2} \| u - \phi - c \|_K^2 \]

\[ \leq \frac{1}{4\epsilon} h_K^2 \| f - P_W f \|_K^2 + C_1 \epsilon \| \nabla (u - \phi) \|_K^2, \]

by the Bramble-Hilbert Lemma, where \( C_1 \) depends on the shape regularity constant \( \sigma \). Thus,

\[ T_{1,K} \leq \frac{1}{4\epsilon} h_K^2 \| f - P_W f \|_K^2 + \epsilon C_1 \| q + \nabla \phi \|_K^2 \]

\[ \leq \frac{1}{4\epsilon} h_K^2 \| f - P_W f \|_K^2 + 2 \epsilon C_1 \| \tilde{q}_h + \nabla \phi \|_K^2 + 2 \epsilon C_1 \| q - \tilde{q}_h \|_K^2, \]
and so

\[ \sum_{K \in T_h} T_{1,K} \leq \frac{1}{4\varepsilon} \text{osc}^2_h(f, T_h) + 2\varepsilon C_1 \eta^2_0 + 2\varepsilon \|q - \tilde{q}_h\|_{T_h}^2. \]  

(4.4.1)

Let us now consider \( \sum_{K \in T_h} T_{2,K} \). Since \( \phi \) is continuous across the edges, we have that

\[ \sum_{K \in T_h} T_{2,K} = - \sum_{K \in T_h} \langle q \cdot n, u - \phi \rangle_{\partial K} = - \langle q \cdot n, u - \phi \rangle_{\Gamma} = 0, \]  

(4.4.2)

since \( u = \phi = g \) on the boundary \( \Gamma \).

The estimate of \( \sum_{K \in T_h} T_{3,K} \) is the most interesting and is the only one that uses conditions A1 and A3. To obtain it, we begin by noting that, after a simple integration by parts, condition A1 reads

\[ \langle (\tilde{\phi}_h - \tilde{\phi}_h) \cdot n, \omega \rangle_{\partial T_h} = (P_W f - \nabla \cdot \tilde{q}_h, \omega)_{T_h} \quad \forall \omega \in W^c_{1,h}, \]

and, by condition A3 and transmission condition (1.2.3b), we see that we have

\[ -\langle \tilde{\phi}_h \cdot n, \omega \rangle_{\partial T_h} = (P_W f - \nabla \cdot \tilde{q}_h, \omega)_{T_h} \quad \forall \omega \in W^c_{1,h}. \]

If we now subtract the left-hand side of the above equation with \( w := \Pi(u - \phi) \), where \( \Pi \) denotes the Scott-Zhang interpolation [63] into the space \( W^c_{1,h} \), from the term \( T_{3,K} \), we get that

\[ T_{3,K} = (P_W f - \nabla \cdot \tilde{q}_h, (\Pi - \Pi)(u - \phi))_K \]

\[ + \langle (\Pi - \Pi)(u - \phi), \tilde{q}_h \cdot n \rangle_{\partial K \setminus \Gamma}. \]
Note that since \( u = \phi \) on \( \Gamma \), we also have that \( \Pi u = \Pi \phi \) on \( \Gamma \). Summing over all the elements \( K \in T_h \), we obtain

\[
\sum_{K \in T_h} T_{3,K} = \sum_{K \in T_h} (P_W f - \nabla \cdot \tilde{q}_h, (\text{Id} - \Pi)(u - \phi))_K \\
+ \sum_{K \in T_h} ((\text{Id} - \Pi)(u - \phi), [\tilde{q}_h])_{\partial K} \Gamma
\leq \frac{1}{4\epsilon} \sum_{K \in T_h} h^2_K \| P_W f - \nabla \cdot \tilde{q}_h \|^2_K + \frac{1}{4\epsilon} \sum_{e \in E_h^\Gamma} h_e \| [\tilde{q}_h] \|^2_e \\
+ \epsilon \sum_{K \in T_h} h^{-2}_K (\text{Id} - \Pi)(u - \phi)^2_K \\
+ \epsilon \sum_{e \in E^\Gamma_h} h^{-1}_e (\text{Id} - \Pi)(u - \phi)^2_e,
\]

by the Cauchy-Schwarz and Young inequalities. Finally, by using the trace inequality and the approximation properties of the Scott-Zhang interpolation operator \( \Pi \), we readily get that

\[
\sum_{K \in T_h} T_{3,K} \leq \frac{1}{4\epsilon} \sum_{K \in T_h} h^2_K \| P_W f - \nabla \cdot \tilde{q}_h \|^2_K + \frac{1}{4\epsilon} \sum_{e \in E_h^\Gamma} h_e \| [\tilde{q}_h] \|^2_e \\
+ C_3 \epsilon \| \tilde{q}_h + \nabla \phi \|^2_{T_h} + \| q - \tilde{q}_h \|^2_{T_h}.
\]

This implies that

\[
\sum_{K \in T_h} T_{3,K} \leq \frac{1}{4\epsilon} \eta_{1,h}^2 + C_3 \epsilon \eta_{\phi}^2 + C_3 \epsilon \| q - \tilde{q}_h \|^2_{T_h}. \tag{4.4.3}
\]

The estimate of \( \sum_{K \in T_h} T_{4,K} \) follows after a simple application of the Cauchy-Schwarz and Young inequalities,

\[
\sum_{K \in T_h} T_{4,K} \leq \frac{1}{4\epsilon} \sum_{K \in T_h} \| \tilde{q}_h + \nabla \phi \|^2_K + \epsilon \sum_{K \in T_h} \| q - \tilde{q}_h \|^2_K,
\]

and so

\[
\sum_{K \in T_h} T_{4,K} \leq \frac{1}{4\epsilon} \eta_{\phi}^2 + \epsilon \| q - \tilde{q}_h \|^2_{T_h}. \tag{4.4.4}
\]
Using the estimates obtained in (4.4.1) to (4.4.4), we conclude, after few simple algebraic manipulations, that

\[
\| q - \tilde{q}_h \|_{T_h}^2 \leq \frac{1}{4\epsilon} \text{osc}^2(f,T_h) + \frac{1}{4\epsilon} \eta^2_{1,h} + (2C_1 \epsilon + C_3 \epsilon + \frac{1}{4\epsilon}) \eta^2_\phi \\
+ \epsilon(1 + 2C_1 + C_3) \| q - \tilde{q}_h \|_{T_h}^2.
\]

The result follows by choosing \( \epsilon \) small enough. This completes the proof of Lemma 4.4.1.

To obtain a computable estimator, we can choose any computable continuous function \( \phi \) in \( \eta_\phi \). On the other hand, \( \phi \) has to be chosen carefully so that \( \eta_\phi \) gives an accurate estimate on the curl part of the error. In order to choose a proper continuous function \( \phi \), we are going to make use of the fact that the approximate solution \( u_h^* \) can be approximated by a continuous, piecewise polynomial function \( \tilde{u}_h^* \) in the post-processing space \( W_h^* \), (4.2.1a). This will allow us to show that the quality of the approximation can be controlled by the size of the interelement jumps of \( u_h^* \). The following result holds for nonconforming meshes with uniform polynomial degree.

**Lemma 4.4.2** ([41, 54]). For any \( w_h \in W_h^* \) and any multi-index \( \alpha \) with \( |\alpha| = 0,1 \) the following approximation results holds: Let \( g \) be the restriction to \( \Gamma \) of a function in \( W_h^* \cap H^1(\Omega) \). Then there exists a function \( \tilde{w}_h \in W_h^* \cap H^1(\Omega) \) satisfying \( \tilde{w}_h|_{\Gamma} = g \) and

\[
\sum_{K \in T_h} \| D^\alpha (w_h - \tilde{w}_h) \|_K^2 \leq C_j \sum_{e \in E_h} h_e^{-2|\alpha|} \| \langle w_h \rangle \|_e^2 + C_j \sum_{e \in E_h} h_e^{-2|\alpha|} \| g - w_h \|_e^2
\]

where the constant \( C_j = C_j(\sigma,k) \).

**Proof of Theorem 4.2.1**

Now we are ready to prove the reliability of estimator, Theorem 4.2.1. The proof is very similar to that of Theorem 3.1 in Chapter 3. However, therein we only considered the case of the RT method, not the wide variety of methods considered here.

We note that, by Lemma 4.4.1 for any function \( \phi \) in \( H^1(\Omega) \) with trace \( \phi = g \) on the boundary \( \Gamma \), we have

\[
\| q - \tilde{q}_h \|_{T_h}^2 \leq C_\sigma (\text{osc}_h^2(f,T_h) + \eta^2_{1,h} + \eta^2_\phi).
\]
We now take \( \phi := \tilde{u}_h^* \in W_h^* \cap H^1(\Omega) \), where, by Lemma 4.4.2, the function \( \tilde{u}_h^* \) satisfies

\[
\tilde{u}_h^*|_{\Gamma} = g, \tag{4.4.5a}
\]

\[
\sum_{K \in \mathcal{T}_h} \| \nabla (u_h^* - \tilde{u}_h^*) \|_K^2 \leq C_j \sum_{e \in \mathcal{E}_h} h_e^{-1} \| [u_h^*] \|_e^2. \tag{4.4.5b}
\]

We immediately obtain that

\[
\eta_2^2 := \sum_{K \in \mathcal{T}_h} \| \tilde{q}_h + \tilde{u}_h^* \|_K^2 
\leq 2 \sum_{K \in \mathcal{T}_h} \| \tilde{q}_h + \nabla u_h^* \|_K^2 + 2 \sum_{K \in \mathcal{T}_h} \| \nabla (u_h^* - \tilde{u}_h^*) \|_K^2 
\leq 2 \sum_{K \in \mathcal{T}_h} \| \tilde{q}_h + \nabla u_h^* \|_K^2 + 2 C_j \sum_{e \in \mathcal{E}_h} h_e^{-1} \| [u_h^*] \|_e^2,
\]

by property (4.4.5b). Finally, by the orthogonality property of the projection \( P_{\mathcal{M}_0} \),

\[
\eta_2^2 \leq 2 \sum_{K \in \mathcal{T}_h} \| \tilde{q}_h + \nabla u_h^* \|_K^2 + 2 C_j \left( \sum_{e \in \mathcal{E}_h} h_e^{-1} \| (\text{Id} - P_{\mathcal{M}_0}) [u_h^*] \|_e^2 
+ \sum_{e \in \mathcal{E}_h} h_e^{-1} \| P_{\mathcal{M}_0} [u_h^*] \|_e^2 \right)
\leq C \sum_{e \in \mathcal{E}_h} (\eta_2^{2,h} + \eta_3^{2,h}),
\]

and the result follows. This completes the proof of Theorem 4.2.1.

### 4.4.2 Proof of the local efficiency of the estimator, Theorem 4.2.2

To prove the efficiency of the estimator, Theorem 4.2.2, we show that each individual estimator is bounded by the error.

**Proof of the efficiency of the estimator \( \eta_{1,h}^2(e) \)**

In order to prove the local efficiency of the first estimator we need to construct proper test functions (associated with any given face or in the element) that will allow us to localize the error analysis.

We construct them as follows. We define the bubble function in the element \( K \) as \( B_K = \prod_{i=1}^{d+1} \lambda_i \), where \( \lambda_i \) denotes the linear function defined in \( K \) which vanishes on the
The \( i \)-th face and equal 1 on the \( i \)-th node. We also define the bubble function associated to the face \( e \) as \( B_e = \prod_{i=1}^{d+1} \lambda_i \), where \( \lambda_j \) vanishes on the face \( e \). The auxiliary result we are going to use is the following.

**Lemma 4.4.3.** Given a face \( e \) of an element \( K \), and a function \( \psi \in \mathcal{P}_p(e) \), there exists a unique function \( w \in \mathcal{P}_{p+d}(K) \) satisfying

\[
\begin{align*}
 w &= B_e \psi & \text{on } \partial K, \\
(w, \tilde{w})_K &= 0 & \forall \, \tilde{w} \in \mathcal{P}_{p-1}(K), \\
\| w \|_K^2 &\leq h_e \| \psi \|_e^2. 
\end{align*}
\]

**Proof.** We first show that the number of degrees of freedom is equal to the number of equations. Indeed,

\[
\dim(\mathcal{P}_{p+d}(K)) = \dim(\mathcal{P}_{p-1}(K)) + \dim(\mathcal{P}_{k+d}(\partial K))
\]

where \( \mathcal{P}_{k+d}(\partial K) \) denotes all the polynomials in \( \mathcal{P}_{p+d}(\partial K) \) which are continuous on \( \partial K \).

Thus, to show the existence of such a function \( w \) satisfying (4.4.6), we only need to prove that \( w = 0 \) when \( B_e \psi = 0 \). In fact, \( B_e \psi = 0 \) implies that \( w|_{\partial K} = 0 \). Hence, \( w \) can be written as

\[
w = B_K \phi
\]

for some \( \phi \in \mathcal{P}_{p-1}(K) \). Now, taking the test function \( \tilde{w} := \phi \) in the second equation (4.4.6b), we get

\[
\int_K B_K \phi^2 = 0.
\]

From the equation above, we deduce that \( \phi = 0 \) and hence that \( w = 0 \).

Finally, the estimate (4.4.6b) follows from a simple scaling argument. This completes the proof. \( \square \)

With the auxiliary result just obtained, we are ready to prove the efficiency of the estimator \( \eta_{1,h}^2(e) \). We begin by obtaining a first estimate of the term associated with the jumps of \( \tilde{q}_h \).

**Lemma 4.4.4.** For any face \( e \in \mathcal{E}_h \), we have that

\[
h_e \| [\tilde{q}_h] \|_e^2 \lesssim \sum_{K \in \mathcal{I}_h(e)} (\| q - \tilde{q}_h \|_K^2 + h_K^2 \| f - \nabla \cdot \tilde{q}_h \|_K^2).
\]
Proof. For the boundary edges, lemma follows immediately because by definition $[\bar{q}_h] = 0$.

For the interior edges, we begin by noting that, for any $w \in H^1_0(U_h(e))$, we have

$$
\langle [\bar{q}_h], w \rangle_e = \sum_{K \in U_h(e)} \langle (q - \bar{q}_h) \cdot n, w \rangle_{\partial K}
= \sum_{K \in U_h(e)} \left( (q - \bar{q}_h, \nabla w)_K + (f - \nabla \cdot \bar{q}_h, w)_K \right)
\leq \sum_{K \in U_h(e)} \left( \| q - \bar{q}_h \|_K + h_K \| f - \nabla \cdot \bar{q}_h \|_K \right)
\times (\| \nabla w \|_K + h_K^{-1/2} \| w \|_K).
$$

According to Lemma 4.4.3, for each element $K \in U_h(e)$, there is a test function $w \in P_{p+d}(K)$ such that

$$
w = B_e [\bar{q}_h] \quad \text{on } \partial K \quad \text{and} \quad \| w \|_K \leq h^{-1/2} \| B_e [\bar{q}_h] \|_e.
$$

Since this function lies in $H^1_0(U_h(e))$, we can use it in the previous equation to obtain

$$
\int_e B_e [\bar{q}_h]^2 \leq \sum_{K \in U_h(e)} \left( \| q - \bar{q}_h \|_K + h_K \| f - \nabla \cdot \bar{q}_h \|_K \right)
\times h_K^{-1} h^{-1/2} \| B_e [\bar{q}_h] \|_e,
$$

by an inverse inequality.

The result now easily follows from the fact that

$$
\int_e B_e^2 [\bar{q}_h]^2 \leq \int_e [\bar{q}_h]^2 \leq \int_e B_e [\bar{q}_h]^2
$$

and since $h_K^{-1} h^{-1/2} \leq h^{-1/2}$ by the shape-regularity assumption on the meshes. This completes the proof. \(\square\)

We also need the following auxiliary result which we can prove in a similar fashion by using the bubble functions introduced in Lemma 4.4.3.

**Lemma 4.4.5.** For any element $K \in T_h$, we have that

$$
h_K \| P_W f - \nabla \cdot \bar{q}_h \|_K \leq C(\| q - \bar{q}_h \|_K + h_K \| f - P_W f \|_K).
$$
Proof. We begin by noting that, for any function \( w \in H^1_0(K) \), we have

\[
(f - \nabla \cdot \tilde{q}_h, w)_K = -(q - \tilde{q}_h, \nabla w)_K.
\]

Taking \( w = B_K(P_W f - \nabla \cdot \tilde{q}_h) \), we get

\[
\int_K B_K(P_W f - \nabla \cdot \tilde{q}_h)^2 = -(q - \tilde{q}_h, \nabla w)_K - (f - P_W f, w)_K
\]

\[
\leq (h_K^{-1} \| q - \tilde{q}_h \|_K + \| f - P_W f \|_K)
\times (h_K \| \nabla w \|_K + \| w \|_K)
\leq (h_K^{-1} \| q - \tilde{q}_h \|_K + \| f - P_W f \|_K)
\times \| B_K(P_W f - \nabla \cdot \tilde{q}_h) \|_K,
\]

by an inverse inequality and a standard scaling argument.

Finally, the estimate follows by noting that

\[
\| P_W f - \nabla \cdot \tilde{q}_h \|_K \simeq \left( \int_K B_K(P_W f - \nabla \cdot \tilde{q}_h)^2 \right)^{1/2} \simeq \| B_K(P_W f - \nabla \cdot \tilde{q}_h) \|_K.
\]

This completes the proof. \( \square \)

We can now easily see that

\[
\eta^2_{e, h}(e) := h_e \| q_h \|_{e}^2 + \sum_{K \in U_h(e)} h_K^2 \| P_W f - \nabla \cdot \tilde{q}_h \|_K^2
\]

\[
\leq \sum_{K \in \mathcal{U}_h(e)} \left[ \| q - \tilde{q}_h \|_K^2 + h_K^2 \| P_W f - \nabla \cdot \tilde{q}_h \|_K^2 \right],
\]

by Lemma 4.4.4. And, by Lemma 4.4.5

\[
\eta^2_{e, h}(e) \leq \sum_{K \in \mathcal{U}_h(e)} \left[ \| q - \tilde{q}_h \|_K^2 + h_K^2 \| P_W f - \nabla \cdot \tilde{q}_h \|_K^2 \right]
\]

\[
\leq \sum_{K \in \mathcal{U}_h(e)} \| q - \tilde{q}_h \|_K^2 + \text{osc}^2_h(f, \mathcal{U}_h(e)).
\]

This shows the efficiency of the estimator \( \eta^2_{e, h}(e) \) as stated in Theorem 4.2.2.
Proof of the efficiency of the estimator $\eta_{2,h}(e)$

**Lemma 4.4.6.** For any face $e \in \mathcal{E}_h$,

$$\| (\text{Id} - P_{M_0}) \[ u^*_h \] \|_e^2 \leq (\| q - \tilde{q}_h \|_{\mathcal{U}_h(e)}^2 + \| \nabla u - \nabla u^*_h \|_{\mathcal{U}_h(e)}^2).$$

Moreover, for each element $K \in \mathcal{T}_h$, we have that

$$\| \tilde{q}_h + \nabla u^*_h \|_K \leq \| q - \tilde{q}_h \|_K.$$

We refer the reader to Chapter 3 for detailed proofs of the above inequalities. Note that, as a consequence, we have that

$$\eta_{2,h}(e) := h_e^{-1} \| (\text{Id} - P_{M_0}) \[ u^*_h \] \|_e^2 + \sum_{K \in \mathcal{U}_h(e)} \| \tilde{q}_h + \nabla u^*_h \|_K^2 \leq \| q - \tilde{q}_h \|_{\mathcal{U}_h(e)}^2,$$

and this shows the efficiency of the estimator $\eta_{2,h}(e)$ as stated in Theorem 4.2.2.

**Proof of the efficiency of the estimator $\eta_{3,h}(e)$**

To prove the efficiency of the last estimator, we are going to use the fact that, thanks to the form of the equations defining the HDG method (1.2.2), the residuals inside the elements are strongly connected with the residuals on their faces.

**Lemma 4.4.7.** Suppose that condition A2 is satisfied. Then, for any face $e \in \mathcal{E}_h$, we have

$$\eta_{3,h}(e) := h_e^{-1} \| P_{M_0} [ u^*_h ] \|_{0,e}^2 \leq \sum_{K \in \mathcal{U}_h(e)} \| \tilde{q}_h + \nabla u^*_h \|_K \leq \eta_{2,h}(e).$$

The proof of this fact is similar to that of Lemma 3.3 in Chapter 3. For the convenience of the reader, we include a detailed proof.

**Proof.** Taking into account the first equation defining the post-processing $u^*_h$, (1.2.2a), condition A2 can be rewritten as follows:

$$(\tilde{q}_h, v)_K - (u^*_h, \nabla \cdot v)_K = -(\tilde{u}_h, v \cdot n)_{\partial K} \quad \forall v \in \text{RT}_0(K).$$
This implies, after a simple integration by parts, that

\[(\tilde{q}_h + \nabla u_h^*, v)_K = - (\hat{u}_h - u_h^*, v \cdot n)_{\partial K}.\]

Now assume that \(v \in H(\text{div}, \mathcal{U}_h(e))\). Since \(\hat{u}_h\) is single valued on the faces, summing over all \(K \in \mathcal{U}_h(e)\) yields,

\[
\sum_{K \in \mathcal{U}_h(e)} (\tilde{q}_h + \nabla u_h^*, v)_K = - \sum_{F \in \partial K \setminus e, K \in \mathcal{U}_h(e)} \langle \hat{u}_h - u_h^*, v \cdot n \rangle_F + \langle [u_h^*], v \rangle_e.
\]

Taking \(v \in RT_0(K)\), such that for each \(K \in \mathcal{U}_h(e)\)

\[
\int_e v \cdot n = \int_e P_{M_0} \left[ u_h^* \right] \cdot n, \quad \text{for the face } e,
\]

\[
\int_F v \cdot n = 0, \quad \text{for all } F \in \partial K \setminus e,
\]

we obtain

\[
\| P_{M_0} \left[ u_h^* \right] \|_e^2 = \sum_{K \in \mathcal{U}_h(e)} (\tilde{q}_h + \nabla u_h^*, v)_K.
\]

The lemma follows from the Cauchy-Schwarz inequality and a standard scaling argument

\[
\| v \|_K \lesssim h_e^{1/2} \| v \cdot n \|_{\partial K}.
\]

This completes the proof.

This completes the proof of Theorem 4.2.2.

4.5 Extensions

Let us end this paper by sketching the extension of the error analysis to nonconforming meshes. To do so, we combine the approaches proposed in [41] for the IP methods and in Chapter 3 for the hybridized mixed methods.

4.5.1 Notation and construction of the meshes

The mesh \(T_h\) is obtained from an initial conforming mesh \(T_h^{(0)}\) via a finite number of refinement steps. Let \(T_h^{(n)}\) be the conforming mesh obtained from \(T_h^{(0)}\) via \(n\) number
of uniform refinement steps. We define the level of $K \in \mathcal{T}_h$ as $n$ if $K \in \mathcal{T}_h^{(n)}$ and we denote it as $L(K) = n$. Let $\mathcal{T}_H$ be the largest conforming mesh such that $\mathcal{T}_h$ can be obtained from $\mathcal{T}_H$. We say an element $T \in \mathcal{T}_H$ is the conforming parent of an element $K \in \mathcal{T}_h$ if $K \subset T$. We also define the level of nonconformity as

$$L_n(K) = L(K) - L(T).$$

We denote $\partial \mathcal{T}_h$ as the set of faces of all elements $K \in \mathcal{T}_h$ and

$$\mathcal{F}_h := \{ e \in \partial \mathcal{T}_h, \ e \cap \partial K \text{ is a complete face of } K \text{ if } m_{d-1}(e \cap \partial K) > 0 \}.$$ 

Fig. 4.5.1 illustrates the faces in $\mathcal{F}_h$ in two space dimensions. For every face $e \in \mathcal{F}_h$, set $n := \min \{ L(K) : K \in \mathcal{U}_h(e) \}$ and $m := \max \{ L(K) : K \in \mathcal{U}_h(e) \}$. We denote

$$\tilde{\mathcal{W}}_h(e) := \{ K_1, K_2 \in \mathcal{T}_h^{(n)} : e \text{ is a shared face of } K_1 \text{ and } K_2 \}.$$ 

Figure 4.5.1: Example of nonconforming meshes II

4.5.2 Assumption on the meshes

We make the following assumption on the meshes:

D: The level of nonconformity of $\mathcal{T}_h$ remains bounded.
4.5.3 A posteriori error estimates

Assuming that the HDG methods are well defined [34], our goal is to estimate the error \( \| q - \tilde{q}_h \|_{T_h}^2 \) in term of the following estimator

\[
\eta_h^2 := \sum_{e \in F_h} \left( \eta_{1,h}^2(e) + \eta_{2,h}^2(e) + \eta_{3,F_h}^2(e) + \eta_{nc,h}^2(e) \right),
\]

where

\[
\eta_{1,h}^2(e) := h_e \| \tilde{q}_h \|_e^2 + \sum_{K \in U_h(e)} h_K^2 \| P_W f - \nabla \cdot \tilde{q}_h \|_K^2,
\]

\[
\eta_{2,h}^2(e) := h_e^{-1} \| (I - P_{M_0}) [u_h^*] \|_e^2 + \sum_{K \in U_h(e)} \| \tilde{q}_h + \nabla u_h^* \|_K^2,
\]

\[
\eta_{3,F_h}^2(e) := h_e^{-1} \| P_{M_0} [u_h^*] \|_e^2,
\]

\[
\eta_{nc,h}^2(e) := h_e^{-1} \| (P_{M_0} - P_{M_0}) [u_h^*] \|_e^2.
\]

Here, \( P_{M_0} \) is the \( L^2 \)-orthogonal projection into the space

\[
M_{0,h} := \{ \mu \in L^2(\partial T_h), \mu |_e \in P_0(e), \text{ for each face } e \in \mathcal{E}_h \},
\]

and \( P_{M_0} \) the \( L^2 \)-orthogonal projection into the space

\[
M_{0,h} := \{ \mu \in L^2(\partial T_h), \mu |_e \in P_0(e), \text{ for each face } e \in \mathcal{F}_h \}.
\]

Because of the nonconformity of the meshes, \( \mathcal{E}_h \) is not necessarily equal to \( \mathcal{F}_h \). Note that the estimator \( \eta_{nc,h}(e) \) explicitly captures the effects of the nonconformity on the meshes.

**Theorem 4.5.1.** Suppose that the assumptions B and D on the meshes and the assumption C on the boundary condition are satisfied. Suppose also that \( \tilde{q}_h \) satisfies conditions A1 and A3. Then

\[
\| q - \tilde{q}_h \|_{T_h}^2 \leq \eta_h^2 + osc_h^2(f, T_h),
\]

and for each \( e \in \mathcal{F}_h \),

\[
\eta_{1,h}^2(e) \leq \sum_{K \in U_h(e)} \| q - \tilde{q}_h \|_K^2 + osc_h^2(f, U_h(e)),
\]

\[
\eta_{2,h}^2(e) + \eta_{nc,h}^2(e) \leq \sum_{K \in \mathcal{W}_h(e)} \| q - \tilde{q}_h \|_K^2.
\]
Moreover, if \( \tilde{q}_h \) satisfies condition A2, then for each \( e \in \mathcal{F}_h \)

\[
\eta_{3,h}^2(e) \preceq \eta_{2,h}^2(e).
\]

4.5.4 Sketch of the proof

To establish the reliability and efficiency of the above estimator, we follow the lines in the proof for conforming meshes. Since most of the results established in Section 4 can be trivially extended to the case of nonconforming meshes, here we only emphasize on the main modifications.

To prove the reliability of the estimator, we only need to check that Lemma 4.4.1, Lemma 4.4.2, and the proof of Theorem 4.2.1 hold for nonconforming meshes. The following modifications are required to extend the results in Section 4 to nonconforming meshes:

- Lemma 4.4.2 can be extended to the nonconforming meshes. We refer the reader to [41] and [54] for more details.

- To prove Lemma 4.4.1, we only need to construct an interpolation from \( H^1(\Omega) \) to the space of continuous piecewise linear polynomials \( W^c_{1,h} \) on the nonconforming meshes \( \mathcal{T}_h \) satisfying

1. \( \Pi \psi = 0 \) on the boundary \( \Gamma \) if \( \psi \in H^1_0(\Omega) \).
2. \( \sum_{K \in \mathcal{T}_h} h_K^{-2} \| \psi - \Pi \psi \|_K^2 \preceq \| \nabla \psi \|_\Omega^2 \).

To construct such an interpolation, we consider the Scott-Zhang interpolation on \( \mathcal{T}_H \), where \( \mathcal{T}_H \) is the largest conforming mesh such that \( \mathcal{T}_h \) can be obtained from \( \mathcal{T}_H \). It is easy to see that such an interpolation preserves the homogeneous boundary condition. Moreover, let \( T \in \mathcal{T}_H \) be the conforming parent of \( K \in \mathcal{T}_h \). In view of the bounded level of nonconformity (Assumption C), we have

\[
\sum_{K \in T} h_K^{-2} \| \psi - \Pi \psi \|_K^2 \preceq h_T^{-2} \| \psi - \Pi \psi \|_T^2.
\]

where the hidden constant depends on the level of nonconformity. Invoking the approximation property of Scott-Zhang interpolation on the conforming mesh \( \mathcal{T}_H \), we obtain

\[
\sum_{K \in \mathcal{T}_h} h_K^{-2} \| \psi - \Pi \psi \|_K^2 \preceq \sum_{T \in \mathcal{T}_H} h_T^{-2} \| \psi - \Pi \psi \|_T^2 \preceq \| \nabla \psi \|_\Omega^2.
\]
This verifies the approximation property.

With these modifications, it is easy to check that these proofs hold for nonconforming meshes as well.

On the other hand, to prove the efficiency of the estimator, we need to check that Lemma 4.4.4, Lemma 4.4.5, Lemma 4.4.6 and Lemma 4.4.7 hold.

- For the proof of Lemma 4.4.6 and Lemma 4.4.7 on nonconforming meshes, we refer the reader to Chapter 3.
- Lemma 4.4.5 holds automatically because hanging nodes are not involved.
- We modify the proof of Lemma 4.4.4 as follows.

Proof of Lemma 4.4.4. We consider the two neighbouring elements $K^+, K^- \in \mathcal{U}_h(e)$ for each $e \in \mathcal{E}_h^i$.

If $e$ is the shared face of $K^+$ and $K^-$, as illustrated in Fig. 4.5.1 (middle), then the results follows immediately from the conforming case.

Otherwise, $e$ is a face of $K^-$, but not a face of $K^+$, as illustrated in Fig. 4.5.1 (left). In this case, we artificially divide $K^+$ into smaller elements $\{K^+_i\}$ via several refinement steps such that one of these smaller elements, denoted as $K^+_1$, shares the face $e$ with $K^-$ as shown in Fig. 4.5.2. We set $\mathcal{U}_h^*(e) := \{K^-, K^+_1\}$. From the results of the

Figure 4.5.2: Example of an artificial refinement.
conforming case and the fact that $\mathcal{U}_h^*(e) \subset \mathcal{U}_h(e)$, we have

$$h_e \| \tilde{q}_h \|_e^2 \leq \sum_{K \in \mathcal{W}_h(e)} (\| q - \tilde{q}_h \|_K^2 + h_K^2 \| f - \nabla \cdot \tilde{q}_h \|_K^2)$$

$$\leq \sum_{K \in \mathcal{U}_h(e)} (\| q - \tilde{q}_h \|_K^2 + h_K^2 \| f - \nabla \cdot \tilde{q}_h \|_K^2).$$

This completes the proof.

It is easy to check that Proposition 4.6.1 holds for nonconforming meshes as well.

### 4.6 Obtaining other equivalent estimator

In this section, we show how to deduce from our results, well known a posteriori error estimates for mixed methods as well as new a posteriori error estimates for the LDG-H method.

#### 4.6.1 Equivalent Estimators

To do that, we introduce the following estimators:

$$\eta_{1, h}^2(e) := h_e \| \tilde{q}_h \|_e^2 + \sum_{K \in \mathcal{U}_h(e)} h^2 K \| \nabla \times \tilde{q}_h \|_K^2, \quad (4.6.1a)$$

$$\eta_{2, h}^2(e) := h_e \| (q_h - \tilde{q}_h) \cdot n \|_e^2. \quad (4.6.1b)$$

The relevant relations between these estimators and the estimators used in our main theorems are contained in the next result.

**Proposition 4.6.1** (Relation between the error estimators). Assume that the assumption B on the meshes is satisfied. Then, for each face $e \in \mathcal{E}_h$,

$$\eta_{2, h}^2(e) \simeq \eta_{4, h}^2(e),$$

If $\tilde{q}_h = q_h$, then

$$\eta_{1, h}^2(e) \leq \sum_{K \in \mathcal{U}_h(e)} \eta_{5, h}^2(\partial K),$$
and for each $K \in T_h$, 
\[ \| q_h + \nabla u_h \|^2_K \leq \sum_{e \in \partial K} h_e^{-1} \| \tilde{u}_h - u_h \|^2_e. \]

**Proof.** The last two inequalities of Proposition 4.6.1 were established in Chapter 2, Lemma 3.3. Here, we only prove the first relation, that is 
\[ \eta_{2,h}^2(e) \simeq \eta_{4,h}^2(e). \]
The proof is carried out in four steps.

**Step One**

We begin by showing that 
\[ \| \tilde{q}_h + \nabla u_h^* \|^2_K \simeq h_K^2 \| \nabla \times \tilde{q}_h \|^2_K. \]
From the equation defining the scalar post-processing (4.2.2b), we note that $\nabla u_h^*$ is determined entirely by $q_h$. Hence, it is easy to check that $q_h + \nabla u_h^*$ can be viewed as a linear map of $q_h$. Since $\tilde{q}_h$ lies in the finite dimensional space $V(K)$, a standard scaling argument allows us to conclude that we only need to show that $\| \tilde{q}_h + \nabla u_h^* \|^2_K$ vanishes whenever $h_K^2 \| \nabla \times \tilde{q}_h \|^2_K$ equals zero and vice versa.

Assume that $\nabla \times \tilde{q}_h = 0$. Then from the definition of $u_h^*$, (4.2.2), and the inclusion property (4.2.1c), we have $\tilde{q}_h + \nabla u_h^* = 0$. On the other hand, if $\tilde{q}_h = -\nabla u_h^*$, then $\nabla \times \tilde{q}_h = \nabla \times \nabla u_h^* = 0$.

**Step Two**

Next, we show that 
\[ h_e^{-1} (\text{Id} - P_{M_0}) \| u_h^* \|^2_e \simeq h_e \| \nabla u_h^* \|^2_e. \]
Since $\| u_h^* \|$ lies in a finite dimensional space, by a standard scaling argument, we only need to show that if one term vanishes, then the other term vanishes too.

Recall that, by definition, 
\[ \| \nabla u_h^* \|^2_e = (\nabla u_h^*)_+ \times n^+ + (\nabla u_h^-)_- \times n^- \]
\[ = (\nabla \Gamma u_h^*)_+ \times n^+ + (\nabla \Gamma u_h^-)_- \times n^- \]
\[ = \nabla \Gamma ((u_h^*)_+ - (u_h^-)_-) \times n^+. \]
where $\nabla_{\Gamma}$ denotes the surface gradient on the face $\Gamma$. Thus, if $[\nabla u_h^*]_e = 0$ on the face $e$, then $\nabla_{\Gamma}((u_h^*)^+ - (u_h^*)^-) = 0$ and so $(u_h^*)^+ - (u_h^*)^-$ is constant across the face. This implies that $(\text{Id} - P_{M_0}) [u_h^*] = 0$ therein. On the other hand, if $(\text{Id} - P_{M_0}) [u_h^*] = 0$, then $(u_h^*)^+ - (u_h^*)^-$ is constant on the face $e$. Hence we have $[\nabla u_h^*]_e = 0$.

**Step Three**

Let us now show that $\eta_{2,h}^2(e) \leq \eta_{1,h}^2(e)$. Since

$$
\eta_{4,h}^2(e) := h_e \| [\tilde{q}_h]_e \|_e^2 + \sum_{K \in U_h(e)} h_K^2 \| \nabla \times \tilde{q}_h \|_K^2 \\
\leq h_e \| [\tilde{q}_h]_e \|_e^2 + \sum_{K \in U_h(e)} \| \tilde{q}_h + \nabla u_h^* \|_K^2,
$$

by Step one, we only need to show that

$$
h_e \| [\tilde{q}_h]_e \|_e^2 \leq h_e^{-1} \| (\text{Id} - P_{M_0}) [u_h^*]_e \|_e^2 + \sum_{K \in U_h(e)} \| \tilde{q}_h + \nabla u_h^* \|_K^2 =: \eta_{2,h}^2(e).
$$

To do that, we add and subtract $\nabla u_h^*$, and apply Cauchy-Schwartz and the triangle inequalities to get

$$
h_e \| [\tilde{q}_h]_e \|_e^2 \leq h_e \| [\nabla u_h^*]_e \|_e^2 + h_e \| [\tilde{q}_h + \nabla u_h^*]_e \|_e^2 \\
\leq h_e^{-1} \| (\text{Id} - P_{M_0}) [u_h^*]_e \|_e^2 + h_e \| [\tilde{q}_h + \nabla u_h^*]_e \|_e^2,
$$

by Step Two. Then, by a standard scaling argument,

$$
h_e \| [\tilde{q}_h]_e \|_e^2 \leq h_e^{-1} \| (\text{Id} - P_{M_0}) [u_h^*]_e \|_e^2 + \sum_{K \in U_h(e)} \| \tilde{q}_h + \nabla u_h^* \|_K^2,
$$

as wanted.

**Step Four**

It remains to prove that $\eta_{2,h}^2(e) \leq \eta_{1,h}^2(e)$. Since

$$
\eta_{2,h}^2(e) := h_e^{-1} \| (\text{Id} - P_{M_0}) [u_h^*]_e \|_e^2 + \sum_{K \in U_h(e)} \| \tilde{q}_h + \nabla u_h^* \|_K^2 \\
\leq h_e \| [\nabla u_h^*]_e \|_e^2 + \sum_{K \in U_h(e)} h_K^2 \| \nabla \times \tilde{q}_h \|_K^2.
$$
Adding and subtracting $\tilde{q}_h$ in the first term, we get
\[
h_e^{-1} \|(\text{Id} - P_{M_0})[u_h^*]\|_e^2 \leq h_e\|\tilde{q}_h\|_e^2 + h_e\|\tilde{q}_h + \nabla u_h^*\|_e^2
\leq h_e\|\tilde{q}_h\|_e^2 + \sum_{K \in \mathcal{U}_h(e)} \|\tilde{q}_h + \nabla u_h^*\|_K^2
\leq h_e\|\tilde{q}_h\|_e^2 + \sum_{K \in \mathcal{U}_h(e)} h_K^2 \|\nabla \times \tilde{q}_h\|_K^2,
\]
by Step One. This completes the proof of Proposition 4.6.1.

Now we are ready to recover a well-known result for the mixed methods.

### 4.6.2 The mixed-H methods

Whenever we have that $\tilde{q}_h := q_h$, we say that the method defined by our general formulation is the hybridized version of a mixed method and we refer to it as a mixed-H method. The main examples are the well known RT and BDM methods. For any of these mixed-H methods, we have the following result.

**Corollary 4.6.1.** Suppose assumptions B and C are satisfied. Suppose also that $V(K) \supset RT_0(K)$ and $W(K) \supset P_1(K)$ for all $K \in \mathcal{T}_h$, and that $M(e) \supset P_1(e)$ for all $e \in \mathcal{E}_h$. Then for mixed-H methods, we have that
\[
\|q - q_h\|_{T_h}^2 \leq \sum_{e \in \mathcal{E}_h} \eta_{q_h}^2(e) + \text{osc}_h^2(f, \mathcal{T}_h).
\]
Moreover, for each face $e \in \mathcal{E}_h$,
\[
\eta_{q_h}^2(e) \leq \sum_{K \in \mathcal{U}_h(e)} \|q - q_h\|_K^2,
\]
where
\[
\eta_{q_h}^2(e) := h_e\|\tilde{q}_h\|_e^2 + \sum_{K \in \mathcal{U}_h(e)} h_K^2 \|\nabla \times \tilde{q}_h\|_K^2.
\]

**Remark 4.6.1.** The corollary recovers the well known result of [6] by A. Alonso. Note, however, that, while the estimate of [6] was established only for $d = 2$ space dimensions, the above corollary shows that the estimate actually holds for $d = 2, 3$ space dimensions.
4.6.3 The LDG-H method

To end, we propose several a posteriori error estimates for the LDG-H method based on different choices for \( \tilde{q}_h \). We also obtain an a posteriori estimate for an energy-like norm.

The choice \( \tilde{q}_h := q_h^* \)

**Corollary 4.6.2.** Suppose assumptions B and the boundary condition assumption C are satisfied. Suppose also that \( \mathcal{P}_1(K) \subset W(K) \), \( \mathcal{P}_2(K) \subset V(K) \) for all \( K \in T_h \), and that \( \mathcal{P}_1(e) \subset M(e) \) for all \( e \in \mathcal{E}_h \). Then for the LDG-H methods, we have that

\[
\| q - q_h^* \|_{T_h}^2 \leq \sum_{e \in \mathcal{E}_h} \eta_{1,h}^2(e) + \text{osc}_h^2(f, T_h).
\]

Moreover, for each face \( e \in \mathcal{E}_h \),

\[
\eta_{2,1,h}^2(e) + \eta_{4,4,h}^2(e) \leq \sum_{K \in U_h(e)} \| q - q_h^* \|_K^2 \]

where

\[
\eta_{4,4,h}^2(e) := h_e \| [q_h^*]_e \|^2 + \sum_{K \in U_h(e)} h_K^2 \| \nabla \times q_h^* \|_K^2.
\]

The choice \( \tilde{q}_h := q_h \)

**Corollary 4.6.3 (Estimate of \( L^2 \)-error).** Suppose assumptions B and C are satisfied. Suppose also that \( V(K) \supset RT_0(K) \), \( W(K) \supset \mathcal{P}_1(K) \) for all \( K \in T_h \), and that \( M(e) \supset \mathcal{P}_1(e) \) for all \( e \in \mathcal{E}_h \). Then for the LDG-H methods, we have that

\[
\| q - q_h \|_{T_h}^2 \leq (\sum_{e \in \mathcal{E}_h} \eta_{1,h}^2(e) + \sum_{e \in \mathcal{E}_h} \eta_{4,4,h}^2(e)) + \text{osc}_h^2(f, T_h).
\]

Moreover, for each face \( e \in \mathcal{E}_h \),

\[
\eta_{1,1,h}^2(e) + \eta_{4,4,h}^2(e) \leq \sum_{K \in U_h(e)} \| q - q_h \|_K^2 + \text{osc}_h^2(f, U_h(e)),
\]
where

\[
\eta^2_{1,h}(e) := h_e \| [q_h]_e \|_e^2 + \sum_{K \in T_h(e)} h^2_K \| \mathbf{P}_W f - \nabla \cdot \mathbf{q}_h \|_K^2,
\]

\[
\eta^2_{4,h}(e) := h_e \| [q_h]_e \|_e^2 + \sum_{K \in T_h(e)} h^2_K \| \nabla \times \mathbf{q}_h \|_K^2.
\]

To end, we also derive an a posteriori error estimate for the following energy-like norm

\[
E_h := \| \mathbf{q} - \mathbf{q}_h \|_{T_h}^2 + \beta \sum_{e \in E_h} h_e \| (\mathbf{q}_h - \hat{\mathbf{q}}_h) \cdot \mathbf{n} \|_e^2,
\]

where \(\beta\) is some given parameter.

**Corollary 4.6.4** (Estimate of an energy-like norm). Suppose assumptions \(B\) and \(C\) are satisfied. Suppose also that \(V(K) \supset RT_0(K), W(K) \supset P_1(K)\) for all \(K \in T_h\), and that \(M(e) \supset P_1(e)\) for all \(e \in E_h\). Then for the LDG-H methods,

\[
E_h \leq \left( \sum_{e \in E_h} \eta^2_{1,h}(e) + \sum_{e \in E_h} \eta^2_{4,h}(e) \right) + \text{osc}_h^2(f, T_h).
\]

Moreover, for each face \(e \in E_h\),

\[
\eta^2_{1,h}(e) + \eta^2_{4,h}(e) \leq \sum_{K \in T_h(e)} \| \mathbf{q} - \mathbf{q}_h \|_K^2 + \beta h_e \| (\mathbf{q}_h - \hat{\mathbf{q}}_h) \cdot \mathbf{n} \|_e^2,
\]

where

\[
\eta^2_{1,h}(e) := h_e \| [q_h]_e \|_e^2 + \sum_{K \in T_h(e)} h^2_K \| \nabla \cdot \mathbf{q}_h \|_K^2,
\]

\[
\eta^2_{4,h}(e) := h_e \| (\mathbf{q}_h - \hat{\mathbf{q}}_h) \cdot \mathbf{n} \|_e^2.
\]
Chapter 5

Convergence and quasi-optimality of AHDG methods

5.1 Introduction

In this chapter, we establish the convergence and optimality of the AHDG methods for the model problem (1.1.1a) with homogeneous boundary condition, that is, $g = 0$ on $\Gamma$.

Let us briefly comment on the main difficulties to prove these results. A usual ingredient to establish the convergence of adaptive methods is an orthogonality identity involving the energy norm. Given the structure of the HDG methods, such property does not seem to be readily available. On the other hand, given the similarity of the HDG methods and the mixed methods, we could instead use a quasi-orthogonality property as done by Chen, Holst and Xu [31]. Unfortunately, unlike mixed methods, the approximate flux $q_k$ is not $H(\text{div}, \Omega)$-conforming and extra effort is needed to be able to suitably control the nonconforming part of $q_k$.

The main difficulty to prove the optimality is to establish a “discrete” upper bound for the a posteriori error estimator. While such an estimation was established by Chen, Holst and Xu [31] for the Raviart-Thomas mixed methods in the case bidimensional case, no results are known for the tridimensional case. Our approach to overcome this difficulty is to use an auxiliary estimator proposed in chapter [4]. The construction of such an estimator is based on an element-by-element post-processing of the scalar variable which is closely associated with the flux approximation $q_k$. Thanks to the auxiliary
estimator, we are able to establish a localized upper bound for the multidimensional case.

The rest of this chapter is organized as follows. In Section 2, we describe the AHDG methods and state and briefly discuss our main results, namely, the contraction of the quasi-error and the quasi-optimality of its rate of convergence. In Section 3, we provide a sketch of the proofs of these results in order to render clear their main steps. We then provide the corresponding detailed proofs in Section 4, for the contraction of the quasi-error, and in Section 5, for the quasi-optimality of its rate of convergence.

5.2 Main Results

5.2.1 Adaptive Procedure

We use the adaptive procedure consisting of the loops of the form

\[ \text{SOLVE} \to \text{ESTIMATE} \to \text{MARK} \to \text{REFINE}. \] (5.2.1)

Let \( \{T_k\}_{k \geq 0} \) and \( \{q_k\}_{k \geq 0} \) be the meshes and the corresponding flux approximations obtained from the iteration above, respectively. Set \( f_k = P_{W_k}f \), where \( P_{W_k} \) is the \( L^2 \) projection into the space \( W_k \). Next, we discuss each of these four modules in the following subsection.

The Module SOLVE

Given a mesh \( T_k \), the module SOLVE seeks an approximation \( (q_k, u_k, \tilde{u}_k) \) satisfying the discrete HDG formulation (1.2.2):

\[ \text{SOLVE}(f_k, T_k) := (q_k, u_k, \tilde{u}_k). \]

We make the following assumptions on the stabilization function \( \tau_K \) on each \( K \in \mathcal{T}_k \):

A1 The parameter \( \tau_K \) is a positive constant on \( \partial K \).

A2 If \( K \supset T \in \mathcal{T}_{k+1} \), then \( \tau_T = \tau_K \).

A3 \( \tau_K h_K \leq C_\tau \) for some constant \( C_\tau \).
Let us point out that the first assumption is not absolutely necessary, but allows us to simplify the proofs by relating liftings of the residuals on the boundaries of the elements to the residuals in their interior. Indeed, thanks to A1, we can show the equivalence

\[ h_K \| (\tilde{q}_k - q_k) \cdot n \|_{\partial K}^2 \simeq h_K^2 \| \mathcal{P}_{W_k}^\perp(f_k - \nabla \cdot q_k) \|_{K}^2 \]

\[ + \tau_k^2 h_K^2 \| \mathcal{P}_{V_k}^\perp(q_k + \nabla u_k) \|_{K}^2 , \]

see Lemma 5.6. Here, we denote \( \mathcal{P}_{V_k}^\perp := (\text{Id} - \mathcal{P}_{V_k}^\perp) \) and \( \mathcal{P}_{W_k}^\perp := (\text{Id} - \mathcal{P}_{W_k}^\perp) \) where \( \mathcal{P}_{V_k}^\perp \) and \( \mathcal{P}_{W_k}^\perp \) are the \( L^2 \) orthogonal projection onto the space

\[ \tilde{V}_k := \{ v \in \mathcal{P}_{p-1}(K) \text{ for all } K \in \mathcal{T}_k \}, \]

\[ \tilde{W}_k := \{ w \in \mathcal{P}_{p-1}(K) \text{ for all } K \in \mathcal{T}_k \}, \]

respectively. Thanks to this equivalence, the residual on the faces can still be evaluated on a refinement of \( \mathcal{T}_k \) even though \( \tilde{q}_k \) may not be defined on the new faces.

The second assumption states, roughly speaking, that the elements inherit the value of \( \tau \) from its ‘parent’. This assumption is consistent with the a priori bounds obtained in 35, 38 which state that optimal converge for the energy norm are achieved whenever the functions \( \tau \) and \( \tau^{-1} \) are positive and uniformly bounded. Note also that if the third assumption is satisfied for the initial mesh \( \mathcal{T}_0 \), it is automatically satisfied by all the meshes thanks to the second assumption.

The Module ESTIMATE

Given the data \( f \), a mesh \( \mathcal{T}_k \) and the approximate solution \( (q_k, u_k, \tilde{u}_k) = \text{SOLVE}(f_k, \mathcal{T}_k) \), the module ESTIMATE outputs the error estimator

\[ \text{ESTIMATE}(f, q_k, \mathcal{T}_k) := \{ \zeta^2(f, q_k, K) \} \}_{K \in \mathcal{T}_k}, \]

defined by

\[ \zeta^2(f, q_k, K) := \zeta_{\text{curl}}^2(q_k, K) + \zeta_{\text{div}}^2(f, q_k, \partial K), \]

where

\[ \zeta_{\text{curl}}^2(q_k, K) := h_K^2 \| \nabla \times q_k \|_{K}^2 + h_K \| [q_k] \|_{\partial K}^2, \]

\[ \zeta_{\text{div}}^2(f, q_k, K) := \tau_k^2 h_K^2 \| (\text{Id} - \mathcal{P}_{V_k}) q_k \|_{K}^2 + h_K^2 \| (\text{Id} - \mathcal{P}_{W_k}) f \|_{K}^2. \]
It is easy to see that the estimator \( \zeta_{\text{curl}} \) gives a measure of how close is \( q_k \) to being a gradient. It is less obvious to see that the estimator \( \zeta_{\text{div}} \) measures how close is \( q_k \) to \( H(\text{div},\Omega) \) and how well \( f_k \) captures the source function \( f \). Let us argue why this is the case. By the orthogonality property of the \( L^2 \)-projection \( P_{W_k} \), we have that
\[
h_K^2 \| (\text{Id} - P_{\tilde{W}_k}) f \|^2_K = h_K^2 \| (\text{Id} - P_{\tilde{W}_k}) f_k \|^2_K + h_K^2 \| f - f_k \|^2_K,
\]
where \( f_k := P_{W_k} f \). Thanks to the equivalence (5.2.2), we see that
\[
\zeta^2_{\text{div}}(f, q_k, K) \simeq h_K \| (\tilde{q}_k - q_k) \cdot n \|^2_{\partial K} + h_K^2 \| f - f_k \|^2_K.
\]
Now we see that the first term on the right hand side measures how close is \( q_k \) to \( H(\text{div},\Omega) \) and that the second term measures how well \( f_k \) captures the source function \( f \). Note that the term \( h_K^2 \| f - f_k \|^2_K \) is usually called the oscillation of \( f \) in the element \( K \). In previous work, this term has been treated separately from the error estimator whereas here we completely incorporate in it.

It is interesting to note that if we formally set \( \tilde{q}_k = q_k \), the estimator (5.2.4a) is nothing but the well known estimator for the mixed methods proposed by Alonso [6]. This is a reflection of how strongly related are the HDG and the mixed methods.

Moreover, from the equivalence (5.2.2), we see that the fact that the interelement jumps of \( q_k \) are not zero is caused by the fact that \( f_k \in W_k \) and \( q_k \in V_k \) whereas \( \nabla \cdot q_k \in \tilde{W}_k \) and \( \nabla u_k \in \tilde{V}_k \), as well as by the fact that \( P_{W_k} f_k \) is not equal to zero.

The Module MARK

The module MARK selects a subset \( M_k \) from the mesh \( T_k \) according to the error indicator \( \{ \zeta^2(f, q_k, K) \}_{K \in T_k} \) and a suitably defined marking strategy. Here, our marking strategy is based on the so-called Dörfler marking [40]. We define it next.

Given the mesh \( T_k \), the indicator \( \{ \zeta^2(\tilde{q}_k, q_k, K) \}_{K \in T_k} \), and the parameter \( \theta \in (0,1) \), the module MARK selects a minimal subset
\[
\text{MARK}(\theta, T_k, \{ \zeta^2(f, q_k, K) \}_{K \in T_k}) := M_k,
\]
satisfying
\[
\theta \zeta^2(f, q_k, T_k) \leq \zeta^2(f, q_k, M_k).
\]
The Module REFINE

Given a conforming mesh $\mathcal{T}_k$ and a marked subset $\mathcal{M}_k \subset \mathcal{T}_k$, the module generates a conforming mesh $\mathcal{T}_{k+1} \geq \mathcal{T}_k$,

$$\text{REFINE}(\mathcal{T}_k, \mathcal{M}_k) := \mathcal{T}_{k+1}.$$ 

In this paper, the module REFINE is based on the newest vertex bisection algorithm [16, 66, 48]. Given a conforming mesh $\mathcal{T}_k$, the algorithm divides a given element $K \in \mathcal{T}_k$ into two children upon joining the midpoint of an edge with the nodes off such an edge. The choice of the refinement edges depends on a labelling associated with the initial mesh $\mathcal{T}_0$ only, see [16] for $d = 2$ and [44, 48, 67] for $d > 2$. A simple but crucial observation is that for each children $T$ of an element $K$, we always have that

$$h_T \leq rh_K$$  \hspace{1cm} (5.2.6) 

where $r \in (0, 1)$ is the so-called diameter reduction factor.

Next, we list two important properties ($\text{P1}$ and $\text{P2}$) of the newest vertex bisection algorithm.

\textbf{P1.} The newest vertex bisection preserves the shape regularity property, that is,

$$h_K/\rho_K \leq \sigma,$$

for any element $K \in \mathcal{T}_{k+1} := \text{REFINE}(\mathcal{T}_k, \mathcal{M}_k)$ (each element in the marked set $\mathcal{M}_k$ is refined at least once), where $\sigma$ denotes the shape regularity constant and $\rho_K$ the diameter of the largest ball inside $K$.

We also note that refining a marked element may create hanging nodes on the faces. Thus, to ensure conformity, additional elements need to be refined once or several times. The newest vertex bisection guarantees that the cumulative number of the added elements is controlled by the number of the marked elements [16, 67, 48]. This property is more precisely stated below.
P2. For any initial conforming mesh \( T_0 \), the newest vertex bisection generates a sequence of meshes \( \{T_k\}_{k \geq 0} \) satisfying

\[
\# T_k - \# T_0 \leq \Upsilon_0 \sum_{j=0}^{k-1} \# M_j,
\]

where \( \Upsilon_0 \) is a constant depending only on the initial mesh \( T_0 \) and dimension \( d \), and where \( \# S \) denotes the cardinality of the set \( S \).

Finally, let us introduce some notation. We denote \( \mathbb{T} \) as the set of all conforming refinements of an initial mesh \( T_0 \) via the bisections. We write \( T_k \leq T_{k+1} \) to denote that the \( T_{k+1} \) is a conforming refinement of \( T_k \) via bisection. We define the refined set \( R_{T_k \rightarrow T_{k+1}} \) in \( T_k \) as \( T_k \setminus T_{k+1} \) and the set of new elements \( N_{T_k \rightarrow T_{k+1}} = T_{k+1} \setminus T_k \). Note that since each marked element is refined at least once, we have \( M_k \subset R_k \) and note also that each element \( T \in N_{k+1} \) has a corresponding element \( K \in R_k \) such that \( T \subset K \). And we say \( K \) is the parent of \( T \). To simplify the notation, hereafter, we use \( R_k \) and \( N_{k+1} \) to denote \( R_{T_k \rightarrow T_{k+1}} \) and \( N_{T_k \rightarrow T_{k+1}} \) respectively, when it causes no ambiguity.

5.2.2 Convergence and optimality

We are now ready to state and discuss our results on convergence and quasi-optimality of the AHDG method.

The energy error, the error estimator and their modifications

The quasi-error is the sum of an energy-like norm and the error estimator. Here, we define the energy norm as

\[
e_k^2 := \| q - q_k \|_\Omega^2 + \gamma c_{\text{div}}^2(f, q_k, T_k),
\]

for some constant \( \gamma \geq 1 \).

The following example provides a motivation of the above definition and illustrates one of the difficulties in establishing our convergence results. Let the domain \( \Omega \) be a single equilateral triangle in two space dimensions and let the exact solution \( u \) be the linear function equal to 1 on two nodes and to \(-1\) on the remaining node, see Fig. 5.2.1.

Set \((q_0, u_0, \hat{u}_0) := \text{SOLVE}(f, T_0)\) with \( p = 0 \) and \( \tau_K = 1 \) on all three edges. A simple
calculation shows that $q_0 = q$. However, we also have that
\[ \zeta_{\text{div}}^2(f, q_k, K) \neq 0. \]
Moreover, if $\mathcal{T}_1$ is a refinement of $\mathcal{T}_0$ obtained by bisecting the edge at which $u = 1$, it can be easily checked that $\|q - q_1\|_\Omega \neq 0$.

This example reveals two unusual phenomena of HDG methods. First, the fact that $\|q - q_k\|_\Omega = 0$ does not imply $\|q - q_{k+1}\|_\Omega^2 = 0$. Second, a lower bound for $\|q - q_{k+1}\|_\Omega^2$ in terms of $\zeta_{\text{div}}^2(f, q_k, \mathcal{T}_k)$, which is a key ingredient for the optimal convergence rate, is not available for the HDG methods. These two facts suggest the inclusion of the term $\zeta_{\text{div}}$ as part of the energy norm above. Our analysis also shows that this energy norm is closely associated with the HDG methods and comes out naturally in the analysis.

**Contraction and quasi-optimality for the modified quasi-error**

**Theorem 5.2.1** (Contraction of the quasi-error). Assume that the Assumptions A1, A2 are satisfied and that A3 holds for some $C_\tau \in (0, C^*_\tau)$, where $C^*_\tau$ depends only on the shape regularity constant $\sigma$, the polynomial degree $p$, the diameter reduction $r$ and the marking parameter $\theta$. Then there exist positive constants $\beta$, and $\alpha < 1$ depending on $\sigma$, $p$, $r$, $\theta$ such that
\[ e_k^2 + \beta \zeta^2(f, q_k, \mathcal{T}_k) \leq \alpha \{e_{k+1}^2 + \beta \zeta^2(f, q_{k+1}, \mathcal{T}_{k+1})\}. \]
The actual constant $C^*_\tau$ can be easily determined in the proof of this result; see the inequalities (5.3.1a), (5.3.11), (5.3.3), (5.5.1) and (5.5.7).

To state the quasi-optimality result for the let AHDG method, we need to introduce the approximation class $A_s$. Let $\mathcal{T}_N \subset \mathcal{T}$ be the set of meshes with at most $N$ more elements than $\mathcal{T}_0$:

$$\mathcal{T}_N := \{ T \in \mathcal{T} , \, \# T - \# \mathcal{T}_0 \leq N \}.$$

Given a flux $q$, the quality of best approximation in the set $\mathcal{T}_N$ is given by

$$\varepsilon^2(N; f, q) := \inf_{T_h \in \mathcal{T}_N} \varepsilon_h^2.$$

We define the approximation class $A_s$ as

$$A_s := \{ (f, q) , \sup_{N>0} N^s \varepsilon(N; f, q) < \infty \}, \quad (5.2.8)$$

and if $(f, q) \in A_s$, we define

$$|(f, q)|_{A_s} := \sup_{N>0} N^s \varepsilon(N; f, q). \quad (5.2.9)$$

We are now ready to state our main result.

**Theorem 5.2.2 (Quasi-Optimality).** Let the assumptions of Theorem 5.2.1 hold. Let $q \in H(\text{div}, \Omega)$ be the solution of the continuous problem. Let $\{(\mathcal{T}_k, q_k)\}_{k \geq 0}$ be the sequence of meshes and discrete solutions generated by AHDG. If the marking parameter $\theta$ lies in $(0, \theta^*_\alpha)$ for some suitable constant $\theta^*_\alpha$ and if $(f, q) \in A_s$, then we have that

$$e_k \leq (\# \mathcal{T}_k - \# \mathcal{T}_0)^{-s}.$$

### 5.3 Sketch of the proofs of the main Theorems

In this section, we present the proof of the contraction of the loop of the AHDG method, Theorem 5.2.1 and the proof of quasi-optimality of the method, Theorem 5.2.2. Since the proof is rather long and quite technical, all the auxiliary lemmas are here stated without proof. In this way, the main features of the proofs become more transparent. Detailed proofs of the auxiliary lemmas are presented in the remaining of the paper.
5.3.1 Proof of the contraction property of the AHDG method

Here, we prove Theorem 5.2.1. We proceed in several steps. In what follows, $C_i$, $i = 1, 2, 3$, denote constants that depend only on the shape-regularity constant of the elements, $\sigma$, and on the polynomial degree $p$. We also set

$$\lambda := 1 - r \quad \text{and} \quad \Lambda := 1 - r^2,$$

where $r$ is the diameter reduction factor, see (5.2.6).

Hereafter, to simplify the notation, we use

$$\zeta_{\text{div}, k}(S_k) := \zeta_{\text{div}}(f, q_k, S_k), \quad \zeta_{\text{curl}, k}(S_k) := \zeta_{\text{curl}}(q_k, S_k),$$

and $\zeta_k^2(S_k) := \zeta^2(f, q_k, S_k)$, for any subset $S_k$ of the triangulation $T_k$.

**Step 1: The quasi-orthogonality property**

We begin by trying to relate the $L^2$-error in the approximation of the flux on a given mesh to the $L^2$-error in the approximation of the flux on an arbitrary refinement. The result is commonly referred to as the quasi-orthogonality property. It only depends on the properties of the HDG method.

**Lemma 5.3.1 (Quasi orthogonality).** Let $T_{k+1}$ and $T_k$ be any two nested meshes with $T_k \leq T_{k+1}$. Assume that A1, A2 and A3 are valid. Then, for any positive parameter $\delta_2 \in (0, 1)$, and for any $\epsilon \in (0, 1/4)$, we have that

$$\| q - q_{k+1} \|^2_{L^2} + \gamma \zeta_{\text{div}, k+1}(T_{k+1}) + \frac{1}{2(1 - \epsilon)} \| q_{k+1} - q_k \|^2_{L^2} \leq \frac{1}{1 - \epsilon} \| q - q_k \|^2_{L^2} + (1 + \delta_2) \gamma \zeta_{\text{div}, k}(T_k)$$

provided that the constant $C_\tau$ in A3 satisfies

$$C_\tau \leq 1,$$

$$C_\tau^2 \leq \frac{\epsilon}{2C_4(1 + \delta_2^{-1}\Lambda^{-1})}.$$  \hspace{1cm} (5.3.1a)

$$C_\tau^2 \leq \frac{\epsilon}{2C_4(1 + \delta_2^{-1}\Lambda^{-1})}. \hspace{1cm} (5.3.1b)$$

Here,

$$\gamma := \frac{C_4}{\Lambda \epsilon (1 - \epsilon)(1 + \delta_2)}.$$ \hspace{1cm} (5.3.2a)
Let us now describe the basic idea of how to use this result to prove the contraction property. Note that if we formally take \( \epsilon = \delta_2 = 0 \), the lemma above implies
\[
e_{k+1}^2 + \frac{1}{2} \| q_{k+1} - q_k \|_\Omega^2 \leq e_k^2.
\]
This suggests that we should prove the inequality
\[
\frac{1}{2} \| q_{k+1} - q_k \|_\Omega^2 \geq (1 - \alpha) e_k^2
\]
for some \( \alpha \in (0, 1) \), since then we would immediately get that
\[
e_{k+1}^2 \leq \alpha e_k^2.
\]
However, the above lower bound for \( \| q_{k+1} - q_k \|_\Omega^2 \) may not hold, as was shown for the case of the continuous Galerkin method in [47]. To overcome this difficulty, we follow the approach introduced in [30] and obtain an lower bound for \( \frac{1}{2} \| q_{k+1} - q_k \|_\Omega^2 \) which also involves the estimators \( \zeta_{k+1} \) and \( \zeta_k \), as we show next.

**Step 2: The estimator reduction**

Here, we obtain our lower bound for \( \| q_{k+1} - q_k \|_\Omega^2 \).

**Lemma 5.3.2 (Estimator reduction).** Let \( A2 \) and \( A3 \) be valid. Then there exists a constant \( C_3 \) such that, for any \( \delta_1 > 0 \), we have
\[
\frac{1}{2(1 - \epsilon)} \| q_{k+1} - q_k \|_\Omega^2 \geq \beta \zeta_{k+1}^2(T_{k+1}) - \beta(1 + \delta_1)(\zeta_k^2(T_k) - \lambda \zeta_k^2(R_k)),
\]
where \( \beta = \delta_1/(2C_3(1 + \delta_1)(1 - \epsilon)) \), provided that the constant \( C_\tau \) in \( A3 \), satisfies
\[
C_\tau^2 \leq \frac{1}{2} C_3.
\]

Note that, if we insert the above upper bound into the quasi-orthogonality inequality of Lemma [5.3.1] we readily get that
\[
\| q - q_{k+1} \|_\Omega^2 + (\gamma + \beta) \zeta_{div,k+1}^2(T_{k+1}) + \beta \zeta_{curl,k+1}^2(T_{k+1}) + \Theta_{k+1/2} \leq \frac{1}{1 - \epsilon} \| q - q_k \|_\Omega^2 + \{\gamma(1 + \delta_2) + \beta(1 + \delta_1)\} \zeta_{div,k}^2(T_k)
\]
\[
+ \beta(1 + \delta_1) \zeta_{curl,k+1}^2(T_k),
\]
where
\[ \Theta_{k+1/2} := \beta (1 + \delta_1) \lambda \zeta_k^2(R_k). \]

We can now see that we need to show that the so-called error reduction term \( \Theta_{k+1/2} \) contains a fixed amount of each of the three terms on the right hand. In fact, we are going to show that
\[
T := \Theta_{k+1/2} - \{ \frac{2\epsilon}{1-\epsilon} \| q - q_k \|_\Omega^2 \\
+ (2\gamma \delta_2 + \beta \delta_1(1 + \delta_1)) \zeta_{\text{div},k}(T_k) + \beta \delta_1(1 + \delta_1) \zeta_{\text{curl},k}(T_k) \} \\
\geq 0
\]
with the parameters \( \epsilon, \delta_1, \delta_2 \) and \( \theta \) properly chosen.

**Step 3: The Dörfler property**

To do so, we first relate the error reduction term \( \Theta_{k+1/2} \) with the term \( \zeta^2(T_k) \). This is achieved by using the Dörfler marking strategy, (5.2.5), and the fact that \( M_k \subset R_k \),
\[
\theta \zeta^2(T_k) \leq \zeta^2(M_k) \leq \zeta^2(R_k). \tag{5.3.4}
\]

Inserting the upper bound of this result in the expression for \( T \), we get
\[
T \geq \theta \beta (1 + \delta_1) \lambda \zeta^2_k(T_k) - \frac{2\epsilon}{1-\epsilon} \| q - q_k \|_\Omega^2 \\
- \{ (2\gamma \delta_2 + \beta \delta_1(1 + \delta_1)) \zeta_{\text{div},k}(T_k) + \beta \delta_1(1 + \delta_1) \zeta_{\text{curl},k}(T_k) \}
\]
\[
= T_1 + T_2 + T_3.
\]

where
\[
T_1 := \frac{\lambda \theta}{4} \beta (1 + \delta_1) \zeta^2_k(T_k) - \delta_1 \beta (1 + \delta_1) \zeta_{\text{curl},k}(T_k),
\]
\[
T_2 := \frac{\theta \beta \lambda (1 + \delta_1)}{4} \zeta_k^2(T_k) - \frac{2\epsilon}{1-\epsilon} \| q - q_k \|_\Omega^2,
\]
\[
T_3 := \frac{\theta \beta \lambda (1 + \delta_1)}{2} \zeta_k^2(T_k) - \{ 2\gamma \delta_2 + \beta \delta_1(1 + \delta_1) \} \zeta_{\text{div},k}(T_k).
\]

Our next goal is to show that each of these components of \( T \) is non-negative. Let us show that we can have \( T_1 \geq 0 \) by suitably choosing the parameter \( \delta_1 \). By definition of \( \zeta_k(T_k) \), (5.2.4a), we have that
\[
T_1 \geq (\frac{\lambda \theta}{4} - \delta_1) \beta (1 + \delta_1) \zeta_{\text{curl},k}(T_k) = 0,
\]
if we set 
\[ \delta_1 := \lambda \theta / 4. \]

Now let us show that we can have \( T_3 \geq 0 \) by suitably defining the parameter \( \delta_2 \). By definition of \( \zeta_k(T_k) \), \((5.2.4a)\), we have.
\[
T_3 \geq \left\{ \frac{\theta \beta \lambda (1 + \delta_1)}{2} - 2 \gamma \delta_2 - \beta \delta_1 (1 + \delta_1) \right\} \zeta^2_{\text{div},k}(T_k)
\]
\[
= \left\{ \left( \frac{\theta \lambda}{2} - \delta_1 \right) \beta (1 + \delta_1) - 2 \gamma \delta_2 \right\} \zeta^2_{\text{div},k}(T_k)
\]
\[
= 2 \gamma \left\{ \frac{\theta \lambda}{8} \beta (1 + \delta_1) - \delta_2 \right\} \zeta^2_{\text{div},k}(T_k)
\]
\[
\geq 0,
\]
provided we take
\[ \delta_2 := \min\left\{ \frac{\lambda^2 \theta^2 \Lambda \epsilon}{48 C_3 C_4}, 1 \right\} \leq \frac{\theta \beta (1 + \delta_1) \lambda}{8 \gamma} , \]
by the definition of \( \beta \) and \( \gamma \). It remains to ensure that \( T_2 \) is nonnegative.

**Step 4: The reliability of the error estimator**

To do so, we use the reliability of the error estimator.

**Lemma 5.3.3** (Reliability of the error estimator). There exists a constant \( C_1 = C_1(\sigma, p) \) such that
\[
\| q - q_k \|^2_{\Omega} \leq C_1 \zeta^2_k(T_k).
\]

Thanks to this estimate, we can now write that
\[
T_2 \geq \left( \frac{\theta \beta \lambda (1 + \delta_1)}{4} - \frac{2 \epsilon}{1 - \epsilon} C_1 \right) \zeta^2_k(T_k),
\]
and we see that \( T_2 \geq 0 \) if
\[
\frac{\theta \beta \lambda (1 + \delta_1)}{4 C_1} \geq \frac{2 \epsilon}{1 - \epsilon}.
\]
Using the definitions of \( \beta \), we obtain, after some simple algebraic manipulations that the above inequalities hold if we take
\[
\epsilon = \min \left\{ \frac{\lambda^2 \theta^2}{48 C_3 C_1}, \frac{1}{4} \right\} .
\]
This completes the proof of the contraction result of Theorem 5.2.1.
5.3.2 Proof of the quasi-optimality of the adaptive HDG methods

The proof of this property can be carried out in a single step as follows.

By the property P2 for the complexity of the refinement, we have that

$$\#\mathcal{T}_k - \#\mathcal{T}_0 \leq \Upsilon_0 \sum_{i=0}^{k-1} \#\mathcal{M}_i.$$ 

To continue, we are going to use the following property of the refinement.

**Lemma 5.3.4.** Let $$(f, q) \in \mathcal{A}_s$$ and $$\mathcal{M}_k = \text{MARK}(\theta, \mathcal{T}_k, \{\zeta(K)\})$$ with $$\theta \in (0, \theta_*)$$ for some suitable $$\theta_*$$.

Then, the following estimate holds,

$$\#\mathcal{M}_k \leq (2\mu)^{-\frac{1}{2s}} |(f, q)|_{\mathcal{A}_s}^{\frac{1}{2}} e_k^{-\frac{1}{2s}};$$

for some constant $$\mu$$.

Hence, using the above result, we get that

$$\#\mathcal{T}_k - \#\mathcal{T}_0 \leq C_* \sum_{i=1}^{k} e_i^{-\frac{1}{s}};$$

where $$C_* = \Upsilon_0 (2\mu)^{-\frac{1}{2s}} |(f, q)|_{\mathcal{A}_s}^{\frac{1}{2}}$$.

Finally, by the contraction property of the quasi-error, Theorem 5.2.1, we obtain

$$\#\mathcal{T}_k - \#\mathcal{T}_0 \leq C_k \sum_{i=1}^{k} e_k^{-\frac{1}{2s}} \alpha^i \leq \frac{C_*}{1 - \alpha^{\frac{1}{2}}} e_k^{-\frac{1}{2s}},$$

and this readily implies that

$$e_k \leq C(\#\mathcal{T}_k - \#\mathcal{T}_0)^{-s}.$$ 

This completes the proof of the quasi-optimality result of Theorem 5.2.2.

5.4 Completion of the Proof of the quasi-optimality property

In this section, we complete the proof of the contraction of the adaptive HDG method given by Theorem by proving the estimator reduction property, Lemma 5.3.2, and the quasi-orthogonality, Lemma 5.3.1.
5.4.1 Estimator reduction

The estimator reduction property of Lemma 5.3.2 follows immediately from the next lemma after applying condition (5.3.3) on $C_{\tau}$.

**Lemma 5.4.1.** We have

$$
\zeta_{\text{div},k+1}(T_{k+1}) - (1 + \delta_1)\{\zeta_{\text{div},k}(T_k) - \Lambda\zeta_{\text{div},k}(R_k)\} \leq (1 + \delta_1^{-1})C_{\tau}^2 \|q_k - q_{k+1}\|_\Omega^2,
$$

$$
\zeta_{\text{curl},k+1}(T_{k+1}) - (1 + \delta_1)\{\zeta_{\text{curl},k}(T_k) - \lambda\zeta_{\text{curl},k}(R_k)\} \leq (1 + \delta_1^{-1})\frac{1}{2}C_{\tau} \|q_k - q_{k+1}\|_\Omega^2.
$$

**Proof.** Let us prove the first inequality. Let $T$ be any element in $T_{k+1}$. Then, by the definition of $\zeta_{\text{div},k}$, (5.2.4c), we obtain, after a straightforward application of the triangle inequality, that

$$
|\zeta_{\text{div},k+1}(T) - \zeta_{\text{div},k}(T)| \leq \tau_T h_T \|P_{V_{k+1}}(q_k - q_{k+1})\|_T
$$

$$
\leq \tau_T h_T \|q_k - q_{k+1}\|_T
$$

$$
\leq C_{\tau} \|q_k - q_{k+1}\|_T,
$$

by Assumption A3. Using the simple property

$$
a^2 \leq (1 + \delta)b^2 + (1 + \delta^{-1})c^2 \quad \forall \delta > 0 \quad \text{provided} \quad |a - b| \leq c,
$$

with $a := \zeta_{\text{div},k+1}(T)$, $b := \zeta_{\text{div},k}(T)$, and $c := C_{\tau} \|q_k - q_{k+1}\|_T$, we obtain that

$$
\zeta_{\text{div},k+1}(T) \leq (1 + \delta)\zeta_{\text{div},k}(T) + (1 + \delta^{-1})C_{\tau}^2 \|q_k - q_{k+1}\|_T.
$$

Summing over all the elements $T \in T_{k+1}$, we get that

$$
\zeta_{\text{div},k+1}(T_{k+1}) - (1 + \delta_1)\zeta_{\text{div},k}(T_{k+1}) \leq (1 + \delta_1^{-1})C_{\tau}^2 \|q_k - q_{k+1}\|_\Omega^2.
$$

Since

$$
\zeta_{\text{div},k}(T_{k+1}) = \zeta_{\text{div},k}(T_{k+1} \cap T_k) + \zeta_{\text{div},k}(N_{k+1})
$$

$$
\leq \zeta_{\text{div},k}(T_{k+1} \cap T_k) + r^2\zeta_{\text{div},k}(R_k) \quad \text{by (5.2.0)},
$$

$$
= \zeta_{\text{div},k}(T_k) - (1 - r^2)\zeta_{\text{div},k}(R_k),
$$

we have

$$
\zeta_{\text{div},k+1}(T_{k+1}) - (1 + \delta_1)\{\zeta_{\text{div},k}(T_k) - \Lambda\zeta_{\text{div},k}(R_k)\} \leq (1 + \delta_1^{-1})C_{\tau}^2 \|q_k - q_{k+1}\|_\Omega^2.
$$
where, by definition, \( \Lambda = 1 - r^2 \). The first inequality follows after dividing by \( (1 + \delta_1)^{-1} \) on both sides.

Let us now prove the second inequality. Let \( T \) be any element in \( T_{k+1} \). Then, by the definition of \( \zeta_{\text{curl}} \), (5.2.4c), we obtain, after applying the triangle inequality, that

\[
|\zeta_{\text{curl},k+1}(T) - \zeta_{\text{curl},k}(T)| \leq \sqrt{C_3/2} \| q_k - q_{k+1} \|_T,
\]

by using standard inverse inequalities. We can now proceed as before to get

\[
\frac{\delta_1}{(1 + \delta_1)} \zeta_{\text{curl}}^2(q_{k+1}, T_{k+1}) - \delta_1 \{ \zeta_{\text{curl}}^2(q_k, T_k) - \lambda \zeta_{\text{curl}}^2(q_k, R_k) \} \leq \frac{C_3^2}{2} \| q_k - q_{k+1} \|_\Omega^2.
\]

This completes the proof of Lemma 5.3.2.

**5.4.2 Proof of the quasi-orthogonality inequality**

Now, we provide a proof of the quasi-orthogonality inequality of Lemma 5.3.1. Our approach is based on exploiting the similarity of the HDG methods and the mixed methods. Indeed, using the identity

\[
\| q - q_{k+1} \|_\Omega^2 + \| q_{k+1} - q_k \|_\Omega^2 = \| q - q_k \|_\Omega^2,
\]

which holds provided the orthogonality condition \((q - q_{k+1}, q_{k+1} - q_k)_\Omega = 0\) is satisfied, Chen, Holst and Xu [31] established a quasi-orthogonality inequality for mixed methods. Our strategy is to mimic this idea in the framework of HDG methods.

**Step 1: A key orthogonality property**

However, due to the fact that the approximate flux \( q_k \) is not \( H(\text{div}, \Omega) \)-conforming, the above-mentioned orthogonality property does not hold for the HDG methods. In order to overcome this difficulty, we are going to use the following result.

**Lemma 5.4.2.** We have

\[
(q - q_{k+1}, \mathbf{v})_\Omega = 0 \quad \forall \mathbf{v} \in H(\text{div}, \Omega) \cap V_{k+1} \quad \text{with} \quad \nabla \cdot \mathbf{v} = 0.
\]

*Proof.* After a simple integration by parts, we get that

\[
(q, \mathbf{v})_{\mathcal{T}_{k+1}} = (u, \nabla \cdot \mathbf{v})_{\mathcal{T}_{k+1}} - (u, \mathbf{v} \cdot \mathbf{n})_{\partial \mathcal{T}_{k+1}} \quad \forall \mathbf{v} \in V_{k+1}.
\]
Subtracting the first equation defining the HDG method \((1.2.2\text{a})\) from the equation above, we obtain
\[
(q - q_{k+1}, v)_{\Gamma_{k+1}} = (u - u_{k+1}, \nabla \cdot v)_{\Gamma_{k+1}} - \langle u - \hat{u}_{k+1}, v \cdot n \rangle_{\partial \Gamma_{k+1}}.
\]
Since the trace \(u - \hat{u}_{k+1}\) is single-valued in the interior edges and vanishes on the boundary \(\Gamma\), we have
\[
(q - q_{k+1}, v)_\Omega = (u - u_{k+1}, \nabla \cdot v)_{\Gamma_{k+1}} - \langle u - \hat{u}_{k+1}, v \cdot n \rangle_{\Gamma} = 0,
\]
for all \(v \in H(\text{div}, \Omega) \cap V_{k+1}\) with \(\nabla \cdot v = 0\). This completes the proof.

Next, to be able to apply this property to derive a quasi-orthogonality, we construct an \(H(\text{div}, \Omega)\)-conforming approximate flux by using a local post-processing.

**Step 2: Post-processing**

We define a post-processed flux \(q^*_k\) by using a slight modification of the Raviart-Thomas projection \([61]\). We take \(q^*_k \in RT_p(K)\) satisfying
\[
(q^*_k, v)_K = (q_k, v)_K \quad \forall v \in P_{p-1}(K),
\]
\[
(q^*_k \cdot n, \mu)_e = (\hat{q}_k \cdot n, \mu)_e \quad \forall \mu \in P_p(e) \text{ for all faces } e \text{ of } K.
\]
It is worth mentioning two useful properties of the post-processed flux \(q^*_k\). First, \(q^*_k\) belongs to \(H(\text{div}, \Omega)\) because the transmission condition \((1.2.3\text{b})\) strongly enforces the single-valueness of the normal component of \(\hat{q}_k\) across the faces. Second, we have \(\nabla \cdot q^*_k = f_k\). This follows immediately from the second equations defining the HDG method \((1.2.2\text{b})\),
\[
-(q^*_k, \nabla w)_{\Gamma_{k}} + (q^*_k \cdot n, w)_{\partial \Gamma_{k}} = (f, w)_{\Gamma_{k}} \quad \forall w \in W_{k},
\]
after a simple integration by parts.

**Step 3: Intermediate solution**

In order to build a link between the solution on \(\mathcal{T}_k\) with the one on its refinement \(\mathcal{T}_{k+1}\), we introduce an intermediate solution
\[
(q^*_k, v^*_k)_{\Gamma_{k+1}} = (u^*_k, \nabla \cdot v^*_k)_{\Gamma_{k+1}} = (f_k, \nabla \cdot v^*_k)_{\Gamma_{k+1}}.
\]
and define \( \tilde{q}_{k+1}^* \) to be its corresponding post-processed flux. The intermediate solution \( \tilde{q}_{k+1}^* \) relates the approximation \( q_k^* \) on the coarse mesh \( T_k \) with \( q_{k+1}^* \) on the fine mesh \( T_{k+1} \). Indeed, we observe that

\[
\nabla \cdot (q_k^* - \tilde{q}_{k+1}^*) = f_k - f_k = 0. \tag{5.4.2a}
\]

This implies that \( q_k^* - \tilde{q}_{k+1}^* \in P_p(T) \) on each element \( T \in T_h \) and hence, that

\[
q_k^* - \tilde{q}_{k+1}^* \in V_{k+1} \cap H(\text{div}, \Omega). \tag{5.4.2b}
\]

On the other hand, the difference between \( q_{k+1}^* \) and \( \tilde{q}_{k+1}^* \) is controlled by the oscillation \( \text{osc}^2(f_{k+1}, R_k) \), where

\[
\text{osc}^2(f_{k+1}, S) := \sum_{K \in S} h_K^2 \| f_{k+1} - f_k \|^2_K, \tag{5.4.3}
\]

as we see next.

**Lemma 5.4.3.** Let Assumptions A1, A2, A3 be valid and the constant \( C_\tau \) satisfy (5.3.1a). Then there exists a constant \( C_2 = C_2(\sigma, p) \) such that

\[
\| q_{k+1}^* - \tilde{q}_{k+1}^* \|^2_\Omega \leq C_2 \text{osc}^2(f_{k+1}, R_k).
\]

We give a detailed proof of this result in the appendix. This would allow us to maintain the focus on the quasi-orthogonality property. Here, let us just say that the result follows from the stability properties of the HDG methods.

**Step 4: Quasi-orthogonality**

Next, we use the orthogonality property of Lemma 5.4.2 to obtain the following result.

**Lemma 5.4.4.** Under the same assumption of Lemma 5.4.3 it holds that

\[
(1 - \epsilon) \| q - q_{k+1} \|^2_\Omega + \| q_{k+1} - q_k \|^2_\Omega \leq \| q - q_k \|^2_\Omega + \frac{1}{\epsilon} \| q_{k+1} - q_k + q_k^* - q_k \|^2_\Omega,
\]

for any \( \epsilon > 0 \).

**Proof.** From the identity

\[
\| q - q_{k+1} \|^2_\Omega + \| q_{k+1} - q_k \|^2_\Omega = \| q - q_k \|^2_\Omega - 2 (q - q_{k+1}, q_{k+1} - q_k)_\Omega
\]
we see that we have
\[ \theta := \| q - q_{k+1} \|_{\Omega}^2 + \| q_{k+1} - q_k \|_{\Omega}^2 \]
\[ = \| q - q_k \|_{\Omega}^2 - 2 (q - q_{k+1}, q_{k+1} - q_k)_{\Omega}. \]
\[ = \| q - q_k \|_{\Omega}^2 - 2 (q - q_{k+1}, q_{k+1} - \tilde{q}_{k+1}^* - q_k + q_k^*)_{\Omega}, \]

since, by the orthogonality property of Lemma 5.4.2 and property (5.4.2), we have that
\[ (q - q_{k+1}, q_k^* - \tilde{q}_{k+1}^*)_{\Omega} = 0. \]

A simple application of Young’s inequality gives
\[ \theta \leq \| q - q_k \|_{\Omega}^2 + \epsilon \| q - q_{k+1} \|_{\Omega}^2 + \frac{1}{\epsilon} \| q_{k+1} - \tilde{q}_{k+1}^* - q_k + q_k^* \|_{\Omega}^2, \]

and the result immediately follows. This completes the proof. \( \square \)

Thus, to prove the quasi-orthogonality inequality of Lemma 5.3.1, we only need to suitably estimate the term \( T(\Omega) := \| q_{k+1} - \tilde{q}_{k+1}^* - q_k + q_k^* \|_{\Omega}^2 \).

**Step 5: Estimation of \( T(\Omega) \).**

Here we prove the following proposition.

**Proposition 5.4.1.** Let the Assumptions A1, A2 and A3 be valid and the constant \( C_\tau \) satisfy (5.3.1b). Then
\[ T(\Omega) \leq \frac{\epsilon}{2} \| q_k - q_{k+1} \|_{\Omega}^2 + \frac{C_4}{\Lambda} \{ \zeta_{\text{div,k}}^2(T_k) - (1 + \delta_2)^{-1} \zeta_{\text{div,k+1}}^2(T_{k+1}) \}. \]

To prove this lemma, we are going to use the following auxiliary result.

**Lemma 5.4.5.** Let Assumptions A1 and A2 be valid. Then,
\[ T(\Omega) \leq C_4 \{ \zeta_{\text{div,k}}^2(R_k) + C_\tau^2 \| q_{k+1} - q_k \|_{\Omega}^2 \}. \]

A detailed proof is provided in the appendix. We are now ready to prove Proposition 5.4.1.
Proof. By Lemma [5.4.5] and by the reduction property of \( \zeta_{\text{div}} \), that is, by the first inequality of Lemma [5.4.1], we have

\[ \Lambda \zeta^2_{\text{div},k}(R_k) \leq \zeta^2_{\text{div},k}(T_k) - (1 + \delta_1)^{-1} \zeta^2_{\text{div},k+1}(T_{k+1}) + \delta_1^{-1} C^2 \| q_k - q_{k+1} \|^2_\Omega. \]

We immediately obtain

\[ T(\Omega) \leq C_4 \Lambda^{-1} \{ \zeta^2_{\text{div},k}(T_k) - (1 + \delta_1)^{-1} \zeta^2_{\text{div},k+1}(T_{k+1}) \}
+ (1 + \delta_1^{-1} \Lambda^{-1}) C_4 C^2 \| q_k - q_{k+1} \|^2_\Omega, \]

and the result follows from the condition on \( C_\tau \), (5.3.1b). This completes the proof. \( \square \)

Step 6: Proof of Lemma [5.3.1]

Inserting the estimate of Proposition [5.4.1] into the inequality of Lemma [5.4.4], we readily obtain

\[ (1 - \epsilon) \| q - q_{k+1} \|^2_\Omega + \frac{1}{2} \| q_{k+1} - q_k \|^2_\Omega \leq \| q - q_k \|^2_\Omega \]
\[ + \gamma(1 - \epsilon) \{ (1 + \delta_2) \zeta^2_{\text{div},k}(T_k) - \zeta^2_{\text{div},k+1}(T_{k+1}) \} \]

by definition of \( \gamma \), (5.3.2a). The quasi-orthogonality inequality, Lemma [5.3.1], follows immediately from the above inequality after dividing by \( (1 - \epsilon) \).

5.5 Completion of the Proof of the quasi-optimality property

In this section, we complete the proof of the quasi-optimality of the adaptive HDG method in Theorem [5.2.2] by proving Lemma [5.3.1].

Step One: Global efficiency of the estimator

Lemma 5.5.1 (Efficiency of the error estimator). There exists a constant \( C_2 = C_2(\sigma, p, \gamma) \) such that

\[ C_2 \zeta^2_k(T_k) \leq e^2_k. \]

The Lemma follows directly from chapter [4] Corollary 3.3, and the equivalence relation (5.2.2).
Step Two: Localized upper bound

Lemma 5.5.2 (Localized upper bound). Assume that A1, A2 and A3 holds and that $C_\tau$ satisfies

$$C_\tau^2 \leq \frac{1}{4C_4}. \tag{5.5.1}$$

Then, for any two nested meshes $\mathcal{T}_k \leq \mathcal{T}_{k+1}$, there exists a constant $C_3 = C_3(\sigma, p, \gamma)$ such that

$$3\| q_k - q_{k+1} \|_{\Omega}^2 + \gamma \zeta_{\text{div},k}(\mathcal{R}_k) \leq C_3 \zeta_k^2(\mathcal{R}_k).$$

To prove this result, we introduce an auxiliary estimator and the following auxiliary proposition.

Proposition 5.5.1 (Relation between the error estimators). It holds, for each face $e \in \mathcal{E}_k$,

$$\| q_k + \nabla u_k^* \|_{K \in \mathcal{U}_k(e)}^2 + h_e^{-1} \| (\text{Id} - P_{M_0}) [u_k^*] \|_e^2 \leq h_K^2 \| \nabla \times q_k \|_{K \in \mathcal{U}_k(e)}^2 + h_e \| [q_k]_e \|_e^2.$$

where $u_k^*$ is the post-processed scalar variable in the space

$$W_k^* = \{ w \in L^2(\Omega) : w \in \mathcal{P}_{p+1}(K) \ \forall K \in \mathcal{T}_k \},$$

satisfying

$$(u_k^* - u_k, w)_K = 0 \ \forall w \in \mathcal{P}_0(K),$$

$$(\nabla u_k^* + q_k, \nabla w)_K = 0 \ \forall w \in \mathcal{P}_{p+1}(K),$$

for all $K \in \mathcal{T}_k$.

Now we are ready to prove Lemma 5.5.2.

Proof. Since $\zeta_{\text{div},k}(\mathcal{R}_k) \leq \zeta_k(\mathcal{R}_k)$, by Proposition 5.5.1 we only need to show that

$$\| q_{k+1} - q_k \|_{\Omega}^2 \leq \sum_{K \in \mathcal{R}_k} \| q_k + \nabla u_k^* \|_{K}^2 + \sum_{e \in \mathcal{E}_k \setminus \mathcal{E}_{k+1}} h_e^{-1} \| (\text{Id} - P_{M_0}) [u_k^*] \|_e^2 + \zeta_{\text{div},k}^2(\mathcal{R}_k).$$

We proceed in several steps.
Step 1. We start by adding and subtracting $\tilde{q}_{k+1}^* - q_k^*$ to get
\[ \| q_{k+1} - q_k \|_\Omega^2 = T_1 + T_2, \]
where
\[ T_1 = (q_{k+1} - q_k, q_{k+1} - q_k - \tilde{q}_{k+1}^* + q_k^*)_\Omega, \]
\[ T_2 = (q_{k+1} - q_k, \tilde{q}_{k+1}^* - q_k^*)_\Omega. \]

We can bound the first term $T_1$ as follows:
\[ T_1 \leq \frac{1}{4} \| q_{k+1} - q_k \|_\Omega^2 + \| q_{k+1} - q_k - \tilde{q}_{k+1}^* + q_k^* \|_\Omega^2 \]
\[ \leq \left( \frac{1}{4} + C_4 C_5^2 \right) \| q_{k+1} - q_k \|_\Omega^2 + C_4 C_5^2 \zeta_{\text{div},k}(R_k), \]
by Lemma 5.4.5. Thanks to condition (5.5.1), we immediately obtain
\[ T_1 \leq \frac{1}{2} \| q_{k+1} - q_k \|_\Omega^2 + C_4 C_5^2 \zeta_{\text{div},k}(R_k). \] (5.5.2)

Step 2. Now our goal is to show that
\[ T_2 \leq \delta C_5 \| (\tilde{q}_{k+1}^* - q_k^*) \|_{R_k}^2 + \delta^{-1} \| q_k + \nabla u_k^* \|_{R_k}^2 \]
\[ + \delta^{-1} \sum_{e \in E_k \setminus E_{k+1}} h_e^{-1} \| (\text{id} - P_{M_0}) [u_k^*] \|_e^2, \] (5.5.3)
for any $\delta > 0$, where $C_5$ is some constant depending only on the shape regularity constant $\sigma$ and the polynomial degree $p$.

By the first equation defining the HDG method, (1.2.2a),
\[ (q_{k+1}, v)_{T_{k+1}} = -\langle \tilde{u}_{k+1}, v \cdot n \rangle_{\partial T_{k+1}} + (u_{k+1}, \nabla \cdot v)_{T_{k+1}} \quad \forall v \in V_{k+1}. \]
Taking $v := \tilde{q}_{k+1}^* - q_k^*$, we see, by (5.4.2a) and (5.4.2b), that
\[ (q_{k+1}, \tilde{q}_{k+1}^* - q_k^*)_{T_{k+1}} = -\langle \tilde{u}_{k+1}, (\tilde{q}_{k+1}^* - q_k^*) \cdot n \rangle_{\Gamma} = 0 \]
by the boundary condition (1.2.3a). This orthogonality relation implies that
\[ T_2 = -\langle q_k, \tilde{q}_{k+1}^* - q_k^* \rangle_{\Omega}. \]
Similarly, by the first equation defining the HDG method, (1.2.2a),

$$(q_k, v)_{T_k} = -\langle \tilde{u}_k, v \cdot n \rangle_{\partial T_k} + (u_k, \nabla \cdot v)_{T_k} \quad \forall v \in V_k.$$ 

We claim that the function $v := \Pi_{RT}^k(\tilde{q}_k^* + 1 - q_k^*)$, where $\Pi_{RT}^k$ is the Raviart-Thomas projection into the space $RT_p(T_k)$, lies in $V_k \cap H(\text{div}, \Omega)$. As a consequence, repeating the above argument, we conclude that

$$(q_k, \Pi_{RT}^k(\tilde{q}_k^* + 1 - q_k^*))_{T_k} = 0,$$ 

which readily implies that

$$T_2 = -(q_k, (\text{Id} - \Pi_{RT}^k)(\tilde{q}_k^* + 1 - q_k^*))_{\Omega}.$$ 

The claim follows from the fact that $\nabla \cdot \Pi_{RT}^k(\tilde{q}_k^* + 1 - q_k^*) = P_{W_k} \nabla \cdot (\tilde{q}_k^* + 1 - q_k^*) = 0$, by property (5.4.2a).

Using this new expression for $T_2$, we easily obtain, after a simple calculation, that

$$T_2 = -(q_k + \nabla u_k^*, (\text{Id} - \Pi_{k}^{RT})(\tilde{q}_k^* + 1 - q_k^*))_{\Omega} + (\nabla u_k^*, (\text{Id} - \Pi_{k}^{RT})(\tilde{q}_k^* + 1 - q_k^*))_{\Omega}$$

$$= T_{21} + T_{22} + T_{23},$$

where

$$T_{21} := -(q_k + \nabla u_k^*, (\text{Id} - \Pi_{k}^{RT})(\tilde{q}_k^* + 1 - q_k^*))_{\Omega}$$

$$T_{22} := -(u_k^*, \nabla \cdot (\text{Id} - \Pi_{k}^{RT})(\tilde{q}_k^* + 1 - q_k^*))_{\Omega}$$

$$T_{23} := \sum_{e \in \partial_k} \langle \nabla u_k^*, (\text{Id} - \Pi_{k}^{RT})(\tilde{q}_k^* + 1 - q_k^*) \cdot n \rangle_e.$$

Next, we estimate the three terms on the right hand side. Let us estimate $T_{21}$. Since $(\text{Id} - \Pi_{k}^{RT})(\tilde{q}_k^* + 1 - q_k^*) = 0$ on the unrefined set $T_{k+1} \cap T_k$, we have

$$T_{21} = -(q_k + \nabla u_k^*, (\text{Id} - \Pi_{k}^{RT})(\tilde{q}_k^* + 1 - q_k^*))_{R_k}$$

$$\leq \frac{\delta}{4} \| (\text{Id} - \Pi_{k}^{RT})(\tilde{q}_k^* + 1 - q_k^*) \|^2_{R_k} + \delta^{-1} \| q_k + \nabla u_k^* \|^2_{R_k},$$

for any $\delta > 0$.

Let us estimate $T_{22}$. Thanks to (5.4.2a), we obtain

$$T_{22} = (u_k^*, (\text{Id} - P_{W_k}) \nabla \cdot (\tilde{q}_k^* + 1 - q_k^*))_{\Omega} = 0.$$
Finally, let us now estimate $T_{23}$. Since $(\Id - \Pi_k^{\text{RT}})(\tilde{q}_{k+1}^* - q_k^*) \cdot \n = 0$ on the unrefined edges $\mathcal{E}_k \cap \mathcal{E}_{k+1}$, we can write that

$$T_{23} = \sum_{e \in \mathcal{E}_k \setminus \mathcal{E}_{k+1}} \langle [u_k^*], (\Id - \Pi_k^{\text{RT}})(\tilde{q}_{k+1}^* - q_k^*) \cdot \n \rangle_e$$

$$= \sum_{e \in \mathcal{E}_k \setminus \mathcal{E}_{k+1}} \langle (\Id - \mathcal{P}_{M_0}) [u_k^*], (\Id - \Pi_k^{\text{RT}})(\tilde{q}_{k+1}^* - q_k^*) \cdot \n \rangle_e \quad \text{by definition of } \Pi_k^{\text{RT}},$$

$$\leq \frac{\delta}{4} \sum_{e \in \mathcal{E}_k \setminus \mathcal{E}_{k+1}} h_e \| (\Id - \Pi_k^{\text{RT}})(\tilde{q}_{k+1}^* - q_k^*) \cdot \n \|_e^2$$

$$+ \delta^{-1} \sum_{e \in \mathcal{E}_k \setminus \mathcal{E}_{k+1}} h_e^{-1} \| (\Id - \mathcal{P}_{M_0}) [u_k^*] \|_e^2.$$

To conclude, we have

$$T_2 \leq \delta^{-1} \| q_k + \nabla u_k^* \|_{R_k}^2 + \delta^{-1} \sum_{e \in \mathcal{E}_k \setminus \mathcal{E}_{k+1}} h_e^{-1} \| (\Id - \mathcal{P}_{M_0}) [u_k^*] \|_e^2$$

$$+ \frac{\delta}{4} \sum_{e \in \mathcal{E}_k \setminus \mathcal{E}_{k+1}} h_e \| (\Id - \Pi_k^{\text{RT}})(\tilde{q}_{k+1}^* - q_k^*) \cdot \n \|_e^2$$

$$+ \frac{\delta}{4} \| (\Id - \Pi_k^{\text{RT}})(\tilde{q}_{k+1}^* - q_k^*) \|_{R_k}^2.$$

The inequality (5.5.3) follows by using a scaling argument.

**Step 3.** Next, we show that

$$\delta C_5 \| \tilde{q}_{k+1}^* - q_k^* \|_{R_k}^2 \leq \frac{C_4}{5} \zeta_{\text{div},k}^2(R_k) + \frac{1}{4} \| q_k - q_{k+1} \|_{\Omega}^2,$$  (5.5.4)

with a suitable choice of $\delta$. We have

$$\| \tilde{q}_{k+1}^* - q_k^* \|_{R_k}^2 \leq 2 \| q_{k+1} - q_k \|_{R_k}^2 + 2 \| \tilde{q}_{k+1}^* - q_k^* \|_{R_k}^2$$

$$\leq (2 + 2C_4 C_r^2) \| q_{k+1} - q_k \|_{\Omega}^2 + 2C_4 \zeta_{\text{div},k}^2(R_k)$$

by Lemma 5.4.5

$$\leq \frac{5}{2} \| q_{k+1} - q_k \|_{\Omega}^2 + 2C_4 \zeta_{\text{div},k}^2(R_k)$$

by condition (5.5.1). The inequality (5.5.4) follows by taking $\delta = \frac{1}{10C_5}$.

**Step 4.** Combining inequality (5.5.2), (5.5.3) and (5.5.4), we obtain

$$\| q_{k+1} - q_k \|_{\Omega}^2 \leq C_3 \zeta_{\text{div},k}^2(R_k) + \frac{3}{4} \| q_{k+1} - q_k \|_{\Omega}^2 + C_3 \| q_k + \nabla u_k^* \|_{R_k}^2$$

$$+ C_3 \sum_{e \in \mathcal{E}_k \setminus \mathcal{E}_{k+1}} h_e^{-1} \| (\Id - \mathcal{P}_{M_0}) [u_k^*] \|_e^2.$$
Now the lemma follows after subtracting $\frac{3}{4} \| \mathbf{q}_{k+1} - \mathbf{q}_k \|_\Omega^2$ to the left side. This completes the proof.

\[ \square \]

**Step Three: Optimal Marking**

A crucial step to prove Lemma 5.3.4 is to build a connection between the error reduction and the Dörfler marking strategy. Such a connection is stated in the following result.

**Lemma 5.5.3.** Given two nested meshes $\mathcal{T}_k \leq \mathcal{T}_{k+1}$ such that

$$ e_{k+1}^2 \leq \mu e_k^2, \quad (5.5.5) $$

where

$$ 0 < \mu = \frac{1}{2} (1 - \frac{\theta}{\theta^*}) \quad \text{and} \quad \theta^* = \frac{C_2}{2C_3}. \quad (5.5.6) $$

Assume that the marking parameter $\theta \leq \theta^*$ and the constant $C_\tau$ in A3 satisfy

$$ C_\tau^2 < \frac{1}{2\gamma}. \quad (5.5.7) $$

Then the set $\mathcal{R}_k$ satisfies the marking strategy (5.2.5).

**Proof.** The proof is carried out in two steps.

**Step 1.** First, we show that

$$ e_k^2 - 2e_{k+1}^2 \leq \| \mathbf{q} - \mathbf{q}_k \|_\Omega^2 - 2\| \mathbf{q} - \mathbf{q}_{k+1} \|_\Omega^2 + \gamma \varepsilon_{\text{div},k}^2(\mathcal{R}_k). \quad (5.5.8) $$

From the definition of the quasi-energy norm $e_k^2$,

$$ e_k^2 - 2e_{k+1}^2 := \| \mathbf{q} - \mathbf{q}_k \|_\Omega^2 - 2\| \mathbf{q} - \mathbf{q}_{k+1} \|_\Omega^2 $$

$$ + \gamma \sum_{K \in \mathcal{T}_k} h_K^2 \| P_{\mathcal{V}_k} f \|_K^2 - 2\gamma \sum_{K \in \mathcal{T}_{k+1}} h_K^2 \| P_{\mathcal{V}_{k+1}} f \|_K^2 $$

$$ + \gamma \sum_{K \in \mathcal{T}_k} \tau_K^2 h_K^2 \| P_{\mathcal{V}_k} \mathbf{q}_k \|_K^2 - 2\gamma \sum_{K \in \mathcal{T}_{k+1}} \tau_K^2 h_K^2 \| P_{\mathcal{V}_{k+1}} \mathbf{q}_{k+1} \|_K^2. $$

By Young’s inequality, we have

$$ \| \mathbf{q} - \mathbf{q}_k \|_\Omega^2 - 2\| \mathbf{q} - \mathbf{q}_{k+1} \|_\Omega^2 \leq 2\| \mathbf{q} - \mathbf{q}_{k+1} \|_\Omega^2. $$
Similarly, since $P_{W_k}^\perp = P_{W_{k+1}}^\perp$ on the set $\mathcal{T}_k \cap \mathcal{T}_{k+1}$, we note

$$
\gamma \sum_{K \in \mathcal{T}_k} h_K^2 \| P_{W_k}^\perp f \|^2_K - 2\gamma \sum_{K \in \mathcal{T}_{k+1}} h_K^2 \| P_{W_{k+1}}^\perp f \|^2_K \leq \gamma \sum_{K \in \mathcal{R}_k} h_K^2 \| P_{W_k}^\perp f \|^2_K.
$$

Similarly, since $P_{V_k}^\perp = P_{V_{k+1}}^\perp$ on the set $\mathcal{T}_k \cap \mathcal{T}_{k+1}$,

$$
\gamma \sum_{K \in \mathcal{T}_k} \tau_K^2 h_K^2 \| P_{V_k}^\perp q_k \|^2_K - 2\gamma \sum_{K \in \mathcal{T}_{k+1}} \tau_K^2 h_K^2 \| P_{V_{k+1}}^\perp q_{k+1} \|^2_K
\leq \gamma \sum_{K \in \mathcal{R}_k} \tau_K^2 h_K^2 \| P_{V_k}^\perp q_k \|^2_K + 2\gamma \sum_{K \in \mathcal{T}_k \cap \mathcal{T}_{k+1}} \tau_K^2 h_K^2 \| P_{V_k}^\perp (q_k - q_{k+1}) \|^2_K
\leq \gamma \sum_{K \in \mathcal{R}_k} \tau_K^2 h_K^2 \| P_{V_k}^\perp q_k \|^2_K + \| q_k - q_{k+1} \|^2_\Omega.
$$

by (5.5.7). We conclude that

$$
e_k^2 - 2e_{k+1}^2 \leq 3 \| q_k - q_{k+1} \|^2_\Omega + \gamma \sum_{K \in \mathcal{R}_k} h_K^2 (\| P_{W_k}^\perp f \|^2_K + \tau_K^2 \| P_{V_k}^\perp q_k \|^2_K)
\leq 3 \| q_k - q_{k+1} \|^2_\Omega + \gamma \zeta_{\text{div},k}^2 (\mathcal{R}_k).
$$

Step 2. Our goal is to show that

$$
\theta \zeta_k^2 (\mathcal{T}_k) \leq \zeta_k^2 (\mathcal{R}_k).
$$

From the efficiency of the estimator, Lemma 5.5.1 we have

$$
(1 - 2\mu) C_2 \zeta_k^2 (\mathcal{T}_k) \leq (1 - 2\mu) e_k^2 \leq e_k^2 - 2e_{k+1}^2
\leq 3 \| q_k - q_{k+1} \|^2_\Omega + \gamma \zeta_{\text{div},k}^2 (\mathcal{R}_k),
$$

by (5.5.8). By the localized upper bound, Lemma 5.5.2 we obtain

$$
(1 - 2\mu) C_2 \zeta_k^2 (\mathcal{T}_k) \leq C_3 \zeta_k^2 (\mathcal{R}_k).
$$

We deduce that

$$
\frac{(1 - 2\mu) C_2}{C_3} \zeta_k^2 (\mathcal{T}_k) \leq \zeta_k^2 (\mathcal{R}_k).
$$

Since, by (5.5.6), $\mu \leq \frac{1}{2} \left(1 - \frac{\theta}{\theta_*} \right)$ and $\theta_* := \frac{C_2}{2C_3}$. This completes the proof of (5.5.9).
Step Four: Proof of Lemma 5.3.4

Thanks to this lemma, we show that the cardinality of the marked elements is controlled by the error reduction. To do so, let us first introduce the meshes overlay and an important property on the cardinality of the overlay mesh.

Given two meshes $T_i$ and $T_k$ in $T$, we define the overlay $T_j$ as the smallest conforming mesh in $T$ such that $T_i, T_k \leq T_j$ and we denote $T_j := T_i \oplus T_k$.

**Lemma 5.5.4** (Overlay of meshes, [66, 30]). Let $T_0$ be an initial conforming mesh. Then, given any two meshes $T_i, T_k \in T$, the overlay $T_j := T_i \oplus T_k$ satisfies

$$
\#T_j \leq \#T_i + \#T_k - \#T_0.
$$

Now we are ready to prove Lemma 5.3.4.

Proof. Set $\psi^2 := \frac{\nu}{2} e^2_k$. According to the definition of the approximation class $A_s$ (5.2.8), there exists a mesh $T_i$ such that

$$
e^2_i \leq \psi^2, \quad (5.5.10a)
$$

$$
\#T_i - \#T_0 \leq \left\{ \frac{|(f, q)|_{A_s}}{\psi} \right\}^{1/s}, \quad (5.5.10b)
$$

where $e^2_i := \|q - q_i\|_\Omega^2 + \gamma \|\nabla (T_i)\|$. Let $T_j := T_k \oplus T_i$ be the overlay of $T_i$ and $T_k$. Since $T_j \geq T_i$, by taking $\epsilon \leq 1/4$ and $\delta_2 \leq 1$ in Lemma 5.3.1, we obtain

$$
e^2_j \leq 2e^2_i
$$

where $e^2_j := \|q - q_j\|_\Omega^2 + \gamma \|\nabla (T_j)\|$. In view of (5.5.10a),

$$
e^2_j \leq 2\psi^2 := \mu e^2_k.
$$

Hence, by Lemma 5.5.3, the refined set $R_{T_k \to T_j}$ satisfies the marking strategy property (5.2.5). Since the marking procedure ensures the minimal cardinality of the marked set, we deduce that

$$
\#M_k \leq \#R_{T_k \to T_j} \leq \#T_j - \#T_k \leq \#T_i - \#T_0,
$$

by Lemma 5.5.4. We conclude from inequality (5.5.10b) that

$$
\#M_k \leq (2\mu)^{- \frac{1}{s}} |f, q|_{A_s}^{\frac{1}{s}} e_k^{- \frac{1}{s}}.
$$

This completes the proof.
5.6 Proof of Lemma 5.6.2

In this section, we are going to prove Lemma 5.6.2 which is used in Step 5 of the proof of the quasi-orthogonality inequality. It is worth mentioning that the derivation of this lemma depends solely on the property of the HDG methods. Here, we carry out the proof in three steps as follows.

**Step One.** We introduce a crucial trace residual decomposition. To state the result, let us introduce the following notation. We set

\[(q_{k+1}, u_{k+1}) := \text{LOCAL}\text{SOLVER}(f_{k+1}, \tilde{u}_{k+1}, \tau_T, T),\]

where \((q_{k+1}, u_{k+1})\) satisfies the equations defining the HDG methods \((1.2.2a), (1.2.2b)\) and \((1.2.2)\) for the element \(T \in T_{k+1}\).

**Lemma 5.6.1** (Decomposition of the trace residual). Let Assumption A1 be valid and set \((q_{k+1}, u_{k+1}) = \text{LOCAL}\text{SOLVER}(f_{k+1}, \tilde{u}_{k+1}, \tau_T, T)\). Then, for each \(T \in T_{k+1}\), the trace residual admits a unique orthogonal decomposition

\[\tilde{u}_{k+1} - u_{k+1} = w_{k+1} + v_{k+1} \cdot n\quad \text{on} \quad \partial T,\]

where

\[w_{k+1} \in W^\perp(T) := \{ w \in P_p(T) : (w, w)_{T} = 0 \quad \forall \tilde{w} \in P_{p-1}(T) \},\]

\[v_{k+1} \in V^\perp(T) := \{ v \in P_p(T) : (v, \tilde{v})_{T} = 0 \quad \forall \tilde{v} \in P_{p-1}(T) \} ,\]

and

\[\langle w_{k+1}, v_{k+1} \cdot n \rangle_{\partial T} = 0.\]

Moreover,

\[\| w_{k+1} \|_{\partial T}^2 \simeq h_T \tau_T^{-2} \| P_{W_{k+1}} f_{k+1} \|_{T}^2, \quad \| v_{k+1} \cdot n \|_{\partial T}^2 \simeq h_T \| P_{V_{k+1}} q_{k+1} \|_{T}^2 .\]

where the hidden constant depends only on the shape regularity constant \(\sigma\) and the polynomial degree \(p\).

**Proof.** The decomposition

\[\tilde{u}_{k+1} - u_{k+1} = w_{k+1} + v_{k+1} \cdot n\quad \text{on} \quad \partial T,\]
where \( w_{k+1} \in W^\perp(T) \) and \( v_{k+1} \in V^\perp(T) \), follows directly from a result established in [38] which states that each function
\[
\hat{\mu} \in P_p(\partial T) := \{ \mu \in L^2(\partial T) : \mu|_e \in P_p(e) \text{ for each } e \in \partial T \}
\]
has a unique decomposition
\[
\hat{\mu} = w + v \cdot n \quad \text{on } \partial T \quad \text{such that } \langle w, v \cdot n \rangle_{\partial T} = 0,
\]
for some \( w \in W^\perp(T) \) and \( v \in V^\perp(T) \).

Here, we only need to prove that
\[
\| w_{k+1} \|^2_{\partial T} \simeq h_T \tau_T^{-2} \| P_{W_{k+1}}^\perp f_{k+1} \|^2_T, \quad \| v_{k+1} \cdot n \|^2_{\partial T} \simeq h_T \| P_{V_{k+1}}^\perp q_{k+1} \|^2_T.
\]

After a simple integration by parts, the first two equations defining the HDG method, (1.2.2a) and (1.2.2b), read
\[
\langle u_{k+1} - \hat{u}_{k+1}, v \cdot n \rangle_{\partial T} = (q_{k+1} + \nabla u_{k+1}, v)_T, \quad \langle (\hat{q}_{k+1} - q_{k+1}) \cdot n, w \rangle_{\partial T} = (f_{k+1} - \nabla \cdot q_{k+1}, w)_T.
\]

for all \( v \in P_p(T) \) and \( w \in P_p(T) \). By the definition of the numerical flux, equation (1.2.2),
\[
(\hat{q}_{k+1} - q_{k+1}) \cdot n = \tau_T (u_{k+1} - \hat{u}_{k+1}).
\]

In view of the Assumption A1 and the orthogonal decomposition of the trace residual, we have
\[
\langle v_{k+1} \cdot n, v \cdot n \rangle_{\partial T} = (q_{k+1} + \nabla u_{k+1}, v)_T \quad \forall v \in V^\perp(T), \quad \tau_T \langle w_{k+1}, w \rangle_{\partial T} = (f_{k+1} - \nabla \cdot q_{k+1}, w)_T \quad \forall w \in W^\perp(T).
\]

To show that
\[
\| w_{k+1} \|^2_{\partial T} \leq h_T \tau_T^{-2} \| P_{W_{k+1}}^\perp f_{k+1} \|^2_T, \quad \| v_{k+1} \cdot n \|^2_{\partial T} \leq h_T \| P_{V_{k+1}}^\perp q_{k+1} \|^2_T,
\]
we take \( w = w_{k+1} \) and \( v = v_{k+1} \), use the Assumption A1 and obtain
\[
\| v_{k+1} \cdot n \|^2_{\partial T} = (q_{k+1}, v_{k+1})_T, \quad \tau_K \| w_{k+1} \|^2_{\partial T} = (f_{k+1}, w_{k+1})_T.
\]
The estimate follows immediately from the standard inequalities that
\[ \| v_{k+1} \|_T \leq h_T^{1/2} \| v_{k+1} \cdot n \|_{\partial T}, \quad \| w_{k+1} \|_T \leq h_T^{1/2} \| w_{k+1} \|_{\partial T}. \]

The other direction of the inequalities can be proved in a similar fashion. We take
\[ w = P_{W_{k+1}} f_{k+1} \text{ and } v = P_{V_{k+1}} q_{k+1}, \]
and obtain
\[ \| P_{V_{k+1}} q_{k+1} \|_T^2 = \langle v_{k+1} \cdot n, P_{V_{k+1}} q_{k+1} \rangle_{\partial T}, \]
\[ \| P_{W_{k+1}} f_{k+1} \|_T^2 = \langle \tau K w_{k+1}, P_{W_{k+1}} f_{k+1} \rangle_{\partial T}. \]

This completes the proof of Lemma 5.6.1. \( \square \)

**Step Two.** Thanks to this lemma, we can estimate \( \| q_{k+1} - q^*_{k+1} \|_T^2 \) as follows.

**Lemma 5.6.2.** Let Assumption A1 be valid and set
\[ (q_{k+1}, u_{k+1}) := \text{LOCAL_SOLVER}(f_{k+1}, \hat{u}_{k+1}, \tau_T, T). \]

Then
\[ \| q_{k+1} - q^*_{k+1} \|_T^2 \simeq h_T \| (\hat{q}_{k+1} - q_{k+1}) \cdot n \|_{\partial T}^2 \leq C_1 \zeta^2 \text{div}(f_{k+1}, q_{k+1}, T). \]

**Proof.** By a standard scaling argument, we have
\[ \| q_{k+1} - q^*_{k+1} \|_T^2 \simeq h_T \| (q_{k+1} - q^*_{k+1}) \cdot n \|_{\partial T}^2 \]
\[ = h_T \| (q_{k+1} - \hat{q}_{k+1}) \cdot n \|_{\partial T}^2, \quad \text{by (5.4.1b)}. \]

By the definition of numerical flux, (1.2.2), we obtain
\[ \| q_{k+1} - q^*_{k+1} \|_T^2 = h_T \| \tau_T (u_{k+1} - \hat{u}_{k+1}) \|_{\partial T}^2. \]

Thanks to Assumption A1 and the orthogonality decomposition in Lemma 5.6.1
\[ \| q_{k+1} - q^*_{k+1} \|_T^2 = \tau_T^2 h_T (\| w_{k+1} \|_{\partial T}^2 + \| v_{k+1} \cdot n \|_{\partial T}^2). \]
By the estimate of $\| w_{k+1} \|_{\partial T}^2$ and $\| v_{k+1} \cdot n \|_{\partial T}^2$ in Lemma 5.6.1 we have

$$\| q_{k+1} - q^*_k \|^2_T \simeq h_T^2 \| P_{W_{k+1}} f_{k+1} \|_{\Omega}^2 + h_T^2 \tau_T^2 \| P_{V_{k+1}} q_{k+1} \|^2_T,$$

$$:= \zeta_{\text{div}}^2(f_{k+1}, q_{k+1}, T).$$

This concludes the proof of Lemma 5.6.2.

**Step Three.** Proof of Lemma 5.4.5

With a simple calculation, we have

$$T(\Omega) \leq 2 \| q_{k+1} - q^*_k - q^*_{k+1} - q^*_k \|_{\Omega}^2 + 2 \| q^*_{k+1} - q_{k+1} \|_{\Omega}^2 \leq 2 \| q_{k+1} - q^*_k - q^*_{k+1} - q^*_k \|_{\Omega}^2 + 2 C_2 \text{osc}^2(f_{k+1}, R_k),$$

by Lemma 5.4.3. Since $\text{osc}^2(f_{k+1}, R_k) \leq \zeta_{\text{div},k}^2(R_k)$, we only need to show that

$$\| q_{k+1} - q^*_k - q^*_{k+1} - q^*_k \|_{\Omega}^2 \leq \zeta_{\text{div},k}^2(R_k) + C_2 \| q_{k+1} - q^*_k \|_{\Omega}^2.$$

To do so, we divide the set $T_k$ into the set of refined elements $R_k$ and the set of unrefined elements $T_{k+1} \cap T_k$.

**Step 1.** For the unrefined set $T_{k+1} \cap T_k$, thanks to Assumption A2, we have

$$(q_{k+1} - q_k, u_{k+1} - u_k) = \text{LOCAL}\_\text{SOLVER}(0, \tilde{u}_{k+1} - \tilde{u}_k, \tau_T, T)$$

for all $T \in T_{k+1} \cap T_k$. By Lemma 5.6.2

$$\| q_{k+1} - q^*_k - q^*_{k+1} - q^*_k \|_{T}^2 \leq C_1 \zeta_{\text{div}}^2(0, q_{k+1} - q_k, T),$$

$$:= C_1 \tau_T^2 h_T^2 \| P_{V_{k+1}} (q_{k+1} - q_k) \|_{T}^2.$$

Summing over $T \in T_{k+1} \cap T_k$, we obtain

$$\| q_{k+1} - q^*_k - q^*_{k+1} - q^*_k \|_{T_{k+1} \cap T_k}^2 \leq C_1 C_2^2 \sum_{T \in T_{k+1} \cap T_k} \| P_{V_{k+1}} (q_{k+1} - q_k) \|_{T}^2,$$

$$\leq C_1 C_2^2 \| q_{k+1} - q^*_k \|_{\Omega}^2.$$

**Step 2.** It remains to show that, for the set $R_k$,

$$\| q_{k+1} - q^*_k - q^*_{k+1} - q^*_k \|_{R_k} \leq \zeta_{\text{div},k}^2(R_k) + C_2 \| q_{k+1} - q_k \|_{\Omega}.$$
Since
\[
\| q_{k+1} - q^*_k \|_{R_k}^2 \leq 2 \| q_{k+1} - q^*_k \|_{R_k}^2 + 2 \| q_k - q^*_k \|_{R_k}^2
\]
we obtain
\[
\| q_{k+1} - q^*_k \|_{R_k}^2 \leq 2 \| q_{k+1} - q^*_k \|_{R_k}^2 + 2 \| q_k - q^*_k \|_{R_k}^2,
\]
by Lemma 5.6.2. Now, we see that it is sufficient to show that
\[
\zeta_{div,k+1}(N_{k+1}) \leq 2 \zeta_{div,k}(R_k) + 2 \sum_{T \in N_{k+1}} \tau_T^2 h_T^2 \| q_{k+1} - q_k \|_T^2.
\]
To do so, we note that
\[
\zeta_{div,k+1}(N_{k+1}) := \sum_{T \in N_{k+1}} h_T^2 \| P_{W_k} f \|_T^2 + \sum_{T \in N_{k+1}} \tau_T^2 h_T^2 \| P_{V_k} q_{k+1} \|_T^2
\]
\[
\leq \sum_{T \in N_{k+1}} h_T^2 \| P_{W_k} f \|_T^2 + 2 \sum_{T \in N_{k+1}} \tau_T^2 h_T^2 \| P_{V_k} q_k \|_T^2
\]
\[\quad + 2 \sum_{T \in N_{k+1}} \tau_T^2 h_T^2 \| P_{V_k} (q_k - q_{k+1}) \|_T^2.
\]
Since \( \| P_{V_k} q_k \|_T \leq \| P_{V_k} f \|_T \) and \( \| P_{W_k+1} f \|_T \leq \| P_{W_k} f \|_T \), we obtain
\[
\zeta_{div,k+1}(N_{k+1}) \leq \sum_{T \in N_{k+1}} h_T^2 \| P_{W_k} f \|_T^2 + 2 \sum_{T \in N_{k+1}} \tau_T^2 h_T^2 \| P_{V_k} q_k \|_T^2
\]
\[\quad + 2 C_T^2 \| q_k - q_{k+1} \|_T^2
\]
\[\leq \sum_{K \in K} h_K^2 \| P_{W_k} f \|_K^2 + 2 \sum_{K \in K} \tau_K^2 h_K^2 \| P_{V_k} q_k \|_K^2
\]
\[\quad + 2 C_T^2 \| q_k - q_{k+1} \|_T^2.
\]
by (5.6) that \( h_T \leq h_K \) provided that \( T \subset K \). This completes the proof.

### 5.7 Proof of Lemma 5.4.3

In this section, we are going to prove the stability property of the HDG method as we claim in Lemma 5.4.3. Note that the proof is based on the trace residual decomposition.
which is introduced in the previous section. Let us start by gathering several preliminary results.

Let \((\bar{q}_{k+1}, \bar{u}_{k+1}, \hat{u}_{k+1}) = \text{SOLVE}(f_k - f_{k+1}, \mathcal{T}_{k+1})\) and \(\bar{q}_{k+1}^*\) be the corresponding post-processed flux. To show Lemma 5.4.3 we only need to show that

\[
\| \bar{q}_{k+1}^* \|^2_{T_{k+1}} \leq \mathcal{C}_{osc}^2(\|f_{k+1} - f_k\|_{L^2(T_k)}).
\]

To do so, we start by introducing a special vector field \(\Phi \in L^2(\Omega)\) and a flux projection \(\Pi V_{k+1}\).

For each element \(K \in \mathcal{T}_k\), there exists a vector field \(\Phi_K \in H^1(\Omega)\) with compact support in \(K\) such that

\[
\nabla \cdot \Phi_K = f_{k+1} - f_k \quad \text{in } K,
\]

satisfying

\[
\| \Phi_K \|_{H^1(\Omega)} \leq C_{reg} \| f_{k+1} - f_k \|_{L^2(K)}.
\]

where the constant \(C_{reg}\) depends only on the shape regularity of \(K\), see [20, 10, 42]. We construct the vector field

\[
\Phi = \sum_{K \in \mathcal{R}_k} \Phi_K.
\]

Since \(\Phi_K\) vanishes outside the element \(K\), we have that \(\Phi\) satisfies the elliptic regularity

\[
\| \nabla \Phi \|_{K} = \| \nabla \Phi_K \|_{K} \leq C_{reg} \| f_{k+1} - f_k \|_{L^2(K)}
\]

(5.7.1)

for each \(K \in \mathcal{R}_k\).

We also remind the reader that, for all \(T \in \mathcal{T}_{k+1}\), there exists a well-defined projection from \(H(\text{div}, T)\) to \(P_k(T)\) such that

\[
(\Phi - \Pi V_{k+1} \Phi, v)_T = 0 \quad \forall v \in P_{k-1}(T),
\]

(5.7.2)

\[
((\Phi - \Pi V_{k+1} \Phi) \cdot n, v \cdot n)|_{\partial T} = 0 \quad \forall v \in P_k^+(T),
\]

(5.7.3)

see Section 6 in [39]. Moreover, the projection so-defined has the approximation property that

\[
\| \Phi - \Pi V_{k+1} \Phi \|^2_T \lesssim h_T^2 \| \Phi \|^2_{H^1(T)}.
\]

(5.7.4)

Now we are ready to prove the lemma.
Proof of Lemma 5.4.3. We divide the proof into five steps.

**Step One.** Our first goal is to establish the following energy identity,

\[
\|q_{k+1}\|_{T_{k+1}}^2 + \|T_{T}^{1/2}(\tilde{u}_{k+1} - u_{k+1})\|_{\partial T_{k+1}}^2 = (f_{k+1} - f_k, u_{k+1})_{T_{k+1}}. \tag{5.7.5}
\]

From the following equations defining the HDG method,

\[
(q_{k+1}, v)_{T_{k+1}} - (\tilde{u}_{k+1}, \nabla \cdot v)_{T_{k+1}} = -\langle \tilde{u}_{k+1}, v \cdot n \rangle_{\partial T_{k+1}} \quad \forall v \in V_{k+1},
\]

\[-(q_{k+1}, \nabla w)_{T_{k+1}} + \langle q_{k+1}, n \cdot w \rangle_{\partial T_{k+1}} = (f_{k+1} - f_k, w)_{T_{k+1}} \quad \forall w \in W_{k+1},
\]

we take \(v = \tilde{q}_{k+1}\) and \(w = \tilde{u}_{k+1}\), add up two equations and obtain, after some algebraic manipulations, that

\[
\|\tilde{q}_{k+1}\|_{T_{k+1}}^2 + \langle \tilde{q}_{k+1} - q_{k+1}, \cdot n, \tilde{u}_{k+1} - \tilde{u}_{k+1} \rangle_{\partial T_{k+1}}
\]

\[
= (f_{k+1} - f_k, \tilde{u}_{k+1})_{T_{k+1}} - \langle \tilde{q}_{k+1}, n, \tilde{u}_{k+1} \rangle_{\partial T_{k+1}}.
\]

Thanks to the transmission condition (1.2.3b) and the homogeneous boundary condition (1.2.3a), we have

\[
\langle \tilde{q}_{k+1}, n, \tilde{u}_{k+1} \rangle_{\partial T_{k+1}} = 0.
\]

The energy identity (5.7.5) follows from the definition of \(\tilde{q}_{k+1}\), (1.2.2).

**Step Two.** Our second goal is to show the following duality identity,

\[
(f_{k+1} - f_k, \tilde{u}_{k+1}) = (q_{k+1}, (\Pi_{V_{k+1}} - \Pi_{k}^{RT}) \Phi)_{T_{k+1}}
\]

\[
+ \langle \tilde{u}_{k+1} - \tilde{u}_{k+1}, (\Phi - \Pi_{V_{k+1}} \Phi) \cdot n \rangle_{\partial T_{k+1}},
\]

where \(\Pi_{k}^{RT}\) denotes the Raviart-Thomas projection into the RT space \(RT_p(T_k)\).

We start from the equation

\[
(f_{k+1} - f_k, \tilde{u}_{k+1}) = (\tilde{u}_{k+1}, \nabla \cdot \Phi)_{T_{k+1}}
\]

\[
= \langle \tilde{u}_{k+1}, \Phi \cdot n \rangle_{\partial T_{k+1}} - (\nabla \tilde{u}_{k+1}, \Phi)_{T_{k+1}} \quad \text{by (5.7.2)},
\]

\[
= \langle \tilde{u}_{k+1}, \Phi \cdot n \rangle_{\partial T_{k+1}} - (\nabla \tilde{u}_{k+1}, \Pi_{V_{k+1}} \Phi)_{T_{k+1}}
\]

\[
+ \langle \tilde{u}_{k+1} - \tilde{u}_{k+1}, \Phi \cdot n \rangle_{\partial T_{k+1}}
\]

\[
= (q_{k+1}, \Pi_{V_{k+1}} \Phi)_{T_{k+1}} + \langle \tilde{u}_{k+1}, \Phi \cdot n \rangle_{\partial T_{k+1}}
\]

\[
+ \langle \tilde{u}_{k+1} - \tilde{u}_{k+1}, \Phi \cdot n \rangle_{\partial T_{k+1}},
\]
by (1.2.2a). Due to the homogeneous boundary condition (1.2.3a), we obtain
\[
(f_{k+1} - f_k, \bar{u}_{k+1}) = (q_{k+1}, \Pi V_{k+1} \Phi)_{T_{k+1}} + \langle \bar{u}_{k+1} - \tilde{u}_{k+1}, (\Phi - \Pi V_{k+1} \Phi) \cdot n \rangle_{\partial T_{k+1}}.
\]
To prove the duality identity (5.7.6), it remains to show that
\[
(q_{k+1}, \Pi^{RT}_k \Phi)_{T_{k+1}} = 0.
\]
We note that
\[
\nabla \cdot \Pi^{RT}_k \Phi = P_{W_k} \nabla \cdot \Phi = P_{W_k} (f_{k+1} - f_k) = 0,
\]
which implies that \(\Pi^{RT}_k \Phi\) belongs to \(V_k\). We also note that \(\Pi^{RT}_k \Phi\) belongs to \(H(\text{div}, \Omega)\).
By the first equation defining the HDG method, (1.2.2a), we obtain
\[
(q_{k+1}, \Pi^{RT}_k \Phi)_{T_{k+1}} = (\bar{u}_{k+1}, \nabla \cdot \Pi^{RT}_k \Phi)_{T_{k+1}} - \langle \tilde{u}_{k+1}, \Pi^{RT}_k \Phi \cdot n \rangle_{\partial T_{k+1}} = 0.
\]
This proves the duality identity (5.7.6).

**Step Three.** According to the trace residual decomposition, Lemma 5.6.1, we have
\[
\tilde{u}_{k+1} - \bar{u}_{k+1} = \bar{w}_{k+1} + \bar{v}_{k+1} \cdot n.
\]
Our third goal is to show that, for each \(T \in T_{k+1}\),
\[
(P_{\partial T} - \Pi V_{k+1}) \Phi \cdot n = \tau_T \bar{w}_{k+1} \quad \text{on} \; \partial T. \tag{5.7.7}
\]
We note the function \((P_{\partial K} - \Pi V_{k+1}) \Phi \cdot n\) defined on the boundary of \(T\) belongs to \(P_p(\partial K)\). By the orthogonal decomposition in Lemma 5.6.1 it can be decomposed as
\[
(P_{\partial K} - \Pi V_{k+1}) \Phi \cdot n = w_\Phi + v_\Phi \cdot n
\]
where \(w_\Phi \in W^\perp(T)\) and \(v_\Phi \in V^\perp(T)\). Due to the definition of \(\Pi V_{k+1} \) (5.7.3), we immediately have that \(v_\Phi = 0\). Thus, thanks to Assumption A1, to prove (5.7.7), we only need to show that
\[
\langle (P_{\partial T} - \Pi V_{k+1}) \Phi \cdot n, w \rangle_{\partial T} = \langle \tau_T \bar{w}_{k+1}, w \rangle_{\partial T} \quad \forall w \in W^\perp(T).
\]
After an integration by parts, we obtain, for all \( w \in W^1(T) \),
\[
\langle (P_{\partial T} - \Pi V_{k+1}) \Phi \cdot n, w \rangle_{\partial T} = (\Phi - \Pi V_{k+1} \Phi, \nabla w)_T
\]
\[
+ (\nabla \cdot (\Phi - \Pi V_{k+1} \Phi), w)_T
\]
\[
= (\nabla \cdot \Phi, w)_T
\]
\[
= (f_{k+1} - f_k, w)_T
\]
By the second equation defining the HDG methods \((1.2.2b)\),
\[
\langle (P_{\partial T} - \Pi V_{k+1}) \Phi \cdot n, w \rangle_{\partial T} = -\langle \tilde{q}_{k+1}, \nabla w \rangle_T + \langle \hat{q}_{k+1} \cdot n, w \rangle_{\partial T}
\]
\[
= (\langle \tilde{q}_{k+1} - \hat{q}_{k+1} \rangle \cdot n, w \rangle_{\partial T} + (\nabla \cdot q_{k+1}, w)_T
\]
By the definition of the numerical flux \((1.2.2)\),
\[
\langle (P_{\partial T} - \Pi V_{k+1}) \Phi \cdot n, w \rangle_{\partial T} = \langle \tau_T(\bar{u}_{k+1} - \bar{\tilde{u}}_{k+1}), w \rangle_{\partial T}
\]
\[
= \langle \tau_T \bar{w}_{k+1}, w \rangle_{\partial T} + \langle \tau_T \bar{v}_{k+1} \cdot n, w \rangle_{\partial T},
\]
by the trace residual decomposition in Lemma \(5.6.1\). By Assumption \(A1\), \(\langle \tau_T \bar{v}_{k+1} \cdot n, w \rangle_{\partial T} = 0\) for all \( w \in \mathcal{P}_p^1(T) \), the claim \((5.7.7)\) follows.

**Step Four.** Next, we show
\[
\| \tilde{q}_{k+1} \|_{T_{k+1}}^2 \leq C_{reg}^2 \sum_{K \in T_k} h_K^2 \| f_{k+1} - f_k \|_K^2. \tag{5.7.8}
\]
Combining the energy identity \((5.7.5)\) and the duality identity \((5.7.6)\), we obtain
\[
\| \tilde{q}_{k+1} \|_{\Omega}^2 = (\tilde{q}_{k+1}, (\Pi V_{k+1} - \Pi^\text{RT}_k) \Phi)_{T_{k+1}} - \| \tau_T^{1/2} (\bar{u}_{k+1} - \bar{\tilde{u}}_{k+1}) \|_T_{k+1}^2
\]
\[
+ \langle \bar{u}_{k+1} - \bar{\tilde{u}}_{k+1}, (P_{\partial T} \Phi - \Pi V_{k+1} \Phi) \cdot n \rangle_{\partial T_{k+1}}
\]
In view of the trace residual decomposition, Lemma \(5.6.1\) and \(5.7.7\), we have
\[
\| \tilde{q}_{k+1} \|_{\Omega}^2 = (\tilde{q}_{k+1}, (\Pi V_{k+1} - \Pi^\text{RT}_k) \Phi)_{T_{k+1}} - \| \tau_T^{1/2} \bar{w}_{k+1} \|_{T_{k+1}}^2
\]
\[
- \| \tau_T^{1/2} (\bar{v}_{k+1} \cdot n) \|_{T_{k+1}}^2 + \langle \bar{u}_{k+1} - \bar{\tilde{u}}_{k+1}, \tau_T \bar{w}_{k+1} \rangle_{\partial T_{k+1}}
\]
\[
= (\tilde{q}_{k+1}, (\Pi V_{k+1} - \Pi^\text{RT}_k) \Phi)_{T_{k+1}} - \| \tau_T^{1/2} (\bar{v}_{k+1} \cdot n) \|_T_{k+1}^2
\]
\[
\leq (\tilde{q}_{k+1}, (\Pi V_{k+1} - \Pi^\text{RT}_k) \Phi)_{T_{k+1}}.
\]
Hence, by the approximation properties of $\Pi V_{k+1}$ and $\Pi_{k}^{RT}$, we obtain

$$\|\bar{q}_{k+1}\|_{T_{k+1}}^{2} \leq \|\Pi V_{k+1} - \Pi_{k}^{RT}\| \|\Phi\|_{\Omega}^{2} \leq \sum_{K \in T_{k}} h_{K}^{2} \|\nabla \Phi\|_{K}^{2}.$$ 

By the regularity of the vector field $\Phi$ \[5.7.1\], we have

$$\|\bar{q}_{k+1}\|_{T_{k+1}}^{2} \leq \sum_{K \in T_{k}} h_{K}^{2} \|f_{k+1} - f_{k}\|_{K}^{2}.$$ 

**Step Five.** Now we are in the position to prove the lemma. By Young’s inequality, we have

$$\|\bar{q}^{*}_{k+1}\|_{T_{k+1}}^{2} \leq 2\|\bar{q}_{k+1}\|_{T_{k+1}}^{2} + 2\|\bar{q}^{*}_{k+1} - q_{k+1}\|_{T_{k+1}}^{2}$$

By Lemma \[5.6.2\] we obtain

$$\|\bar{q}^{*}_{k+1}\|_{T_{k+1}}^{2} \leq 2\|\bar{q}_{k+1}\|_{T_{k+1}}^{2} + 2C_{1} \sum_{T \in T_{k+1}} h_{T}^{2} \|P_{V_{k+1}} q_{k+1}\|_{T}^{2}$$

$$+ 2C_{1} \sum_{T \in T_{k+1}} h_{T}^{2} \|P_{W_{k+1}} (f_{k+1} - f_{k})\|_{T}^{2}$$

$$\leq 2(C_{1} C_{2}^{2} + 1)\|\bar{q}_{k+1}\|_{\Omega}^{2} + 2C_{1} \text{osc}^{2}(f_{k+1}, R_{k}).$$

By the condition on $C_{\tau}$ \[5.3.1a\] and \[5.7.8\],

$$\|\bar{q}^{*}_{k+1}\|_{T_{k+1}}^{2} \leq \{2(C_{1} + 1)C_{reg}^{2} + 2C_{1}\} \text{osc}^{2}(f_{k+1}, R_{k}).$$

This completes the proof of Lemma \[5.4.3\].
Chapter 6

Conclusion and Discussion

Let us note that the convergence and quasi-optimality of the AHDG methods work not only for simplexes but for other elements like, for example, rectangular and cube elements.

The result could be generalized to second-order elliptic equations in divergence form whose coefficients are piecewise-constant and mixed boundary conditions, that is,

\[ u = g \quad \text{on } \partial \Omega_D, \]
\[ q \cdot n = q_N \quad \text{on } \partial \Omega_N, \]

where \( g \) is the restriction to \( \partial \Omega \) of a piece-wise polynomial function and \( q_N \) restricted on the boundary edges \( e \in \mathcal{E}^D \) is a polynomial in the finite element space \( \mathcal{P}_k(e) \).

The convergence and quasi-optimality of the adaptive method for other problems, for example, convection-diffusion equation and Stokes equation, remains an open problem. The study on these topics will constitute the subject of ongoing work.
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