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Abstract

Multi-robot systems, or mobile sensor networks, which have become increasingly popular due to recent advances in electronics and communications, can be used in a wide range of applications, such as space exploration, search and rescue, target tracking, and cooperative localization and mapping. In contrast to single robots, multi-robot teams are more robust against single-point failures, accomplish coverage tasks more efficiently by dispersing multiple robots into large areas, and achieve higher estimation accuracy by directly communicating and fusing their sensor measurements. Realizing these advantages of multi-robot systems, however, requires addressing certain challenges. Specifically, in order for teams of robots to cooperate, or fuse measurements from geographically dispersed sensors, they need to know their poses with respect to a common frame of reference. Initializing the robots’ poses in a common frame is relatively easy when using GPS, but very challenging in the absence of external aids. Moreover, planning the motion of multiple robots to achieve optimal estimation accuracy is quite challenging. Specifically, since the estimation accuracy depends on the locations where the robots record their sensor measurements, it may take an extensive amount of time to reach a required level of accuracy, if the robots’ motions are not properly designed.

This thesis offers novel solutions to the aforementioned challenges. The first part of the thesis investigates the problem of relative robot pose initialization, using robot-to-robot distance and/or bearing measurements collected over multiple time steps. In particular, it focuses on solving minimal problems and proves that in 3D there exist only 14 such problems that need to be solved. Furthermore, it provides efficient algorithms for computing the robot-to-robot transformation, which exploit recent advances in algebraic geometry.

The second part of the thesis investigates the problem of optimal motion strategies for localization in leader-follower formations using distance or bearing measurements.
Interestingly, the robot-to-robot pose is unobservable if the robots move on a straight line and maintain their formations, hence, the uncertainty of the robots’ poses increases over time. If the robots, however, deviate from the desired formation, their measurements provide additional information which makes the relative pose observable. This thesis addresses the trade-off between maintaining the formation and estimation accuracy, and provides algorithms for computing the optimal positions where the robots should move to in order to collect the most informative measurements at the next time step.

By providing solutions to two important problems for multi-robot systems: motion-induced extrinsic calibration, and optimal motion strategies for relative localization, the work presented in this thesis is expected to promote the use of multi-robot teams in real-world applications.
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Nomenclature

\( ^{i}p_{j} \)  Position of frame \( \{ j \} \) expressed in frame \( \{ i \} \).

\( ^{j}C \)  Rotation matrix that projects vectors expressed in frame \( \{ j \} \) to frame \( \{ i \} \).

\( C(u, \alpha) \)  Rotation matrix describing a rotation about the unit vector \( u \) by an angle \( \alpha \).

\( [u \times] \)  Skew-symmetric matrix of \( u \) so that \( [u \times]v = u \times v \).

\( d_{ij} \)  Distance between the origins of frames \( \{ i \} \) and \( \{ j \} \).

\( b_{i} \)  The bearing from robot \( R_{1} \) to \( R_{2} \) when \( R_{1} \) is at pose \( \{ i \} = \{ 2n - 1 \}, n \in \mathbb{N}^{*} \), expressed in frame \( \{ 1 \} \).

\( b_{j} \)  The bearing from robot \( R_{2} \) to \( R_{1} \) when \( R_{2} \) is at pose \( \{ j \} = \{ 2n \}, n \in \mathbb{N}^{*} \), expressed in frame \( \{ 2 \} \).

\( s \alpha \)  Short for \( \sin(\alpha) \).

\( c \alpha \)  Short for \( \cos(\alpha) \).
Chapter 1

Introduction

1.1 Multi-robot Systems

Computers and sensors for navigation purposes are nowadays found not only on robots developed in research laboratories, but also in passenger vehicles often as integral parts of driver-assistance systems. Furthermore, they have become much more compact. A typical pocket size smart-phone comprises computers, cameras, microphones, and GPS which have allowed the development of numerous location-based applications. The decrease in size and cost and the increase in functionality of such systems have made the realization of multi-robot teams possible. Moreover, these developments have opened up new opportunities for deploying groups of robots in a wide range of applications. For example, four Cluster spacecraft [2] flying in formation were used to provide high precision 3D measurements of the Earth’s magnetic field necessary for studying plasma physics, and the interaction of the magnetosphere with the solar wind. The Cluster has been key in understanding and modeling the magnetosphere which is impossible if using a single spacecraft. Multi-robot systems are also employed for exploring our oceans. The Autonomous Ocean Sampling Network [1] uses underwater sensors to gather data
necessary for modeling the physical properties of the ocean, such as temperature, salinity, and currents. Besides scientific missions, multi-robot systems have also been used in a large number of applications, such as search and rescue [40, 79], object manipulation [74], target tracking [59, 77, 42, 52], localization [36, 67, 64, 71, 27], and cooperative mapping [25, 37, 47, 18, 81].

The deployment of multi-robot teams has many advantages over single-robot systems. First of all, multi-robot systems can provide additional robustness since hardware failures of one robot do not necessarily prevent the team from completing its mission. Furthermore, multi-robot systems can perform tasks such as search and rescue more efficiently by dispersing multiple robots into large areas. Finally, multi-robot systems performing cooperative estimation tasks, such as tracking, localization, and mapping, can achieve higher accuracy by directly communicating and fusing spatially distributed measurements. However, optimally combining information from multiple robots and efficiently coordinating their actions poses certain challenges that need to be addressed.

1.1.1 Robot-to-robot pose initialization

One of the main challenges of multi-robot systems is the initialization of the robot-to-robot relative position and orientation (pose). Precise knowledge of the 6 degrees-of-freedom (DOF) relative transformation between any pair of robots is a critical prerequisite for multi-robot applications. This information is essential for coordinating the robots, but is also necessary for fusing measurements from geographically dispersed mobile sensors. Specifically, since the sensor measurements are registered with respect to each robot’s local frame of reference, they need to be converted to a common reference frame before they can be fused. Most multi-robot estimation algorithms available today assume that the sensor-to-sensor transformation is externally provided [41, 46]. However, only few works describe how this transformation can be determined.

Estimating the robots’ relative transformation can be done by manually measuring
their relative pose. This approach, however, has several drawbacks. Besides being tedious and time consuming, it provides low accuracy and is inefficient for large robot teams. Another straightforward approach to determining the robots’ relative transformation is to use external references (e.g., GPS, compass, or a prior map of the environment). In this case, when all robots in a team estimate their poses with respect to a global frame of reference, their relative transformation can be computed indirectly. However, this approach is also problematic. External references, such as GPS, are not always available because of environment induced constraints (e.g., underwater, underground, or indoors). A prior map of the environment is also unavailable in unknown environments, especially during robot exploration tasks. Finally, even very small errors in each robot’s global pose estimates will propagate into the derived robot-to-robot transformation. As a result, the accuracy of any subsequent multi-sensor fusion algorithm will be significantly degraded.

Alternatively, in the absence of external aids, the relative robot-to-robot configuration can be computed based on inter-robot observations (i.e., robot-to-robot distance and/or bearing measurements). For example, for the case of a static sensor network, numerous methods have been proposed for determining the sensors’ locations using distance-only measurements between neighboring sensors [73, 21, 14]. However, these approaches are limited to estimating only the 2D positions of static sensors. In many robotic applications though (e.g., localization, mapping, and tracking), both the relative 3D position and orientation of the sensors are necessary. In these cases, the relative pose of robot pairs can be computed by requiring the robots to move and process (i) inter-robot measurements and (ii) estimates of their motion. This motion-induced extrinsic calibration process has three main advantages over employing external aids. First of all, it is more cost efficient since no additional hardware is required. Secondly, it is easier to apply in unknown environments where no external aids are available. Finally, due to the flexibility of this method, it is easy to recalibrate the robots’ relative pose when necessary.
The aforementioned advantages clearly motivate the need for robust calibration methods for determining the full 6-DOF robot-to-robot relative transformation with no or minimal external aids. In contrast to static sensors, mobile robots can move and record relative measurements from different vantage points, and thus collect additional information for determining their relative poses. Hence, this work will focus on designing efficient motion-induced extrinsic calibration algorithms that do not require any special external hardware, and can be easily applied in the field with minimum assumptions about the operating environment. We believe that the results of this work will reduce the cost and effort necessary for the development and deployment of multi-robot systems.

1.1.2 Optimal motion strategies

Typically, the system dynamic models of the robots and the measurement models of their sensors are nonlinear; therefore, the locations where robots record measurements affect the calibration accuracy\(^1\). The second problem addressed in this thesis is that of determining the optimal robot motion for maximizing the estimation accuracy. In particular, we focus on robots moving on a straight line while maintaining a 2D formation. In such case, the robot-to-robot relative pose is unobservable given only inter-robot distance or bearing measurements. This is due to the fact that a distance (or bearing) measurement does not provide sufficient information for determining the 3-DOF relative pose between two robots when the pose remains constant over time (i.e., when the robots move in a rigid formation). However, if the robots deviate from the desired formation, their relative pose becomes observable. In this work, we will take advantage of this trade-off between maintaining the formation and making the system observable and introduce methods for maximizing the relative pose estimation accuracy when allowing the robots to slightly deviate from their desired configuration.

\(^1\) For example, in the case of a robot equipped with a camera measuring bearing to a stationary target, it is desirable to move in a direction perpendicular to the line-of-sight to the target, so as to create larger baseline and thus determine the position of the target more accurately.
1.2 Research Objectives

This research seeks to develop efficient algorithms for estimating the robot-to-robot transformation with minimum use of external aids. The necessity for this work is evident when considering teams of robots performing cooperative estimation tasks (e.g., localization, mapping, and tracking) that require combining sensor observations expressed with respect to different frames of reference. Automating the process of determining the robots' relative transformation will not only reduce the cost of robot deployment, but will also allow recalibrating the pose of any robots in the field when their relative pose estimates' uncertainty increases beyond user-specified limits.

The main objectives of this thesis are:

- Development and analysis of motion-induced robot-to-robot extrinsic calibration algorithms. In particular, we will introduce methods for determining the initial robot-to-robot relative transformation based on different types of inter-robot measurements including robot-to-robot distance and bearing, distance-only, bearing-only, or combinations of the above measurements over multiple time steps (e.g., distance during time-step 1, bearing from robot 1 to robot 2 during time-step 2, etc).

- Development of robot-to-robot extrinsic calibration algorithms using observations of a common scene. In particular, our objective is to determine the 5-DOF transformation between two cameras from observations of three points and one direction.

- Development of optimal motion strategies that minimize the uncertainty in the robot-to-robot relative pose estimation. Our objective is to determine the sequence of locations where the robots should collect measurements that provide information along the most uncertain directions of the unknown transformation. In particular, we will focus on the problem of determining the relative pose of
robots moving in 2D formations.

1.3 Organization of the Manuscript

Chapter 2, discusses related work and the limitations of existing approaches. Chapter 3 describes the solution to the problem of estimating the initial robot-to-robot transformation in 2D using distance measurements. Chapter 4, presents algorithms for determining the initial 6-DOF robot-to-robot transformation between pairs of robots based on combinations of inter-robot range and bearing measurements. Chapter 5 addresses the problem of determining the 5-DOF relative camera pose using point-to-point correspondences and a directional constraint. Chapter 6 describes optimal motion strategies for estimating the relative pose of robots moving in 2D formations when using range or bearing measurements. Finally, Chapter 7 provides concluding remarks and directions of future research.
Chapter 2

Related Work

2.1 Calibration with External References

External references, such as a map of the environment, or identifiable features, can be used to determine the relative pose of two robots. One such example is map-based multi-robot localization. Specifically, given a map of features present in an area, robots can use feature observations to localize themselves with respect to the map’s (global) frame of reference, and hence compute their relative pose indirectly. The main drawback of this approach is that a precise map is often difficult to create or even impossible in the case of unknown environments.

Alternatively, common observations of identifiable features in the environment can be used to determine the robot-to-robot relative pose. In particular, when two robots can both measure the 3D positions of the same point features, their 6-DOF relative transformation can be determined by solving a least-squares problem that minimizes the sum of the squared distances between the matched points. Horn [34, 35] presented an elegant closed-form solution to this problem. On the other hand, if one robot is able to measure the features’ 3D positions while the other can measure its bearing to the same points, the robots’ 6-DOF relative pose can be computed using techniques from
computer vision. Representative examples include the work of Ansar and Daniilidis [4], and Quan and Lan [62], both of which provide linear closed-form solutions based on lifting techniques that linearize an overdetermined system of polynomial equations by introducing new variables. Moreover, the robots’ 5-DOF relative pose (i.e., up to scale for translation) can be determined from bearing observations of five or more points [57]. Lastly, the robots’ relative pose can be estimated from common observations of lines [53] or planes [78], or by matching lines to planes [13].

2.2 Calibration with Sensor-to-Sensor Measurements

Previous work on extrinsic calibration of sensor networks, using sensor-to-sensor range measurements, has primarily focused on static sensors with the limitation that only the positions of the sensor nodes are determined, but not their orientations. Provided that a few anchor nodes can globally localize (e.g., via GPS measurements), the global position of the remaining nodes can be uniquely inferred if certain graph-rigidity constraints are satisfied [5, 24]. A variety of algorithms based on convex optimization [21], sum of squares (SOS) relaxation [56], and multidimensional scaling (MDS) [73] have been employed to localize the sensor nodes in 2D. Additionally, distributed approaches that reduce the communication requirements and better balance the computational load among sensors have also received significant attention [14, 72]. Moreover, flying anchor nodes have been proposed to localize sensors in 3D, e.g., an unmanned aerial vehicle aiding static sensor network localization [90, 58], or a single satellite localizing a stationary planetary rover using distance measurements [33].

For many applications (e.g., for localization, mapping, and tracking), the knowledge of both relative sensor position and orientation is required. For mobile sensors, the problem of relative pose determination has only been studied thoroughly in 2D. The ability to move and collect measurements from different vantage points provides additional information for localizing the sensors. This information has been shown to make
the robots’ relative pose observable, given inter-robot distance and/or bearing measurements [50]. Specifically, it is known that mutual distance and bearing measurements between two robots from a single vantage point are sufficient for determining their 3-DOF transformation in closed-form [92, 37]. However, when only distance or bearing measurements are available, the robots must move and record additional measurements. Then, the relative robot pose can be found by combining the estimated robot motion (e.g., from odometry) and the mutual bearing [50] or distance [93] measurements.

In contrast to the case of motion in 2D, very little is known about motion-induced extrinsic calibration in 3D. To the best of our knowledge, with the exception of our recent work [86] no algorithms exist for solving the problem of 3D relative pose estimation using robot-to-robot (i) distance and bearing, or (ii) bearing-only measurements. Additionally, few researchers have addressed the more challenging problem of determining relative pose using range-only measurements. In [10], the relative pose is found using multiple simultaneous distance measurements by two arrays of rigidly connected sensors. In this specific problem setup, the pose can be determined from a single set of measurements without the need for intermediate sensor motion, which greatly simplifies the solution. In the most general, minimal problem case, the task of relative pose estimation using only distance measurements is actually equivalent to the forward-kinematics problem of the general Stewart-Gough mechanism [75]. This parallel manipulator consists of a base platform and a moving platform connected by six articulated legs of variable lengths. The forward kinematics problem is to determine the relative pose of the base and the end effector given the six leg lengths and the coordinates of the leg attachment points in the base and end effector frames, respectively. This problem has 40 (generally complex) solutions [88, 19], which can be found by solving a system of multivariate polynomials [38, 45, 39].

Existing approaches to the Stewart-Gough forward kinematics problem based on successively eliminating variables from the system of polynomial equations and solving a 40th order univariate polynomial followed by back-substitution are quite sensitive to
numerical errors. In order to address these limitations, in [84], we presented algorithms for solving systems of multivariate polynomials based on the eigen-decomposition of an associated multiplication matrix, and applied them to the problem of finding 3D relative pose using six distance measurements. We have shown that our algorithms are very fast, use standard double precision data types, and can be very easily implemented using only linear algebra libraries. Additionally, in [85], we introduced a linear method which employs the lifting technique [4] and uses 10 distance measurements to uniquely determine the relative pose.

Finally, in [98, 99, 100], we addressed the most general case, which is also the main focus of this thesis, and determined the 6-DOF relative pose transformation between two robots for any combination of distance and bearing measurements.

2.3 Optimal Motion Strategies

Current research on localization in mobile robot formations mainly focuses on designing specific formation patterns that yield the highest localization accuracy for the team. Specifically, Zhang et al. [89] study the impact of the robots’ spatial configuration on the localization accuracy for static robots that receive absolute position measurements, as well as robot-to-robot range and/or bearing measurements. They establish the necessary and sufficient conditions for the team of robots to be completely localized, and show that the covariance matrix is a function of the relative robot poses. Subsequently, a robot formation that minimizes the trace of the covariance matrix is determined by a gradient descent optimization technique. However, due to the nonconvexity of the objective function, the proposed optimization algorithm does not guarantee global optimality.

Kurazume and Hirose [44] propose a leapfrogging strategy for a team of robots comprising one master and two slave robots who alternate roles in moving toward a destination. When the slave robots are moving, the master robot estimates their positions based on its own pose estimate and range and bearing measurements to the slave
robots. Then the slave robots stop moving, while the master uses them as portable landmarks for localization. The authors study the effect of the master-slave relative position on localization accuracy, and find three configurations that show superior performance, by numerically minimizing a weighted least squares cost function. However, the requirement of at least one robot to remain stationary is undesirable.

In [82], all robots move continuously toward a target configuration while measuring distance to each other. In order to determine the optimal trajectories, the authors employed a gradient-based optimization algorithm to minimize the determinant of the covariance matrix at the target configuration. Even though the gradient-based algorithm can only converge to a local optimum, their numerical experiments indicate that the positioning accuracy is improved when the robots do not move in formation.

The effects of formation geometry on the localization accuracy is studied in [32], where the robots record relative position measurements, and the robots’ orientations are assumed perfectly known. The optimality criterion is the steady-state position uncertainty of the robot team, and a genetic algorithm is employed for determining the optimal relative robot positions. This algorithm is shown to be a suitable tool for the problem because of the existence of multiple local minima in the objective function. Their results indicate that the optimal formation geometry comprises of adjacent equilateral triangles.

The papers mentioned above have focused on observable systems, where the robots have sufficient measurements (e.g., relative position, orientation, and absolute position) for determining their relative poses. However, due to cost considerations in practice, the robots may only have access to a limited type of measurements, such as inter-robot range or bearing. In this case, the relative poses are unobservable when the robots move in formation on a straight line. This trade-off between maintaining the formation and ensuring system observability has generally been overlooked in the literature with only one exception. Mariottini et al. [48] studied the problem of loss of observability in robot formations with bearing-only measurements, and proposed a
switching active-sensing strategy to maintain observability while slightly deviating from the formation. Specifically, a standard leader-follower controller drives the follower to the desired position when the leader does not move on straight paths. When the system becomes unobservable, the standard controller is switched to an active-formation controller that drives the follower to a position which is slightly different from the desired one. However, no optimality, in terms of the estimation accuracy, is claimed by the active controller.

Our work differs from that of [48] in that we seek to determine the optimal location where the follower robot should move to in order to maximize its localization accuracy given constraints on the allowable deviation from the desired formation.
Chapter 3

Distance-only Motion-induced Extrinsic Calibration in 2D

We start our discussion of motion-induced extrinsic calibration with a simple case, i.e., robots moving in 2D using robot-to-robot distance measurements, before presenting (see Chapter 4) the more challenging case of robots moving in 3D using combinations of distance and bearing measurements. Parts of this chapter have been published in a conference [96] and a journal paper [93].

3.1 Introduction

In order to solve distributed estimation problems such as cooperative localization, mapping, and tracking, robots must first determine their relative position and orientation (pose). This extrinsic calibration process is necessary for coordinating a robot team and registering measurements to the same frame of reference. Since the accuracy of the relative (robot-to-robot) transformation can significantly affect the quality of a sensor fusion task (e.g., tracking a target using observations from multiple sensors), it needs to be computed precisely. Mobile robots that move on a plane and use distance and bearing sensors (e.g., laser scanners or stereo cameras) can uniquely determine their
relative pose by concurrently processing one distance and two relative bearing measurements recorded in a single location [92]. However, due to power and processing constraints, robots often have to rely on exteroceptive sensors that provide only range measurements. In these cases, computing the unknown robot-to-robot transformation requires developing algorithms for processing multiple distance measurements collected at numerous locations.

Due to their low cost and power consumption, range sensors have recently become widely used for solving localization problems in sensor networks [6] and distributed groups of mobile robots [20]. Range measurements can be obtained using Radio-Frequency (RF) or ultrasound signals. Many RF devices are cheap and already integrated into communication equipment; hence no additional cost is required for range sensing. One of the most common techniques for measuring range is based on the Received Signal Strength Indicator (RSSI). The main advantage of RSSI is that it is available in practically all receivers. An example of such a distance-measuring device is the RADAR system employed for wireless network localization in [6]. Alternatively, distances can be measured precisely by estimating the time-of-flight of an acoustic signal transmitted from one sensor or beacon to another [61, 29]. This type of system comprises a transmitter and a receiver. The transmitter sends out simultaneously a RF synchronization message and a distinct sound. The receiver then measures the time difference in the reception of the two signals and computes the distance using a known model for the speed of sound in the air.

Most current research on applications of range sensing has focused on designing algorithms that process distance measurements to determine only the position of each node in a static network of sensors [5], or the position and orientation of a mobile robot when static beacons are deployed within an area of interest [20]. In the case of networks of sensors, a variety of algorithms based on convex optimization [21] and Multi Dimensional Scaling (MDS) [73], have been employed to localize the sensor nodes. Additionally, distributed approaches that reduce the communication requirements and better balance
Figure 3.1: A simplistic approach to determine an initial estimate for the robot-to-robot relative transformation using 6 distance measurements. The dark (light) triangles denote the locations of robot $R_1$ ($R_2$), and $t_i$, $t_{i...j}$, $i, j \in \{1, \ldots, 6\}$ indicate the time step(s) that a robot remains at a certain location.

The computational load among sensors have also received significant attention in the related literature (e.g., [72, 14]). In all these cases, the objective is to determine only the position of the sensor nodes with respect to anchor nodes that can globally localize via GPS measurements. Similarly, in the case of mobile robots the emphasis is on using distance measurements to localize robots with respect to static beacons [20], but not on computing the relative pose of the robots. Note, however, that determining the robot-to-robot transformation is a prerequisite for efficiently coordinating the motion of teams of robots [49], localizing cooperatively [50, 69], and in general, expressing measurements in a common frame of reference [92].

The problem we are interested in is that of directly computing the 3 degrees-of-freedom (DOF) robot-to-robot transformation from distance measurements and displacement estimates, the latter expressed in the reference frame of the corresponding robot. Specifically, we consider pairs$^1$ of communicating robots equipped with odometric sensors for tracking their motion and range sensors for measuring the distance to each other. In this case, if no prior information about their relative pose is available,

$^1$ The extension to the problem of multiple robot teams is straightforward once a solution to the pair-wise problem is determined.
a human operator will need to manually measure the transformation between the two robots before they can be deployed to perform their assigned task (e.g., cooperative localization [69]). However, this tedious process limits the accuracy of the robot-to-robot transformation and increases the cost of deploying large teams of robots due to the time and effort required.

A straightforward approach to automating this extrinsic calibration process is for the robots to move randomly, collect distance measurements, and then compute their relative transformation by employing nonlinear least squares. However, any iterative process applied to minimize the nonlinear, in the unknown variables, cost function relies on the existence of an accurate initial estimate in order to converge to the global minimum. Additionally, since the necessary number of range measurements is not known a priori, a conservative strategy would require the robots to spend excessive time and energy measuring their distance numerous times at different locations. Instead it would be beneficial for the robots to follow a two-step process: (i) Employ a non-iterative algorithm to process the minimum number of distance measurements required to compute an initial estimate of their relative transformation, and (ii) Apply nonlinear least squares to iteratively refine this initial estimate using additional range measurements. This second step can be repeated until the user-specified level of accuracy is reached.

A simplistic method to compute an initial estimate for the 3-DOF transformation in closed form would require the robots to follow a sequence of coordinated motions and measure distances to each other at certain locations and time instants. Specifically, as shown in Fig. 3.1, if robot $R_2$ remains static while $R_1$ measures its distance to $R_2$ at 3 different locations (time instants $t_1$, $t_2$, and $t_3$), the position of $R_2$ with respect to $R_1$ can be uniquely determined. In order to also compute their relative orientation, robot $R_2$ will need to move to a new location and remain static again until robot $R_1$ records another 3 distance measurements (time instants $t_4$, $t_5$, and $t_6$) and triangulates the new relative position of robot $R_2$. Using these 2 inferred relative position measurements and knowing the direction of motion of $R_2$ (computed from its own odometry), the relative
orientation between the 2 robots can be uniquely determined. The main drawback of this approach is that it requires tight coordination between the robots for performing the sequence of necessary motions and recording the distance measurements at the appropriate locations. Additionally, this initial calibration phase delays the onset of the actual robot task which can be detrimental in time-critical situations involving large robot teams.

In this chapter, we address this problem by deriving non-iterative algorithms for computing an initial estimate of the 3-DOF robot-to-robot transformation without restricting their motion [96, 93]. Specifically, we prove that when 2 robots move randomly and collect 3 distance measurements at different locations, the maximum number of solutions, generically, is 6 (cf. Lemma 1, Section 3.2). When 4 range measurements are available, we show that, generically, there exist no more than 4 solutions (cf. Lemma 3, Section 3.3). Furthermore, in Section 3.4 (cf. Lemma 5) we prove that for nonsingular configurations the relative pose of the robots can be uniquely determined given 5 distance measurements (instead of 6 based on the simplistic method outlined in Fig. 3.1). Efficient algorithms for computing all solutions for the cases described above are presented. Additionally, we provide a novel linear algorithm for determining the unique solution (i.e., when 5 range measurements are available) that minimizes the numerical error in the computed transformation (cf. Section 3.4.2). In Section 3.5, we describe the nonlinear least-squares algorithm that uses all range measurements available to iteratively refine the initial estimate for the unknown robot-to-robot transformation. In Section 3.6, we analyze the system observability and provide necessary and sufficient conditions for observability based on the control inputs applied to the two robots. In Section 3.7, we present simulation and experimental results that verify the validity of our theoretical analysis.


3.2 Determining the Relative Pose from 3 Distance Measurements: At Most 6 Solutions

Consider two robots $R_1$ and $R_2$ whose initial poses (position and orientation) are indicated by the frames of reference $\{1\}$ and $\{2\}$ respectively (cf. Fig. 3.2). The two robots move randomly through a sequence of odd poses $\{1\}, \{3\}, \ldots, \{2n - 1\}$ for $R_1$, and even poses $\{2\}, \{4\}, \ldots, \{2n\}$ for $R_2$ and measure their distance $d_{ij}$, $i \in \{1, \ldots, 2n - 1\}$, $j \in \{2, \ldots, 2n\}$ at each of these locations. Without loss of generality, we assume that only one of the robots records range measurements at each location. If both robots measure the same distance, the two measurements can be combined to provide a more accurate estimate of their distance.

Additionally, the robots are equipped with odometric sensors for estimating their poses with respect to their initial frames of reference. That is, robot $R_1$ estimates the position vectors $^{1}\mathbf{p}_3, \ldots, ^{1}\mathbf{p}_{2n-1}$, and the orientation angles $^{1}\phi_3, \ldots, ^{1}\phi_{2n-1}$ necessary for determining the rotational matrices $^{1}\mathbf{C}_3, \ldots, ^{1}\mathbf{C}_{2n-1}$. Similarly, the quantities $^{2}\mathbf{p}_4, \ldots, ^{2}\mathbf{p}_{2n}$ and $^{2}\phi_4, \ldots, ^{2}\phi_{2n}$ (and hence $^{2}\mathbf{C}_4, \ldots, ^{2}\mathbf{C}_{2n}$) are estimated by robot $R_2$ from its own odometry.\(^2\) At this point, we should note that the particular kinematic model used by each robot and the motion measurements available to it, do not affect the solution of the relative pose problem. Actually, no motion measurements need to be exchanged between the robots. Instead, only the resulting position displacement estimates (i.e., $^{1}\mathbf{p}_{2\nu-1}$ and $^{2}\mathbf{p}_{2\nu}$, $\nu = 2, \ldots, n$) must be communicated.

Our goal is to use the odometry-based estimates and the $n$ distance measurements to determine the maximum number of solutions for the initial 3-DOF robot-to-robot transformation, i.e., their relative position $^{1}\mathbf{p}_2$ and orientation $^{1}\phi_2 = \phi$, or equivalently

\(^2\) As it will become evident, only the position vectors are required for estimating the unknown robot-to-robot transformation. The orientation angles at intermediate steps are used for expressing the next position vector in the original frame of reference of each robot.
Figure 3.2: The trajectories of robots $R_1$ and $R_2$ in 2D. The odd (even) numbered frames of reference depict the consecutive poses of robot $R_1$ ($R_2$). $d_{ij}$, $i \in \{1, \ldots, 2n - 1\}$, $j \in \{2, \ldots, 2n\}$ denotes the distance between the two robots when aligned to frames $\{i\}$ and $\{j\}$ respectively.

(in polar coordinates) $\theta$ and $\phi$, with

$$1_p^2 = \rho \begin{bmatrix} c\theta \\ s\theta \end{bmatrix}, \quad \frac{1}{2}C = \begin{bmatrix} c\phi & -s\phi \\ s\phi & c\phi \end{bmatrix} \quad (3.1)$$

Note that $\rho = d_{12}$ is measured and considered known hereafter.

We first address the case when $n = 3$ distance measurements ($d_{12}$, $d_{34}$, and $d_{56}$) are available. We proceed by substituting the geometric relations for the position vectors $^3p_4, ^5p_6$ (cf. Fig. 3.2)

$$^3p_4 = \frac{1}{3}C^T(1_p^2 + \frac{1}{2}C^2p_4 - 1_p^3) \quad (3.2)$$

$$^5p_6 = \frac{1}{5}C^T(1_p^2 + \frac{1}{2}C^2p_6 - 1_p^5) \quad (3.3)$$

in the following expressions for the distance measurements $d_{34}$ and $d_{56}$, respectively:

$$d_{34}^2 = ^3p_4^T p_4, \quad d_{56}^2 = ^5p_6^T p_6 \quad (3.4)$$
After rearranging terms and substituting $\rho^2 = d_{12}^2$ for $1^T \mathbf{p}_2$, these can be written as:

\[
\begin{align*}
(1^T \mathbf{p}_2 - 1^T \mathbf{p}_3) T_1^2 C^2 \mathbf{p}_4 - 1^T \mathbf{p}_2 T_1^1 \mathbf{p}_3 &= a_0 \\
(1^T \mathbf{p}_2 - 1^T \mathbf{p}_5) T_2^1 C^2 \mathbf{p}_6 - 1^T \mathbf{p}_2 T_1^1 \mathbf{p}_5 &= b_0
\end{align*}
\]

where

\[
\begin{align*}
a_0 &= 0.5(d_{34}^2 - \rho^2 - 2^T \mathbf{p}_4 T_1^2 \mathbf{p}_4 - 1^T \mathbf{p}_3 T_1^1 \mathbf{p}_3) \\
b_0 &= 0.5(d_{56}^2 - \rho^2 - 2^T \mathbf{p}_6 T_1^2 \mathbf{p}_6 - 1^T \mathbf{p}_5 T_1^1 \mathbf{p}_5)
\end{align*}
\]

Note that $a_0$ and $b_0$ on the right-hand side of (3.5) and (3.6) are known (measured or estimated), while the unknown variables $\theta$ and $\phi$, embedded in $1^T \mathbf{p}_2$ and $\frac{1}{2} C$ (cf. (3.1)), only appear on the left-hand side expressions.

Equations (3.5) and (3.6) form a system of 2 nonlinear equations in the 2 unknowns $\theta$ and $\phi$. Applying standard numerical techniques, such as Newton-Raphson [60], for solving this system has three major drawbacks: (i) may take a large number of iterations, (ii) requires an accurate initial estimate, and (iii) provides no guarantee of finding all solutions. The first drawback is that iterative processes often require a large number of steps before converging to a solution. The second drawback is that in order for the algorithm to converge to the correct answer, initial estimates close to the true values of the unknown variables need to be specified. In practice, however, no such information is available; the only prior knowledge we have for $\theta$ and $\phi$ is that each lies within the interval $[0, 2\pi)$. Finally, if for example only $n = 3$ distance measurements are available, the total number of solutions that needs to be determined is 6 (cf. Lemma 1). To compute all possible roots, numerous initial estimates for the unknowns $\theta$ and $\phi$ must be drawn from the 2-dimensional region $[0, 2\pi) \times [0, 2\pi)$. Such procedure requires a large number of initializations of the iterative process while provides no guarantees that all 6 solutions will be computed.\(^3\)

\(^3\) To further stress this point, consider the case where after numerous initializations of the Newton-Raphson algorithm, only 4 real roots have been determined. In this situation there is no clear way to unequivocally declare the remaining 2 roots complex and terminate the search, or continue the iterations with new initial values in search of the remaining roots.
Instead we hereafter seek to find all possible solutions algebraically. Notice that (3.5) and (3.6) can be transformed to polynomial equations by treating $c\phi$, $s\phi$, $c\theta$, and $s\theta$ as 4 unknown variables. Together with the 2 trigonometric constraints $s\phi^2 + c\phi^2 = 1$ and $s\theta^2 + c\theta^2 = 1$, these form a system of 4 polynomial equations, namely $f_1^*$, $f_2^*$, $f_3^*$, and $f_4^*$, in 4 unknowns. In general, none of these polynomials lies in the ideal generated by the remaining ones (cf. [16] for the definitions of ideals and varieties), and thus the square system considered has a finite number of solutions. However, there exist degenerate cases where the system has infinite solutions. For example, when the two robots move on parallel straight lines with equal linear velocities, the bearing angle $\theta$ can take any value within the interval $[0, 2\pi)$. Such a degenerate case occurs because $f_4^*$ belongs to the ideal $< f_1^*, f_2^*, f_3^* >$, i.e., $< f_1^*, f_2^*, f_3^*, f_4^* > = < f_1^*, f_2^*, f_3^* >$. Based on Proposition 4 of Ch. 1, §4 in [16], if $< f_1^*, f_2^*, f_3^*, f_4^* > = < f_1^*, f_2^*, f_3^* >$, then the varieties of these two ideals are equal, i.e., $V(f_1^*, f_2^*, f_3^*, f_4^*) = V(f_1^*, f_2^*, f_3^*)$. Equivalently, the 4 unknowns are only constrained by 3 equations, and thus infinite solutions exist.

Note though that when the two robots move randomly while satisfying the conditions of Lemma 13 (cf. Section 3.6.3), the corresponding continuous-time system is locally weakly observable, and hence within an open neighborhood around a solution of the robot-to-robot transformation, there exists no other point indistinguishable from it (cf. Definition 9 in Section 3.6.1). That is, generically, the discrete-time system will have a finite number of solutions and the variety $V(f_1^*, f_2^*, f_3^*, f_4^*)$ has dimension zero. We hereafter concentrate on nonsingular configurations and prove the following lemma:

**Lemma 1.** Given 3 distance measurements between two robots at 3 different locations, the maximum number of solutions for the 3-DOF robot-to-robot transformation, generically, is 6.

**Proof.** The following derivation is based on an elimination process for removing the quantities $c\theta$, $s\phi$, $c\phi$ from the expressions in (3.5) and (3.6), which results in a 6th order polynomial in the unknown variable $y := s\theta$. The key idea behind this approach is
similar to Gaussian Elimination for linear systems of equations. Due to space limitations only the main steps of this process are shown while reassignment of variables is used to preserve the clarity of presentation.

By substituting the displacement estimates (known from odometry) for the two robots:

\[ 1p_3 = \begin{bmatrix} a_1 \\ a_2 \end{bmatrix}, \quad 2p_4 = \begin{bmatrix} a_3 \\ a_4 \end{bmatrix}, \quad 1p_5 = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix}, \quad 2p_6 = \begin{bmatrix} b_3 \\ b_4 \end{bmatrix} \]

in (3.5) and (3.6), and defining as

\[ a_5 := a_2a_4 + a_1a_3, \quad a_6 := a_2a_3 - a_1a_4 \]
\[ b_5 := b_2b_4 + b_1b_3, \quad b_6 := b_2b_3 - b_1b_4 \]

we have:

\[ (\rho a_3c\theta + \rho a_4s\theta - a_5) c\phi + (\rho a_3s\theta - \rho a_4c\theta - a_6) s\phi = a_0 + \rho(a_1c\theta + a_2s\theta) \] \hspace{1cm} (3.7)
\[ (\rho b_3c\theta + \rho b_4s\theta - b_5) c\phi + (\rho b_3s\theta - \rho b_4c\theta - b_6) s\phi = b_0 + \rho(b_1c\theta + b_2s\theta) \] \hspace{1cm} (3.8)

Equations (3.7) and (3.8) can be written in a matrix form as:

\[ \begin{bmatrix} u_1 & v_1 \\ u_2 & v_2 \end{bmatrix} \begin{bmatrix} c\phi \\ s\phi \end{bmatrix} = \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} \] \hspace{1cm} (3.9)

Note that (3.9), is linear in the unknowns \( c\phi \) and \( s\phi \). Solving for these two variables we have:

\[ \begin{bmatrix} c\phi \\ s\phi \end{bmatrix} = \frac{1}{\det} \begin{bmatrix} v_2w_1 - v_1w_2 \\ u_1w_2 - u_2w_1 \end{bmatrix} \] \hspace{1cm} (3.10)

where, \( \det = u_1v_2 - u_2v_1 \). Substituting the above expressions for \( c\phi \) and \( s\phi \) in the trigonometric constraint \( s\phi^2 + c\phi^2 = 1 \) results in a single equation in the variables \( c\theta \)
and \( s \theta \)

\[
(u_1 v_2 - u_2 v_1)^2 = (v_2 w_1 - v_1 w_2)^2 + (u_1 w_2 - u_2 w_1)^2
\]

\[
\Rightarrow (u_1 v_2 - u_2 v_1)^2 = (v_2^2 + u_2^2) w_1^2 + (v_1^2 + u_1^2) w_2^2 - 2(v_1 v_2 + u_1 u_2) w_1 w_2
\]

(3.11)

As detailed in [97], the terms \( v_2^2 + u_2^2, v_1^2 + u_1^2, v_1 v_2 + u_1 u_2, \) and \( u_1 v_2 - u_2 v_1 \) are all linear in \( c \theta \) and \( s \theta \), while \( w_1^2, w_2^2, w_1 w_2 \) are all quadratic in the same quantities. Hence (3.11) is a 3rd order polynomial in \( x := c \theta \) and \( y := s \theta \), and can be written in the following simpler form:

\[
f_1 = m_9 x^3 + m_8 x^2 y + m_7 x y^2 + m_6 x^2 + m_5 x y + m_4 x + m_3 y^3 + m_2 y^2 + m_1 y + m_0 = 0
\]

(3.12)

where the constants \( m_0, \ldots, m_9 \) are functions of known quantities [97]. The final step in the elimination process is to invoke the trigonometric constraint

\[
f_2 = x^2 + y^2 - 1 = 0
\]

(3.13)

and eliminate \( x \) from (3.12) by using the Sylvester Resultant [3]. Specifically, by multiplying (3.12) with \( x \), and (3.13) with \( x \) and \( x^2 \), and rewriting the resulting equations in a matrix form, we have:

\[
\begin{bmatrix}
  s_3 & s_2 & s_1 & s_0 & 0 \\
  0 & s_3 & s_2 & s_1 & s_0 \\
  1 & 0 & y^2 - 1 & 0 & 0 \\
  0 & 1 & 0 & y^2 - 1 & 0 \\
  0 & 0 & 1 & 0 & y^2 - 1 \\
\end{bmatrix}
\begin{bmatrix}
  x^4 \\
  x^3 \\
  x^2 \\
  x \\
  1 \\
\end{bmatrix} = \begin{bmatrix}
  0 \\
  0 \\
  0 \\
  0 \\
  0 \\
\end{bmatrix}
\]

(3.14)

with

\[
s_0 := m_3 y^3 + m_2 y^2 + m_1 y + m_0
\]

\[
s_1 := m_7 y^2 + m_5 y + m_4
\]

\[
s_2 := m_8 y + m_6 , \quad s_3 := m_9
\]
For the polynomials in (3.12) and (3.13) to have common roots, the determinant of the $6 \times 6$ Sylvester matrix on the left-hand side of (3.14) must be equal to zero. As shown in [97], the determinant is a $6^{\text{th}}$ order polynomial in the single variable $y$:

$$g_2(y) = \xi_6 y^6 + \xi_5 y^5 + \xi_4 y^4 + \xi_3 y^3 + \xi_2 y^2 + \xi_1 y + \xi_0$$

(3.15)

where the constants $\xi_0, \ldots, \xi_6$ are functions of the known quantities $m_0, \ldots, m_9$. Therefore, the maximum number of solutions for $y$, including complex roots, is 6.

To prove our claim that there exist at most 6 solutions for $\theta$, we also need to show that for every solution of $y := c\theta$ (cf. (3.15)), only one solution for $x := s\theta$ can be found (cf. (3.12)). We present two possible ways for proving this:

By directly computing the Groebner basis [16] for this system of equations, it is easy to show that one base, $g_2$, is exactly the same as the polynomial in (3.15), while $g_1$ has the form:

$$g_1(x, y) = x + k_5 y^5 + k_4 y^4 + k_3 y^3 + k_2 y^2 + k_1 y + k_0$$

where the constants $k_0, \ldots, k_5$ are functions of known quantities [97]. Therefore, for every root $y_i^*, i = 1, \ldots, 6$ of $g_2(y) = 0$, there exists only one solution $x_i^*$ of $g_1(x, y_i^*) = 0$ corresponding to it.

Alternatively, we can draw the same conclusion without explicitly computing the Groebner basis. Instead, we only need to show that the leading term of $g_1$, $\text{LT}(g_1)$, is linear in $x$. This can be easily seen by using the definition of a Groebner basis [16]: A set $\{g_1, \ldots, g_s\} \subset I$ is a Groebner basis of an ideal $I$ if the leading term of any element of $I$ is divisible by one of the $\text{LT}(g_i)$. Specifically, we can construct one element $f_3$ of the ideal $I = \langle f_1, f_2 \rangle$ by setting

$$f_3 = f_1 - (m_9 x + m_8 y + m_6) f_2$$

$$= (m_7 - m_9) x y^2 + (\text{lower order terms})$$

Since the leading term $\text{LT}(f_3) = (m_7 - m_9) x y^2$ must be divisible by $\text{LT}(g_1)$, the degree
of $x$ in $\text{LT}(g_1)$ has to be 1, or equivalently, $g_1$ is linear in $x$. Hence, the total number of distinct solutions for $(x, y)$ remains 6.

Finally, $\phi$ is uniquely determined by back-substitution of $x = c\theta$ and $y = s\theta$ in (3.10).

Although in general there exist 6, possibly complex, solutions for (3.15), the total number of real roots will depend on the robots’ trajectories and cannot be determined a priori. A scenario with 6 real solutions is shown in Fig. 3.8.

**Corollary 2.** Given 3 distance measurements between two robots at 3 different locations, generically, there exist 2, 4, or 6 solutions for the 3-DOF robot-to-robot transformation.

This is evident if one considers that $g_2(y)$ (cf. (3.15)) is a 6th order polynomial with real coefficients, and complex roots appear in conjugate pairs.

### 3.2.1 Computing all possible solutions

There exist many methods to compute the roots of a single-variable polynomial. Our approach relies on the eigen-decomposition of the $6 \times 6$ companion matrix [22] for (3.15):

$$
\begin{bmatrix}
0 & -\xi_0/\xi_6 \\
1 & 0 & -\xi_1/\xi_6 \\
1 & 0 & -\xi_2/\xi_6 \\
\vdots & \vdots & \ddots & \vdots \\
1 & -\xi_5/\xi_6
\end{bmatrix}
$$

While this method will determine all 6 roots of the polynomial (eigenvalues of the companion matrix), only the real ones are of practical interest since they have a geometric interpretation. Once $y$ is known, $x$ is determined by computing the null space of the matrix in (3.14).
### 3.3 Determining the Relative Pose from 4 Distance Measurements: At Most 4 Solutions

Consider now the case where the robots $R_1$ and $R_2$ continue their paths shown in Fig. 3.2 and move to the new poses $\{7\}$ and $\{8\}$, respectively, where they record an additional distance measurement $d_{78}$. We will prove the following:

**Lemma 3.** Given 4 distance measurements between two robots at 4 different locations, the maximum number of solutions for the 3-DOF robot-to-robot transformation, generically, is 4.

**Proof.** We proceed in a similar manner as for the case of 3 distance measurements. Specifically, the new position estimates for the two robots at the locations where they record their 4\textsuperscript{th} distance measurement

\[
1\mathbf{p}_7 = \begin{bmatrix} e_1 \\
e_2 \end{bmatrix}, \quad 2\mathbf{p}_8 = \begin{bmatrix} e_3 \\
e_4 \end{bmatrix}
\]

are related through the following geometric constraint (analogous to (3.2)):

\[
7\mathbf{p}_8 = \frac{1}{2}C^T(1\mathbf{p}_2 + \frac{1}{2}C^2\mathbf{p}_8 - 1\mathbf{p}_7)
\] (3.16)

Substituting in the expression for the new distance measurement, $d_{78}^2 = 7\mathbf{p}_8^T7\mathbf{p}_8$, results in the following equation:

\[
(1\mathbf{p}_2 - 1\mathbf{p}_7)^T2C^2\mathbf{p}_8 - 1\mathbf{p}_2^T1\mathbf{p}_7 = e_0
\] (3.17)

where

\[
e_0 = 0.5(d_{78}^2 - \rho^2 - 2\mathbf{p}_8^T2\mathbf{p}_8 - 1\mathbf{p}_7^T1\mathbf{p}_7)
\]

is known (i.e., it is computed based on measured and estimated quantities). Following the same algebraic process as in the previous section, (3.17) can be written as:

\[
\underbrace{(\rho e_3c\theta + \rho e_4s\theta - e_5)}_{u_3}c\phi + \underbrace{(\rho e_3s\theta - \rho e_4c\theta - e_6)}_{v_3}s\phi = e_0 + \rho(e_1c\theta + e_2s\theta)
\] (3.18)
where \( e_5 \) and \( e_6 \) are defined as before. Rewriting (3.7), (3.8), and (3.18) in a matrix form, we have:

\[
\begin{bmatrix}
  u_1 & v_1 & -w_1 \\
  u_2 & v_2 & -w_2 \\
  u_3 & v_3 & -w_3
\end{bmatrix}
\begin{bmatrix}
  \cos\phi \\
  \sin\phi \\
  1
\end{bmatrix} =
\begin{bmatrix}
  0 \\
  0 \\
  0
\end{bmatrix}
\tag{3.19}
\]

where the \( u_i \)'s, \( v_i \)'s, and \( w_i \)'s, \( i = 1, 2, 3 \), are functions of \( s\theta \), \( c\theta \), and known (measured or estimated) quantities. For the above system to have nonzero solutions, the determinant of the coefficient matrix must vanish, i.e.,

\[(u_1v_2 - u_2v_1)w_3 + (v_1u_3 - v_3u_1)w_2 + (u_2v_3 - u_3v_2)w_1 = 0\]

Note that the terms \( u_1v_2 - u_2v_1, v_1u_3 - v_3u_1, \) and \( u_2v_3 - u_3v_2 \) are again all linear in \( x := c\theta \) and \( y := s\theta \) and so are \( w_1, w_2, \) and \( w_3 \), which make the above polynomial quadratic in \( x \) and \( y \) \[97\]. Following the same elimination procedure as in Section 3.2, we arrive at a 4th order polynomial in \( y \)

\[n_4y^4 + n_3y^3 + n_2y^2 + n_1y + n_0 = 0\]

where \( n_0, \ldots, n_4 \) are known constants \[97\]. In this case, there exist at most 4 solutions for \( y \) all of which can be found in closed form. Once \( y \) is determined, back-substitution allows us to find \( x \). Finally, \( \sin\phi \) and \( \cos\phi \) are retrieved by computing the null-space vector of the coefficient matrix in (3.19).

In this lemma, we have shown that the maximum number of possible solutions is 4. We should note, however, that in most cases in practice there exists only one real solution for the robot-to-robot transformation. Specifically, even if all 4 roots of (3.20) are reals in the interval \([-1, 1]\) (and so will be the corresponding values for \( x \)), back-substitution in (3.19) will not always give a real value for \( \phi \). This is because the first two elements of the null-space vector of the coefficient matrix in (3.19) must also satisfy the trigonometric constraint \( \sin^2\phi + \cos^2\phi = 1 \). Actually, this is a general property of
over-determined nonlinear systems, which we hereafter describe in the context of the problem at hand.

**Corollary 4.** Given 4 distance measurements between two robots at 4 different locations, with probability 1 (i.e., almost surely) there exists a unique solution for the 3-DOF robot-to-robot transformation.

To verify this, consider the case where after processing the first 3 distance measurements, 6 solutions are found, denoted as \( \mathbf{x}_i = \left[ \begin{array}{c} \mathbf{p}_2^T \phi_2 \end{array} \right]^T, i = 1, \ldots, 6 \). Without loss of generality, we first assume that \( \mathbf{x}_1 \) corresponds to the true robot-to-robot transformation. When the robots move to their new positions, denoted by frames \( \{7\} \) and \( \{8\} \) respectively, to record their 4\(^{th}\) distance measurement, \( d_{78} \), then \( \mathbf{x}_1 \) should also satisfy (3.17):

\[
\left( \mathbf{p}_2 - \mathbf{p}_7 \right)^T \mathbf{C} \mathbf{p}_8 - \mathbf{p}_2^T \mathbf{p}_7 - e_0 = 0 \iff h(\mathbf{x}_1, \vartheta) = 0 \quad (3.21)
\]

where \( \vartheta = \left[ \begin{array}{c} \mathbf{p}_7^T \mathbf{p}_8^T \end{array} \right] d_{78}^T \). Given \( \mathbf{x}_1 \), we denote as \( \mathcal{V}_1 \) the set of all values of \( \vartheta \) that satisfy (3.21). Note that \( \mathcal{V}_1 \) is a 4 dimensional variety.

If we now assume that there exists a 2\(^{nd}\) solution, for example \( \mathbf{x}_2 \), then it should also satisfy (3.17), i.e.,

\[
h(\mathbf{x}_2, \vartheta) = 0 \quad (3.22)
\]

As before, given \( \mathbf{x}_2 \), we denote as \( \mathcal{V}_2 \) the set of all values of \( \vartheta \) that satisfy (3.22).

If both \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \) are valid solutions, then \( \vartheta \) – which is the realization of the robots’ displacement estimates and the distance measurement – must satisfy (3.21) and (3.22), and thus belongs to the set \( \mathcal{V} = \mathcal{V}_1 \cap \mathcal{V}_2 \). Note that since \( \mathcal{V} \) is constrained by an additional equation (cf. (3.22)), \( \mathcal{V} \subset \mathcal{V}_1 \), and the dimension of \( \mathcal{V} \) is smaller than that of \( \mathcal{V}_1 \) (Theorem 3, Ch. 9, §4 in [16]). Hence, the probability that the robots’ trajectories are such that there exist two solutions is \( |\mathcal{V}|/|\mathcal{V}_1| \), which is zero.\(^4\) Following the same
process, one can show that the probability of the event that 3 (or 4) solutions exist is also zero.

3.4 Determining the Relative Pose from 5 Distance Measurements: Unique Solution

We now treat the case where the robots $R_1$ and $R_2$ move again and arrive at the locations \{9\} and \{10\}, respectively. At that point, they record their 5\textsuperscript{th} distance measurement $d_{9,10}$ and also have available the estimates for their positions $^1p_9$ and $^2p_{10}$, respectively. We will first prove that in this case at most one solution exists (Section 3.4.1) generically and then propose an efficient and robust algorithm for computing its value (Section 3.4.2).

3.4.1 Unique solution

Lemma 5. Given 5 distance measurements between 2 robots at 5 different locations, generically, there exists at most one solution for the 3-DOF robot-to-robot transformation.

Proof. Following the same procedure as in Section 3.2, we arrive at the following 4 equations (3 of these are the ones in (3.19) and the 4\textsuperscript{th} one is computed in a similar manner using the latest distance measurement):

$$u_ic\phi + v_is\phi = w_i, \quad i = 1, \ldots, 4$$ (3.23)

where the $u_i$'s, $v_i$'s, and $w_i$'s, are functions of $c\theta$, $s\theta$, and known quantities. Choosing all possible pairs of these 4 equations, we construct $\binom{4}{2} = 6$ systems of equations as the ones in (3.9). Employing the trigonometric constraint $x^2 + y^2 - 1 = 0$ and applying the same elimination process as in Section 3.2, we derive 6 polynomial equations each of order 6, in the unknown variable $y := s\theta$ (cf. (3.15)):

$$\xi_{6,j}y^6 + \ldots + \xi_{1,j}y + \xi_{0,j} = 0$$ (3.24)
Figure 3.3: An example of a degenerate case: When both robots move on straight lines there exist two solutions for the robot-to-robot transformation (i.e., two symmetric poses for $R_2$ denoted by $\{2\}$ and $\{2'\}$), regardless of how many distance measurements are available. The solid line represents the true trajectory of $R_2$, while the dashed line denotes the symmetric solution.

where the $\xi_{i,j}$’s, $i = 0, \ldots, 6$, $j = 1, \ldots, 6$, are functions of measured and estimated quantities. Rewriting these polynomials in a matrix form, we have:

$$
\begin{bmatrix}
\xi_{6,1} & \cdots & \xi_{1,1} & \xi_{0,1} \\
\vdots & \ddots & \vdots & \vdots \\
\xi_{6,6} & \cdots & \xi_{1,6} & \xi_{0,6}
\end{bmatrix}
\begin{bmatrix}
y_6 \\
\vdots \\
y_1
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
\vdots \\
0
\end{bmatrix}
\iff
\Xi y = 0
$$

(3.25)

The null space of matrix $\Xi$ in (3.25) has, generically, dimension 1. Thus, a unique solution for the vector $y$, and hence for $y$, can be determined. Given $y := s\theta$, the unique values of the remaining unknowns, $s\theta$, $c\phi$, and $s\phi$, are computed via back-substitution as in the previous two cases.

Note that there exist singular cases where more than one solution exist and matrix $\Xi$ will lose rank. For example, when both robots move on straight lines, two symmetric solutions exist (cf. Fig. 3.3). However, these events will not occur with probability 1 (cf. Corollary 4), and we can conclude that given 5 distance measurements, generically, there exists at most one solution for the 3-DOF robot-to-robot transformation.
3.4.2 Efficient Computation of the Unique Solution

The approach for computing the unique solution presented in the previous section, requires repetition of the elimination procedure of Section 3.2 6 times. In addition to being time consuming, this method may result in incorrect values for the robot-to-robot transformation or even fail due to the accumulation of numerical errors. In this section, we present an alternative approach based on a linear algorithm for efficiently computing the unique solution given 5 distance measurements.

Note that this general method for solving systems of polynomial equations has been applied in the past for computing the pose of a camera given 4 bearing measurements to known landmarks [62], [4]. However, this is the first time that the distance-based robot-to-robot transformation problem is formulated so that it can be amenable to this form of solution.

As described in Sections 3.2, 3.3, and 3.4.1, for each of the last 4 distance measurements, \( d_{34}, \ldots, d_{9,10} \), we can write an equation similar to (3.7), repeated below after rearranging terms and renaming the known quantities \( \alpha_{i,j} \)'s:

\[
\alpha_{7,j}c\phi + \alpha_{6,j}s\phi + \alpha_{5,j}c\theta + \alpha_{4,j}s\theta + \alpha_{3,j}c(\theta - \phi) + \alpha_{2,j}s(\theta - \phi) + \alpha_{1,j} = 0, \quad j = 1, \ldots, 4
\]

The unknowns in these 4 equations are \( c\phi, s\phi, c\theta, s\theta, c(\theta - \phi), s(\theta - \phi) \). Rewriting them in a matrix form, we have

\[
\begin{bmatrix}
\alpha_{7,1} & \cdots & \alpha_{1,1} \\
\vdots & \ddots & \vdots \\
\alpha_{7,4} & \cdots & \alpha_{1,4}
\end{bmatrix}
\begin{bmatrix}
c\phi \\
s\phi \\
c\theta \\
s\theta \\
c(\theta - \phi) \\
s(\theta - \phi) \\
1
\end{bmatrix} = \begin{bmatrix}0 \\
\vdots \\
0\end{bmatrix} \iff \mathbf{A}\mathbf{x} = \mathbf{0}
\]
where $A$ is the $4 \times 7$ coefficient matrix (known), and $x$ is the unknown vector we want to solve for. Once we have computed the three vectors $r$, $s$, and $t$ that span the null space of $A$, $x$ can be written as:

$$x = \lambda_1 r + \lambda_2 s + \lambda_3 t$$

(3.26)

for some scalars $\lambda_1$, $\lambda_2$, $\lambda_3$. To determine their values, we use the trigonometric identities

$$c^2 \phi + s^2 \phi = 1, \quad c^2 \theta + s^2 \theta = 1, \quad c^2 (\theta - \phi) + s^2 (\theta - \phi) = 1$$

$$c \theta c \phi + s \theta s \phi = c(\theta - \phi), \quad s \theta c \phi - c \theta s \phi = s(\theta - \phi)$$

(3.27)

and the constraint

$$\lambda_1 r_7 + \lambda_2 s_7 + \lambda_3 t_7 = 1$$

(3.28)

where $r_7$, $s_7$, and $t_7$ denote the 7th scalar elements of vectors $r$, $s$, and $t$, respectively. Substituting the corresponding elements of $x$ from (3.26) in the constraints (3.27), and eliminating $\lambda_3$ using (3.28), we obtain the following system of equations:

$$
\begin{bmatrix}
\beta_{1,1} & \ldots & \beta_{1,5} \\
\vdots & \ddots & \vdots \\
\beta_{5,1} & \ldots & \beta_{5,5}
\end{bmatrix}
\begin{bmatrix}
\lambda_1^2 \\
\lambda_2^2 \\
\lambda_1 \lambda_2 \\
\lambda_1 \\
\lambda_2
\end{bmatrix}
= 
\begin{bmatrix}
\gamma_1 \\
\vdots \\
\gamma_5
\end{bmatrix}
$$

where $\beta_{i,j}$ and $\gamma_i, i, j = 1, \ldots, 5$ are functions of known quantities [97]. This system can be solved to uniquely determine the unknown vector $[\lambda_1^2 \lambda_2^2 \lambda_1 \lambda_2 \lambda_1 \lambda_2]^T$. Given the values of $\lambda_1$ and $\lambda_2$, $\lambda_3$ is computed from (3.28) and subsequently $x$ is uniquely determined from (3.26). Finally, the unknown robot-to-robot transformation is retrieved from the first 4 elements of $x$. 
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3.5 Weighted Least Squares Refinement

When 5 or more distance measurements are available to the robots, their relative pose can be computed with higher accuracy based on the following two-step process: (i) Compute the initial estimate for the 3-DOF transformation from 5 distance measurements (cf. Section 3.4.2), (ii) Use the estimate from the previous step to initialize an iterative weighted least squares (WLS) algorithm that processes all distance measurements available. We hereafter describe the second step of this process.

Assume that the robots have recorded \( n \) distance measurements, which are used to form a system of \( n - 1 \) nonlinear equations equivalent to (3.5). Rearranging terms, these can be written in a compact form as

\[
h(x, \vartheta) = 0
\]  

(3.29)

where \( x := [\theta, \phi]^T \) denotes the vector of the unknown variables, and \( \vartheta := [1^T \hat{p}^T 2^T z^T]^T \) is the vector comprising the following known quantities:

\[
1^p := [1^p_3 \ldots 1^p_{2n-1}]^T \\
2^p := [2^p_1 \ldots 2^p_{2n}]^T \\
z := [d_{12} \ldots d_{(2n-1)(2n)}]^T
\]

Since \( 1^p, 2^p, \) and \( z \) are estimated or measured independently, the covariance matrix \( P_{\vartheta \vartheta} \) of \( \vartheta \) has a block diagonal structure:

\[
P_{\vartheta \vartheta} = \begin{bmatrix}
P_{11} & 0 & 0 \\
0 & P_{22} & 0 \\
0 & 0 & R
\end{bmatrix}
\]

where\(^5\) \( P_{11} = E[1^p 1^p^T] \) and \( P_{22} = E[2^p 2^p^T] \) are the covariance matrices for the

\(^5\) We denote the error as \( \hat{p} = p - \hat{p} \), where \( p \) and \( \hat{p} \) are the true and estimated vectors, respectively. Note also that the covariance matrices \( P_{11} \) and \( P_{22} \) are computed using state augmentation [68]. At every new robot position a copy of the current robot pose is added to the state vector. The covariance matrix is also appropriately augmented to include the covariance of the duplicate robot pose and its correlations with the rest of the poses in the state vector. Afterwards, only the copied state is propagated using odometric measurements. The interested reader is referred to [54] for details.
robot-position vectors \( \mathbf{p}^1 \) and \( \mathbf{p}^2 \), respectively, and \( \mathbf{R} = \text{diag}(\sigma_{d_{ij}}^2) \) is the distance-measurements’ noise covariance matrix, with \( \sigma_{d_{ij}} \) denoting its standard deviation.

Given the estimate \( \hat{\vartheta} \) of \( \vartheta \), from the robots’ odometry and the recorded distance measurements, and the initial estimate \( \hat{x}^{(1)} \) of \( \mathbf{x} \), determined from the algebraic method of Section 3.4.2, the WLS algorithm computes the new estimate for \( \mathbf{x} \) through the following iterative process:

\[
\hat{x}^{(\kappa+1)} = \hat{x}^{(\kappa)} - \mathbf{P}_{xx}^{-1} \mathbf{H}_x \left( \mathbf{H}_\vartheta \mathbf{P}_{\vartheta\vartheta} \mathbf{H}_\vartheta^T \right)^{-1} h(\hat{x}^{(\kappa)}, \hat{\vartheta})
\]

where \( \mathbf{P}_{xx} = [\mathbf{H}_x^T (\mathbf{H}_\vartheta \mathbf{P}_{\vartheta\vartheta} \mathbf{H}_\vartheta^T)^{-1} \mathbf{H}_x]^{-1} \) is the covariance of the estimates, and

\[
\mathbf{H}_x = \left. \frac{\partial h}{\partial \mathbf{x}} \right|_{\mathbf{x}=\hat{x}^{(\kappa)}, \vartheta=\hat{\vartheta}}, \quad \mathbf{H}_\vartheta = \left. \frac{\partial h}{\partial \vartheta} \right|_{\mathbf{x}=\hat{x}^{(\kappa)}, \vartheta=\hat{\vartheta}}
\]

are the Jacobians of the nonlinear function \( h \) [97].

Note that the iterative WLS process will converge if the robot-to-robot transformation is observable. In practice, we can detect singular cases by checking the rank of \( \mathbf{H}_x \); if it is not of rank 2, the robots will need to move to new locations and acquire additional range measurements. In order to avoid such singular configurations, in the following section we present necessary and sufficient conditions on the robots’ motion for the system to be observable.

### 3.6 Observability Analysis

The system describing the 3-DOF robot-to-robot transformation given odometric and distance measurements is nonlinear. Therefore, tests designed for linear time-invariant systems (e.g., the Gramian matrix rank [51] or the Popov-Belevitch-Hautus (PBH) test [70]) cannot be used for examining its observability. Instead, we hereafter employ the observability rank criterion based on Lie derivatives [30] to determine the conditions under which our system is locally weakly observable. Recently, Mariottini et al. [49]
have employed this criterion to investigate the observability of 2D leader-follower formations using only bearing measurements. In [50], Martinelli and Siegwart have also used this test to determine only sufficient conditions for the observability of cooperative localization for pairs of mobile robots navigating in 2D.

In this section, we study the observability of the nonlinear system describing the time evolution of the robot-to-robot transformation given distance measurements and determine the necessary and sufficient observability conditions on the motion of the two robots. Specifically, after a brief review of the key concepts of observability (Section 3.6.1), the Lie derivatives and the observability rank condition (Section 3.6.2), in Section 3.6.3 we prove that the sufficient conditions for the robot-to-robot transformation to be locally weakly observable are: (i)-(ii) both robots have nonzero linear velocities, (iii) at least one of them has nonzero rotational velocity. Additionally, we prove that conditions (i)-(ii) are also necessary.

3.6.1 Observability of Nonlinear Systems

Consider the state-space representation of the following nonlinear system [12]:

\[
\Sigma \left\{ \begin{array}{l}
\dot{x} = f(x, u), \\
y = h(x)
\end{array} \right. \quad x(t_0) = x_0
\]

(3.30)

where \( x \in M \) (a \( C^\infty \) connected manifold of dimension \( n \)) is the state vector, \( u = [u_1 \ldots u_l]^T \in \mathbb{R}^l \) is the vector of control inputs, and \( y = [y_1 \ldots y_m]^T \in \mathbb{R}^m \) is the measurement vector, with \( y_k = h_k(x), \ k = 1, \ldots, m \).

**Definition 6.** Two initial states \( x_0 \) and \( x_1 \) are indistinguishable if given the same input \( u(t) \), the system \( \Sigma \) produces the same output \( y(t) \) for both initial states \( x_0 \) and \( x_1 \). The system is termed observable if for all \( x \in M \), the only state indistinguishable from \( x \) is \( x \) itself.

Notice that observability is a global concept. However, it might be necessary for the state to travel a considerable distance or for a long time to distinguish two points of \( M \).
For this reason, the following local concept is introduced [12]:

**Definition 7.** $\Sigma$ is **locally observable at** $x_0 \in M$ **if for every open neighborhood** $U$ **of** $x_0$, **the set of points indistinguishable from** $x_0$ **by trajectories in** $U$ **only consists of** $x_0$ **itself.** $\Sigma$ is **locally observable** if it is locally observable for every $x \in M$.

In practice, it may be sufficient to distinguish $x_0$ only from its neighbors (e.g., when some prior knowledge of $x_0$ is available). However, it is possible that $x_0$ is indistinguishable from states that are far away. This leads to the concept of weak observability [12].

**Definition 8.** $\Sigma$ is **weakly observable at** $x_0$ **if there exists an open neighborhood** $U$ **of** $x_0$ **such that the only point in** $U$ **which is indistinguishable from** $x_0$ **is** $x_0$ **itself.** The **system** $\Sigma$ **is weakly observable** if it is weakly observable at every $x \in M$.

Notice again that it might be necessary to travel far away from $U$ to distinguish two points in $U$. For this reason, the following local concept is introduced [12].

**Definition 9.** $\Sigma$ is **locally weakly observable at** $x_0$ **if there exists an open neighborhood** $U$ **of** $x_0$ **such that for every open neighborhood** $V$ **of** $x_0$ **contained in** $U$, **the set of points indistinguishable from** $x_0$ **in** $U$ **by trajectories in** $V$ **is** $x_0$ **itself.** The **system** $\Sigma$ **is locally weakly observable** if it is locally weakly observable for every $x \in M$.

The advantage of local weak observability over other concepts is that it has a simple algebraic test which will be described in Section 3.6.2. Furthermore, and in the context of the robots’ relative pose estimation problem, if the system is locally weakly observable and 3 or more distance measurements are available, then generically given an initial estimate that is close to the true solution, the iterative algorithm described in Section 3.5 (or higher-order variants of this) will converge to it. Additionally, if a unique solution exists (cf. Lemma 5, Section 3.4), the required initial estimate can be computed in closed form (Section 3.4.2), and the system is locally observable.
3.6.2 Lie Derivatives and Nonlinear Observability

We consider the special case of system (3.30) where the process function, $f$, can be separated into a summation of independent functions, each one excited by a different component of the control input vector, i.e.,

\[
\begin{aligned}
    \dot{x} &= f_0(x) + f_1(x)u_1 + \cdots + f_l(x)u_l \\
    y &= h(x)
\end{aligned}
\]  

(3.31)

where $f_0$ is the zero-input function of the process model.

The zeroth-order Lie derivative of any (scalar) function is the function itself, i.e., $\mathcal{L}^0 h_k(x) = h_k(x)$. The first-order Lie derivative of function $h_k(x)$ with respect to $f_i$ is defined as:

\[
\mathcal{L}^1_{f_i} h_k(x) = \frac{\partial h_k(x)}{\partial x_1} f_{i1}(x) + \cdots + \frac{\partial h_k(x)}{\partial x_n} f_{in}(x) = \nabla h_k(x) \cdot f_i(x)
\]  

(3.32)

where $f_i(x) = [f_{i1}(x), \ldots, f_{in}(x)]^T$, $\nabla$ represents the gradient operator, and \('\cdot''\) denotes the vector inner product. Considering that $\mathcal{L}^1_{f_i} h_k(x)$ is a scalar function itself, the second-order Lie derivative of $h_k(x)$ with respect to $f_i$ is:

\[
\mathcal{L}^2_{f_i} h_k(x) = \mathcal{L}^1_{f_i} \left( \mathcal{L}^1_{f_i} h_k(x) \right) = \nabla \mathcal{L}^1_{f_i} h_k(x) \cdot f_i(x)
\]  

(3.33)

Higher-order Lie derivatives are computed similarly. Additionally, it is possible to define mixed Lie derivatives, i.e., with respect to different functions of the process model. For example the second-order Lie derivative of $h_k$ with respect to $f_j$ and $f_i$, given its first derivative with respect to $f_i$, is:

\[
\mathcal{L}^2_{f_i f_j} h_k(x) = \mathcal{L}^1_{f_j} \left( \mathcal{L}^1_{f_i} h_k(x) \right) = \nabla \mathcal{L}^1_{f_i} h_k(x) \cdot f_j(x)
\]  

(3.34)

Based on the preceding expressions for the Lie derivatives, the observability matrix is defined as the matrix with rows:

\[
\mathcal{O} \triangleq \{ \nabla \mathcal{L}^\ell_{f_i \cdots f_j} h_k(x) | i, j = 0 \ldots l; k = 1 \ldots m; \ell \in \mathbb{N} \}
\]  

(3.35)
Figure 3.4: Geometric relation between the two robots. The initial (global) frames of the two robots are denoted by \( \{G_1\} \) and \( \{G_2\} \), while their current poses are represented by the frames \( \{R_1\} \) and \( \{R_2\} \), respectively.

The important role of this matrix in the observability analysis of a nonlinear system is captured by Theorems 3.1 and 3.11 in [30], repeated below:

**Theorem 10 (Observability Sufficient Condition).** If a system satisfies the observability rank condition then it is locally weakly observable.

**Definition 11 (Observability Rank Condition).** The observability rank condition is satisfied when the observability matrix (cf. (3.35)) is full rank.

**Theorem 12 (Observability Necessary Condition).** If a system is locally weakly observable, then the observability rank condition is satisfied generically.

In this case, “generically” means that the observability matrix is full rank everywhere except possibly within a subset of the domain of \( \mathbf{x} \) [12]. Hence, if the observability matrix is not of sufficient rank for all values of \( \mathbf{x} \), the system is not locally weakly observable [66].
3.6.3 Observability of the 2D Robot-to-Robot Transformation

In this section, we first derive the continuous-time system model describing the relative position and orientation of the two robots and then analyze its observability, when range measurements are available.

Consider two robots that start from initial poses denoted by the (global) frames of reference \( \{G_1\} \) and \( \{G_2\} \), respectively. After some time, the robots move and their new poses are now depicted in Fig. 3.4 by the frames \( \{R_1\} \) and \( \{R_2\} \).

The \( 2 \times 2 \) rotational matrices describing vector transformations between these frames satisfy the following relation:

\[
G_1 \phi G_2 = G_1 R_1 C(\phi_1) R_1 C(\phi) R_2 C(-\phi_2)
\]

or, equivalently

\[
G_1 \phi G_2 = \phi_1 + \phi - \phi_2
\]  

(3.36)

where \( \phi \) denotes the relative orientation of the two robots.

Additionally, their positions satisfy the following geometric constraint (cf. Fig. 3.4):

\[
G_1 p G_2 = G_1 p_{R_1} + G_1 R_1 C(\phi_1) R_1 p_{R_2} - G_1 G_2 C(G_1 \phi G_2) G_2 p_{R_2}
\]

(3.37)

where \( R_1 p_{R_2} \) is the robots’ relative position vector.

Differentiating (3.36) and (3.37) with respect to time and noting that \( G_1 \dot{\phi} G_2 = 0 \) and \( G_1 \dot{p} G_2 = 0_{2 \times 1} \), we have:

\[
\dot{p} = -e_1 v_1 + C(\phi)e_1 v_2 - Jp \omega_1
\]

(3.38)

\[
\dot{\phi} = -\omega_1 + \omega_2
\]

(3.39)

with

\[
p := R_1 p_{R_2} = \begin{bmatrix} px \\ py \end{bmatrix}, \quad e_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}
\]
where \( v_i \) and \( \omega_i = \dot{\phi}_i, \ i = 1, 2, \) are the linear and rotational velocity, respectively, of robot \( R_i. \)

Furthermore, we rearrange the nonlinear kinematic equations (cf. (3.38) and (3.39)) in the following convenient form for computing the Lie derivatives:

\[
\begin{bmatrix}
\dot{p}_x \\
\dot{p}_y \\
\dot{\phi}
\end{bmatrix}
= \begin{bmatrix}
-1 & c\phi & p_y \\
0 & s\phi & -p_x \\
0 & 0 & -1
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2 \\
\omega_1 + \omega_2
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}
\]

Finally in order to preserve the clarity of presentation, the measurement function is chosen to be the squared distance between the two robots divided by two, \( d^2/2 \), instead of the distance \( d \), i.e.,

\[ h(x) = \frac{d^2}{2} = \frac{1}{2} p^T p \]  

(3.41)

Note that \( d \) and \( d^2/2 \) are both strictly positive, there is a one-to-one correspondence between them, and provide the same information for the spatial relation of the two robots.\(^6\)

We hereafter compute the necessary Lie derivatives of \( h \) and their gradients.

- **Zeroth-order Lie derivative** \( \mathcal{L}^0 h \)

\[ \mathcal{L}^0 h = h = \frac{1}{2} p^T p \]

with gradient:

\[ \nabla \mathcal{L}^0 h = \begin{bmatrix} p_x \\ p_y \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \]

- **First-order Lie derivatives** \( \mathcal{L}^1 f_i h, \mathcal{L}^1 g_i h \)

\[ \mathcal{L}^1 f_1 h = \nabla \mathcal{L}^0 h \cdot f_1 = -p_x \]
\[ \mathcal{L}^1 g_2 h = \nabla \mathcal{L}^0 h \cdot g_2 = p_x c\phi + p_y s\phi \]

\(^6\) In practice, if \( d^2/2 \) is used as the measurement instead of \( d \), it will change the probability density function of the noise in the observations and may affect the selection of the appropriate estimator for determining the unknown transformation. This choice, however, has no impact on the observability which is a property of the system and is independent of the observation noise.
with gradients:

\[ \nabla \mathcal{L}^1_{f_1} h = \begin{bmatrix} -1 & 0 & 0 \end{bmatrix} \]

\[ \nabla \mathcal{L}^1_{f_2} h = \begin{bmatrix} c\phi & s\phi & -p_x s\phi + p_y c\phi \end{bmatrix} \]

**Second-order Lie derivatives** \((\mathcal{L}^2_{f_1 f_2} h, \mathcal{L}^2_{f_2 f_1} h, \mathcal{L}^2_{f_4 f_2} h)\)

\[ \mathcal{L}^2_{f_1 f_2} h = (\nabla \mathcal{L}^1_{f_2} h) \cdot f_1 = -c\phi \]

\[ \mathcal{L}^2_{f_2 f_1} h = (\nabla \mathcal{L}^1_{f_1} h) \cdot f_3 = -p_y \]

\[ \mathcal{L}^2_{f_4 f_2} h = (\nabla \mathcal{L}^1_{f_2} h) \cdot f_4 = -p_x s\phi + p_y c\phi \]

with gradients:

\[ \nabla \mathcal{L}^2_{f_1 f_2} h = \begin{bmatrix} 0 & 0 & s\phi \end{bmatrix} \]

\[ \nabla \mathcal{L}^2_{f_2 f_1} h = \begin{bmatrix} 0 & -1 & 0 \end{bmatrix} \]

\[ \nabla \mathcal{L}^2_{f_4 f_2} h = \begin{bmatrix} -s\phi & c\phi & -p_x c\phi - p_y s\phi \end{bmatrix} \]

**Third-order Lie derivatives** \((\mathcal{L}^3_{f_1 f_2 f_2} h, \mathcal{L}^3_{f_2 f_1 f_2} h, \mathcal{L}^3_{f_2 f_4 f_2} h)\)

\[ \mathcal{L}^3_{f_1 f_2 f_2} h = (\nabla \mathcal{L}^2_{f_2 f_1} h) \cdot f_3 = -s\phi \]

\[ \mathcal{L}^3_{f_2 f_1 f_2} h = (\nabla \mathcal{L}^2_{f_1 f_2} h) \cdot f_4 = s\phi \]

\[ \mathcal{L}^3_{f_2 f_4 f_2} h = (\nabla \mathcal{L}^2_{f_4 f_2} h) \cdot f_4 = -p_x c\phi - p_y s\phi \]

with gradients:

\[ \nabla \mathcal{L}^3_{f_1 f_2 f_2} h = \begin{bmatrix} 0 & 0 & -c\phi \end{bmatrix} \]

\[ \nabla \mathcal{L}^3_{f_2 f_1 f_2} h = \begin{bmatrix} 0 & 0 & c\phi \end{bmatrix} \]

\[ \nabla \mathcal{L}^3_{f_2 f_4 f_2} h = \begin{bmatrix} -c\phi & -s\phi & p_x s\phi - p_y c\phi \end{bmatrix} \]

Any other higher-order Lie derivatives are repetitions of \(\pm c\phi, \pm s\phi, \pm (p_x c\phi + p_y s\phi), \) and \(\pm (p_x s\phi - p_y c\phi)\) \([97]\).

At this point, we present the main results of this section regarding the observability of the system under consideration:
Lemma 13 (Sufficient Conditions). The system (3.40)-(3.41) is locally weakly observable, if the following conditions are satisfied:

(i) \( v_1 \neq 0 \),

(ii) \( v_2 \neq 0 \),

(iii) \( \omega_1 \neq 0 \) or \( \omega_2 \neq 0 \),

Proof. When conditions (i)-(iii) are satisfied, and particularly \( \omega_1 \neq 0 \), the observability matrix

\[
\mathcal{O} = \begin{bmatrix}
\nabla L_1 f_1 h \\
\nabla L_2 f_1 h \\
\nabla L_2 f_2 h \\
\nabla L_3 f_1 f_2 h \\
\end{bmatrix} = \begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & s\phi \\
0 & 0 & -c\phi \\
\end{bmatrix}
\]

is full rank, because \( \mathcal{O}^T \mathcal{O} = I_3 \). Alternatively, if \( \omega_1 = 0 \) and \( \omega_2 \neq 0 \), we replace the rows that involve \( f_3 \) with those corresponding to \( f_4 \). Then the observability matrix \( \mathcal{O} \) is

\[
\mathcal{O} = \begin{bmatrix}
\nabla L_1 f_2 h \\
\nabla L_2 f_3 f_2 h \\
\nabla L_2 f_1 h \\
\nabla L_3 f_1 f_2 h \\
\end{bmatrix} = \begin{bmatrix}
c\phi & s\phi & -p_x s\phi + p_y c\phi \\
-s\phi & c\phi & -p_x c\phi - p_y s\phi \\
0 & 0 & s\phi \\
0 & 0 & c\phi \\
\end{bmatrix}
\]

which is also full rank, since \( \det(\mathcal{O}^T \mathcal{O}) = 1 \). Therefore, in both cases, the observability rank condition is satisfied and the system is locally weakly observable (cf. Theorem 10). \( \square \)

Lemma 14 (Necessary Conditions). The system (3.40)-(3.41) is not locally weakly observable, if the following conditions are not satisfied:

(i) \( v_1 \neq 0 \),

(ii) \( v_2 \neq 0 \).
Proof. We hereafter show that when any of the above two conditions is violated, the observability matrix is never full rank, and thus (cf. Theorem 12) the system is not locally weakly observable.

(i) If $v_1 = 0$, we can only select Lie derivatives that do not involve $f_1$. In this case, the observability matrix is:

$$O_1 = \begin{bmatrix} \nabla \Sigma^0 h \\ \nabla \Sigma_{f_2}^1 h \\ \nabla \Sigma_{f_3 f_2}^2 h \end{bmatrix} \begin{bmatrix} p_x & p_y & 0 \\ c\phi & s\phi & -p_x s\phi + p_y c\phi \\ -s\phi & c\phi & -p_x c\phi - p_y s\phi \end{bmatrix}$$

which is singular since $\det(O_1) = 0$.

(ii) If $v_2 = 0$, we can only choose Lie derivatives that do not involve $f_2$. The observability matrix is now

$$O_2 = \begin{bmatrix} \nabla \Sigma^0 h \\ \nabla \Sigma_{f_1}^1 h \\ \nabla \Sigma_{f_3 f_1}^2 h \end{bmatrix} \begin{bmatrix} p_x & p_y & 0 \\ -1 & 0 & 0 \\ 0 & -1 & 0 \end{bmatrix}$$

which is also singular.

Hence, it is necessary that both linear velocities $v_1$ and $v_2$ are nonzero for the robot-to-robot relative pose to be locally weakly observable.

\[ \Box \]

**Corollary 15.** Condition (iii) $\omega_1 \neq 0$ or $\omega_2 \neq 0$ is not necessary for the system (3.40)-(3.41) to be locally weakly observable.

**Proof.** If $\omega_1 = \omega_2 = 0$, then the relative orientation will remain constant, i.e., $\phi = \phi_0$, and the system equation becomes:

$$\begin{bmatrix} \dot{p}_x \\ \dot{p}_y \\ \dot{\phi} \end{bmatrix}_{f_1} = \begin{bmatrix} -1 \\ 0 \\ 0 \end{bmatrix} v_1 + \begin{bmatrix} c\phi_0 \\ s\phi_0 \\ 0 \end{bmatrix} v_2$$

(3.42)
which is a special case of (3.40). The gradients of the nonzero Lie derivatives are:

\[
\nabla \mathcal{L}_0^0 h = \begin{bmatrix} p_x & p_y & 0 \end{bmatrix}
\]

\[
\nabla \mathcal{L}_f^1 h = \begin{bmatrix} -1 & 0 & 0 \end{bmatrix}
\]

\[
\nabla \mathcal{L}_f^1 h = \begin{bmatrix} c\phi_0 & s\phi_0 & -p_x s\phi_0 + p_y c\phi_0 \end{bmatrix}
\]

\[
\nabla \mathcal{L}_{f_f}^2 h = \begin{bmatrix} 0 & 0 & s\phi_0 \end{bmatrix}
\]

The observability matrix is now given by

\[
O_3 = \begin{bmatrix}
-1 & 0 & 0 \\
p_x & p_y & 0 \\
0 & 0 & s\phi_0 \\
c\phi_0 & s\phi_0 & -p_x s\phi_0 + p_y c\phi_0
\end{bmatrix}
\]

which is full rank in general. Therefore the system is still locally weakly observable (cf. Theorem 10). Hence, (iii) \( \omega_1 \neq 0 \) or \( \omega_2 \neq 0 \) is a sufficient but not a necessary condition for the system to be locally weakly observable.

Finally, we note that Lemmas 13 and 14 provide sufficient and necessary conditions on the robots’ motions for the 3-DOF transformation to be locally weakly observable. If, additionally, 5 distance measurements are available (cf. Lemma 5), then generically the system is locally observable and the robot-to-robot transformation can be uniquely determined.

### 3.7 Simulation and Experimental Results

#### 3.7.1 Simulations

The purpose of our simulations is to verify the validity of the presented algorithms, and demonstrate the accuracy and robustness of Algorithm 3.4.2 (cf. Section 3.4.2) against that of Algorithm 3.4.1 (cf. Section 3.4.1) for computing the relative pose of two robots using 5 distance measurements.
Figure 3.5: Simulation results, averaged over 2000 trials, for Algorithms IV-A and IV-B. (a), (c): relative bearing $\theta$ estimation error vs. standard deviation of the noise in the odometry and distance measurements. (b): relative bearing $\theta$ and relative orientation $\phi$ estimation errors vs. standard deviation of the odometry noise (for constant distance noise standard deviation). (d): relative bearing $\theta$ and relative orientation $\phi$ estimation errors vs. standard deviation of the distance noise (for constant odometry noise standard deviation).

For the results shown hereafter, the trajectories and distance measurements were generated as follows: (i) the two robots start at initial positions 10 m apart from each other and record their first distance measurement; (ii) each robot moves randomly for approximately 2 m; (iii) the robots record a distance measurement at their new positions. Steps (ii) and (iii) were repeated until 6 distance measurements were collected.
Each robot is modeled as a differential two-wheel drive vehicle equipped with encoders measuring the left, $v_{\ell_i}$, and right, $v_{r_i}$, wheel velocities, $i = 1, 2$. The linear and rotational velocity of each robot is given by:

$$v_i = \frac{v_{\ell_i} + v_{r_i}}{2}, \quad \omega_i = \frac{v_{r_i} - v_{\ell_i}}{a}, \quad i = 1, 2$$

where $a = 0.35$ m is the distance between the wheels.

The wheel velocities are commanded to yield constant linear velocity $v_1 = v_2 = 1$ m/s,
and rotational velocity $\omega_i$, $i = 1, 2$, that varies between $\pm 2.8$ rad/s following a uniform distribution. The measured wheel velocities are corrupted with zero-mean Gaussian noise with standard deviations $\sigma_{v_{li}} = \kappa v_{li}$, and $\sigma_{v_{ri}} = \kappa v_{ri}$, $i = 1, 2$. The distance measurement noise is also assumed to be additive zero-mean Gaussian with covariance $R = \sigma_d^2 I_n$. Both $\sigma_d$ and $\kappa$ (velocity noise standard deviation as percentage of the actually velocity) were used as parameters in our simulations for examining the robustness and accuracy of the presented algorithms.

Fig. 3.5 shows the averaged results of 2000 trials for each noise level. In particular, Figs. 3.5(a) and 3.5(c) show the relative bearing $\theta$ error as a function of the noise standard deviation in the odometry and the distance measurements. The corresponding figures for the relative orientation $\phi$ error are similar to the ones for bearing and are omitted due to space limitations. To further highlight the difference in performance of the two algorithms, we fixed the standard deviation of the noise in the distance (odometry) measurements, and plotted the estimation error as a function of the odometry (distance) noise standard deviation in Fig. 3.5(b) (Fig. 3.5(d)). Evidently, the linear Algorithm 3.4.2 is consistently more accurate than Algorithm 3.4.1 over a wide range of values for $\kappa$ and $\sigma_d$.

As explained in Section 3.5, in order to improve the accuracy of the relative pose estimates, a weighted least squares (WLS) refinement step is also necessary. However, every iterative method requires an initial estimate, whose accuracy greatly impacts the quality of the solution. Imprecise initial estimates can lead to local minima and even divergence. Fig. 3.6 compares the WLS performance when using the resulting estimates from Algorithms 3.4.1 and 3.4.2 for initialization. Fig. 3.6(a) shows the estimation errors when the WLS process converged to the true solution and the estimates are consistent. As evident, the estimation errors are comparable regardless of which algorithm is used for initialization. However, the impact of the initialization algorithm on the WLS’s performance is better appreciated when considering additional factors such as: (i) percentage of inconsistent estimates, (ii) percentage of divergence, and (iii) required
number of iterations. Specifically, the percentage of inconsistent estimates\(^7\) is significantly larger when Algorithm 3.4.1, instead of 3.4.2 is used for WLS initialization (cf. Fig. 3.6(b)). Furthermore, as shown in Figs. 3.6(c) and 3.6(d), initialization with Algorithm 3.4.2 reduces the number of WLS iterations required to converge and improves the divergence rate (we declare that the WLS process has not converged if it has reached 1000 iterations). Finally, we note that the estimation accuracy is significantly improved when additional distance measurements are available (cf. Fig. 3.6(a)).

### 3.7.2 Experiments

We hereafter experimentally validate the accuracy of the algorithms presented in Sections 3.2-3.4 for determining the robot-to-robot transformation given 3, 4, or 5 range measurements.

For our experiments we deployed two Pioneer II robots within an area of $4 \text{ m} \times 5 \text{ m}$ (cf. Fig. 3.7). The robots estimated their poses with respect to their initial locations using linear and rotational velocity measurements from their wheel-encoders. An overhead camera was used to provide ground truth for evaluating the errors in the computed estimates. Additionally, using the position measurements from the camera, we were able to compute the distances between the robots and control their accuracy by adding noise in these measurements. In this experiment, the standard deviation of the noise in the distance measurements was set to $\sigma_d = 0.01 \text{ m}$.

Given 3 distance measurements, the 6 possible robot-to-robot transformations are shown in Fig. 3.8. By comparing each of them to the true robot trajectory (cf. Fig. 3.7), it is evident that Solution 4 (cf. Fig. 3.8(d)) corresponds to the true configuration. The same conclusion can be reached after processing 4 or 5 distance measurements (in this case, there exists only one real solution when considering 4 distance measurements).

The computed values for the two robot’s relative bearing and orientation are shown

---

\(^7\) An estimate is considered inconsistent if the estimation error is larger than $3\sigma$, where $\sigma$ is obtained from the diagonal elements of the covariance matrix $P_{xx}$ computed using the iterative WLS algorithm (cf. Section 3.5).
in the first three columns of Table 3.1 for 3, 4, and 5 distance measurements respectively. Note that for the case of 3 distance measurements, only the solution closest to the true value (shown in the last column and computed using the camera) is included. These data show a slight decrease in accuracy when using additional distance measurements. This is to be expected since the distance measurements are used here to compute the initial estimate, at time \( t = 0 \), for the robot-to-robot transformation, i.e., when the two robots first detected each other. In this case, as the robots move and accumulate odometry error, the uncertainty in the initial transformation will increase. However, this would not be in general the case if instead we were to compute the robot-to-robot transformation at subsequent time instants. Actually, as it was shown in Section 3.6, the system describing the current robot-to-robot transformation is locally observable and hence its error will remain bounded.

Finally, we tested the accuracy of the WLS process initialized with the estimate computed by Algorithm 3.4.2 given 5 distance measurements. As shown in the 4th column of Table 3.1, the WLS estimates for the relative bearing and orientation are \( \theta = -0.9319 \) rad, and \( \phi = 0.3328 \) rad, both of which are of higher accuracy compared to the initial estimates.

<table>
<thead>
<tr>
<th>No. meas.</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>5 (WLS)</th>
<th>Cam</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta ) (rad)</td>
<td>-0.9490</td>
<td>-0.9469</td>
<td>-0.9501</td>
<td>-0.9319</td>
<td>-0.9160</td>
</tr>
<tr>
<td>( \phi ) (rad)</td>
<td>0.3312</td>
<td>0.3286</td>
<td>0.3353</td>
<td>0.3328</td>
<td>0.3280</td>
</tr>
</tbody>
</table>

### 3.8 Summary

In this chapter, we presented efficient algorithms for solving the relative pose problem for pairs of robots moving on a plane using robot-to-robot distance measurements. Non-iterative algorithms for computing the initial estimate of the 3-DOF transformation
Figure 3.7: The trajectories of the two robots and the locations where distance measurements were recorded.

were presented for the cases when 3, 4, and 5 distance measurements were available. We have shown that for nonsingular configurations the maximum number of solutions for the above cases are 6, 4, and 1, respectively. In addition, we presented a novel linear algorithm for computing the unique solution that is robust to numerical errors. A key advantage of our approach is that it does not require any robot coordination or specific motion strategies, thus reducing the time and effort required. Furthermore, a weighted least squares process was presented that uses the result of the non-iterative algorithm as the initial relative pose estimate and iteratively improves its accuracy. Finally, we presented necessary and sufficient observability conditions for the motion of the robots based on Lie derivatives.
Figure 3.8: An experiment with 6 real solutions. Solution 4 is the true robot configuration. The distance measurements are depicted by circles centered at robot \( R_1 \) with radii equal to the distance to robot \( R_2 \) at each location.
Chapter 4

Motion-induced Extrinsic Calibration in 3D

In this chapter, we present methods for determining the relative robot-to-robot transformation using combinations of inter-robot range and bearing measurements. Parts of this chapter have been published in two conference papers [98, 99] and submitted as a journal paper [100].

4.1 Introduction

In order for robots to cooperate efficiently, they need to share information about their surroundings. Their measurements, however, are registered with respect to each robot’s local reference frame and need to be converted to a common frame before they can be fused. This requires knowledge of the robot-to-robot transformation, i.e., their relative position and orientation. To date, only few works describe how this transformation can be determined.

Manually measuring the relative pose between robots is obviously too tedious and time consuming. Alternatively, external references (e.g., GPS, compass, or maps of
the environment) can be used to determine their relative pose. However, these external references are not always available (e.g., underwater, underground, outer space, or indoors).

In the absence of external references, the relative robot-to-robot transformation can be computed using *inter-robot observations*, i.e., robot-to-robot distance and/or bearing measurements. For the case of a *static* sensor network, numerous methods have been proposed for determining the locations of sensors in 2D using distance measurements between neighboring sensors (e.g., [21]). However, for mobile sensors, the problem of relative pose determination has only been studied thoroughly in 2D. The ability to move and collect measurements from different vantage points provides additional information for localizing the sensors, and hence makes their relative pose observable [50]. Specifically, it is known that mutual distance and bearing measurements between two robots from a single vantage point are sufficient for determining the 3-DOF relative transformation in closed-form [92, 37]. However, when only distance or bearing measurements are available, the robots must move and record additional observations. Then the relative robot pose can be found by combining the estimated robot motion (e.g., from odometry) with the mutual bearing [50] or distance [93] measurements.

In contrast to the case of motion in 2D, the more challenging problem of determining relative pose in 3D has received limited attention. Interestingly, the task of relative-pose estimation using only 6 distance measurements is actually equivalent to the forward-kinematics problem of the general Stewart-Gough platform [75]. This problem has 40 (generally complex) solutions [88], which can be found by solving a system of multivariate polynomial equations [45, 84]. Moreover, in our previous work [86] we presented methods for estimating the robots’ relative pose when both robots measure relative distance and bearing, or bearing only. However, to the best of our knowledge, no algorithms exist for determining 3D relative pose using different combinations of robot-to-robot distance and/or bearing measurements over time (e.g., the robots can measure distance at the first time step, bearing at the second time step, etc.).
In this chapter, we focus on solving *minimal* problems where the number of equations, provided by the inter-robot measurements, equals the number of unknown parameters. In particular, we consider the case where the robots are equipped with different types of sensors, or record different types of relative measurements over time due to environment constraints. Such minimal problems are formulated as systems of polynomial equations which, in general, have multiple (complex) solutions. The solutions to these minimal problems are very useful in practice for two reasons: i) in the presence of measurement outliers, using minimal solvers as hypotheses generators minimizes the number of samples required in an outlier-rejection scheme such as Random Sample Consensus (RANSAC) [26], ii) minimal solvers can be used to initialize an iterative process [e.g., nonlinear weighted least squares (NWLS)] for improving the estimation accuracy when additional measurements are available. Note also that an additional advantage of NWLS is that it accounts for the effect of uncertainty and noise in the available motion estimates and inter-robot measurements, respectively.

The main contributions of this work are twofold:

- We identify 14 base minimal systems and prove that all other problems resulting from different combinations of inter-robot measurements can be solved using the solutions of the base systems.

- We determine the number of solutions of the 14 minimal systems and provide closed-form or efficient analytical solutions.

### 4.2 Problem Formulation

Consider two robots $R_1$ and $R_2$ moving randomly\(^1\) in 3D through a sequence of poses $\{1\}, \{3\}, \ldots, \{2n - 1\}$ for $R_1$, and $\{2\}, \{4\}, \ldots, \{2n\}$ for $R_2$ (see Fig. 4.1). Along their

\(^{1}\) As it will become evident later on, the coefficients of the polynomials describing the geometric relation between the robots’ poses depend on their trajectories and one can use this fact to enforce simplifications by appropriately restricting the robots’ motions. In this work, however, we are interested in the most general and challenging case, where the robots are allowed to follow arbitrary trajectories.
trajectories, the robots estimate their positions, $1p_i$ and $2p_j$, $i \in \{1, 3, \ldots, 2n - 1\}$, $j \in \{2, 4, \ldots, 2n\}$, with respect to their initial frames, as well as their orientations, represented by the rotation matrices $1C_i$ and $2C_j$, respectively (e.g., by integrating linear and rotational velocity measurements over time). Additionally, at time-step $t_n$ when robots $R_1$ and $R_2$ reach poses $\{i = 2n - 1\}$ and $\{j = 2n\}$, respectively, each robot can measure the range and/or bearing towards the other robot. The range between the robots is given by $d_{ij} = \|1p_j\|_2$, and the bearing is described by a unit vector expressed in the current local frame, $1b_j$ for robot $R_1$ and $2b_i$ for robot $R_2$. Later on, we will also need these unit vectors expressed in the robots’ initial frames and, thus, we define $b_i := 1C_i b_j$ and $b_j := 2C_j b_i$. At each time step, the two robots can measure a subset of these measurements: $\{d_{ij}, b_i, b_j\}$.

Our goal is to use the ego-motion estimates and the relative pose measurements to
Table 4.1: 14 minimal problems. Under column $t_i$ are measurements recorded at time step $i$. The last column (under $r$) shows the number of solutions to each system. System 14 is not covered in this chapter, because it is addressed in [88, 45, 84].

determine the 6-DOF initial transformation between the two robots, i.e., their relative position $p := 1p_2$ and orientation $C := 1C$. In this chapter, we only focus on solving the minimal problems where the number of measurement constraints equals the number of unknowns. In what follows, we will show that only the 14 systems listed in Fig. 4.1 need to be considered, while all other combinations of inter-robot measurements result into problems equivalent to these 14 systems.

### 4.3 All Possible Minimal Problems

We start by noting that there are 7 possible combinations of inter-robot measurements at each time step: \{$d_{ij}, b_i, b_j$\}, \{$b_i, b_j$\}, \{$d_{ij}, b_i$\}, \{$d_{ij}, b_j$\}, \{$b_i$\}, \{$b_j$\}, \{$d_{ij}$\}, and at most 6 time steps need to be considered if, e.g., when only one distance measurement is recorded at each time step. This naive analysis will give us $7^6$ possible cases to consider. Fortunately, we can reduce this number significantly by considering only
minimal problems and using problem equivalence based on the following lemma.

**Lemma 16.** *One instance of the relative pose problem can be transformed to an equivalent problem by the following two operations:

1. Changing the order of the robots.
2. Changing the order of the measurements taken.*

*Proof.* In order to establish problem equivalence, we here demonstrate how to use the solution of the transformed problem (i.e., when the order of the robots or measurements has changed) to solve the original problem (i.e., determine $\frac{1}{2}C, \frac{1}{2}p_2$).

First, if we exchange the order of the robots, i.e., rename robot $R_2$ as $R_1$ and vice versa, the solution of the transformed problem is $(\frac{3}{1}C, \frac{3}{2}p_1)$. Therefore, the solution of the original system is computed from the inverse transformation: $\frac{1}{2}C = \frac{3}{1}C^T$, $\frac{1}{2}p_2 = -\frac{1}{2}C^2p_1$.

Exchanging the order of inter-robot measurements will only make a difference to the problem formulation when the swapping involves measurements recorded at the first time step, since the unknown variables are the 6-DOF initial robot-to-robot transformation. Without loss of generality, assume that measurements taken at the first and second time steps are swapped. Then the solution of the transformed system is actually the transformation $(\frac{3}{4}C, \frac{3}{4}p_4)$ between the frames of reference $\{3\}$ and $\{4\}$ of the original system. The solution of the original system can then be computed using: $\frac{1}{2}C = \frac{1}{3}C_3C_4C^T$, and $\frac{1}{2}p_2 = \frac{1}{3}p_3 + \frac{1}{3}C^3p_4 - \frac{1}{2}C^2p_4$. \hfill $\Box$

Now we will describe why we only need to consider 14 minimal systems. First of all, we are looking for combinations of measurements that provide 6 equations to determine the 6-DOF transformation, since we are only interested in minimal systems where the number of equations equals the number of unknowns. A distance measurement provides one equation, and a bearing measurement provides two. So we will collect measurements
(a) Expansions providing more than 6 constraints are removed.

(b) Expansion $b_4$ is removed since it is equivalent to $b_4$ by exchanging the order of robots.

(c) The two combinations $\{d_{12}, b_4; d_{34}; b_3\}$ and $\{d_{12}, b_1; d_{34}; b_3\}$ are removed since they are equivalent to $\{d_{12}, b_1; b_3; d_{56}\}$ and $\{d_{12}, b_1; b_4; d_{56}\}$ by changing the order of measurements.

(d) $\{b_1; b_4; b_5\}$ and $\{b_1; b_4; b_6\}$ are equivalent to $\{b_1; b_3; b_5\}$ by changing the order of measurements, or by changing the order of robots and order of measurements. Other nodes: $\{d_{34}, b_3, b_4\}$, $\{b_3, b_4\}$, $\{d_{34}, b_3\}$ and $\{d_{34}, b_4\}$, are removed since they are considered in (a), (b), and (c) as root nodes.

(e) The only case we need is the distance-only case. All other cases have been considered in previous expansions.

Figure 4.2: Measurement expansion trees. The numbers on the left of each graph denote the number of constraints provided by the measurements. Since we are only interested in minimal systems, all nodes having more than 6 constraints are removed. The leaf nodes marked by “X” are the ones removed. The nodes marked with red boxes are the 14 base systems. Note that inside $\{\}$, the measurements recorded at the same (consecutive) time step are separated by a comma (semicolon).
Until we accumulate 6 constraints. To keep track of these combinations, we use an expansion tree (see Fig. 4.2) and prune its branches using Lemma 16.

At the first time step, we can exclude \( \{b_2\} \) and \( \{d_{12}, b_2\} \) from the 7 combinations by changing the order of the robots. Hence, we only need to expand 5 sets of measurements: \( \{d_{12}, b_1, b_2\} \), \( \{b_1, b_2\} \), \( \{d_{12}, b_1\} \), \( \{b_1\} \), \( \{d_{12}\} \). We will discuss each one of them in the following:

(a) Starting from \( \{d_{12}, b_1, b_2\} \) we only need to include \( \{d_{34}\} \), since all other choices are overdetermined systems [see Fig. 4.2(a)].

(b) From \( \{b_1, b_2\} \) we need to consider two cases: \( \{b_3\} \), and \( \{d_{34}\} \). Besides removing overdetermined systems, we can also remove \( \{b_4\} \) by exchanging the order of the robots [see Fig. 4.2(b)]. Moreover, we only need to keep \( \{d_{56}\} \) from the possible expansions of \( \{d_{34}\} \), since all other problems are overdetermined.

(c) From \( \{d_{12}, b_1\} \) we can exclude two second level expansions from \( \{d_{34}\} \) [see Fig. 4.2(c)], since \( \{d_{12}, b_1; d_{34}; b_5\} \) and \( \{d_{12}, b_1; d_{34}; b_6\} \) are equivalent to \( \{d_{12}, b_1; b_3; d_{56}\} \) and \( \{d_{12}, b_1; b_4; d_{56}\} \), respectively, by changing the order of the measurements.

(d) Similarly, from \( \{b_1\} \) we can exclude two second level expansions from \( \{b_4\} \), since \( \{b_1; b_4; b_5\} \) is equivalent to \( \{b_1; b_3; b_6\} \) by changing the order of measurements, and \( \{b_1; b_4; b_6\} \) is also equivalent to \( \{b_1; b_3; b_6\} \) by first exchanging the order of the robots and then changing the order of measurements. The other cases \( \{d_{34}, b_3, b_4\} \), \( \{b_3, b_4\} \), and \( \{d_{34}, b_3\} \) have already been considered in the first three expansions (a)–(c) as root nodes. \( \{d_{34}, b_4\} \) is also considered in (c) after changing the order of the robots.

(e) Finally, for branches expanding from \( \{d_{12}\} \), we only need to consider the distance-only case [see Fig. 4.2(e)], since all other cases have also been considered before.

Adding all the cases together, we have a total of 14 minimal systems listed in Table 4.1. Next, we will present closed-form or analytical solutions to these problems.
4.4 Closed-form solutions to the minimal problems of Systems 1 and 2

For System 1, we measure \( \{d_{12}, b_1, b_2; d_{34}\} \), and for System 2, we measure \( \{b_1, b_2; b_3\} \). Since the mutual bearing measurements \( b_1 \) and \( b_2 \) appear in both systems, their equations have similar structure and can be solved using the same approach. In this section, we will first derive the systems of equations for both problems, and then provide their solutions.

4.4.1 System 1: Measurements \( \{d_{12}, b_1, b_2; d_{34}\} \)

For this problem, the relative position is directly measured as \( p = d_{12}b_1 \). Therefore, we only need to compute the relative orientation, parameterized by \( C \).

From the mutual bearing measurements \( b_1 \) and \( b_2 \), we have the following constraint:

\[
\begin{align*}
\mathbf{b}_1 + C\mathbf{b}_2 &= 0 \quad (4.1)
\end{align*}
\]

Additionally, by expanding the constraint from the distance measurement \( d_{34} \), we have

\[
\begin{align*}
3p_4^T p_4 &= (p + C^2 p_4 - p_3)^T (p + C^2 p_4 - p_3) = d_{34}^2 \\
\Rightarrow v^T C^2 p_4 + a &= 0 \quad (4.2)
\end{align*}
\]

where \( v = 2(p - p_3) \) and \( a = p^T p + 2p_4^T p_4 + p_3^T p_3 - 2p_1^T p_3 - d_{34}^2 \) are known quantities.

The last step of the solution process is to find \( C \) from equations (4.1) and (4.2), which is described in Section 4.4.3.

4.4.2 System 2: Measurements \( \{b_1, b_2; b_3\} \)

For this system, besides the mutual bearing constraint (4.1), we have the following equation using \( b_1 \) and \( b_3 \), which is the sum of vectors from \( \{1\} \), through \( \{2\}, \{4\}, \{3\} \) and back to \( \{1\} \) (see Fig. 4.1):
\[ p + C^2 p_4 - \frac{1}{3} C^3 p_4 - p_3 = 0 \]
\[ \Rightarrow d_{12} b_1 + C^2 p_4 - d_{34} b_3 - p_3 = 0. \] (4.3)

If the rotation \( C \) is known, the relative position can be found by first determining the distance \( d_{12} \). To do this, we eliminate \( d_{34} \) from equation (4.3) by forming the cross product with \( b_3 \), i.e.,
\[ d_{12} [b_3 \times] b_1 + [b_3 \times] C^2 p_4 - [b_3 \times] p_3 = 0 \] (4.4)
where \([b_3 \times]\) is a \(3 \times 3\) skew-symmetric matrix corresponding to the cross product.

Then \( d_{12} \) can be computed from (4.4) by forming the dot product with \([b_3 \times] b_1\), i.e.,
\[ d_{12} = \frac{([b_3 \times] b_1)^T [b_3 \times] (p_3 - C^2 p_4)}{([b_3 \times] b_1)^T ([b_3 \times] b_1)} \] (4.5)

The relative position is then readily available as \( p = d_{12} b_1 \). Next, we will describe how to compute \( C \).

The unknown distances \( d_{12} \) and \( d_{34} \) can be eliminated from equation (4.3) by projecting it on \( v = b_1 \times b_3 \), i.e., the cross product of \( b_1 \) and \( b_3 \):
\[ v^T C^2 p_4 - v^T p_3 = 0 \] (4.6)
If we define a scalar \( a := -v^T p_3 \), then it is easy to see that equations (4.6) and (4.2) have identical structure.

### 4.4.3 Rotation Matrix Determination

We have shown that for both Systems 1 and 2, in order to determine the rotation matrix \( C \), we need to solve the following system of equations:
\[ b_1 + C b_2 = 0 \] (4.7)
\[ v^T C^2 p_4 + a = 0 \] (4.8)
The key idea behind our approach is to first exploit the geometric properties of (4.7) which will allow us to determine two degrees of freedom in rotation. The remaining unknown degree of freedom can subsequently be computed using (4.8).

We start by first showing the following lemma (see Fig. 4.3).

**Lemma 17.** A particular solution to (4.7) is $C^* = C(w, \beta)$, where $w = \frac{b_1 \times b_2}{||b_1 \times b_2||}$, and $\beta = \text{Atan2}(||b_1 \times b_2||, -b_1^T b_2)$.

**Proof.** Using the Rodrigues rotation formula, we have

$$C(w, \beta) = c\beta I + s\beta [w \times] + (1 - c\beta)ww^T$$

where $[w \times]$ is the skew-symmetric matrix of $w$, so that $[w \times]b_2 = w \times b_2$. Substituting $C(w, \beta)$ in (4.7), we have

$$-b_1 = (c\beta I + s\beta [w \times] + (1 - c\beta)ww^T)b_2$$

$$\Rightarrow -b_1 = c\beta b_2 + s\beta [w \times]b_2$$

Projecting (4.11) on $b_2$, yields:

$$c\beta = -b_1^T b_2.$$
Premultiplying both sides of (4.11) with $\lfloor b_2 \times \rfloor$ yields,

$$-\lfloor b_2 \times \rfloor b_1 = s\beta \lfloor b_2 \times \rfloor \lfloor w \times \rfloor b_2$$

$$\Rightarrow w \| b_1 \times b_2 \| = -s\beta \lfloor b_2 \times \rfloor \lfloor b_2 \times \rfloor w$$

$$\Rightarrow w \| b_1 \times b_2 \| = -s\beta (-I + b_2 b_2^T) w$$

$$\Rightarrow w \| b_1 \times b_2 \| = s\beta w$$

$$\Rightarrow s\beta = \| b_1 \times b_2 \|$$ \hspace{1cm} (4.13)

We next show the general form of solutions of (4.7) in Lemma 18.

**Lemma 18.** Any solution of (4.7) assumes the form

$$C = C(w, \beta)C(b_2, \alpha) = C(-b_1, \alpha)C(w, \beta)$$

where $\alpha$ is an unknown angle to be determined.

**Proof.** Given that $C(w, \beta)$ is a particular solution of (4.7), i.e.,

$$-b_1 = C(w, \beta)b_2$$ \hspace{1cm} (4.14)

we seek to find all matrices $C$ that satisfy (4.7). From (4.7) and (4.14), we have

$$Cb_2 = -b_1 = C(w, \beta)b_2$$

$$\Rightarrow C(w, -\beta)Cb_2 = b_2$$ \hspace{1cm} (4.15)

Since $b_2 = C(b_2, \alpha)b_2$ for any $\alpha$, we have

$$C(w, -\beta)C = C(b_2, \alpha)$$

$$\Rightarrow C = C(w, \beta)C(b_2, \alpha).$$ \hspace{1cm} (4.16)
We now prove the second part of the lemma, i.e., that \( C = C(-b_1, \alpha)C(w, \beta) \).

Substituting the Rodrigues formula in (4.16) to expand \( C(b_2, \alpha) \), we have

\[
C = C(w, \beta)(caI + sa[b_2 \times] + (1 - ca)b_2b_2^T) \tag{4.17}
\]

\[
= caC(w, \beta) + saC(w, \beta)[b_2 \times] + (1 - ca)C(w, \beta)b_2b_2^T \tag{4.18}
\]

\[
= caC(w, \beta) + sa[C(w, \beta)b_2 \times]C(w, \beta)
+ (1 - ca)(C(w, \beta)b_2)(C(w, \beta)b_2)^TC(w, \beta) \tag{4.19}
\]

\[
= [caI + sa[C(w, \beta)b_2 \times] + (1 - ca) \cdot (C(w, \beta)b_2)(C(w, \beta)b_2)^T]C(w, \beta) \tag{4.20}
\]

\[
= C(C(w, \beta)b_2, \alpha)C(w, \beta) \tag{4.21}
\]

\[
= C(-b_1, \alpha)C(w, \beta) \tag{4.22}
\]

where for the last equality, we used (4.14), while from (4.18) to (4.19) we employed the equality \( C(w, \beta)[b_2 \times] = [C(w, \beta)b_2 \times]C(w, \beta) \).

\[
\square
\]

The last step of this process is to substitute \( C = C(-b_1, \alpha)C(w, \beta) \) into (4.8) to determine \( \alpha \), i.e.,

\[
0 = v^TC(-b_1, \alpha)^2p'_4 + a \tag{4.23}
\]

where \( ^2p'_4 = C(w, \beta)^2p_4 \).

Substituting the Rodrigues formula for \( C(-b_1, \alpha) \) in (4.23), yields,

\[
v^T(caI + sa[-b_1 \times] + (1 - ca)b_1b_1^T)^2p'_4 + a
= (v^T \underbrace{p'_4 - v^Tb_1b_1^T b_1^T b_1^T p'_4}_{l_1}/_{l_2})ca
- (v^T \underbrace{b_1 \times}_{l_2} p'_4)sa + v^T \underbrace{b_1b_1^T b_1^T b_1^T p'_4}_{l_3} + a = 0
\]

\[
\Rightarrow ca = \frac{l_2sa - l_3}{l_1} \tag{4.25}
\]

Finally, substituting (4.25) into the trigonometric constraint \( ca^2 + sa^2 = 1 \), we arrive at a quadratic polynomial in \( sa \).

\[
m_0sa^2 + m_1sa + m_2 = 0
\]
where \( m_0 = l_1^2 + l_2^2, m_1 = -2l_2l_3, \) and \( m_2 = l_3^2 - l_1^2. \) Back substituting the two solutions for \( s\alpha \) into equation (4.25), we get two solutions for \( c\alpha. \)

\[
\begin{align*}
  s\alpha_1 &= \frac{-m_1 + \Delta}{2m_0}, \\
  s\alpha_2 &= \frac{-m_1 - \Delta}{2m_0} \\
  c\alpha_1 &= \frac{-l_2(m_1 - \Delta)}{2l_1m_0} - \frac{l_3}{l_1}, \\
  c\alpha_2 &= \frac{-l_2(m_1 + \Delta)}{2l_1m_0} - \frac{l_3}{l_1}
\end{align*}
\]

(4.26)

where \( \Delta = \sqrt{m_1^2 - 4m_0m_2}. \)

Therefore, there exist up to two distinct\(^2\) solutions for the transformation between frames \( \{1\} \) and \( \{2\}. \)

### 4.5 Unidentifiability of Systems 3 and 4

For these two systems, we will show that there exist infinite solutions for the rotation \( C. \)

#### 4.5.1 System 3: Measurements \( \{d_{12}, b_1; d_{34}, b_3\} \)

Let us first examine System 3. Substituting the measurements \( d_{12}, b_1, d_{34}, \) and \( b_3 \) in equation (4.3), we have only one geometric constraint for \( C \)

\[
\begin{align*}
  p + C^2p_4 - \frac{1}{3}C^3p_4 - p_3 &= 0 \\
  \Rightarrow d_{12}b_1 + C^2p_4 - d_{34}b_3 - p_3 &= 0 \\
  \Rightarrow (d_{12}b_1 - d_{34}b_3 - p_3) + C^2p_4 &= 0
\end{align*}
\]

(4.28)

where, as evident, the rotation around the unit vector in the direction of \( d_{12}b_1 - d_{34}b_3 - p_3 \) is undetermined.

\(^2\) In case \( \Delta = 0, \) these two solutions collapse to one.
4.5.2 System 4: Measurements \( \{d_{12}, b_1; d_{34}, b_4\} \)

Similarly, System 4 also has one degree of freedom in rotation undetermined. The difference is that the vector \( ^4p_3 \) is measured instead of vector \( ^3p_4 \).

\[
\begin{align*}
p + C^2p_4 + C 4^4C^4p_3 - 1^4p_3 &= 0 \\
\Rightarrow p - 1^4p_3 + C(2^4p_4 + d_{34}b_4) &= 0
\end{align*}
\]

(4.29)  (4.30)

In this case, the rotation around \( p - 1^4p_3 \) is undetermined. Therefore, these two systems have infinite number of solutions.

4.6 Closed-form Solutions to the minimal problem of System 5

For System 5, the available measurements are \( \{b_1, b_2; d_{34}; d_{56}\} \). Using the mutual bearing measurements \( b_1 \) and \( b_2 \), we can again express the rotation matrix as \( C = C(-b_1, \alpha)C(w, \beta) \) (see Lemma 18), where \( b_1, w, \) and \( \beta \) are known while \( \alpha \) as well as \( d_{12} \) can be computed from the two distance constraints:

\[
\begin{align*}
(d_{12}b_1 + C^2p_4 - 1^4p_3)^T(d_{12}b_1 + C^2p_4 - 1^4p_3) &= d_{34}^2 \\
(d_{12}b_1 + C^2p_6 - 1^5p_5)^T(d_{12}b_1 + C^2p_6 - 1^5p_5) &= d_{56}^2
\end{align*}
\]

(4.31)  (4.32)

After expanding the above two equations, we have

\[
\begin{align*}
d_{12}^2 + 2d_{12}(b_1^T C^2p_4 - b_1^T 1^4p_3) - 2^1p_3^TC^2p_4 + \epsilon_1 &= 0 \\
(d_{12}^2 + 2d_{12}(b_1^T C^2p_6 - b_1^T 1^5p_5) - 2^1p_5^TC^2p_6 + \epsilon_2 &= 0
\end{align*}
\]

(4.33)  (4.34)

where \( \epsilon_1 = 2^2p_4^Tp_4 + 1^p_3^T1^4p_3 - d_{34} \), and \( \epsilon_2 = 2^2p_6^Tp_6 + 1^p_5^T1^5p_5 - d_{56} \) are known. Substituting \( C = C(-b_1, \alpha)C(w, \beta) \) in (4.33) and (4.34) yields,

\[
\begin{align*}
d_{12}^2 + 2d_{12}b_1^T(2^2p_4 - 1^4p_3) - 2^1p_3^T C(-b_1, \alpha) 2^2p_4^T + \epsilon_1 &= 0 \\
(d_{12}^2 + 2d_{12}b_1^T(2^2p_6 - 1^5p_5) - 2^1p_5^T C(-b_1, \alpha) 2^2p_6^T + \epsilon_2 &= 0
\end{align*}
\]

(4.35)  (4.36)
where we have used the property $b_1^T C(-b_1, \alpha) = b_1^T$ and set $2p'_4 = C(w, \beta)^2 p_4$, $2p'_6 = C(w, \beta)^2 p_6$. Employing the Rodrigues formula for $C(-b_1, \alpha)$ in (4.35)–(4.36) yields:

$$L \begin{bmatrix} c\alpha \\ s\alpha \end{bmatrix} = \xi \Rightarrow \begin{bmatrix} c\alpha \\ s\alpha \end{bmatrix} = L^{-1} \xi \quad (4.37)$$

where

$$L = 2 \begin{bmatrix} p_3^T (I - b_1 b_1^T)^2 p'_4 & -1 p_3^T [b_1 \times] p'_4 \\ 1 p_5^T (I - b_1 b_1^T)^2 p'_6 & -1 p_5^T [b_1 \times] p'_6 \end{bmatrix} \quad (4.38)$$

is a known $2 \times 2$ matrix, while each of the two components of $\xi$ is quadratic in the unknown $d_{12}$, i.e.,

$$\xi = \begin{bmatrix} d_{12}^2 + 2d_{12} b_1^T (2p'_4 - 1p_3) - 2(1p_3^T b_1)(2p'_4^T b_1) + \epsilon_1 \\ d_{12}^2 + 2d_{12} b_1^T (2p'_6 - 1p_5) - 2(1p_5^T b_1)(2p'_6^T b_1) + \epsilon_2 \end{bmatrix}.$$ 

Taking the norm of both sides of (4.37) and employing the trigonometric constraint $c\alpha^2 + s\alpha^2 = 1$, gives

$$\xi^T L^{-T} L^{-1} \xi = 1 \quad (4.39)$$

which is a 4th order univariate polynomial in $d_{12}$ which can be solved in closed form [76] to yield up to four real solutions for $d_{12}$. Back-substituting each positive root of (4.39) in (4.37) provides a unique solution for the rotation angle $\alpha$, and hence the rotation matrix $C$. Therefore, there exist up to four solutions for the relative robot-to-robot transformation of System 5.

### 4.7 Closed-form Solutions to the Minimal Problems of Systems 6 and 7

Due to their similarities, Systems 6 and 7 can be formulated as an identically structured system of equations and solved using the same methodology. Note that in both systems,
the relative position \( \mathbf{p} = d_{12} \mathbf{b}_1 \) is directly measured and the unknown quantities are in the rotation matrix \( \mathbf{C} \). In the following sections, we first derive the system of equations for both problems, and then present the closed-form solution.

### 4.7.1 System 6: Measurements \( \{d_{12}, \mathbf{b}_1; \mathbf{b}_3; d_{56}\} \)

Given the relative position \( \mathbf{p} = d_{12} \mathbf{b}_1 \) and the second bearing measurement \( \mathbf{b}_3 \), we have the following constraint, which is the sum of vectors from \{1\} through \{2\}, \{4\}, \{3\}, and back to \{1\} (see Fig. 4.1):

\[
\mathbf{p} + \mathbf{C}^2 \mathbf{p}_4 - \frac{1}{3} \mathbf{C}^3 \mathbf{p}_4 - \mathbf{p}_3 = 0
\]

\[
\Rightarrow \mathbf{p} + \mathbf{C}^2 \mathbf{p}_4 - d_{34} \mathbf{b}_3 - \mathbf{p}_3 = 0.
\]

\[
\Rightarrow [\mathbf{b}_3 \times] (\mathbf{p}_3 - \mathbf{p}) = [\mathbf{b}_3 \times] \mathbf{C}^2 \mathbf{p}_4
\]

where we have multiplied both sides of (4.40) with the cross-product matrix \([\mathbf{b}_3 \times]\) to eliminate \( d_{34} \).

Finally, by expanding the constraint from the distance measurement \( d_{56} \), we have the third equation necessary for solving the 3-DOF relative orientation \( \mathbf{C} \).

\[
\mathbf{p}_6^T \mathbf{p}_6 = (\mathbf{p} + \mathbf{C}^2 \mathbf{p}_6 - \mathbf{p}_5)^T (\mathbf{p} + \mathbf{C}^2 \mathbf{p}_6 - \mathbf{p}_5) = d_{56}^2
\]

\[
\Rightarrow 2(\mathbf{p} - \mathbf{1}_5)^T \mathbf{C}^2 \mathbf{p}_6 + \epsilon = 0
\]

where \( \epsilon = \mathbf{p}^T \mathbf{p} + 2 \mathbf{p}_6^T \mathbf{p}_6 + \mathbf{1}_5^T \mathbf{p}_5 - 2 \mathbf{p}^T \mathbf{p}_5 - d_{56}^2 \).

### 4.7.2 System 7: Measurements \( \{d_{12}, \mathbf{b}_1; \mathbf{b}_4; d_{56}\} \)

Similar to System 6, we have the following constraint from the first three measurements.

\[
\mathbf{p} + \mathbf{C}^2 \mathbf{p}_4 + \mathbf{C}_4^2 \mathbf{C}_4^4 \mathbf{p}_3 - \mathbf{p}_3 = 0
\]

\[
\Rightarrow \mathbf{C}^T (\mathbf{p} - \mathbf{p}_3) + \mathbf{2}_4 \mathbf{p}_4 + d_{34} \mathbf{b}_4 = 0
\]

\[
\Rightarrow [\mathbf{b}_4 \times] \mathbf{p}_4 = [\mathbf{b}_4 \times] \mathbf{C}^T (\mathbf{p}_3 - \mathbf{p})
\]
where we have multiplied both sides of (4.44) with the cross-product matrix $[b_4 \times]$ to eliminate $d_{34}$. Together with the distance constraint (4.42), rewritten as

$$2^2 p_6^T C^T (p - p_5) + \epsilon = 0 \quad (4.46)$$

we have three equations for solving $C^T$.

### 4.7.3 Closed-form Solution for the Rotation Matrix

For System 6, we need to determine the rotation matrix $C$ (or $C^T$ for System 7) from equations of the form [see (4.41), (4.42) and (4.45), (4.46)]:

$$[b \times] u = [b \times] Cv \quad (4.47)$$

$$u^T Cv' + a = 0 \quad (4.48)$$

where $u$, $v$, $u'$, $v'$ and $a$ are known, and $b$ is a unit vector. In our solution method, we will exploit the results of Section 4.4.3 [see (4.7), (4.8)]. To do so, we first show the following:

**Lemma 19.** The rotational matrices satisfying (4.47), also satisfy the following equations:

$$w_0^+ = Cv_0 \quad (4.49)$$

or

$$w_0^- = Cv_0 \quad (4.50)$$

where $v_0 = v/\|v\|$, $w_0^+ = \frac{1}{\|v\|}[u + (\gamma_0 - b^T u)b]$, $w_0^- = \frac{1}{\|v\|}[u + (-\gamma_0 - b^T u)b]$, and

$$\gamma_0 = \sqrt{v^T v + (b^T u)^2 - u^T u}.$$

**Proof.** We start by rewriting $u$ and $v$ as

$$u = u - (b^T u)b + (b^T u)b = u^+ + (b^T u)b \quad (4.51)$$

$$Cv = Cv - (b^T Cv)b + (b^T Cv)b$$

$$= v^+ + (b^T Cv)b \quad (4.52)$$
where $u^\perp$ and $v^\perp$ are the components of $u$ and $Cv$ respectively that are perpendicular to $b$ (i.e., $b^T u^\perp = 0$ and $b^T v^\perp = 0$).

Substituting (4.51) and (4.52) in (4.47) yields:

$$
\lfloor b \times \rfloor (u^\perp + (b^T u)b) = \lfloor b \times \rfloor (v^\perp + (b^T Cv)b)
$$

$$
\Rightarrow \lfloor b \times \rfloor u^\perp = \lfloor b \times \rfloor v^\perp
$$

(4.53)

where in this last equality, we used the fact that both $u^\perp$ and $v^\perp$ are perpendicular to $b$ and their cross products are equal.

Employing the expressions for $u^\perp$ and $v^\perp$ from (4.51)–(4.52) in (4.53) we have

$$
u - (b^T u)b = Cv - (b^T Cv)b
$$

(4.54)

$$
\Rightarrow u + (\gamma - b^T u)b = Cv
$$

(4.55)

where $\gamma = b^T Cv$ in this last equation can be determined by computing the norm of both sides of (4.55), i.e.,:

$$
v^T v = [u + (\gamma - b^T u)b]^T [u + (\gamma - b^T u)b]
$$

$$
\Rightarrow \gamma^2 = v^T v + (b^T u)^2 - u^T u
$$

$$
\Rightarrow \gamma = \gamma_0 \text{ or } \gamma = -\gamma_0
$$

(4.56)

where $\gamma_0 = \sqrt{v^T v + (b^T u)^2 - u^T u}$. Substituting each of them back in (4.55) and dividing both sides with the norm of the corresponding vector yields (4.49)-(4.50).

Combining each of the (4.49)-(4.50) with (4.48) provides the following two systems of equations

$$
\begin{align*}
\Sigma_1: & \quad w_{0'}^+ = Cv_0 \\
\Sigma_2: & \quad u'^T Cv' + a = 0 \quad \text{or} \quad w_{0'} = Cv_0
\end{align*}
$$

(4.57)

Note that both $\Sigma_1$ and $\Sigma_2$ have identical structures as (4.7)–(4.8). Thus, by employing the approach of Section 4.4.3, we can compute up to two solutions for each of them for a total of up to four solutions for Systems 6 and 7.
4.8 Analytical Solutions to the Minimal Problems of Systems 8, 9, and 10

In the following, we first derive the system of equations for these three problems, and then present our analytic solutions. In our approach, we first solve for the rotation matrix \( C \) and then compute the translation vector \( p \).

4.8.1 System 8: Measurements \( \{b_1; b_3; b_5\} \)

From Fig. 4.1, using pairwise the measurements \( b_1 \) and \( b_3 \), and \( b_1 \) and \( b_5 \), we have the following two constraints

\[
d_{12} b_1 + C^2 p_4 - d_{34} b_3 - 1p_3 = 0 \quad (4.58)
\]
\[
d_{12} b_1 + C^2 p_6 - d_{56} b_5 - 1p_5 = 0 \quad (4.59)
\]

whose difference gives:

\[
d_{34} b_3 + C(2p_6 - 2p_4) - d_{56} b_5 - (1p_5 - 1p_3) = 0. \quad (4.60)
\]

If the rotation matrix \( C \) was known, we can solve for \( d_{12} \) by first eliminating the unknown \( d_{34} \) from (4.58) by forming the cross product with \( b_3 \) [see (4.5)].

Next, we describe how to eliminate all the unknown distances, \( d_{12}, d_{34}, \) and \( d_{56}, \) from (4.58), (4.59), and (4.60), so that we can solve for \( C \). Specifically, we define three vectors

\[
v_1 = b_1 \times b_3, \quad v_2 = b_1 \times b_5, \quad v_3 = b_3 \times b_5 \quad (4.61)
\]

and form their dot products with (4.58), (4.59), and (4.60), respectively:

\[
v_1^T C^2 p_4 - v_1^T 1p_3 = 0 \quad (4.62)
\]
\[
v_2^T C^2 p_6 - v_2^T 1p_5 = 0 \quad (4.63)
\]
\[
v_3^T C(2p_6 - 2p_4) - v_3^T (1p_5 - 1p_3) = 0. \quad (4.64)
\]

From these three equations, we determine \( C \) (see Section 4.8.4).
4.8.2 System 9: Measurements \{b_1; b_3; b_6 \}

Systems 9 and 8 both contain measurements \(b_1\) and \(b_3\). Therefore, System 9 also contains equation (4.62). The differences lie in the next two constraints using \(b_1\) and \(b_6\), and \(b_3\) and \(b_6\):

\[
\begin{align*}
d_{12}b_1 + C^2 p_6 + d_{56} C b_6 - \hat{p}_5 &= 0 \quad (4.65) \\
d_{34}b_3 + C(p_6 - 2\hat{p}_4) + d_{56} C b_6 - (\hat{p}_5 - \hat{p}_3) &= 0. \quad (4.66)
\end{align*}
\]

Similarly to System 8, we define

\[
\begin{align*}
v_1 &= b_1 \times b_3, \quad v_2 = b_1 \times C b_6, \quad v_3 = b_3 \times C b_6 
\end{align*}
\]

and project equation (4.65) to \(v_2\) to obtain

\[
\begin{align*}
(b_1 \times C b_6)^T C^2 p_6 - \hat{p}_5^T (b_1 \times C b_6) &= 0 \\
\Rightarrow b_1^T (C b_6 \times C^2 p_6) - (\hat{p}_5 \times b_1)^T C b_6 &= 0 \\
\Rightarrow b_1^T C (b_6 \times C^2 p_6) - (\hat{p}_5 \times b_1)^T C b_6 &= 0
\end{align*}
\]

where from (4.68) to (4.69), we have applied the identity \((a \times b)^T c = a^T (b \times c)\).

Similarly projecting (4.66) to \(v_3\), yields

\[
\begin{align*}
b_3^T C u_3 - u_2^T C b_6 &= 0
\end{align*}
\]

where \(u_3 = b_6 \times (C^2 p_6 - 2\hat{p}_4)\), and \(u_2 = (\hat{p}_5 - \hat{p}_3) \times b_3\). Finally, from (4.62), (4.70), and (4.71), we solve for \(C\) (see Section 4.8.4). Note also that, once \(C\) is determined, \(d_{12}\) is computed from (4.58) after forming the cross product with \(b_3\) [see (4.5)].

4.8.3 System 10: Measurements \{\(d_{12}, b_1; d_{34}; d_{56}; d_{78} \}\)

In this problem, the relative position is known from \(p = d_{12} b_1\). The remaining quantity to be determined is the rotation matrix \(C\). From the three distance measurements \(d_{2i-1,2i}, i = 2, 3, 4\), we have [see (4.42)]:

\[
\begin{align*}
2(p - \hat{p}_{2i-1})^T C^2 p_{2i} + \epsilon_i &= 0, \quad i = 2, 3, 4
\end{align*}
\]
Figure 4.4: Sequence of rotations that satisfies the constraint: $v_1^T C u_1 = w_1$. Let $e_3 = u_1$, $e_2 = \frac{u_1 \times v_1}{||u_1 \times v_1||}$, and $e_1 = e_2 \times e_3$. Rotating around $e_2$ by $\beta = \beta_1 - \beta_2$ or $\beta = \beta_1 + \beta_2$ satisfies $v_1^T C u_1 = w_1$. The constraint is satisfied for arbitrary rotations around the other two axes $u_1$ and $v_1$.

where $\epsilon_i = p^T p + 2 p_{2i}^T \hat{p}_{2i} + \hat{p}_{2i-1}^T \hat{p}_{2i-1} - 2 p_{2i-1}^T \hat{p}_{2i-1} - d_{2i-1,2i}^2$.

4.8.4 Analytical Solution for the Rotation Matrix

Systems 8, 9, and 10 share the same form of equations for solving $C$, i.e.,

$$f_1 = v_1^T C u_1 - w_1 = 0 \quad (4.73)$$

$$f_i = \sum v_i^T C u_i - w_i = 0, \quad i = 2, 3. \quad (4.74)$$

where we have normalized (4.73) to make the vectors $v_1$ and $u_1$ unit vectors.

Instead of using rotations around perpendicular axes, in this case we parameterize the rotation matrix as a product of three consecutive rotations around axes spanning 3-DOF:

$$C = C(v_1, \alpha)C(e_2, \beta)C(u_1, \gamma) \quad (4.75)$$

where $e_2 := \frac{u_1 \times v_1}{||u_1 \times v_1||}$. Substituting (4.75) in (4.73), we have

$$v_1^T C(e_2, \beta) u_1 - w_1 = 0 \quad (4.76)$$
From the geometry of Fig. 4.4, we can find two particular solutions for the rotational angle $\beta$

$$\beta = \beta_1 - \beta_2 = \arccos(u_1^T v_1) - \arccos(w_1), \text{ or } (4.77)$$

$$\beta = \beta_1 + \beta_2 = \arccos(u_1^T v_1) + \arccos(w_1). \quad (4.78)$$

However, later on we will prove that choosing any one of the two solutions leads to exactly the same set of 8 solutions for the relative rotation matrix. For now, we select the first solution for $\beta$ and continue solving for the other two rotation angles.

Next, we will find the rotation angles $\alpha$ and $\gamma$ from the next two equations.

$$\sum v_2^T C(v_1, \alpha) C(e_2, \beta) C(u_1, \gamma) u_2 = w_2 \quad (4.79)$$

$$\sum v_3^T C(v_1, \alpha) C(e_2, \beta) C(u_1, \gamma) u_3 = w_3 \quad (4.80)$$

Since $\beta$ is known, the above equations are bilinear in $c\alpha$, $s\alpha$ and $c\gamma$, $s\gamma$. We rewrite them as linear functions in $c\gamma$ and $s\gamma$.

$$A \begin{bmatrix} c\gamma \\ s\gamma \end{bmatrix} = \begin{bmatrix} w_2 - \ell_1 \\ w_3 - \ell_2 \end{bmatrix} \quad (4.81)$$

$$\Rightarrow \begin{bmatrix} c\gamma \\ s\gamma \end{bmatrix} = A^{-1} \begin{bmatrix} w_2 - \ell_1 \\ w_3 - \ell_2 \end{bmatrix} \quad (4.82)$$

where $A$ and $\ell_1$, $\ell_2$ are linear in $c\alpha$ and $s\alpha$ (see our technical report [94] for details).

Note that $c\gamma$ and $s\gamma$ in (4.82) are rational functions whose numerator and denominator are quadratic functions in $c\alpha$ and $s\alpha$. Substituting them in the trigonometric constraint $c\gamma^2 + s\gamma^2 = 1$, and after some algebraic manipulation we obtain a 4th order polynomial $f(c\alpha, s\alpha)$.

$$f = h_1 c\alpha^4 + (h_2 s\alpha + h_3) c\alpha^3 + (h_4 s\alpha^2 + h_5 s\alpha + h_6) c\alpha^2$$

$$+ (h_7 s\alpha^3 + h_8 s\alpha^2 + h_9 s\alpha + h_{10}) c\alpha$$

$$+ h_{11} s\alpha^4 + h_{12} s\alpha^3 + h_{13} s\alpha^2 + h_{14} s\alpha + h_{15} \quad (4.83)$$

Alternatively, the two solutions can be found algebraically by substituting the Rodrigues formula for $C(e_2, \beta)$ in (4.76).
where the coefficients \( h_l \), \( l = 1 \ldots 15 \), are functions of the measured quantities \( v_i \), \( u_i \) and \( w_i \), \( i = 2, 3 \).

Using the trigonometric constraint \( c\alpha^2 + s\alpha^2 = 1 \) and the Sylvester resultant [15], we eliminate the variable \( s\alpha \) from (4.83), and arrive at an 8\(^{th}\) order univariate polynomial [94]:

\[
g(s\alpha) = \sum_{i=0}^{8} k_is\alpha^i.
\]  

which we solve analytically using the companion matrix [15]. Back-substituting each of the 8 solutions for \( s\alpha \) in equation (4.83), we get one solution for \( c\alpha \), because (4.83) is linear in \( c\alpha \) after replacing all even order terms of \( c\alpha^{2k} \) by \( (1 - s\alpha^2)^k \) and \( c\alpha^3 \) by \( (1 - s\alpha^2)c\alpha \). Finally, each pair of solutions for \( c\alpha \) and \( s\alpha \) corresponds to one solution for \( c\gamma \) and \( s\gamma \) using equation (4.82).

We now prove that the two particular solutions of \( \beta \) lead to the same set of 8 solutions for the rotation matrix. Let the two particular rotation matrices be \( C_1 = C(e_2, \beta_1 - \beta_2) \) and \( C_2 = C(e_2, \beta_1 + \beta_2) \). From the geometry of Fig. 4.4, we have:

\[
C_1u_1 = C(v_1, 180^\circ)C_2u_1
\]  
\[
\Rightarrow C_1^TC(v_1, 180^\circ)C_2u_1 = u_1
\]  

Therefore,

\[
C_1^{T}C(v_1, 180^\circ)C_2 = C(u_1, \theta)
\]  

where \( \theta \) as shown in the Appendix, equals to 180\(^{\circ}\), i.e.,

\[
C_2 = C(v_1, -180^\circ)C_1C(u_1, 180^\circ).
\]

Given 8 solutions for the rotational matrix \( C \) corresponding to the particular solution \( C_1 \):

\[
C_{1,i} = C(v_1, \alpha_i)C_1C(u_1, \gamma_i), \quad i = 1 \ldots 8
\]
and another 8 solutions corresponding to the particular solution $C_2$

$$C_{2,j} = C(v_1, \alpha_j)C_2C(u_1, \gamma_j), \quad j = 1 \ldots 8,$$  \hspace{1cm} (4.90)

we assume that at least one of the $C_{2,j}$'s is different from all the $C_{1,i}$'s, i.e., there exists at least one $j$, e.g., $j = g$ such that $C_{2,g} \neq C_{1,i}, \forall i$. We will show that this will lead to a contradiction. Specifically, substituting (4.88) in (4.90) for $j = g$, we have:

$$C_{2,g} = C(v_1, \alpha_g)C(v_1, -180^\circ)C_1C(u_1, 180^\circ)C(u_1, \gamma_g)$$

$$= C(v_1, \alpha_g - 180^\circ)C_1C(u_1, \gamma_g + 180^\circ).$$  \hspace{1cm} (4.91)

However, this would mean that we have a 9th solution stemming from $C_1$, which is impossible.

### 4.9 Analytical Solutions for Systems 11, 12, and 13

Up to now, we have derived closed-form or analytical (resulting in univariate polynomials) solutions for Systems 1–2 and 5–10. However, for Systems 11–13, it is very challenging to follow a similar process. Fortunately, recent progress in algebraic geometry has provided a symbolic-numerical method for constructing the multiplication matrix from whose eigenvectors, we can read off the solutions. In the following sections, we derive the polynomial equations for Systems 11, 12, and 13, and then present the symbolic-numerical method [63] we employed for solving these systems.

#### 4.9.1 System 11: Measurements $\{b_1; b_3; d_{56}; d_{78}\}$

For this problem, we first write the unknown $d_{12}$ as a function of the rotation matrix $C$. Then by substituting it into the geometric constraints for $d_{56}$ and $d_{78}$, we form a system of polynomials only in the rotation parameters. Even though the total degree of the resulting system is higher than before eliminating $d_{12}$, it reduces the problem size and makes the computations faster, as we will see later on.
Specifically, from the geometric constraint involving the bearing measurements $b_1$ and $b_3$ [see (4.58)], we eliminate the unknown $d_{34}$ by premultiplying both sides with $[b_3 \times]$ and solve for $d_{12}$ [see (4.5)]:

$$d_{12} = v_1^T C^2 p_4 + a$$

(4.92)

where

$$v_1 = -\frac{([b_3 \times] b_1) T}\{[b_3 \times][b_1] T([b_3 \times] b_1)\}, \quad a = -v_1^T p_3.$$  

(4.93)

We then substitute $d_{12}$ [see (4.92)] into the following two distance constraints:

$$(p + C^2 p_6 - 1 p_5)^T (p + C^2 p_6 - 1 p_5) = d_{56}^2$$

(4.94)

$$(p + C^2 p_8 - 1 p_7)^T (p + C^2 p_8 - 1 p_7) = d_{78}^2.$$  

(4.95)

The resulting equations are functions of only $C$

$$(v_1^T C^2 p_4)^2 + 2(v_1^T C^2 p_4)(b_1^T C^2 p_6) + 2 b_1^T u_1 (v_1^T C^2 p_4) + 2 u_1^T C^2 p_6 + \epsilon_1 = 0$$

(4.96)

$$(v_1^T C^2 p_4)^2 + 2(v_1^T C^2 p_4)(b_1^T C^2 p_8) + 2 b_1^T u_2 (v_1^T C^2 p_4) + 2 u_2^T C^2 p_8 + \epsilon_2 = 0$$

(4.97)

where

$$u_1 = a b_1 - 1 p_5, \quad \epsilon_1 = 2 p_6^T p_5 + u_1^T u_1 - d_{56}^2$$

$$u_2 = a b_1 - 1 p_7, \quad \epsilon_2 = 2 p_8^T p_7 + u_2^T u_2 - d_{78}^2.$$  

Finally, let $v_2 = b_1 \times b_3$. Projecting (4.58) to $v_2$ results in a third equation in $C$

$$v_2^T C^2 p_4 - v_2^T p_3 = 0.$$  

(4.98)

Now, we have three equations (4.96)–(4.98) to solve for the 3-DOF rotation matrix $C$.

We choose the (non-Hamiltonian) quaternion to parameterize orientation defined as

$$\bar{q} = [q_1 \ q_2 \ q_3 \ q_4]^T = [q^T \ q_4]^T,$$

and related to the rotational matrix as

$$C(\bar{q}) = I_3 - 2 q_4 |q \times | + 2 |q \times |^2.$$  

(4.99)

Note that since the quaternions $\bar{q}$ and $-\bar{q}$ both represent the same rotation, the number of solutions is double. One can easily eliminate the redundant solutions by discarding those with $q_4 < 0$.  
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Substituting (4.99) in (4.96) and (4.97) yields two 4th order polynomials, while (4.98) is quadratic. Together with the unit-norm constraint

\[ \bar{q}^T \bar{q} - 1 = 0 \]  

(4.100)

forms a square system, which we can solve for \( \bar{q} \). Once \( \bar{q} \), and hence \( C \), is known (see Section 4.9.4), we find \( d_{12} \) by back-substituting in (4.92).

4.9.2 System 12: Measurements \( \{b_1; b_4; d_{56}; d_{78}\} \)

In this case, we cannot easily solve for \( d_{12} \) and \( C \) separately, because monomials containing both \( d_{12} \) and elements of \( C \) appear in the system. Instead, we form a square system of polynomial equations based on the available measurement constraints which we solve using the method described in Section 4.9.4.

Specifically, multiplying (4.43) by \( C^T \) yields

\[ d_{12} C^T b_1 + 2p_4 + d_{34} b_4 - C^T p_3 = 0. \]  

(4.101)

Then we eliminate \( d_{34} \) by forming the dot product with two unit vectors \( v_1 \) and \( v_2 \) both of which are perpendicular to \( b_4 \), and obtain two equations:

\[ d_{12} v_i^T C^T b_1 - v_i^T C^T p_3 + v_i^T p_4 = 0, \quad i = 1, 2. \]  

(4.102)

Expanding the distance constraints (4.94) and (4.95), we have

\[ d_{12}^2 + 2d_{12} (b_1^T C^2 p_6 - b_1^T p_5) - 2p_5^T C^2 p_6 + \epsilon_1 = 0 \]  

(4.103)

\[ d_{12}^2 + 2d_{12} (b_1^T C^2 p_8 - b_1^T p_7) - 2p_7^T C^2 p_8 + \epsilon_2 = 0 \]  

(4.104)

where

\[ \epsilon_1 = 2p_6^T p_6 + p_5^T p_5 - d_{56}^2, \quad \epsilon_2 = 2p_8^T p_8 + p_7^T p_7 - d_{78}^2. \]

Equations (4.102)–(4.104) and the unit-norm constraint (4.100) form a square system of five polynomial equations allowing us to solve for the relative pose.
### 4.9.3 System 13: Measurements \( \{b_1; d_{34}; d_{56}; d_{78}; d_{9,10}\} \)

From the bearing and distances measurements, we have the following constraints [see (4.103)], \( i = 2, \ldots, 5 \)

\[
d_{12}^2 + 2d_{12}(b_1^T C^2 p_{2i} - b_i^T T p_{2i-1}) - 2^T p_{2i-1} C^2 p_{2i} + \epsilon_i = 0
\]

where \( \epsilon_i = 2^T p_{2i}^2 p_{2i} + 1^T p_{2i-1}^2 p_{2i-1} - d_{2i-1,2i}^2 \). Together with the unit-norm constraint (4.100), we have a square system of five polynomial equations to solve for the relative pose.

### 4.9.4 Symbolic-Numeric Solution Method

In this section, we describe Reid and Zhi’s symbolic-numeric method [63] for solving systems of multivariate polynomial equations and its application to our problems. This method computes the solutions via the multiplication matrix. The eigenvalues and eigenvectors of the multiplication matrix directly relate to the solutions of the system of polynomial equations. Specifically, if a system of polynomial equations \( F = \{f_1, \ldots, f_n\} \) in \( n \) variables \( x_1, \ldots, x_n \) has \( m \) distinct solutions, then the remainder space of any polynomial divided by \( F \) is a \( m \) dimensional vector space spanned by the basis \( x_B = [b_1, \ldots, b_m]^T \). Elements of the basis \( x_B \) are monomials or even polynomials. Multiplication of any polynomial and the basis \( x_B \) is the sum of the remainders and polynomial combinations of \( f_i, i = 1, \ldots, n \). For example, multiplying \( x_1 \) with \( x_B \) yields

\[
x_1 x_B = \begin{bmatrix} x_1 b_1 \\ \vdots \\ x_1 b_m \end{bmatrix} = M_{x_1} x_B + \begin{bmatrix} h_{11} & \cdots & h_{1n} \\ \vdots & \ddots & \vdots \\ h_{m1} & \cdots & h_{mn} \end{bmatrix} \begin{bmatrix} f_1 \\ \vdots \\ f_n \end{bmatrix}
\]

(4.105)

where \( h_{ji} \)'s, \( j = 1, \ldots, m \) and \( i = 1, \ldots, n \) are polynomials, and \( M_{x_1} \) is the multiplication matrix. Evaluating (4.105) at the roots of \( F \), \( \{z_j : f_i(z_j) = 0, i = 1, \ldots, n, j = 1, \ldots, m\} \), yields

\[
z_1 x_B(z_j) = M_{x_1} x_B(z_j).
\]

(4.106)
As evident, the eigenvalues of $M_{x_1}$ are the $x_1$-coordinates of the solutions, and its eigenvectors are the basis vectors $x_B$ evaluated at the solutions.

The classical method for computing the multiplication matrix requires computing the Gröbner basis [15] of the ideal defined by $F$ in order to determine the basis $x_B$ and compute the remainders of $x_1x_B$ divided by $F$. However, algorithms for computing the Gröbner basis of a system of polynomial equations with floating point coefficients often fail, because numerical round off errors accumulate quickly. Recent techniques for computing the multiplication matrix avoid the step of computing the Gröbner basis, and instead seek to generate the multiplication matrix using polynomial combinations of the original polynomials of $F$. These methods are more stable numerically. Reid and Zhi’s symbolic-numeric method falls into this second category.

We start by expanding the equations of the original system by multiplying them with monomials up to a certain total degree to form a new system

$$\Xi_t x_t = \Xi_t [x_1^t, x_1^{t-1} x_2, ..., x_n^2, x_1, ..., x_n, 1]^T = 0$$  \hspace{1cm} (4.107)

where $\Xi_t$ is a matrix containing all the coefficients of the expanded polynomial equations, and $x_t$ is a vector of monomials up to total degree $t$, whose dimension is $n_t = \binom{n+t}{n}$. Therefore, the solutions of the system of polynomial equations must lie in the right null space of $\Xi_t$, which will be used to construct the multiplication matrix. The total degree $t$ is determined via a so-called involutive-form test. This test also tells us how many solutions the system has, as well as the dimension of the remainder space.

The involutive test includes prolongation and projection operations. A single prolongation of a system $F$ means to expand it to one higher total degree. Prolongation up to total degree $t$ is denoted by $F^{(t)}$. After each prolongation, we compute the null space of the coefficient matrix $\Xi_t$. A single projection means to remove rows of the vectors spanning the null space of $\Xi_t$ such that they correspond to monomials with one lower total degree, i.e., $x_t$ reduces to $x_{t-1}$. One projection of a system $F$ is denoted by $\pi(F)$, and higher projection orders are denoted by $\pi^i(F)$, $i = 2, \ldots, t$.  
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A system \( F \) is involutive at order \( t \) and projection order \( \ell \) if and only if \( \pi^\ell(F^{(t)}) \)
satisfies [63]:

\[
\dim B^{(t)}_{t-\ell} = \dim B^{(t)}_{t-\ell-1} = \dim B^{(t+1)}_{t-\ell-1}
\]

(4.108)

where \( B^{(t)}_{t-\ell}, \ B^{(t)}_{t-\ell-1}, \) and \( B^{(t+1)}_{t-\ell-1} \) are the null spaces of \( \pi^\ell(F^{(t)}), \ \pi^{\ell+1}(F^{(t)}), \) and \( \pi^{\ell+1}(F^{(t+1)}) \) respectively, and \( \dim \) denotes the dimension of the corresponding null space. From now on, we will focus on \( B^{(t)}_{t-\ell} \) and \( B^{(t)}_{t-\ell-1} \) and for clarity drop the superscript \( (t) \).

This involutive test only needs to be performed once offline. Once we know the total degree \( t \) to which to expand the system, we use it to construct \( \Xi_t \) for all instances of the problem. Note that \( \Xi_t \) is stored in symbolic form and is used to compute the multiplication matrix with respect to an unknown variable, in our case \( q_4 \).

Once the expanded system coefficient matrix \( \Xi_t \) is known, the multiplication matrix \( M_{\bar{q}_4} \) is constructed from the right null space \( B_t \) of \( \Xi_t \). Specifically, we first perform \( \ell \) projections on \( B_t \) by removing the first \( \binom{n+t}{n} - \binom{n+t-\ell}{n} \) rows of \( B_t \). The remaining portion of \( B_t \) is spanned by the columns of \( B_{t-\ell} \), which we further partition as

\[
B_{t-\ell} = \begin{bmatrix}
B_r \\
B_{t-\ell-1}
\end{bmatrix}
\]

(4.109)

where \( B_{t-\ell-1} \) corresponds to monomials up to total degree \( t - \ell - 1 \) and \( B_r \) corresponds to monomials of total degree exactly \( t - \ell \). Since \( B_t \) is the null space of \( \Xi_t \), \( x_t(z_j) \) is spanned by \( B_t \). Similarly, \( x_{t-\ell}(z_j) \) and \( x_{t-\ell-1}(z_j) \) are spanned by \( B_{t-\ell} \) and \( B_{t-\ell-1} \), respectively. Furthermore, the column dimensions of \( B_{t-\ell} \) and \( B_{t-\ell-1} \) are both \( m \), and thus,

\[
x_{t-\ell}(z_j) = B_{t-\ell}c_j
\]

(4.110)

\[
x_{t-\ell-1}(z_j) = \begin{bmatrix} 0 & I \end{bmatrix} x_{t-\ell}(z_j) = B_{t-\ell-1}c_j
\]

(4.111)

5 In general, we can choose any variable as the multiplier as long as the solutions for this variable are distinct (see Ch. 2, Proposition 4.7 in [15]). In our specific problems at hand, we cannot choose \( d_{12} \), because its solution multiplicity is at least two, since each solution for \( d_{12} \) corresponds to solutions \( \bar{q} \) and \( -\bar{q} \).
where $c_j$ is some coefficient vector.

We then form the SVD of $B_{t-\ell-1}$

$$B_{t-\ell-1} = \begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} S & 0 \\ 0 & 0 \end{bmatrix} V^T \quad (4.112)$$

such that $U_1$ is of dimension $(n+t-\ell-1) \times m$, and $S$ is a square diagonal matrix. Moreover, based on the involutive test, $B_{t-\ell-1}$ is of rank $m$, i.e., $S$ is invertible.

Following [63], we choose the basis for the remainder space as

$$x_B = U_1^T x_{t-\ell-1} \quad (4.113)$$

and compute the multiplication matrix as

$$M_{q_4} = U_1^T B_{q_4} V S^{-1} \quad (4.114)$$

where $B_{q_4}$ is formed by the rows of $B_{t-\ell}$ corresponding to monomials $q_4 x_{t-\ell-1}$. Therefore, when evaluating $q_4 x_{t-\ell-1}$ at the solution, we have

$$q_4 x_{t-\ell-1}(z_j) = B_{q_4} c_j. \quad (4.115)$$

It is easy to verify that $M_{q_4}$ is indeed a multiplication matrix by checking whether $x_B(z_j)$ is an eigenvector of $M_{q_4}$:

$$M_{q_4} x_B(z_j) \quad (4.114) = U_1^T B_{q_4} V S^{-1} U_1^T x_{t-\ell-1}(z_j)$$

$$\quad \overset{(4.111)}{=} U_1^T B_{q_4} V S^{-1} U_1^T B_{t-\ell-1} c_j$$

$$\quad \overset{(4.112)}{=} U_1^T B_{q_4} c_j$$

$$\quad \overset{(4.115)}{=} q_4 U_1^T x_{t-\ell-1}(z_j)$$

$$\quad \overset{(4.113)}{=} q_4 x_B(z_j).$$

We can recover the solution $z_j$ from an eigenvector $\xi_j = c U_1^T x_{t-\ell-1}(z_j)$ of $M_{q_4}$ by
writing

\[ \xi_j' = U_1 \xi_j = c U_1 U_1^T x_{t-\ell-1}(z_j) \]

(4.111) \[ \Rightarrow c U_1 U_1^T B_{t-\ell-1} c_j \]

(4.112) \[ = c U_1 S V^T c_j \]

(4.111) \[ = c x_{t-\ell-1}(z_j) \]

(4.116)

and by removing the scaling factor \( c \), we can read off the solutions from the elements of \( x_{t-\ell-1}(z_j) \).

In summary, the main steps to compute the multiplication matrix are listed in the following:

1. Compute the null space of \( \Xi_t \), so that the columns of matrix \( B_t \) span its null space.

2. Perform \( \ell \) and \( \ell + 1 \) projections on \( B_t \), i.e., take the rows of \( B_t \) that correspond to monomials up to total degree \( t - \ell \) and \( t - \ell - 1 \) to form the new matrices \( B_{t-\ell} \) and \( B_{t-\ell-1} \), respectively.

3. Compute the SVD of \( B_{t-\ell-1} = [U_1 \ U_2] \cdot [S \ 0]^T \cdot V^T \).

4. Form the multiplication matrix of \( q_4 \) as \( M_{q_4} = U_1^T B_{q_4} V S^{-1} \), where \( B_{q_4} \) are the rows of \( B_{t-\ell} \) corresponding to monomials \( q_4 x_{t-\ell-1} \).

5. Compute the eigenvectors \( \xi_i \) of \( M_{q_4} \), and recover all solutions from the elements of \( U_1 \xi_i \). The elements of this vector correspond to monomials in \( x_{t-\ell-1} \) evaluated at the solutions after proper scaling.

For System 11, the involutive condition is met at total degree \( t = 8 \) and projection order \( \ell = 2 \). As shown in Table 4.2, the number of solutions is 32. Since using quaternions introduces double solutions, the number of distinct solutions for the relative pose is 16. The size of the expanded coefficient matrix \( \Xi_8 \) is \( 560 \times 495 \).
Table 4.2: \( \dim \pi^\ell(F^{(t)}) \) for System 11

<table>
<thead>
<tr>
<th>( \ell )</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>40</td>
<td>52</td>
<td>59</td>
<td>63</td>
<td>66</td>
<td>70</td>
</tr>
<tr>
<td>1</td>
<td>25</td>
<td>39</td>
<td>45</td>
<td>47</td>
<td>48</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>25</td>
<td>33</td>
<td>33</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>13</td>
<td>25</td>
<td>33</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>5</td>
<td>13</td>
<td>25</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>13</td>
<td>25</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>13</td>
<td>25</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Both Systems 12 and 13 reach the involutive form at total degree \( t = 8 \), and they both have 5 variables, therefore the expanded coefficient matrices are both of size \( 1470 \times 1287 \). However, System 12 reaches the involutive form at projection order \( \ell = 3 \) and has 16 solutions, while System 13 is involutive at \( \ell = 1 \) and has 28 solutions for the relative pose.

Since System 11 has a much smaller expanded coefficient matrix than System 12 and 13, its solution can be computed much faster. In our (unoptimized) Matlab implementation, solving System 11 takes 1.139 seconds, while solving System 12 and 13 takes 3.236 seconds and 4.397 seconds, respectively. Also note that our symbolic-numerical solvers are much faster than the iterative numerical solver, PHCpack [87]. It take PHC 2.983 seconds, 5.355 seconds, and 6.487 seconds to solve System 11, 12, and 13, respectively.

4.9.5 System 14: Measurements \( \{d_{12}; d_{34}; d_{56}; d_{78}; d_{9,10}; d_{11,12}\} \)

From the six distance measurements, we have the following equations:

\[
p^T p - d_{12}^2 = 0
\]

\[
(p + C^2 p_{2i} - 1_p_{2i-1})^T (p + C^2 p_{2i} - 1_p_{2i-1}) - d_{2i-1,2i}^2 = 0
\]
where \( i = 2, \ldots, 5 \). This problem has been studied extensively in the literature, see [88, 45, 84] for its solution.

### 4.10 Simulation Results

We have evaluated the performance of our algorithms in simulation for different values of inter-robot measurement noise variance, but omit tests on noise in the robots’ ego-motion estimates, because the effect of perturbing the robots’ ego-motion estimates is very similar to that of perturbing the inter-robot measurements.

The data for our simulations are generated as follows. First, we generate random robot trajectories in 3D, with the two robots starting at initial positions 1 m \( \sim \) 2 m apart from each other, and moving 3 m \( \sim \) 6 m between obtaining distance and/or bearing measurements. We perturb the true bearing direction to generate the bearing measurements. The perturbed bearing vectors are uniformly distributed in a cone with the true bearing as its main axis. The angle between the true vector and the boundary of the cone is defined as \( \sigma_b \). The noise in the distance measurement is assumed zero-mean white Gaussian with standard deviation \( \sigma_d = 10 \sigma_b \) m.

We conduct Monte Carlo simulations for different values of \( \sigma_b \), and report the averaged results of 1000 trials per setting for each system. We report the error in position as the 2-norm of the difference between the true and the estimated position\(^6\). To evaluate the error in the relative orientation, we use a multiplicative error model for the quaternion corresponding to the rotation matrix. In particular, true orientation, \( \bar{q} \), estimated orientation, \( \hat{q} \), and error quaternion, \( \delta \hat{q} \) are related via [83]:

\[
\bar{q} = \delta \hat{q} \otimes \hat{q}
\]  

(4.117)

where \( \delta \hat{q} \) describes the small rotation that makes the estimated and the true orientation

---

\(^6\) Since we focus on assessing the accuracy of the minimal problem solver, out of the multiple solutions, we choose as estimate the one closest to the true value. In practice, additional measurements are used to uniquely determine the position [93].
coincide. Using the small-angle approximation, the error quaternion can be written as

$$
\delta \hat{q} \simeq \left[ \frac{1}{2} \delta \theta^T \right]^T \leftrightarrow \mathbf{C} \simeq (\mathbf{I}_3 - [\delta \theta \times])\hat{\mathbf{C}}
$$

and the 2-norm of $\delta \theta$ is used to evaluate the orientation error.

Fig. 4.5 shows the orientation error and position error, respectively, as a function of the bearing noise $\sigma_b$ for Systems 1, 2 and 5–13. The curves depict the median of the error in the 1000 trials, and the vertical bars show the 25 and 75 percentiles. As expected, the error increases as the standard deviation of the noise increases. We also see that the 75 percentiles are growing much faster than the 25 percentiles for most systems except for the position error of Systems 1, 6, 7, and 10. This indicates that the probability of having larger error in the relative pose estimate increases dramatically with the variance of the measurement noise. In contrast, the distribution of the position errors of Systems 1, 6, 7, and 10 remains almost the same, because it is directly measured from the distance $d_{12}$ and bearing $b_1$. Furthermore, systems with more bearing measurements achieve better accuracy than systems with more distance measurements. In particular, Systems 10 and 13 perform significantly worse than the other two systems in their group [see Figs. 4.5(e) and 4.5(g)]. Finally, we see that in the absence of measurement noise, we can recover the relative pose perfectly.

Lastly, we note that in all practical cases the solutions of the minimal problems should be used in conjunction with RANSAC [26] to perform outlier rejection followed by nonlinear least squares so as to improve the estimation accuracy using all available measurements.

### 4.11 Experimental Results

In this section, we describe a real-world experiment performed to further validate our extrinsic calibration algorithms. In the experiment, we use a Point Grey Dragonfly camera and an IDS uEye camera to mimic two robots moving in 3D (see Fig. 4.6). The
Table 4.3: Minimal Systems’ Estimation Errors Compared to the Least-Squares Solution

|       | \( \pmb{P} \)         | \( \pmb{q} \)         | \( ||\delta \pmb{p}|| \) (m) | \( ||\delta \theta|| \) (rad) |
|-------|-----------------|-----------------|----------------|----------------|
| LS    | -0.1618, 0.0864, 0.5122 | -0.0923, -0.9744, 0.0900, 0.1841 | 0              | 0              |
| sys1  | -0.1465, 0.1198, 0.5795 | -0.4776, -0.8581, 0.0148, 0.1878 | 0.0766         | 0.4008         |
| sys2  | -0.1491, 0.1219, 0.5897 | -0.0885, -0.9818, 0.0626, 0.1558 | 0.0862         | 0.0402         |
| sys5  | -0.1282, 0.1048, 0.5070 | -0.1225, -0.9778, 0.0589, 0.1596 | 0.0387         | 0.0499         |
| sys6  | -0.1465, 0.1198, 0.5795 | -0.1948, -0.9805, 0.0255, 0.0084 | 0.0766         | 0.135          |
| sys7  | -0.1465, 0.1198, 0.5795 | -0.0706, -0.9937, 0.0409, 0.0774 | 0.0766         | 0.1207         |

Two cameras are moved by hand such that they face each other and at the same time observe point features on a board placed behind each camera. These features are used to compute the cameras’ ego-motion. Specifically, as depicted in Fig. 4.7, \( \{C_1\} \) and \( \{C_2\} \) denote the frames of reference for the Dragonfly and the uEye cameras, respectively. The pose of \( \{C_1\} \) \((\{C_2\})\) in the global frame of reference \( \{G_1\} \) \((\{G_2\})\) is determined by tracking features with known 3D coordinates in frame \( \{G_1\} \) \((\{G_2\})\). In particular, we employ the direct least-squares solution for the PnP problem [31] to solve the camera pose given the image coordinates of known 3D points. After the pose of each camera in its global frame of reference is known, its transformation with respect to its initial frame (i.e., the quantities \( ^1\pmb{p}_{2i+1}, ^1\pmb{C}_{2i+1}, ^2\pmb{p}_{2i+2}, ^2\pmb{C}_{2i+2}, i = 1, \ldots, 4 \)) is easily obtained.

The robot-to-robot distance and bearing measurements are obtained from images of the ping-pong ball mounted on top of each camera. Specifically, we first extract the edges of the ping-pong ball using the Canny edge detector [11]. Then we fit a circle to the edge pixels using least squares. From the center and radius of the circle, we can measure both the bearing and range to the center of the ball from the camera, because the radius of the ball is known to be 20 mm. Finally, given the transformation between the camera \( \{C_1\} \) to the ball \( \{B_1\} \), and \( \{C_2\} \) to \( \{B_2\} \), we can compute the range and bearing between the two cameras. Therefore, we have both range and two bearings at all time steps, which allows us to pick and choose any measurement combination.
necessary for evaluating our extrinsic calibration algorithms.

Due to lighting conditions and motion blur, there are outliers in the ego-motion and robot-to-robot measurements. We perform RANSAC to eliminate outliers using the solutions of System 2 as hypothesis generator. We then refine the solution of the minimal System 2 using all the inliers by employing a least-squares algorithm, after which the accuracy of the robot-to-robot transformation is significantly improved.

To visualize the accuracy of the robot-to-robot relative pose estimates, we transform point features expressed in the global frame \( \{G_2\} \) into \( \{G_1\} \) using the estimated robot-to-robot transformation and the poses of the two cameras in their respective global frames. Then, we project all 3D features back onto a test image that has both feature boards in its field of view (see Fig. 4.8). Note that in this image, we can only see the front of the board with the 4 black squares, while the one with the 18 squares is facing in the opposite direction. The camera pose of this image is determined by using the 16 corner features of the 4 black squares. The reprojection of these 16 features (reflecting the accuracy of the PnP solution) are marked by blue stars, and the reprojection of the 4 × 18 features (reflecting the accuracy of the estimated robot-to-robot transformation) on the other board are marked by red crosses. We can see that the blue stars are at the corners of the 4 square targets, so the camera pose is very accurate. However, the red crosses in Fig. 4.8(a) are not precisely reprojected onto the white board. This is because the initial solution of System 2 has large errors in the robot-to-robot transformation. The robot-to-robot transformation becomes significantly more accurate after a least-squares refinement. In Fig. 4.8(b), the red crosses are all on the white board, although they are slightly shifted to the left.

Since the least-squares solution is the most accurate estimate of the robot-to-robot transformation, we use it as ground truth to assess the accuracy of the minimal solutions of Systems 1–2 and 5–7. The computed estimates and the corresponding error norms are shown in Table 4.3. The systems with mostly bearing measurements (Systems 2 and 5) appear to have the highest orientation accuracy. The orientation
error of System 1 is particularly large (0.4008 rad). This is mainly due to the error in the robot-to-robot distance measurements. Finally, we should note that as in the simulation results, System 2 is the most resilient to measurement noise.

4.12 Summary

In this chapter, we address the problem of computing relative robot-to-robot 3D translation and rotation using any combination of inter-robot measurements and robot ego-motion estimates. We have shown that there exist 14 base minimal systems which result from all possible combinations of inter-robot measurements. Except the two singular cases, Systems 3 and 4, we presented closed-form (algebraic) and analytical solutions to the remaining ones (see Fig. 4.1). A key advantage of the described methods is that they are significantly faster than other pure numerical approaches, such as homotopy continuation [87], since they require no iterations. Moreover, they can be used in conjunction with RANSAC for outlier rejection and for computing an initial estimate for the unknown robot-to-robot 3D transformation, which can be later refined using nonlinear least squares.
Figure 4.5: Orientation and position errors as functions of the bearing-measurement noise. The plots show the median and 25–75% quartiles in 1000 trials.
Figure 4.6: The two cameras used in the experiment. The Point Grey Dragonfly camera is shown on the right, and the IDS uEye camera is on the left. The two ping-pong balls mounted on top of the two cameras are used as visual targets for measuring the distance and bearing between the two cameras.

Figure 4.7: The experimental setup. The Dragonfly camera, \{C_1\}, and the uEye camera, \{C_2\}, are looking at each other. The Dragonfly (uEye) camera uses the known features in \{G_1\} (\{G_2\}) to compute its ego-motion. The Dragonfly (uEye) measures the distance and bearing to the uEye (Dragonfly) by detecting the ping-pong ball \{B_2\} (\{B_1\}).
Figure 4.8: Reprojected 3D feature points. The blue stars “*” are the back-projections of features in \( \{G_1\} \). The red crosses “+” are the back-projections of features in \( \{G_2\} \) which are expressed in frame \( \{G_1\} \) using the estimated robot-to-robot transformation from: (a) the minimal solution of System 2; (b) the least-squares solution of System 2 initialized using the solution to the corresponding minimal problem.
Chapter 5

Relative Pose Estimation from Feature Point Matches and a Directional Correspondence

In this chapter, we present methods for determining the robot-to-robot relative pose using feature point correspondences and one directional reference. We provide efficient closed-form solutions for the minimal and analytical solutions for the over-determined problems. Parts of this chapter have been published in a journal paper [55].

5.1 Introduction

In the previous chapter, we described methods for determining the relative robot-to-robot pose using combinations of inter-robot distance and bearing measurements. These methods do not require any external references, therefore can be applied in any environment. However, robots often navigate in environments that are full of texture and structures which have been widely used for localization. Specifically, the 5-DOF relative camera pose (where the scale of the translation is unobservable) can be determined by
five or more feature correspondences [57]. The main challenge of using feature correspondences is detecting and matching feature points. Especially, cluttered environments with independently moving objects yield many erroneous feature correspondences which have to be removed. As mentioned in the previous chapter, RANSAC [26] is a reliable algorithm for removing outliers. In RANSAC, it is desirable to have a hypothesis generator that uses a small number of data points to generate a finite set of candidate solutions, since this minimizes the probability of choosing an outlier as part of the data.

In this work, we first derive a closed-form solution to the “three-plus-one” problem of estimating the 5-DOF relative camera pose from 3 point correspondences and one common direction. Subsequently, we derive an exact and an approximate analytical solution to the least-squares version of this problem, when more than 3 point correspondences are available.

5.2 Related Work

Nister [57] first presented an analytical solution to the minimal problem of determining the 5-DOF camera-to-camera pose using 5 point correspondences. This algorithm employs the idea of elimination and back-substitution, which requires computing the null space of a $5 \times 9$ matrix, performing a Gaussian elimination on a dense $10 \times 20$ matrix, and solving a $10^{th}$ order univariate polynomial. Finally, by back-substitution, the essential matrix is found and a total of 10 solutions of the camera relative pose are recovered from the essential matrix.

Directional references are often available from points at infinity or from the gravity measured by accelerometers, and can be used to reduce the number of feature point correspondences required for computing the relative camera pose. Since 2-DOF of rotation can be determined using a directional reference, the problem is simplified to that of computing 1-DOF of rotation and 2-DOF of translation from 3 point correspondences.
The method presented by Fraundorfer et al. [28] is similar to that of Nister [57]. Specifically, they form a system of multi-variate polynomials with 4 solutions, which requires a null-space extraction and a Gauss-Jordan elimination of a dense 10×6 matrix to obtain the coefficients of a 4th order univariate polynomial. Kalantari et al. [43] follow a different formulation that uses three variables to represent the translation and the tangent half-angle formula to represent the unknown rotation. Subsequently, they employ the hidden variable technique [15] to compute the coefficients of a 6th order univariate polynomial and compute 6 solutions for the relative pose. However, their formulation has a singularity (rotation of 180 degrees) and 2 of the 6 solutions are spurious.

In this chapter, we provide a fast, closed-form solution to the three-plus-one problem by directly solving for the rotation and translation, instead of the essential matrix. In particular, the coefficients of the 4th order polynomial are derived in closed-form as functions of the point correspondences. Finally, we describe one exact and one approximate analytical solution to the least-squares version of the same problem when \( N \geq 3 \) point correspondences are available.

### 5.3 Problem Description

Consider two cameras observing \( N \) 3D point features whose image projections are represented by the homogeneous 3D vectors \( \mathbf{p}_i = [p_{ix}, p_{iy}, 1]^T \) and \( \mathbf{p}'_i = [p'_{ix}, p'_{iy}, 1]^T \), \( i = 1, \ldots, N \), expressed in the two cameras’ frames of references \{1\} and \{2\}, respectively. In addition, there is a directional reference measured in these two frames, \( \mathbf{b}_1 \) in frame \{1\} and \( \mathbf{b}_2 \) in frame \{2\}. Our objective is to determine the rotation matrix \( \mathbf{C} \) and the up-to-scale translation \( \mathbf{p} = [x, y, z]^T \) between these two camera views.

The two directional measurements provide us the following constraint (see Fig. 5.1)

\[
\mathbf{b}_2 = \mathbf{C} \mathbf{b}_1. \tag{5.1}
\]

This directional constraint has identical structure with the robot-to-robot mutual bearing constraint (4.7) in Section 4.4.3. Therefore, we can apply the same method to solve
this problem. First, we employ the results of Lemmas 17 and 18 to determine 2-DOF of rotation. The remaining degrees of freedom will be subsequently computed using feature point correspondences.

Using Lemma 18, we parameterize the unknown rotation matrix $C$ as:

$$C = C(b_2, \alpha)C(w, \beta)$$

(5.2)

where $w = \frac{b_1 \times b_2}{||b_1 \times b_2||}$. From Lemma 17, the rotation angle $\beta$ is computed as $\beta = \text{Atan2}(|b_1 \times b_2|, b_1^T b_2)$.

The remaining unknown rotation angle $\alpha$ and the translation $p$ are determined by the feature correspondences:

$$p_i^T [p \times] C(b_2, \alpha)C(w, \beta)p_i = 0 \quad i = 1, ..., N.$$  

(5.3)

In order to simplify our derivations hereafter, we first transform all measurements to a new frame of reference $\{e\}$, in which $w$ and $b_2$ are canonical vectors, i.e., $w = [1 0 0]^T$ and $b_2 = [0 1 0]^T$. The rotation matrix $C_e = [w \ b_2 \ w \times b_2]$ transforms the vectors

Figure 5.1: A rotation that satisfies the constraint $b_2 = Cb_1$, where $w = \frac{b_1 \times b_2}{||b_1 \times b_2||}$. 


expressed in the new frame \( \{ e \} \) back to its original frame. Then the rotation matrix \( C \) is described by

\[
C = C_e C_y(\alpha) C_x(\beta) C_e^T
\]

(5.4)

\[
= C_e \begin{bmatrix} c\alpha & 0 & s\alpha \\ 0 & 1 & 0 \\ -s\alpha & 0 & c\alpha \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 \\ 0 & c\beta & -s\beta \\ 0 & s\beta & c\beta \end{bmatrix} C_e^T
\]

And the translation vector \( p \) is

\[
p = C_e \bar{p}
\]

(5.5)

where \( \bar{p} = [\bar{x}, \bar{y}, \bar{z}]^T \) is the translation expressed in the canonical frame. Substituting the expressions for \( C \) and \( p \) from (5.4) and (5.5) in (5.3), we have

\[
(C_e^T p_i')^T [\bar{p} \times] C_y(\alpha) C_x(\beta) C_e^T p_i = 0
\]

\[
\Rightarrow \bar{p}_i'^T [\bar{p} \times] C_y(\alpha) \bar{p}_i = 0
\]

(5.6)

where

\[
\bar{p}_i = C_x(\beta) C_e^T p_i = [\bar{p}_{ix}, \bar{p}_{iy}, \bar{p}_{iz}]^T
\]

(5.7)

\[
\bar{p}_i' = C_e^T p_i' = [\bar{p}_{ix}', \bar{p}_{iy}', \bar{p}_{iz}']^T
\]

(5.8)

Expanding the above equations, we have the following bilinear polynomial equations:

\[
(a_{i1} c + a_{i2} s + a_{i3}) \bar{x} + (a_{i4} c - a_{i5} s) \bar{y} + (a_{i6} c - a_{i1} s - a_{i6}) \bar{z} = 0, \quad i = 1...N
\]

(5.9)

where \( c := c\alpha, s := s\alpha \), and

\[
a_{i1} = -\bar{p}_{iz} \bar{p}_{iy}' \\
a_{i2} = \bar{p}_{ix} \bar{p}_{iy}' \\
a_{i3} = \bar{p}_{iy} \bar{p}_{iz}' \\
a_{i4} = \bar{p}_{iz} \bar{p}_{ix}' - \bar{p}_{ix} \bar{p}_{iz}' \\
a_{i5} = \bar{p}_{ix} \bar{p}_{iz}' + \bar{p}_{iz} \bar{p}_{ix}' \\
a_{i6} = \bar{p}_{iy} \bar{p}_{ix}'.
\]
Our objective is to determine the rotation angle $\alpha$ and the translation $\bar{p}$ from the equations in (5.9) and the trigonometric constraint $c^2 + s^2 = 1$, which is a system of multivariate polynomial equations in $c$, $s$, $\bar{x}$, $\bar{y}$, and $\bar{z}$.

5.4 Minimal Solution

We first present a closed-form solution to the minimal problem where there exist 3 point feature matches between the two camera views. We solve this system by elimination and back-substitution. We first employ an elimination procedure to obtain a 4$^{th}$ order univariate polynomial in $s$, which we solve to find 4 solutions for $s$. Then, by back-substitution, we find 4 solutions for $c$. Each solution of $s$ and $c$ corresponds to two solutions for the translation with $\pm \bar{p}$. Therefore, we have a total of 8 solutions for the relative rotation matrix and translation vector.

The main steps of the elimination procedure are as follows:

1. Rewrite the three epipolar (5.3) constraints as linear functions of $\bar{x}$, $\bar{y}$, and $\bar{z}$ in matrix form [see (5.10)].

2. Eliminate $\bar{x}$, $\bar{y}$, and $\bar{z}$ by computing the determinant of the coefficient matrix [see (5.10)], which yields a quadratic polynomial in $c$ and $s$.

3. Finally, use the Sylvester resultant to eliminate one of the remaining two unknowns, say $c$, and obtain a 4$^{th}$ order polynomial in $s$.

Specifically, rewriting the epipolar constraints in a matrix form, we have:

$$
\begin{bmatrix}
a_{11}c + a_{12}s + a_{13} & a_{14}c - a_{15}s & a_{12}c - a_{11}s - a_{16} \\
a_{21}c + a_{22}s + a_{23} & a_{24}c - a_{25}s & a_{22}c - a_{21}s - a_{26} \\
a_{31}c + a_{32}s + a_{33} & a_{34}c - a_{35}s & a_{32}c - a_{31}s - a_{36}
\end{bmatrix}
\begin{bmatrix}
\bar{x} \\
\bar{y} \\
\bar{z}
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}.
$$

(5.10)
The determinant of the coefficient matrix is a quadratic polynomial in $c$ and $s$.

\[
g_1 c^3 + g_2 c^2 s + g_1 c s^2 + g_2 s^3 + g_3 c^2 + g_4 c s + g_5 s^2 + g_6 c + g_7 s = 0
\]
\[
\Rightarrow g_1 c (c^2 + s^2) + g_2 s (c^2 + s^2) + g_3 c^2 + g_4 c s + g_5 s^2 + g_6 c + g_7 s = 0
\]
\[
\Rightarrow g_3 c^2 + g_4 c s + g_5 s^2 + (g_1 + g_6) c + (g_2 + g_7) s = 0 \quad (5.11)
\]

where

\[
g_1 = -a_{12} a_{24} a_{31} + a_{12} a_{21} a_{34} + a_{22} a_{14} a_{31} - a_{11} a_{22} a_{34} - a_{32} a_{14} a_{21} + a_{32} a_{11} a_{24}
\]
\[
g_2 = a_{21} a_{15} a_{32} - a_{11} a_{25} a_{32} + a_{31} a_{12} a_{25} - a_{12} a_{21} a_{35} - a_{31} a_{15} a_{22} + a_{11} a_{22} a_{35}
\]
\[
g_3 = a_{23} a_{12} a_{34} - a_{31} a_{14} a_{26} + a_{31} a_{16} a_{24} + a_{33} a_{14} a_{22} - a_{33} a_{12} a_{24} - a_{11} a_{24} a_{36}
\]
\[
+ a_{11} a_{26} a_{34} + a_{13} a_{24} a_{32} - a_{13} a_{22} a_{34} + a_{21} a_{14} a_{36} - a_{21} a_{16} a_{34} - a_{23} a_{14} a_{32}
\]
\[
g_4 = -a_{33} a_{15} a_{22} + a_{11} a_{25} a_{36} - a_{11} a_{26} a_{35} - a_{12} a_{24} a_{36} + a_{12} a_{26} a_{34} - a_{13} a_{24} a_{31}
\]
\[
- a_{13} a_{25} a_{32} + a_{13} a_{22} a_{35} + a_{13} a_{21} a_{34} - a_{21} a_{15} a_{36} + a_{21} a_{16} a_{35} + a_{22} a_{14} a_{36}
\]
\[
- a_{22} a_{16} a_{34} + a_{23} a_{14} a_{31} + a_{23} a_{15} a_{32} - a_{23} a_{12} a_{35} - a_{23} a_{11} a_{34} + a_{31} a_{15} a_{26}
\]
\[
- a_{31} a_{16} a_{25} - a_{32} a_{14} a_{26} + a_{32} a_{16} a_{24} - a_{33} a_{14} a_{21} + a_{33} a_{12} a_{25} + a_{33} a_{11} a_{24}
\]
\[
g_5 = -a_{23} a_{15} a_{31} + a_{23} a_{11} a_{35} + a_{32} a_{15} a_{26} - a_{32} a_{16} a_{25} + a_{33} a_{15} a_{21} - a_{33} a_{11} a_{25}
\]
\[
+ a_{12} a_{25} a_{36} - a_{12} a_{26} a_{35} + a_{13} a_{25} a_{31} - a_{13} a_{21} a_{35} - a_{22} a_{15} a_{36} + a_{22} a_{16} a_{35}
\]
\[
g_6 = -a_{23} a_{16} a_{34} - a_{33} a_{14} a_{26} + a_{33} a_{16} a_{24} - a_{13} a_{24} a_{36} + a_{13} a_{26} a_{34} + a_{23} a_{14} a_{36}
\]
\[
g_7 = -a_{23} a_{15} a_{36} + a_{23} a_{16} a_{35} + a_{33} a_{15} a_{26} - a_{33} a_{16} a_{25} + a_{13} a_{25} a_{36} - a_{13} a_{26} a_{35} \quad (5.12)
\]

In the final step, we employ the Sylvester resultant to eliminate one of the remaining two variables from equations (5.11) and the trigonometric constraint $c^2 + s^2 = 1$. The Sylvester resultant is the determinant of the coefficient matrix of the following system:

\[
\begin{bmatrix}
  g_3 & g_4 s + g_1 + g_6 & g_5 s^2 + (g_2 + g_7) s & 0 \\
  0 & g_3 & g_4 s + g_1 + g_6 & g_5 s^2 + (g_2 + g_7) s \\
  1 & 0 & s^2 - 1 & 0 \\
  0 & 1 & 0 & s^2 - 1
\end{bmatrix}
\begin{bmatrix}
  c^3 \\
  c^2 \\
  c \\
  1
\end{bmatrix} = 0 \quad (5.13)
\]
which is a univariate polynomial in $s$

$$\sum_{i=0}^{4} h_i s^i = 0 \quad (5.14)$$

where

\[
\begin{align*}
    h_0 &= -g_1^2 - 2g_1g_6 - g_6^2 + g_3^2 \\
    h_1 &= 2g_3g_2 - 2g_4g_6 + 2g_3g_7 - 2g_4g_1 \\
    h_2 &= -g_4^2 + g_1^2 + g_6^2 + g_2^2 + g_7^2 - 2g_3^2 + 2g_1g_6 + 2g_2g_7 + 2g_3g_5 \\
    h_3 &= 2g_4g_1 + 2g_4g_6 + 2g_5g_2 + 2g_5g_7 - 2g_3g_2 - 2g_3g_7 \\
    h_4 &= g_4^2 + g_5^2 + g_3^2 - 2g_3g_5
\end{align*}
\]

We can find the 4 solutions for $s$ by solving in closed-form [23, Ch. 4.16] the 4th order univariate polynomial equation (5.14). Back-substituting the solutions of $s$ into (5.11), we compute the corresponding solutions for $c$. Note that each solution of $s$ corresponds to one solution for $c$, because we can reduce the order of (5.11) to linear in $c$, once $s$ is known, by replacing the quadratic term $c^2$ with $1 - s^2$. The solution for $c$ is:

$$c = \frac{(g_3 - g_5)s^2 - (g_2 + g_7)s - g_3}{g_4s + g_1 + g_6}. \quad (5.15)$$

After $c$ and $s$ are found, we determine the corresponding solutions for $\bar{x}$, $\bar{y}$, and $\bar{z}$ by computing the null space of the coefficient matrix in (5.10). Finally, we recover $p$ from (5.5).

### 5.5 Least-squares Solutions

We now consider the case where 2-DOF of the rotation have been computed as described in Section 5.3 and we are interested in computing the least-squares (LS) solution for the remaining 1-DOF of rotation and the 2-DOF for translation. We start by assuming that all outliers have been removed using RANSAC and we have $N > 3$ point correspondences.
\( \mathbf{p}_i \) and \( \mathbf{p}_i', \ i = 1, \ldots, N \). The LS cost function that we seek to minimize in order to compute \( C_y(\alpha) \) and \( \bar{\mathbf{p}} \) is:

\[
\min_{\alpha, \bar{\mathbf{p}}} J = \frac{1}{N} \sum (\mathbf{p}_i'^T [\bar{\mathbf{p}} \times] C_y(\alpha) \mathbf{p}_i)^2. \tag{5.16}
\]

where \( \bar{\mathbf{p}}_i \), \( \mathbf{p}_i' \) and \( \bar{\mathbf{p}} \) are defined by equations (5.7), (5.8) and (5.5), respectively. In this section, we will provide two analytical solutions to this least-squares problem. The first one seeks to minimize the cost function \( J \) directly with respect to \( \alpha \) and \( \bar{\mathbf{p}} \). The second one transforms the original optimization problem into an eigenvalue minimization problem and approximates it by minimizing the corresponding matrix determinant. Interestingly, we will show, in simulation, that this approximate solution outperforms the exact solution due to its better numerical stability.

### 5.5.1 Exact Solution

In order to find the global minimum of the cost function \( J \), we first determine all critical/stationary points by solving a system of polynomial equations, and evaluate their objective function values. Then the optimal solution is the critical point whose objective value is the smallest.

We parameterize\(^1\) the translation using \( \bar{\mathbf{p}} = [x, y, 1]^T \) in order to simplify the derivation of the gradient of \( J \).

\[
\begin{align*}
\nabla_x J &= \frac{2}{N} \sum (\mathbf{p}_i'^T [\bar{\mathbf{p}} \times] C_y(\alpha) \mathbf{p}_i) (a_{i1} c + a_{i2} s + a_{i3}) = 0 \\
\nabla_y J &= \frac{2}{N} \sum (\mathbf{p}_i'^T [\bar{\mathbf{p}} \times] C_y(\alpha) \mathbf{p}_i) (a_{i4} c - a_{i5} s) = 0 \\
\nabla_\alpha J &= \frac{2}{N} \sum (\mathbf{p}_i'^T [\bar{\mathbf{p}} \times] C_y(\alpha) \mathbf{p}_i) (-a_{i1} x s + a_{i2} x c - a_{i4} y s - a_{i5} y c - a_{i2} s - a_{i4} c) = 0
\end{align*}
\]

(5.17) \hspace{1cm} (5.18) \hspace{1cm} (5.19)

Together with the trigonometric constraint \( c^2 + s^2 = 1 \), we have a system of 4 equations in 4 unknowns \([c, s, x, y]\). The stationary points can be found by solving this system of

\(^1\) This is done by dividing both sides of (5.6) by \( \bar{z} \) and setting \( x = \bar{x}/\bar{z} \) and \( y = \bar{y}/\bar{z} \) before substituting in (5.16).
polynomial equations. To do so, we employ an elimination and back-substitution procedure similar to the minimal solution in Section 5.4. The main steps of this elimination procedure are as follows:

1. Solve for $x$ and $y$ as functions of $c$ and $s$ using equations (5.17) and (5.18) which are linear in $x$ and $y$

$$
\begin{bmatrix}
\sum (a_{i1}c + a_{i2}s + a_{i3})\tilde{p}_i^T C_y(\alpha)^T [\tilde{p}_i' \times]^T
\\
\sum (a_{i4}c - a_{i5}s)\tilde{p}_i^T C_y(\alpha)^T [\tilde{p}_i' \times]^T
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
1
\end{bmatrix}
= 0

\Rightarrow
\begin{bmatrix}
x \\
y
\end{bmatrix} = \frac{1}{l_3}
\begin{bmatrix}
l_1 \\
l_2
\end{bmatrix}
\tag{5.20}
$$

where $l_1$, $l_2$, and $l_3$ are $4^{th}$ order polynomials in $c$ and $s$.

2. Substitute the above expressions for $x$ and $y$ in equation (5.19) and multiply with $l_3$ to remove the denominator, which yields a $10^{th}$ order polynomial $f$ in $c$ and $s$.

3. Finally, use the Sylvester resultant of $f$ and of the trigonometric constraint, $s^2 + c^2 = 1$, to eliminate one of the remaining two unknowns, say $c$, and obtain a $14^{th}$ order polynomial in $s$.

After we compute the 14 solutions for $s$ using the companion matrix, we back-substitute them in $f$ to solve for $c$. Since this $10^{th}$ order polynomial can be reduced to linear in $c$ using the trigonometric constraint $c^{2n} = (1 - s^2)^n$, $n = 1, ..., 5$, every solution of $s$ corresponds to one solution of $c$. Finally, $x$ and $y$ can be uniquely determined for each pair of $c$ and $s$ using (5.20).

5.5.2 Approximate Solution

The exact solution requires solving a $14^{th}$ order polynomial and multiple back-substitution steps, which is numerically unstable. In this section, we will present an approximate solution that mitigates the problem of numerical instability.
We first reformulate the least-squares problem as a matrix eigenvalue minimization problem. From (5.16), we have

\[ J = \frac{1}{N} \sum (p^T | p_i' \times | C_y(\alpha)p_i)^2 \]
\[ = p^T \left[ \frac{1}{N} \sum [p_i' \times | C_y(\alpha)p_i p_i^T C_y(\alpha)T[p_i' \times |]^T \right] p \]
\[ = p^T A \hat{p} \quad (5.21) \]

For \( ||\hat{p}|| = 1 \), the minimal value of \( J \) is the smallest eigenvalue of \( A \), i.e., \( \min J = \min \text{eig}(A) \). However, it is very difficult to find the value of \( \alpha \) that minimizes the smallest eigenvalue of \( A \) analytically. On the other hand, \( A \) is positive semi-definite and in the ideal (noise free) case, \( A \) should be rank deficient, i.e., \( \det(A) = 0 \). In practice, however, \( \det(A) > 0 \) due to noise in the measurements. Based on this fact, we seek to find an approximate solution for \( \alpha \) by minimizing the determinant of \( A \) instead of its smallest eigenvalue. In the following, we compute all the critical/stationary points of \( \det(A) \) and choose as solution for \( \alpha \) the one corresponding to the smallest determinant.

The determinant of \( A \) is a 6th order polynomial in \( c \) and \( s \):

\[ \det(A) = k_1 c^6 + k_2 c^5 s + k_3 c^4 s^2 + k_4 c^3 s^3 + k_5 c^2 s^4 + k_6 c s^5 + k_7 s^6 + k_8 c^5 + k_9 c^4 s \]
\[ + k_{10} c^3 s^2 + k_{11} c^2 s^3 + k_{12} c s^4 + k_{13} s^5 + k_{14} c^4 + k_{15} c^3 s + k_{16} c^2 s^2 + k_{17} c s^3 \]
\[ + k_{18} c^4 + k_{19} c^3 s + k_{20} c^2 s^2 + k_{21} c s^3 + k_{22} s^3 + k_{23} c^2 + k_{24} c s + k_{25} s^2 \quad (5.22) \]

where the \( k_i \)'s are functions of the measurements \( p_i \) and \( p_i' \). Taking derivative with respect to \( \alpha \), we obtain:

\[ \nabla_\alpha(\det(A)) = k_2 c^6 + [(2k_3 - 6k_1)s + k_9]c^5 + [(3k_4 - 5k_2)s^2 + (2k_{10} - 5k_8)s + k_{15}]c^4 \]
\[ + [(4k_5 - 4k_3)s^3 + (3k_{11} - 4k_9)s^2 + (2k_{16} - 4k_{14})s + k_{20}]c^3 \]
\[ + [(5k_6 - 3k_4)s^4 + (4k_{12} - 3k_{10})s^3 + (3k_{17} - 3k_{15})s^2 + (2k_{21} - 3k_{19})s + k_{24}]c^2 \]
\[ + [(6k_7 - 2k_5)s^5 + (5k_{13} - 2k_{11})s^4 + (4k_{18} - 2k_{16})s^3 + (3k_{22} - 2k_{20})s^2 \]
\[ + (2k_{25} - 2k_{23})s]c \]
\[ - k_6 s^6 - k_1 2s^5 - k_{17}s^4 - k_{21}s^3 - k_{24}s^2 = 0 \quad (5.23) \]
Next, we employ the Sylvester resultant to eliminate $c$ from equation (5.23) and the trigonometric constraint $s^2 + c^2 = 1$, which yields an 8th order polynomial in $s$.

\[ l_1 s^8 + l_2 s^7 + l_3 s^6 + l_4 s^5 + l_5 s^4 + l_6 s^3 + l_7 s^2 + l_8 s + l_9 = 0 \] (5.24)

After computing the 8 solutions for $s$, we determine the solutions for $c$ using (5.23).

The translation vector $\bar{p}$ is the eigenvector corresponding to the smallest eigenvalue of $A$.

### 5.6 Simulation Results

We evaluate our closed-form solution for the three-plus-one problem and compare the performance of the exact and approximate least-squares solutions in simulation. We have conducted Monte Carlo simulations for different measurement noise variance settings and camera motion configurations, and report the average results of 1000 runs. In each Monte Carlo experiment, we randomly generate 100 3D points and project them onto the two normalized image planes. The transformations between the two camera frames are randomly generated with a unit 3D vector $p$ and a rotational matrix $C$. The two camera configurations tested are the forward and sideways motions. In the forward motion, the translation along the z-axis is about 10 times larger than the other two axes, while in the sideways motion, the translation along the x-axis is about 10 times larger than the other two axes. The image points are corrupted by Gaussian noise on the normalized image plane with standard deviation $\sigma_p$ from 0 to $4 \times 10^{-3}$, while the directional measurements are perturbed with a rotation around a random axis with a small angle drawn from a Gaussian distribution with standard deviation $\sigma_b$ from 0 to 2 degrees.

Fig. 5.2 shows the performance of the minimal solver with both directional and image noise. In particular, Fig. 5.2(a) shows the absolute error in translation, represented by the angle between the estimated and true translation vector $p$, and Fig. 5.2(b) shows
the absolute error in rotation, represented by the rotational angle between the estimated and true rotation matrix $C$, when the camera is moving forward. Fig. 5.2(c) and 5.2(d) show the same kind of errors when the camera is moving sideways. As evident moving sideways provides higher estimation accuracy as compared to a forward motion.

![Graphs showing errors in translation and rotation](image)

Figure 5.2: Simulation results of the 3 plus 1 minimal solution. The plots show the mean absolute error of translation and rotation as functions of the directional and camera measurement noise (in normalized image coordinates) averaged over 1000 Monte Carlo trials.

Fig. 5.3 shows the results of the least-squares solutions with only camera measurement noise. Note that the approximate solution is much more accurate than the exact solution in both forward and sideways motions. In particular, the absolute rotation errors of the approximate solution increase almost linearly with the image noise variance,
while the exact solution shows more variations in its accuracy, because it requires solving a $14^{th}$ order polynomial. In contrast, the approximate solution is numerically more stable than the exact solution because it only requires solving an $8^{th}$ order polynomial.

![Figures 5.3: Simulation results for the closed-form least-squares solution. The plots show the mean absolute errors of translation and rotation as functions of camera measurement noise (in normalized image coordinates) averaged over 1000 Monte Carlo trials.](image)

5.7 Summary

In this chapter, we addressed the problem of determining the relative position and orientation of a camera from image feature point matches and a directional correspondence. In particular, we provided an efficient closed-form solution to the minimal problem with three point correspondences and one directional constraint. Additionally, we presented two analytical solutions to the least-squares problem using $N$ feature points and one directional correspondence. The first solution seeks all the critical points of the least-squares cost function, which involves solving a $14^{th}$ order univariate polynomial equation. The optimal solution is the one with the minimal cost function value. Although this solution is mathematically exact, it suffers from numerical instability due to the requirement of solving high order polynomials and error propagation in subsequent
back-substitution steps. The second solution employs an approximation to the original cost function. Specifically, the optimal solution is the smallest eigenvalue of a positive semidefinite matrix which is a function of the camera orientation. Instead of solving for the smallest eigenvalue, we minimize the determinant of this matrix. As a result, we only need to solve an $8^{\text{th}}$ order univariate polynomial. The resulting approximate solution showed significantly better numerical stability and provided more accurate estimates of the relative camera pose.
Chapter 6

Optimal Motion Strategies

In this chapter, we seek optimal robot motion strategies that minimize the uncertainty of the relative robot pose estimates. In particular, we study the case of a team of robots moving in formation and analyze the trade-off between maintaining the formation and improving the accuracy of the relative pose estimates. Part of this chapter has been published in a conference paper [95]. This is work in collaboration with Ke Zhou.

6.1 Introduction

Robots are often required to move in a formation. For example, in military missions, aerial vehicles fly in formations for mutual defense and reconnaissance; in transportation, vehicle platooning saves fuel and increases the throughput of transportation networks [8]; and in cooperative object manipulation tasks, multiple robots form a formation in order to move a large payload [74].

Due to its broad applications, formation control has been extensively studied, and there exist many approaches for maintaining formation, such as behavior-based [7], virtual structure [80], and leader-follower-based [17] methods. All these methods rely on on-board sensors to provide information about the robots’ relative positions and orientations (poses), so as to reduce the deviations from the desired poses. However,
Figure 6.1: A leader, L, and a follower, F, are moving on parallel straight lines. The relative pose between the leader and follower are unobservable when the robots only measure the bearing $\theta$, because the follower can be anywhere along the line of sight of the leader.

Sensors usually do not measure the relative pose directly, but only measure the range or bearing from one robot to its neighbors. Therefore, an estimator is often employed for estimating the relative pose using inter-robot measurements. Clearly, successful formation control requires accurate relative pose estimates.

Interestingly, robot motion affects the accuracy of relative pose estimates. Early experimental results of Rekleitis et al. [65] show that random robot motion improves the accuracy of the relative pose estimates as compared to moving in a formation. In addition, Trawny and Barfoot [82] also find that the optimal motion strategy is not to move in a formation.

The estimation accuracy in robot formations degrades because the system is unobservable. Specifically, when the robots move in formation their range or bearing measurements are constant over time and thus do not provide sufficient information to determine the robots’ relative poses (see Fig. 6.1). However, the system becomes observable when the robots move arbitrarily [50, 93, 48], because knowledge of each robot’s time-varying motions along with the range or bearing measurements provides additional information about their relative poses. As a result, random trajectories show better performance than moving in formation. Hence, there is a trade-off between maintaining a rigid formation and improving the estimation accuracy.

To analyze this trade-off, we seek the optimal next-time step follower position in a leader-follower formation. In order to balance the requirement of moving in formation
and improving the estimation accuracy, the follower is allowed to move away from the desired position within a given range. The specific estimator employed in this work is the Extended Kalman Filter (EKF), and the optimization criterion used is the weighted trace of the posterior covariance matrix. Our main contribution is that we find the global optimal of this optimization problem analytically by first computing all critical points (i.e., the points which satisfy the Karush-Kuhn-Tucker (KKT) necessary optimality conditions) and select as global minimum the one that yields the lowest cost.

The remainder of the chapter is organized as follows. In the following section, we describe related localization approaches in robot formation. In Section 6.2, we formulate the optimal motion strategy problem and present our solution in Section 6.3 followed by simulation results (Section 6.4). Finally, in Section 6.5, we draw our conclusions and suggest future research directions.

### 6.2 Problem Formulation

In a leader-follower formation, the leader moves on a desired straight line trajectory, while the follower keeps its position \( p = [x, y]^T \) and orientation \( \phi \) constant with respect to the leader\(^1\). We define the state vector as the follower’s position and orientation with respect to the leader, \( x = [x, y, \phi]^T \), and denote the desired follower state as \( x_o = [x_o, y_o, \phi_o]^T \). Furthermore, the follower measures the distance \( d \), or bearing \( \beta \) to the leader (see Fig. 6.2). The follower estimates its state using these measurements, so as to maintain the formation. Due to the trade-off between maintaining the formation and improving the estimation accuracy discussed before, we allow the follower’s position to deviate from the desired position \( p_o \) and move within a circle of radius \( r \) centered at \( p_o \). Our objective is to determine where the follower should move to at the next time step to record a relative measurement, such that the estimation uncertainty is minimized.

\(^1\) In this chapter, we only consider the case with one follower. The same algorithm can be applied to the case of multiple followers.
In the following sections, we will first present the system kinematic model\(^2\), the measurement model, and then formulate the optimization problem that needs to be solved.

### 6.2.1 System Kinematic Model

We assume that both the leader and the follower are non-holonomic vehicles whose linear and rotational velocities are \((v_L, \omega_L)\) and \((v_F, \omega_F)\), respectively. In addition, we focus on the case where the leader is moving on a straight line with constant \(v_L\), and \(\omega_L = 0\), because, most likely, it is the dominant motion when a team of robots are moving towards a distant destination. The directions of the linear velocities are along the x-axes of the vehicles' body frames. Hence, these linear velocities expressed in a fixed global frame \(\{G\}\) are described by

\[
\begin{align*}
    ^G \dot{p}_L &= ^L C \cdot e_1 v_L, \\
    ^G \dot{p}_F &= ^F C \cdot e_1 v_F.
\end{align*}
\]  

(6.1)

where \(e_1 = [1 \ 0]^T\), \(^L C\) and \(^F C\) are the rotation matrices that project vectors expressed in frame \(\{L\}\) and \(\{F\}\) to frame \(\{G\}\), respectively.

\(^2\) Note that our optimization framework can be applied with any system model. The specific one presented hereafter is used in our simulations to evaluate the performance of our method.
The rotation matrices \( \hat{G} \hat{C}, \hat{G} \hat{C}, \) and \( \hat{L} \hat{C} \) satisfy the following relationship:

\[
\hat{G} \hat{C}(\hat{G} \phi_F) = \hat{G} \hat{C}(\hat{G} \phi_L) \cdot \hat{L} \hat{C}(\phi) \quad (6.2)
\]

\[
\Rightarrow \hat{G} \phi_F = \hat{G} \phi_L + \hat{L} \phi_F. \quad (6.3)
\]

Differentiating (6.3) with respect to time, yields the kinematic model for the orientation:

\[
\dot{\phi} = \hat{L} \dot{\phi}_F = \hat{G} \dot{\phi}_F - \hat{G} \dot{\phi}_L = \omega_F - \omega_L = \omega_F. \quad (6.4)
\]

Similarly, we derive the kinematic model for the robots’ relative position \( \mathbf{p} \) by taking the time derivative of the following geometric constraint

\[
\mathbf{p} = \hat{G} \hat{C}^T(\hat{G} \mathbf{p}_F - \hat{G} \mathbf{p}_L) \quad (6.5)
\]

\[
\Rightarrow \dot{\mathbf{p}} = \hat{G} \hat{C}^T(\hat{G} \dot{\mathbf{p}}_F - \hat{G} \dot{\mathbf{p}}_L). \quad (6.6)
\]

Substituting (6.1) and (6.2) in (6.6), we obtain

\[
\dot{\mathbf{p}} = \hat{L} \mathbf{e}_1 v_F - \mathbf{e}_1 v_L \quad (6.7)
\]

Rearranging terms in (6.4) and (6.7), yields the following continuous-time model:

\[
\dot{x} = \cos(\phi) v_F - v_L
\]

\[
\dot{y} = \sin(\phi) v_F \quad (6.8)
\]

\[
\dot{\phi} = \omega_F.
\]

### 6.2.2 State and Covariance Propagation

The discrete-time kinematic equations of the follower’s pose are obtained by discretizing (6.8) using Euler’s forward method.

\[
x_{k+1} = x_k + \cos(\phi_k) v_{F_k} \delta t - v_L \delta t
\]

\[
y_{k+1} = y_k + \sin(\phi_k) v_{F_k} \delta t \quad (6.9)
\]

\[
\phi_{k+1} = \phi_k + \omega_{F_k} \delta t
\]
We employ the EKF to propagate the estimated follower’s pose using the control inputs (odometry measurements) \(v_{Fmk}\) and \(\omega_{Fmk}\)

\[
\begin{align*}
\hat{x}_{k+1|k} &= \hat{x}_{k|k} + \cos(\hat{\phi}_{k|k})v_{Fmk}\delta t - v_L\delta t \\
\hat{y}_{k+1|k} &= \hat{y}_{k|k} + \sin(\hat{\phi}_{k|k})v_{Fmk}\delta t \\
\hat{\phi}_{k+1|k} &= \hat{\phi}_{k|k} + \omega_{Fmk}\delta t
\end{align*}
\] (6.10)

By linearizing (6.10), the error-propagation equation for the follower’s pose is readily derived as:

\[
\begin{bmatrix}
\hat{x}_{k+1|k} \\
\hat{y}_{k+1|k} \\
\hat{\phi}_{k+1|k}
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & -\sin(\hat{\phi}_{k|k})v_{Fmk}\delta t \\
0 & 1 & \cos(\hat{\phi}_{k|k})v_{Fmk}\delta t \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\hat{x}_{k|k} \\
\hat{y}_{k|k} \\
\hat{\phi}_{k|k}
\end{bmatrix}
+ \begin{bmatrix}
\cos(\hat{\phi}_{k|k})\delta t & 0 \\
\sin(\hat{\phi}_{k|k})\delta t & 0 \\
0 & \delta t
\end{bmatrix}
\begin{bmatrix}
w_{vFk} \\
w_{\omega Fk}
\end{bmatrix}
\]

\[
\Leftrightarrow \quad \delta \hat{x}_{k+1|k} = \Phi_k \delta \hat{x}_{k|k} + G_k \mathbf{w}_k
\] (6.11)

where \(w_{vFk}\) and \(w_{\omega Fk}\) are white, zero-mean, Gaussian noise sequences with variances \(\sigma_{vFk}^2\) and \(\sigma_{\omega Fk}^2\), affecting the linear and rotational velocity inputs, respectively.

From equation (6.11), the error-state covariance propagation equation can be written as:

\[
P_{k+1|k} = \Phi_k P_{k|k} \Phi_k^T + G_k Q_k G_k^T
\] (6.12)

where \(Q_k = \text{diag}(\sigma_{vFk}^2, \sigma_{\omega Fk}^2)\).

---

3 In the rest of the paper, the “hat” symbol “\(^\hat{\quad}\)” denotes the estimated value of a quantity. The subscript \(l|j\) refers to the estimate of the quantity at time step \(l\) after incorporating all measurements up to time-step \(j\). The error between the actual value of the quantity and its estimate is denoted by the “tilde” symbol “\(^\tilde{\quad}\)”. The relationship between the actual value \(x\) and the estimate \(\hat{x}\) is \(\tilde{x} = x - \hat{x}\).
6.2.3 Measurement Update

The follower employs the inter-robot measurements to perform pose updates in the EKF. The inter-robot measurement at time step $k$ can be described by the generally nonlinear model

$$z_{k+1} = h(x_{k+1}, n_{k+1})$$  \hspace{1cm} (6.13)

where $n_k$ is the Gaussian noise with covariance $R$. In the EKF, we employ linearization to obtain the measurement error equation

$$\tilde{z}_{k+1} = H_{k+1} \tilde{x}_{k+1|k} + \Gamma_{k+1} n_{k+1}$$  \hspace{1cm} (6.14)

where

$$H_{k+1} = \nabla_{x_{k+1}} h(x_{k+1}, n_{k+1})|_{x_{k+1|k}, 0}$$

$$\Gamma_{k+1} = \nabla_{n_{k+1}} h(x_{k+1}, n_{k+1})|_{x_{k+1|k}, 0}$$.

The Jacobian matrices $H_{k+1}$ and $\Gamma_{k+1}$ are time varying and depend on the state estimates. Thus, the location where the robot records the measurement will affect the accuracy of the state estimates. In this chapter, we consider two types of inter-robot measurements, namely the inter-robot range and bearing.

Range measurements

The range measurement between the leader and the follower is described by the following model (see Fig 6.2):

$$z_{k+1} = d_{k+1} + n_{d_{k+1}} = \sqrt{x_{k+1}^2 + y_{k+1}^2} + n_{d_{k+1}}$$  \hspace{1cm} (6.15)

where the noise $n_{d_{k+1}}$ is zero-mean Gaussian process with variance $R_d = \sigma_d^2$.

The measurement Jacobian for the distance measurement is a $1 \times 3$ vector:

$$h_{d_{k+1}} = \begin{bmatrix} \dot{x}_{k+1|k} \\ \dot{y}_{k+1|k} \\ \dot{d}_{k+1|k} \\ 0 \end{bmatrix} = \begin{bmatrix} \cos(\hat{\theta}_{k+1|k}) \\ \sin(\hat{\theta}_{k+1|k}) \\ 0 \end{bmatrix}.$$  \hspace{1cm} (6.16)
where $\hat{d}_{k+1|k} = \sqrt{\hat{x}_{k+1|k}^2 + \hat{y}_{k+1|k}^2}$.

**Bearing measurements**

The relative bearing from the follower to the leader is described by (see Fig 6.2):

$$z_{k+1} = \hat{\beta}_{k+1} + n_{\hat{\beta}_{k+1}} = \hat{\theta}_{k+1} - \phi_{k+1} + \pi + n_{\hat{\beta}_{k+1}}$$

$$= \arctan\left(\frac{\hat{y}_{k+1}}{\hat{x}_{k+1}}\right) - \phi_{k+1} + \pi + n_{\hat{\beta}_{k+1}}$$

(6.17)

where $n_{\hat{\beta}_{k+1}}$ is zero-mean Gaussian noise with variance $R_{\beta} = \sigma_{\beta}^2$.

The measurement Jacobian for the bearing measurement has the following structure:

$$h_{\hat{\beta}_{k+1}} = \begin{bmatrix} -\frac{\hat{y}_{k+1}}{d_{k+1|k}^2} & \frac{\hat{x}_{k+1}}{d_{k+1|k}^2} & -1 \end{bmatrix}$$

$$= \frac{1}{\hat{d}_{k+1|k}} \begin{bmatrix} -\sin(\hat{\theta}_{k+1|k}) & \cos(\hat{\theta}_{k+1|k}) & -\hat{d}_{k+1|k} \end{bmatrix}. \quad (6.18)$$

**Posterior Covariance**

The inter-robot measurements are processed by the EKF to update the follower’s pose estimate. The covariance update equation is

$$P_{k+1|k+1} = P_{k+1|k} - P_{k+1|k} H_{k+1}^T S_{k+1}^{-1} H_{k+1} P_{k+1|k}$$

(6.19)

where $S_{k+1} = H_{k+1} P_{k+1|k} H_{k+1}^T + R_{k+1}$. In this equation, $H_{k+1}$ and $R_{k+1}$ are the measurement Jacobian matrix and noise covariance matrix at time-step $k+1$, respectively. The posterior covariance indicates the accuracy of the estimate and it is a function of the propagated state. However, the actual value of the next step measurement is not required for computing the posterior covariance, therefore it is possible to optimize the robot motion to achieve higher accuracy. In the next section, we will formulate the robot motion strategy as an optimization problem. The optimization variable is the next time-step position $\hat{p}_{k+1|k}$. 
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6.2.4 Optimization Problem Formulation

The cost function is defined as the weighted sum of the diagonal elements of the posterior covariance,

\[ c = \text{tr}(WP_{k+1|k+1}W) \]  \hspace{1cm} (6.20)

where the weighting matrix \( W = \text{diag}(1, 1, d_o) \) with \( d_o = \|p_o\|_2 \). Since \( \Phi_k \) [see (6.11)] is a function of the control input \( v_{Fmk} \), the prior covariance \( P_{k+1|k} \) [see (6.12)] is also a function of the optimization variable \( \hat{p}_{k+1|k} \), which makes solving the optimization problem very challenging. However, since the robots are required to move in formation, the follower can only deviate from the nominal position \( p_o \) by a small distance \( r \). So we approximate the prior covariance by a constant matrix \( P \) which is chosen to be the prior covariance when the follower moves to the desired position \( p_o \). From here on, we will drop the subscripts for the state, covariance, and measurement Jacobian, when the meaning of each quantity is clear in the context to simplify our notation, e.g., \( p = \hat{p}_{k+1|k} \) and \( P = P_{k+1|k} \).

The objective function can be simplified by

\[ \text{argmin}_p \text{tr}(WP_{k+1|k+1}W) = \text{argmin}_p - \text{tr}(WH^{T}S^{-1}HPW) \]  \hspace{1cm} (6.21)

Defining \( f = -\text{tr}(WH^{T}S^{-1}HPW) \), we formulate the formation optimization problem as

- **Optimization Problem 1 (II)\(_1\)**

\[ \min_p f \quad \text{s.t.} \quad g = \|p - p_o\|_2 - r \leq 0 \]  \hspace{1cm} (6.22)

**Remark 20.** The optimization problem \( \Pi_1 \) is a nonlinear programming problem since
both the objective function \( f \) and the constraint \( g \) are nonlinear functions of the optimization variable. Furthermore, \( \Pi_1 \) is not a convex problem, because the objective function is not convex.

6.3 Problem Solution

As mentioned in the previous section, the optimization problem \( \Pi_1 \) is \textit{not convex}, and thus it has multiple local minima. A naive approach is to discretize the feasible set and find the point which yields the minimum value for the function \( f \). However, such an approach provides no guarantees for finding the global optimum, due to limitations of the grid resolution.

Instead, we find the global optimal solution as follows: We first determine \textit{all critical/stationary points} (i.e., those points which satisfy the Karush-Kuhn-Tucker (KKT) necessary optimality conditions \cite[Ch. 3]{9}) analytically and evaluate their objective values. Then, as optimal solution, we select the critical point whose objective value is the smallest.

6.3.1 Distance-only

For the distance-only case, the measurement Jacobian \( h_d \) [see (6.16)] only depends on the bearing angle \( \theta \) from the leader to the follower, hence the objective function \( f \) also only depends on \( \theta \). Therefore, we change the optimization variable from the position \( p \) to the bearing angle \( \theta \), and reformulate problem \( \Pi_1 \) to the optimization problem \( \Pi_2 \).

- **Optimization Problem 2 (\( \Pi_2 \))**

\[
\max_{\theta} f_d(\theta) \\
\text{s.t. } \theta_{\text{min}} \leq \theta \leq \theta_{\text{max}}
\]

(6.23)

where \( \theta_{\text{min}} \) is the minimum and \( \theta_{\text{max}} \) is the maximum bearing angle that satisfies the constraint \( g \). From the optimal solution \( \theta^* \) of problem \( \Pi_2 \), we choose the optimal next
Figure 6.3: Optimal solution for the distance-only case. Since the measurement Jacobian $h_d$ is a function of only $\theta$, the cost function values are the same for all points on the line with angle $\theta$. From the optimal $\theta^* \in [\theta_{\text{min}}, \theta_{\text{max}}]$, we determine the optimal next step position $p^*$ as the nearest point to $p_o$.

step position $p^*$ as the nearest point on the line to $p_o$ (see Fig. 6.3).

The global optimal $\theta^*$ can appear in the following two cases: (i) the constraint is inactive, then $\theta^*$ satisfies $\nabla_\theta f_d(\theta) = 0$; (ii) the constraint is active, then $\theta^* = \theta_{\text{min}}$, or $\theta^* = \theta_{\text{max}}$. We examine both cases, and determine the global optimal $\theta^*$ by searching for the one with the smallest objective value. In the following, we present our solution for $\nabla_\theta f_d(\theta) = 0$.

The objective function $f_d(\theta)$ is a fractional function whose numerator and denominator are both linear in $\sin(2\theta)$ and $\cos(2\theta)$.

$$f_d(\theta) = -\frac{u}{v} = -\frac{\text{tr}(WPh_d^T h_d PW)}{h_d Ph_d^T + R_d}$$

$$= -\frac{a_1 \sin(2\theta) + a_2 \cos(2\theta) + a_3}{a_4 \sin(2\theta) + a_5 \cos(2\theta) + a_6}, \quad (6.24)$$

where the prior covariance is a constant matrix with elements:

$$P = \begin{bmatrix} p_1 & p_4 & p_5 \\ p_4 & p_2 & p_6 \\ p_5 & p_6 & p_3 \end{bmatrix}, \quad (6.25)$$
and

\[ a_1 = p_1p_4 + p_2p_4 + d_5^4p_5p_6 \]
\[ a_2 = (p_1^2 - p_2^2 + d_5^4p_5 - d_6^4p_6)/2 \]
\[ a_3 = (p_1^2 + p_2^2 + 2p_4^2 + d_5^4p_5^2 + d_6^4p_6^2)/2 \]
\[ a_4 = p_4, \quad a_5 = (p_1 - p_2)/2, \quad a_6 = (p_1 + p_2)/2 + \sigma_d^2. \]

Using the quotient rule, the gradient of the objective function \( f_d \) is

\[
\nabla_\theta f_d = -u'v - uv' = -2(\sqrt{b_1^2 + b_2^2} \sin(2\theta + \varphi))_v^2, \]

where

\[ b_1 = a_3a_5 - a_2a_6, \quad b_2 = a_1a_6 - a_3a_4 \]
\[ b_3 = a_1a_5 - a_2a_4, \quad \varphi = \arctan(b_2, b_1). \]

Since the denominator \( v \) is always nonzero, \( \nabla_\theta f_d = 0 \) is equivalent to

\[ \sqrt{b_1^2 + b_2^2} \sin(2\theta + \varphi) + b_3 = 0. \]

For \( \theta \in (-\pi - \frac{\varphi}{2}, \pi - \frac{\varphi}{2}] \), there are four critical points for \( 2\theta + \varphi \in (-2\pi, 2\pi] \),

\[ 2\theta_1^* + \varphi = \pi - \alpha, \quad \theta_2^* + \varphi = -\pi - \alpha \]
\[ 2\theta_3^* + \varphi = \alpha, \quad \theta_4^* + \varphi = -2\pi + \alpha \]
\[
\alpha = \arcsin\left(-\frac{b_3}{\sqrt{b_1^2 + b_2^2}}\right)
\]

two of which are the minima:

\[ \theta_1^* = \frac{\pi - \alpha - \varphi}{2}, \quad \theta_2^* = \frac{-\pi - \alpha - \varphi}{2}. \]

If \( \theta_1^* \) or \( \theta_2^* \) satisfies the constraint (6.23), then the optimal solution is \( \theta_1^* \) or \( \theta_2^* \). Otherwise, the optimal solution is \( \theta_{\min} \) or \( \theta_{\max} \) (both of which can be easily computed from the geometry of Fig. 6.3) whichever yields a smaller value for the objective function.
6.3.2 Bearing-Only

For the bearing-only case, the measurement Jacobian $h_\theta$ [see (6.17)] depends on both $\theta$ and $d$. Therefore, contrary to the distance-only case, the objective function for the bearing-only case is an explicit function of both $d$ and $\theta$. Using the same parameterization employed in the distance-only case, we express the optimization variable $p$ using polar coordinates, i.e., $p := d[\cos(\theta) \sin(\theta)]^T$. Transforming the optimization problem $\Pi_1$ for the bearing-only case into polar coordinates, results in the following problem

- **Optimization Problem 3 ($\Pi_3$)**

$$
\begin{align*}
\min_{d, \theta} f_\beta &= -\frac{c_u d^2 + 2 b_u^T \alpha d + \alpha^T A_u \alpha}{c_v d^2 + 2 b_v^T \alpha d + \alpha^T A_v \alpha} \\
\text{s. t. } g_\beta &= (d \cos(\theta) - x_o)^2 + (d \sin(\theta) - y_o)^2 - r^2 \leq 0,
\end{align*}
$$

where $\alpha = [-\sin(\theta) \cos(\theta)]^T$ and $A_u, b_u, c_u, A_v, b_v,$ and $c_v$ are known parameters expressed in terms of $P$, $d_o$, and $\sigma_b^2$ (see [91] for their specific expressions).

In order to solve $\Pi_3$, we proceed as follows: We first determine all critical/stationary points by solving systems of polynomial equations using an elimination procedure, and evaluate their objective values. Then, as optimal solution for $\Pi_3$ we select the critical point whose objective value is the smallest.

To proceed, we first construct the Lagrange function [9]

$$
\mathcal{L}(d, \theta, \lambda) = f_\beta(d, \theta) + \lambda g_\beta(d, \theta).
$$

Based on the KKT necessary conditions, the critical points $d^*, \theta^*$, and the associated Lagrange multiplier $\lambda^*$ must satisfy

$$
\begin{align*}
\nabla f_\beta(d^*, \theta^*) + \lambda^* \nabla g_\beta(d^*, \theta^*) &= 0_{2 \times 1} \\
\lambda^* g_\beta(d^*, \theta^*) &= 0 \\
\lambda^* &\geq 0,
\end{align*}
$$
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where $\nabla f_\beta = [\nabla_d f_\beta \ \nabla_\theta f_\beta]^T$ and $\nabla g = [\nabla_d g_\beta \ \nabla_\theta g_\beta]^T$.

As shown in [91], both $f_\beta$ and its derivative $\nabla f_\beta$ are rational functions with respect to $d^*$, $\cos(\theta^*)$, and $\sin(\theta^*)$, while $g_\beta$ and $\nabla g_\beta$ are polynomials in those three variables. Thus, (6.28) can be transformed into a polynomial equation in $d^*$, $\cos(\theta^*)$, and $\sin(\theta^*)$ by requiring the numerator to be equal to zero. Therefore, computing all critical points of $\Pi_3$ is equivalent to solving the polynomial system defined by (6.28)-(6.29).

Similar to the distance-only problem, we examine two cases: (i) the constraint (6.27) is inactive, i.e., $g_\beta(d^*, \theta^*) < 0$; (ii) the constraint is active, i.e., $g_\beta(d^*, \theta^*) = 0$, and determine the global optimal solution by searching for the critical point that has the smallest objective function value.

**Inactive Constraint**

We first compute the set of all stationary points, denoted as $\Xi_u$, by assuming that the constraint is inactive, or equivalently,

$$g_\beta(d^*, \theta^*) < 0, \quad \forall \ (d^*, \theta^*) \in \Xi_u.$$  \hspace{1cm} (6.31)

Combining (6.31) and the complementary slackness condition (6.29), yields $\lambda^* = 0$. Hence, the term $\lambda^* \nabla g_\beta(d^*, \theta^*)$ in (6.28) vanishes. Thus, (6.28) and (6.29) are simplified into

$$\nabla f_\beta(d^*, \theta^*) = \begin{bmatrix} \nabla_d f_\beta(d^*, \theta^*) \\ \nabla_\theta f_\beta(d^*, \theta^*) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}. \hspace{1cm} (6.32)$$

As shown in [91], (6.32) is equivalent to a system of two multivariate polynomial equations in the variables $d^*$, $\cos(\theta^*)$, and $\sin(\theta^*)$. The first polynomial, derived from $\nabla_d f_\beta(d^*, \theta^*) = 0$ and denoted as $\mathcal{F}_d$, has degree three; whereas the second polynomial $\mathcal{F}_\theta$, obtained through $\nabla_\theta f_\beta(d^*, \theta^*) = 0$, is of degree four.

In order to solve $\mathcal{F}_d = \mathcal{F}_\theta = 0$, we first treat $\cos(\theta^*)$ and $\sin(\theta^*)$ as parameters and
rewrite the $\mathcal{F}_d$ and $\mathcal{F}_\theta$ as polynomials in $d^*$ [91]

\[
\mathcal{F}_d = \zeta_2 (d^*)^2 + \zeta_1 d^* + \zeta_0 \tag{6.33}
\]

\[
\mathcal{F}_\theta = \gamma_3 (d^*)^3 + \gamma_2 (d^*)^2 + \gamma_1 d^* + \gamma_0 \tag{6.34}
\]

where $\zeta_i, i = 0, 1, 2$ and $\gamma_j, j = 0, \ldots, 3$ are bivariate polynomials in $\cos(\theta^*)$ and $\sin(\theta^*)$ [91].

We first eliminate the variable $d^*$ using the Sylvester resultant [16, Ch. 3]. The Sylvester matrix of $\mathcal{F}_d$ and $\mathcal{F}_\theta$ with respect to $d^*$, denoted as $\text{Syl}(\mathcal{F}_d, \mathcal{F}_\theta; d^*)$, is the following $5 \times 5$ matrix

\[
\text{Syl}(\mathcal{F}_d, \mathcal{F}_\theta; d^*) = \begin{bmatrix}
\zeta_2 & \gamma_3 \\
\zeta_1 & \zeta_2 & \gamma_2 & \gamma_3 \\
\zeta_0 & \zeta_1 & \zeta_2 & \gamma_1 & \gamma_2 \\
\zeta_0 & \zeta_1 & \gamma_0 & \gamma_1 \\
\zeta_0 & \gamma_0 
\end{bmatrix}
\]

The resultant of $\mathcal{F}_d$ and $\mathcal{F}_\theta$ with respect to $d^*$, denoted as $\text{Res}(\mathcal{F}_d, \mathcal{F}_\theta; d^*)$, is the determinant of the Sylvester matrix $\text{Syl}(\mathcal{F}_d, \mathcal{F}_\theta; d^*)$. Furthermore, since $\zeta_i, i = 0, 1, 2$ and $\gamma_j, j = 0, \ldots, 3$ are bivariate polynomials of $\cos(\theta^*)$ and $\sin(\theta^*)$, $\text{Res}(\mathcal{F}_d, \mathcal{F}_\theta; d^*)$ is also a bivariate polynomial of $\cos(\theta^*)$ and $\sin(\theta^*)$:

\[
\mathcal{R}_u (\cos(\theta^*), \sin(\theta^*)) := \text{Res}(\mathcal{F}_d, \mathcal{F}_\theta; d^*) = 0 . \tag{6.35}
\]

Together with the trigonometric identity

\[
\mathcal{I} := \cos^2(\theta^*) + \sin^2(\theta^*) - 1 = 0 , \tag{6.36}
\]

we employ the Sylvester resultant again to eliminate one of the variables, $\cos(\theta^*)$, to obtain a univariate polynomial in $\sin(\theta^*)$:

\[
\mathcal{S}_u := \text{Res} (\mathcal{R}_u, \mathcal{I}; \cos(\theta^*)) = \sum_{j=0}^{11} \delta_j \sin^{2j}(\theta^*) = 0 , \tag{6.37}
\]

122
where $\delta_j$, $j = 0, \ldots, 11$ are known coefficients expressed in terms of $P$, $d_o$, and $\sigma_b^2$. Note that (6.37) does not contain odd-degree terms of $\sin(\theta^*)$. Therefore, (6.37) is equivalent to the following eleventh-order univariate polynomial in the variable $s := \sin^2(\theta^*)$

$$S_u(s) = \sum_{j=0}^{11} \delta_j s^j = 0. \quad (6.38)$$

The roots of the univariate polynomial $S_u(s)$ correspond to the 11 eigenvalues of the associated $11 \times 11$ companion matrix $\Delta$ [22]:

$$\Delta = \begin{bmatrix}
0 & -\delta_0/\delta_{11} \\
1 & 0 & -\delta_1/\delta_{11} \\
& & \ddots & \ddots \\
& & 1 & -\delta_{10}/\delta_{11}
\end{bmatrix}.$$

Note that since $s = \sin^2(\theta^*)$, we only need to consider the real solutions between 0 and 1 of (6.38). Once $s$ is determined, both $\cos(\theta^*)$ and $\sin(\theta^*)$ can be computed using the trigonometric identity, which can have at most 4 solutions for $\theta^*$. Finally, for each $\theta^*$, we compute the coefficients $\zeta_j$, $j = 0, 1, 2$ [see (6.33)], and solve for $d^*$ from (6.33), which can have at most 2 solutions. Thus, the set $\Xi_u$ consisting of all critical points $(d^*, \theta^*)$, has at most 88 elements. However, we only need to consider those critical points satisfying the constraint $g(d^*, \theta^*) < 0$.

The next step is to evaluate the objective function $f_\beta(d, \theta)$ [see (6.26)] at all the points in $\Xi_u$ and select the one with the smallest objective value as the global optimal solution of $\Pi_3$, for the case when the constraint is inactive. We refer to this optimal solution as $(d^*_u, \theta^*_u)$. 
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Active Constraint

When the constraint is active, i.e., \( g_\beta = 0 \), the complementary slackness condition (6.29) is automatically satisfied. Hence, (6.28) and (6.29) are simplified into

\[
\nabla f_\beta(d^*, \theta^*) + \lambda^* \nabla g_\beta(d^*, \theta^*) = 0_{2 \times 1} \\
g_\beta(d^*, \theta^*) = 0.
\]

We solve this systems of equation by an elimination procedure similar to the inactive constraint case. The difference is that the additional variable \( \lambda^* \) needs to be eliminated first. In order to do so, we multiply both sides of (6.39) with \((\nabla g_\beta(d^*, \theta^*))^T J\), where \( J = C(-\pi/2) \) and \( C(\cdot) \) is the \( 2 \times 2 \) rotation matrix, and obtain a polynomial in only \( d^* \), \( \cos(\theta^*) \), and \( \sin(\theta^*) \):

\[
Q(d^*, \cos(\theta^*), \sin(\theta^*)) = 0.
\]

Combining (6.41) with (6.40) and the trigonometric identity (6.36), we conclude that the set of all stationary points, denoted as \( \Xi_c \), must satisfy

\[
Q(d^*, \cos(\theta^*), \sin(\theta^*)) = 0 \quad (6.42) \\
g_\beta(d^*, \cos(\theta^*), \sin(\theta^*)) = 0 \quad (6.43) \\
I(\cos(\theta^*), \sin(\theta^*)) = 0. \quad (6.44)
\]

To solve the above system of polynomial equations, we employ the same strategy outlined in the inactive constraint case. Firstly, we use the Sylvester resultant to eliminate \( d^* \) from (6.42) and (6.43) and obtain an eighth-order bivariate polynomial \( R_c(\cos(\theta^*), \sin(\theta^*)) \). Secondly, we eliminate \( \cos(\theta^*) \) from \( R_c \) and \( I \), and arrive at a univariate polynomial in \( \sin(\theta^*) \)

\[
\mathcal{S}_c(\sin(\theta^*)) = \sum_{j=0}^{8} \eta_j \sin^{2j}(\theta^*) = 0,
\]
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where \( \eta_j, j = 0, \ldots, 8 \), are known coefficients expressed in terms of \( P, p_o, r, d_o \), and \( \sigma^2_b \). Since only even-degree terms appear in the above equation, it is equivalent to the following eighth-order univariate polynomial in \( s := \sin^2(\theta^*) \)

\[
S_c(s) = \sum_{j=0}^{8} \eta_j s^j = 0 , \tag{6.46}
\]

Similar to the inactive constraint case, the roots of (6.46) can be calculated by computing the eigenvalues of its associated \( 8 \times 8 \) companion matrix. Once \( s \) is determined, both \( \cos(\theta^*) \) and \( \sin(\theta^*) \) can be computed, which give at most 4 solutions for \( \theta^* \). Finally, for each \( \theta^* \), we solve for \( d^* \) from (6.40), which can have at most 2 solutions. Thus, the set \( \Xi_c \) consisting of all critical points \( (d^*, \theta^*) \), has at most 64 elements.

The final step is to evaluate the objective function \( f(d, \theta) \) [see (6.26)] at all the critical points in \( \Xi_c \) and select the one with the smallest objective value as the global optimal solution of \( \Pi_3 \), for the case when the constraint is active. We refer to this optimal solution as \( (d^*_{c}, \theta^*_{c}) \).

**Globally Optimal Solution for \( \Pi_3 \)**

Finally, the globally minimal solution \( (d_{\text{opt}}, \theta_{\text{opt}}) \) for \( \Pi_3 \) can be selected as

\[
(d_{\text{opt}}, \theta_{\text{opt}}) = \begin{cases} 
(d_u^*, \theta_u^*) & : \ f(d_u^*, \theta_u^*) \leq f(d_c^*, \theta_c^*) \\
(d_c^*, \theta_c^*) & : \ f(d_u^*, \theta_u^*) > f(d_c^*, \theta_c^*)
\end{cases}
\]

### 6.4 Simulation Results

We have evaluated the performance of our motion strategy for a leader-follower formation in simulation. In particular, we consider the case where the leader moves on a straight line and the follower is supposed to maintain its position at \( p_o \) with respect to the leader. We have compared our motion strategy, the relaxed algebraic method (RAM), with four other strategies; namely (i) the “maintaining the formation” (MTF) strategy; (ii) a constrained random motion (CRM); (iii) the active control strategy of
Mariottini et al. [48] (MME); and (iv) grid-based search (GBS). The strategy MTF always moves the follower toward the desired position $p_o$, while CRM moves the follower to a random position inside a circle centered at $p_o$ with radius $r$. For GBS, the area inside the circle is discretized into cells, and the follower moves to the cell that has the lowest cost. GBS should be a benchmark for evaluating the performance of all motion strategies, if the discrete cell size is sufficiently small.

We have conducted Monte Carlo simulations with 50 trials with the following settings. The desired follower position is $p_o = [-1, -2]^T$ for the robot with range measurements, and $p_o = [-1, 2]^T$ for the robot with bearing measurements. The radius of the constraint circle is set to $r = 0.1||p_o||_2$. The initial estimated pose of the follower is $\hat{x}_{1|1} = [p_o^T, 0]^T$, with covariance $P_{1|1} = \text{diag}(0.1, 0.1, 4 \times 10^{-4})$. We use the discrete-time kinematic model (6.9) with $\delta t = 0.05$ s to simulate the leader and follower motions. The leader’s linear velocity is set to 1 m/s, with rotational velocity 0 rad/s. The follower’s control inputs, the linear and rotational velocities $v_{Fm}$ and $\omega_{Fm}$, are generated according to the next time-step position $p_{k+1}$ determined by the specific motion strategy. In order to drive to $p_{k+1}$, the follower first rotates with velocity $\omega_{Fm}$, such that its heading points to $p_{k+1}$. Then it executes a pure translation with velocity $v_{Fm}$ to finally arrive at $p_{k+1}$. The true follower’s linear and rotational velocities are affected by zero-mean white Gaussian noise with standard deviation $\sigma_v = 0.2$ m/s and $\sigma_\omega = 0.1$ rad/s, respectively. At $p_{k+1}$, the follower records a distance or bearing measurement to the leader, so as to update its pose estimate.

Fig. 6.4 shows the trajectories of RAM, GBS, and MME with one robot measuring distance to the leader and another robot measuring its bearing to the leader. The trajectories of MTF and CRM are not informative and therefore are omitted. RAM generates a zigzagging motion pattern which touches the circle constraint most of the time, while GBS also shows a similar motion pattern. The trajectory of MME is more irregular with larger position uncertainty depicted by the $3\sigma$ ellipses.
Figure 6.4: The estimated trajectories of the two followers and the leader, when employing RAM, GBS, or MME as motion strategy. The units of the x and y axes are meters. In each subplot, the follower equipped with a bearing sensor is on the top, the leader is in the middle, and the follower equipped with a range sensor is at the bottom. The ellipses denote the 3σ bounds for the follower’s position uncertainty at the corresponding positions.

6.4.1 Distance-only case

Fig. 6.5 shows the follower’s pose uncertainty of the aforementioned five motion strategies with distance measurement noise standard deviation $\sigma_d = 0.1$ m. The metric used for evaluating uncertainty is the weighted trace of the posterior covariance matrix.
Since the relative pose is unobservable when the follower moves in exact formation, the uncertainty of MTF increases unbounded over time. When the follower moves around the desired position, the relative pose becomes observable, which is demonstrated by the convergence of the uncertainty to almost steady-state values for the other four motion strategies. However, the specific motion strategy employed affects the estimate’s uncertainty. CRM shows the highest uncertainty, closely followed by the MME strategy. This result is expected, because these two strategies are designed to gain observability, rather than minimize the uncertainty. Our motion strategy, RAM, is designed to minimize uncertainty and shows superior performance compared to CRM and MME. From the zoom-in view of the uncertainty curves of RAM and GBS, we can see that our strategy is even slightly better than the benchmark strategy GBS. This is due to the fact that given limitations on how small the grid-cell size may be, the GBS may not reach the global minimum.

### 6.4.2 Bearing-only case

We hereafter examine the performance of the RAM motion strategy for the bearing-only measurement model. In our simulation, the standard deviation of the bearing
measurement noise is set to $\sigma_\beta = 0.02$ rad.

The time evolution of the weighted trace of the follower’s posterior covariance matrix (i.e., the cost function) averaged over 50 experiments is shown in Fig. 6.6. As expected, the performance of RAM and GBS is improved compared to the cases of CRM and MME, and is significantly better than that of the unobservable case MTF. Additionally, the uncertainty in the follower’s pose estimates (weighted trace of the covariance matrix) achieved by the proposed RAM motion strategy is indistinguishable of that of the GBS.

### 6.5 Summary

In this chapter, we presented a new approach to generate optimal motion strategies for a leader-follower formation. Specifically, we considered the case where the follower measures the distance or bearing to the leader, while the leader is moving on a straight line. Since the follower’s pose is unobservable, when it maintains a constant position with respect to the leader, we allowed the follower to deviate slightly from its desired position, and determined its optimal next time-step position. In particular, we minimized the weighted trace of the posterior covariance matrix, and computed the global optimal
solution analytically. Even though we focused on the case where the leader is moving on a straight line, our optimization method can be applied to arbitrary leader motions. The simulation results demonstrate superior localization accuracy compared to existing follower motion strategies, while showing indistinguishable performance compared to a grid-based search strategy.

As part of our future work, we plan to investigate the case where the robots have access to vector measurements. In this case, the optimization problem becomes significantly more challenging, due to the trade-off between different sources of information. In addition, we are also interested in solving for the optimal follower positions for more than one time step. Optimizing over a longer time horizon is expected to further increase the localization accuracy at the expense of increased complexity.
Chapter 7

Conclusion and Discussion

The work presented in the previous chapters has focused on introducing new methods for determining the initial robot-to-robot transformation in a multi-robot team, which is a critical prerequisite for any multi-robot sensor fusion tasks. In particular, we addressed the problem of motion-induced robot-to-robot extrinsic calibration, where combinations of distance and/or bearing measurements between pairs of robots collected at multiple vantage points are used to compute their relative pose. Our first main contribution is to provide efficient solutions for initializing the relative robot pose without external references. Our second contribution is to provide a closed-form solution for determining the relative transformation between two camera views using point features and directional correspondences. Moreover, since the locations where the robots collect measurements affect their accuracy, we studied the problem of localization in a leader-follower formation and determined the optimal motion strategy for the follower so that its localization uncertainty is minimized.
7.1 Summary of Contributions

Specifically, in Chapter 3 we first solved the problem of determining the 3-DOF relative pose of robots moving in a plane while measuring their distance to each other. Non-iterative algorithms for computing the initial estimate of the 3-DOF transformation were presented for the cases when 3, 4, and 5 distance measurements were available. We have shown that for nonsingular configurations the maximum number of solutions for the above cases are 6, 4, and 1, respectively. Furthermore, we studied the observability of the nonlinear system describing the robots’ 3-DOF relative pose, given odometric and distance measurements, and determined the necessary and sufficient conditions on the motions of the robots for their relative pose to be observable.

In Chapter 4, we solved the more general problem of motion-induced robot-to-robot extrinsic calibration in 3D using combinations of distance and bearing measurements over multiple time steps (e.g., the robots measure distance at the first time step, bearing at the second time step, etc.). We proved that only 14 minimal systems need to be considered, out of a large number of possible measurement combinations, while all other problems, resulting from different combinations of distance and bearing measurements, can be solved using the solutions of these 14 systems. Furthermore, we provided closed-form and efficient analytical solutions to these 14 problems.

In Chapter 5, we presented a closed-form solution for determining the relative pose of a camera between two views using point features and directional correspondences. In particular, we provided an efficient algebraic solution for the minimal problem (i.e., based on 3 point features and 1 directional correspondence), which is often used in conjunction with RANSAC for outlier rejection. Moreover, we provided analytical solutions to the corresponding least-squares problem, where only inlier measurements are considered.

Finally, in Chapter 6 we studied the trade-off between localization accuracy and maintaining a leader-follower formation. Specifically, we employed algebraic geometry
methods to analytically compute the location where the follower should collect its next measurement, so that its localization uncertainty is minimized.

7.2 Future Research Directions

The work on optimal motion strategies for localization in leader-follower formations opens up a number of interesting research directions. First of all, a straightforward extension would be to study the same problem for robots moving in 3D using distance and/or bearing measurements. Secondly, it would be interesting to investigate optimal motion strategies for robot teams that do not have to adhere to formation constraints. In addition, it would be desirable to not only optimize the motion for pair of robots, but also to seek optimal motion strategies for the entire team. Due to the large number of optimization variables, such a problem would be very difficult to solve. Instead, it would be desirable to determine approximate solutions computable in real time that can quantify the loss of precision due to the relaxations invoked.
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Appendix

In what follows, we show that in equation (4.87), $C(u_1, \theta) = C(u_1, 180^\circ)$. Using the Rodrigues formula for $C(v_1, 180^\circ)$, we have

$$C(u_1, \theta) = C^T C(v_1, 180^\circ) C_2$$

$$= C(e_2, \beta_1 - \beta_2)^T (-I + 2v_1 v_1^T) C(e_2, \beta_1 + \beta_2)$$

Substituting $v_1 = C(e_2, \beta_1)u_1$ (see Fig. 4.4) in the above equation, we have

$$C(u_1, \theta) = -C(e_2, 2\beta_2) + 2C(e_2, \beta_2)u_1 u_1^T C(e_2, \beta_2)$$

$$= C(e_2, \beta_2)(-I + 2u_1 u_1^T) C(e_2, \beta_2)$$

$$= C(e_2, \beta_2) C(u_1, 180^\circ) C(e_2, \beta_2)$$

$$= C(e_2, \beta_2) C(u_1, 180^\circ) C(e_2, \beta_2) C(u_1, -180^\circ)$$

$$\cdot C(u_1, 180^\circ)$$

(7.1)

$$= C(e_2, \beta_2) C(C(u_1, 180^\circ) e_2, \beta_2) C(u_1, 180^\circ)$$

(7.2)

$$= C(e_2, \beta_2) C(-e_2, \beta_2) C(u_1, 180^\circ)$$

$$= C(u_1, 180^\circ)$$

where from (7.1) to (7.2) we have used the relation

$$C(u_1, 180^\circ) C(e_2, \beta_2) C(u_1, -180^\circ) = C(C(u_1, 180^\circ) e_2, \beta_2).$$

Hence, $\theta = 180^\circ$. 
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