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Abstract

Atmospheric models require the parameterization of surface fluxes at regional scales. The accuracy of the parameterization relies on detailed information on the spatial and temporal distribution of turbulence in the atmospheric boundary layer (ABL). Large-eddy simulation (LES) has become an increasingly popular tool to study the ABL and obtain the three-dimensional transient information of the ABL. It uses a subgrid-scale (SGS) model to parameterize the subgrid turbulent transport. Here, three different SGS models are tested in LES of neutrally as well as stably stratified boundary layers over rough two-dimensional sinusoidal hills. The examined SGS models include the standard Smagorinsky model with a wall-matching function, the Lagrangian dynamic model, and the recently developed scale-dependent Lagrangian dynamic model. Simulation results obtained with different models are compared with turbulence statistics from wind tunnel experiments. We find that the scale-dependent Lagrangian dynamic model is able to dynamically (without any parameter tuning) capture the scale dependence of the model coefficient associated with regions of the flow with strong shear and/or thermal stratification. This scale-dependent dynamic procedure substantially improves the simulation results with respect to both the standard (non-dynamic) eddy-viscosity/diffusivity model and the scale-invariant dynamic model.

LES with the tested scale-dependent Lagrangian dynamic model is used to study neutral ABL flow over multiscale complex topography, which is generated using the restricted solid-on-solid (RSOS) model and able to capture the power-law scaling property of a $-2$ slope of elevation power spectrum in a log-log scale found in many natural landscapes. The parameterization needed to represent the effect of SGS topography in numerical models (e.g., coarser LESs or high-resolution weather models) of ABL flow is investigated. Specifically, the formulation of an effective roughness used to account for the increased aerodynamic roughness associated with SGS topography is proposed. Results from LESs performed using elevation fields pass-filtered at different spatial resolutions indicate a clear linear relation between the square of the effective roughness and the variance of elevation, and support the proposed formula.
High-resolution multiscale topography may not be directly represented in a LES of the ABL. One needs to spatially filter it to obtain a resolved topography to be directly used in LES and a SGS topography whose effect on the ABL needs to be parameterized. Here we propose a parameterization scheme of using a SGS roughness length in the lower boundary condition (the logarithmic law under neutral condition) in LES. The formulation of the SGS roughness length is proposed. The validity of the parameterization scheme is examined by simulating neutral ABL flow over a series of complex terrains that are filtered from a high-resolution multiscale topography at varying scales. Without applying the parameterization scheme in the series of simulations, the area-averaged velocity profiles over the series of terrains show clear discrepancies. After considering the parameterization of SGS topographic effect, that is, applying a SGS roughness length in the surface boundary condition, the velocity profiles show clear convergence and the validity of the parameterization scheme is proved.
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Chapter 1

Introduction

The atmospheric boundary layer (ABL) is the lowest part of the troposphere that is in direct contact with the earth’s surface. The height of the ABL varies in time and space, ranging from tens of meters in strongly statically stable situations, to several kilometers under convective conditions. The ABL is almost always turbulent, which makes the understanding of the ABL processes challenging.

The interactions between the ABL and the earth’s surface (e.g., momentum, heat and water vapor fluxes) are important driving forces in weather and climate systems, and therefore attract a lot of attentions from researchers (e.g., [46, 41, 79, 77, 11]). Large-eddy simulation (LES), as a popular tool to study turbulence, has been extensively used to investigate the interaction between the ABL and topography (e.g., [79, 6, 11, 20, 31, 74, 75]). Despite its popularity, LES results are found to be sensitive to the determination of model coefficients in SGS models, which are used to parameterize the effect of unresolved eddies. The specification of SGS model coefficients is therefore one of the biggest challenges for LES. Many efforts have been made to improve the determination of SGS model coefficients (e.g., [23, 61, 68]). An important advancement is the dynamic procedure introduced by Germano et al. [23], which calculates the value of model coefficients at every time and position in the flow based on information from the smallest resolved scales and avoids the need for a priori specification or tuning of the model coefficient. Recently, Stoll and Porté-Agel [68] proposed the scale-dependent Lagrangian dynamic model, which relaxes the scale-invariance assumption of model coefficients in the standard dynamic model and assumes model coefficients have a power-law dependence with scale. In this research, we show that the scale-dependent Lagrangian dynamic model outperforms other commonly used SGS models (e.g., the standard eddy-viscosity/diffusivity model...
and the scale-invariant dynamic model) in simulations of neutral [74] as well as stably-stratified [75] boundary-layer flow over sinusoidal hills.

Despite numerous LES studies of boundary layer turbulence over topography, few of them have focused on multiscale topography. Natural landscapes, however, often exhibit multiscale (often multifractal) structure, a high degree of self-similarity, and well-known scaling properties (e.g., [64]). For example, the power spectra of linear transects in many natural landscapes, when plotted on a log-log scale, show a clear $-2$ slope over a wide range of spatial scales, from a few meters up to tens of kilometers (e.g., [29, 56]). This remarkable scaling property of surface elevation fields of natural landscapes motivates us to explore possible scaling properties related to surface momentum fluxes of the atmospheric boundary layer (ABL) flow over natural topography. In this research, the restricted solid-on-solid (RSOS) model is used to generate multiscale complex surfaces that approximate natural landscapes. The elevation power spectrum of generated surfaces shows a clear scaling region with a $-1.8$ slope in a log-log scale. The slope is very close to that of natural landscapes, and it is therefore reasonable for us to use the generated surfaces to approximate natural landscapes. LES together with the scale-dependent Lagrangian dynamic model has been employed to simulate ABL flow over multiscale complex topography and investigate the parameterization of SGS topographical effect on the ABL in both a high-resolution weather model framework and a LES framework. The SGS topographic effect is accounted for by a SGS (effective) roughness length, and the formulation for the roughness length has been proposed. In the LES framework, the parameterization of SGS topographic effect is realized and validated by using the SGS roughness length in the LES lower boundary condition (the logarithmic law under neutral condition).

Each chapter in this thesis is a complete research article containing an abstract, introduction, numerical experiments, results and summary. In chapter 2, three SGS models have been tested in LES of neutral boundary layer over a rough two-dimensional sinusoidal hill. In chapter 3, we again test the three SGS models over a rough two-dimensional sinusoidal hill but in a stably-stratified boundary layer. Results from both chapter 2 and chapter 3 show that the scale-dependent dynamic procedure substantially improves the simulation results with respect to the standard eddy-viscosity/diffusivity model and the scale-invariant dynamic model. Chapter 4 covers the formulation of an effective roughness length of SGS topography in numerical models (e.g., high-resolution weather models) of ABL flow. A clear linear
relation between the square of the effective roughness and the variance of elevation is identified. Chapter 5 deals with the parameterization of SGS topographic effect in the LES. The parameterization is carried out by applying a SGS roughness length in the lower boundary condition (the logarithmic law) in LES. The unknown dimensionless coefficient in the SGS roughness length formulation is dynamically calculated in LES through a newly introduced model in which the dynamic procedure developed by Germano et al. [23] is employed and the area-averaged total surface stress is examined. The parameterization scheme is proven valid by results from simulating ABL flow over a series of complex terrains that are filtered from a high-resolution multiscale topography at varying scales.
Chapter 2

Evaluation of dynamic subgrid-scale models in large-eddy simulations of neutral turbulent flow over a two-dimensional sinusoidal hill

Abstract

Large-eddy simulation (LES) is used to simulate neutral turbulent boundary-layer flow over a rough two-dimensional sinusoidal hill. Three different subgrid-scale (SGS) models are tested: (a) the standard Smagorinsky model with a wall-matching function, (b) the Lagrangian dynamic model, and (c) the recently developed scale-dependent Lagrangian dynamic model [68]. The simulation results obtained with the different models are compared with turbulence statistics obtained from experiments conducted in the meteorological wind tunnel of the AES (Atmospheric Environment Service, Canada) [25]. We find that the scale-dependent dynamic model is able to account, without any tuning, for the local changes in the eddy-viscosity model coefficient. It can also capture the scale dependence of the coefficient associated with regions of the flow with strong mean shear and flow anisotropy. As a result, the scale-dependent dynamic model yields results that are more realistic than the ones obtained with the scale-invariant Lagrangian dynamic model.

2.1 Introduction

Large-eddy simulation (LES) can provide valuable high resolution spatial and temporal information necessary to understand the effects of topography on turbulent transport in the atmospheric boundary layer (ABL) (e.g., [40, 73, 21, 44, 25, 27, 10, 31]). LES explicitly resolves all scales of turbulent transport larger than the grid scale $\Delta$ (on the order of tens of meters in the ABL), while the smallest (less energetic) scales are parameterized using a subgrid-scale (SGS) model. Despite the
potential of LES, however, the strong spatial heterogeneity and flow anisotropy associated with topography hinder the performance of commonly used subgrid-scale models (e.g., [31, 32]).

Eddy-viscosity models are the most commonly used SGS models in LES of ABL flows. One of the main challenges in the implementation of these models is the specification of the model coefficients. Although the coefficients are well established for the case of isotropic turbulence (e.g. [67, 42, 23]), there is evidence from both simulations and experimental a-priori studies that these coefficients should decrease in regions of the flow with large flow anisotropy at the smallest resolved and subgrid scales associated with large local mean shear [17, 18, 30, 66, 28, 14, 62, 39, 60, 68].

One systematic approach to account for the spatial and temporal variability of the SGS model coefficient is the use of dynamic procedures [23, 24, 49], which consist of optimizing the value of the model coefficient at every position and time step by using information contained in the resolved scales and assuming scale invariance of the coefficient between the filter/grid scale and a slightly larger, test-filter scale. In order to guarantee numerical stability, these procedures require some kind of averaging. If the flow has directions of homogeneity, the averaging can be done over those directions (e.g., over horizontal planes in the case of flow over a flat homogeneous surface). For cases of flow over complex terrain, Lagrangian averaging (over flow pathlines) has been used in dynamic models [49]. The dynamic model has been found to yield unrealistic turbulence statistics (e.g. mean velocity profiles and turbulence spectra) in simulations of ABL flows over homogeneous [61] and heterogeneous [8, 68] flat surfaces, as well as flows over topography [31]. Iizuka and Kondo [31] tested the dynamic model and the Lagrangian dynamic model in simulations of a turbulent boundary layer over a two-dimensional hill. In comparisons with experimental wind-tunnel measurements of Ishihara et al. [33], the simulation results of Iizuka and Kondo [31] showed that the standard dynamic and Lagrangian dynamic models overestimated the time-averaged velocity near the surface over the hill crest. Porté-Agel et al. [61] showed that in simulations of neutral boundary layers over homogeneous surfaces, the dynamically computed coefficients are scale dependent, which is inconsistent with the assumption of scale invariance on which the dynamic procedure relies. Motivated by their results, Porté-Agel et al. [61] introduced the so-called scale-dependent dynamic model by relaxing the assumption of scale invariance of the model coefficient. The scale-dependent dynamic model was shown to overcome the limitations of the scale-invariant dynamic model in simulations of
neutral ABL flows over flat surfaces. More recently, a Lagrangian scale-dependent dynamic model version has been used in simulations of flow over heterogeneous surfaces [8, 68]. The performance of this model over topography has not been tested to date.

In this study, large-eddy simulation (LES) is used to simulate an experimentally well characterized turbulent boundary layer flow over a two-dimensional sinusoidal hill. Three different subgrid-scale (SGS) models are tested: (a) the standard Smagorinsky model with a wall-matching function, (b) the Lagrangian dynamic model, and (c) the recently developed Lagrangian dynamic scale-dependent model [68]. The simulation results obtained with the different models are compared with turbulence statistics obtained from experiments conducted in the meteorological wind tunnel of the AES (Atmospheric Environment Service, Canada) [25]. Next, a brief description of the three models is given.

2.1.1 The Smagorinsky model

The eddy-viscosity model is commonly used in LES to parameterize the SGS stresses $\tau_{ij}$ as

$$
\tau_{ij} - \frac{1}{3} \delta_{ij} \tau_{kk} = -2\nu_T \tilde{S}_{ij},
$$

(2.1)

where the tilde denotes spatial filtering using a three dimensional filter of size $\Delta$, $\tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right)$ is the resolved (filtered) strain rate tensor, and $\nu_T$ is the eddy viscosity, which is defined as [67]

$$
\nu_T = \left| C_S \Delta \right|^2 \left| \tilde{\mathbf{S}} \right|,
$$

(2.2)

where $\left| \tilde{\mathbf{S}} \right| = \left( 2 \tilde{S}_{ij} \tilde{S}_{ij} \right)^{1/2}$ is the magnitude of the resolved strain-rate tensor, and $C_S$ is a non-dimensional parameter called the Smagorinsky coefficient. The value of the model parameter $C_S$ is well established for isotropic, homogeneous turbulence with cutoff in the inertial subrange and $\Delta$ equal to the grid size ($C_S \sim 0.17$, [42]). However, anisotropy of the flow due to strong mean shear near the surface makes the optimum value of $C_S$ depart from its isotropic counterpart. A decrease in the Smagorinsky coefficient is associated with an increase in anisotropy in both the resolved and SGS velocities [17, 18, 30, 66, 28, 14, 12, 39, 60, 68]. In order to account for these effects, application of eddy-diffusion models in LES of the ABL has often involved the use of various types of ad hoc wall damping corrections. For
example, Mason and Thomson [47] proposed to use the equation
\begin{equation}
\frac{1}{\lambda^n} = \frac{1}{\lambda_0^n} + \frac{1}{[\kappa(z + z_o)]^n},
\end{equation}
where \( \kappa \approx 0.4 \) is the von Karman constant, \( \lambda = C S \Delta \) is the length scale in the model, \( \lambda_o = C_o \Delta \) is the length scale far from the wall, \( z_o \) is the roughness length, and \( C_o \) and \( n \) are adjustable parameters. They apply this formulation with different values of \( C_o \) (from about 0.1 to 0.3) and \( n \) (1, 2, and 3).

2.1.2 The Lagrangian dynamic model

The dynamic procedure [23] provides a systematic way to calculate the value of the model coefficient \( (C^2_S) \) at every time and position in the flow based on the dynamics of the smallest resolved scales. The model is based on the Germano identity

\begin{equation}
L_{ij} = T_{ij} - \bar{\tau}_{ij} = \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j,
\end{equation}

where \( L_{ij} \) is the so-called Leonard stress tensor that can be calculated based on the resolved scales, and \( T_{ij} \) is the SGS stress at a test filter scale \( \bar{\Delta} \) (typically \( \bar{\Delta} = 2\Delta \)). The overbar denotes a spatial filtering operation at scale \( \bar{\Delta} \).

Applying the Smagorinsky model at the test filter scale yields the following equation
\begin{equation}
T_{ij} - \frac{1}{3} \delta_{ij} T_{kk} = -2(C_S(\bar{\Delta}) \bar{\Delta})^2 |\bar{S}| \bar{S}_{ij}.
\end{equation}

Substituting equations 2.1 and 2.5 into 2.4 and assuming scale invariance of the model coefficient, i.e.,
\begin{equation}
C^2_S(2\Delta) = C^2_S(\Delta),
\end{equation}
results in the equations describing the error associated with the use of the Smagorinsky model in the Germano identity

\begin{equation}
e_{ij} = L_{ij} - \frac{1}{3} \delta_{ij} L_{kk} - C^2_S(\Delta) M_{ij},
\end{equation}

where
\begin{equation}
M_{ij} = 2\Delta^2 (|\bar{S}| \bar{S}_{ij} - 4|\bar{S}| \bar{S}_{ij}).
\end{equation}

Optimizing the value of \( C^2_S \) through least squares minimization of the error given by equation 2.7 [43, 24] leads to
\begin{equation}
C^2_S = \frac{\langle L_{ij} M_{ij} \rangle}{\langle M_{ij} M_{ij} \rangle}.
\end{equation}
In order to implement the dynamic model, some sort of averaging (denoted with brackets $\langle \rangle$ in equation 2.9) needs to be used to guarantee numerical stability of the procedure. Typically averaging is done over directions of flow homogeneity (e.g., horizontal planes over flat homogeneous terrain), or over flow pathlines using the Lagrangian averaging procedure developed by Meneveau et al. [49]. Lagrangian dynamic models are therefore suitable for simulations of the ABL over complex terrain, where there is no direction of homogeneity in the flow. More detailed descriptions of the Lagrangian dynamic procedure can be found in Stoll and Porté-Agel [68].

The dynamic model avoids the need for a-priori specification or tuning of the coefficient because it is evaluated directly from the resolved scales in the LES. However, recent studies have shown that the dynamic models have problems to reproduce the correct flow statistics over both flat surfaces [61] as well as complex terrain [31].

### 2.1.3 The Lagrangian scale-dependent dynamic model

Recently, Porté-Agel et al. [61] proposed a scale-dependent dynamic model, a modification of the dynamic procedure that allows the model coefficient to change with scale (i.e. not assuming that $C_S^2(\Delta) = C_S^2(2\Delta)$). We can still write down the Germaino identity for the Smagorinsky model. However, now $M_{ij}$ also depends on the ratio of the model coefficient at the test filter scale and the filter scale [48]

$$M_{ij} = 2\Delta^2 \left( \frac{C_S^2(\Delta)}{C_S^2(2\Delta)} \right) \langle |S| S_{ij} \rangle.$$  \hspace{1cm} (2.10)

We now introduce a new variable $\beta = C_S^2(2\Delta)/C_S^2(\Delta)$. To obtain a dynamic value for $\beta$, we use a second test filter at another scale larger than $\Delta$, e.g. $\hat{\Delta} = 4\Delta$, and denote variables filtered at scale $4\Delta$ by a caret. By using the second test filter, the error associated with the use of the Smagorinsky model in the Germano identity between $\Delta$ and $\hat{\Delta}$ now becomes

$$e'_{ij} = L'_{ij} - \frac{1}{3} \delta_{ij} L'_{kk} - C_S^2(\Delta) M'_{ij},$$  \hspace{1cm} (2.11)

where

$$L'_{ij} = \langle \hat{u}_i \hat{u}_j \rangle - \hat{u}_i \hat{u}_j,$$  \hspace{1cm} (2.12)

$$M'_{ij} = 2\Delta^2 \left( \frac{\hat{|S| \hat{S}_{ij}}}{\hat{|S| \hat{S}_{ij}}} - 4^2 \beta^2 \langle |S| S_{ij} \rangle \right).$$  \hspace{1cm} (2.13)
Comparing with the original scale invariant assumption, a much weaker assumption is made that

\[ \frac{C_2^S(2\Delta)}{C_2^S(\Delta)} = \frac{C_2^S(4\Delta)}{C_2^S(2\Delta)} \]  

(2.14)

and therefore

\[ \beta^2 = \frac{C_2^S(4\Delta)}{C_2^S(\Delta)}. \]  

(2.15)

The same method used with the first test filter is employed here to minimize the error in equation 2.11 locally backward along the fluid path line, resulting in another equation for \( C_2^S(x, t) \).

\[ C_2^S(x, t) = \frac{\langle L'_{ij} M'_{ij} \rangle}{\langle M'_{ij} M'_{ij} \rangle}, \]  

(2.16)

where, in the case of the Lagrangian scale-dependent dynamic model, the brackets \( \langle \rangle \) denote averaging along fluid pathlines. Setting equation 2.16 equal to equation 2.9 results in a single equation from which the unknown scale dependence parameter \( \beta(x, t) \) may be obtained dynamically. For more details on the Lagrangian scale-dependent dynamic procedure, see Stoll and Porté-Agel [68].

By using information on the dynamics of the flow corresponding to an additional test-filter scale (e.g. \( 4\Delta \)), the scale-dependent model has the ability to detect and account for scale dependence in a dynamic manner (based on the information of the resolved field and, thus, not requiring any tuning of parameters). In particular, the scale-dependent dynamic model is used to dynamically calculate not only \( C_2^S(\Delta) \), but also the value of the scale-dependence coefficient \( \beta = \frac{C_2^S(2\Delta)}{C_2^S(\Delta)} \). Lagrangian scale-dependent dynamic models have successfully been implemented in simulations of ABLs over flat heterogeneous terrain [8, 68]. In this paper, we study the performance of the Lagrangian scale-dependent dynamic model in simulations of a boundary layer over rough two dimensional sinusoidal hills.

### 2.2 Numerical experiments

The large-eddy simulation code is a modified version of the code described by Albertson and Parlange [1], Porté-Agel et al. [61], and Stoll and Porté-Agel [68]. The code uses a mixed pseudospectral finite-difference method, i.e., spatial derivatives are computed using pseudospectral methods in the horizontal directions and finite differences in the vertical direction. Consequently, the boundary conditions in the
horizontal directions are periodic. A second-order Adams-Bashforth scheme is used for time advancement. The upper boundary condition is a fixed stress-free lid. The lower boundary condition consists of using similarity theory (the logarithmic law) to calculate the instantaneous (filtered) surface shear stress as a function of the velocity field at the lowest computational level. In particular, the two components of the surface shear stress vector are calculated following

\[ \tau_{xz} = -C_d \tilde{V} (\tilde{u} \cos \theta_x + \tilde{w} \sin \theta_x) \]  
\[ \tau_{yz} = -C_d \tilde{V} (\tilde{v} \cos \theta_y + \tilde{w} \sin \theta_y) \]

where \( C_d \) is the drag coefficient obtained from the logarithmic law. \( \tilde{u}, \tilde{v} \) and \( \tilde{w} \) are the filtered streamwise, spanwise and vertical velocities, and \( \tilde{V} \) is the magnitude of the tangential velocity, all calculated at the lowest computational grid level. \( \theta_x \) and \( \theta_y \) are the local angles of inclination of the topography in the \( x \) and \( y \) direction, respectively (\( \theta_y = 0 \), in our case).

The simulated physical domain corresponds to the space above two sinusoidal waves with non-dimensional elevation

\[ z_s/L_z = a \cos(2x/L_z), \]

where \( a = 0.249 \) is the normalized wave amplitude, \( x/L_z \) is the normalized streamwise position, and \( L_z \) is the length scale used for normalization (see Figure 2.1). The flow direction is perpendicular to the wave crests. The coordinate transformation developed by Clark [15] has been used to transform the sinusoidal wave bounded physical domain into a rectangular computational domain. The transformation is a terrain following transformation and takes the following form:

\[ \bar{z} = H(z - z_s)/(H - z_s) \]

where \( \bar{z} \) is the vertical position in the transformed system. \( z_s \) and \( H \) denote the actual elevation (in the original system) of the terrain and the top of the domain, respectively. In order to match the wind-tunnel experimental conditions of Gong et al. [25], the computational domain, after normalization with the length scale \( L_z = 194 \) mm, is of size \( (2\pi, 2\pi, \pi) \). The non-dimensional surface roughness is set to \( z_o/L_z = 2.06 \times 10^{-3} \). The computational domain is divided into \( 80 \times 80 \times 80 \) uniformly spaced grid points. The grid is staggered in the vertical direction, with the vertical velocity stored halfway between the other variables. Wind velocities are normalized using the free stream wind tunnel velocity, \( U_o = 10 \) m/s.
A horizontal pressure gradient is exerted on the flow in the streamwise direction. The magnitude of this pressure gradient is set to balance the drag forces (surface stress and form drag) measured during the experiment [25]. The value of the non-dimensional pressure gradient is 0.654. The simulations are run for a period of time long enough to guarantee quasi-steady flow conditions and statistical convergence of the results presented in the next section.

2.3 Results

Figures 2.2 (a) through 2.2 (d) show the simulated non-dimensional streamwise velocity profiles obtained above four different streamwise positions in a wave: the wave crest (Figure 2.2 (a)), 1/4 wavelength downwind of the crest (Figure 2.2 (b)), the wave trough (Figure 2.2 (c)), and 1/4 wavelength upwind of the crest (Figure 2.2 (d)). The results are averaged over time and over the spanwise direction and they are non-dimensionalized with the free stream velocity $U_0$. Different lines correspond to the different SGS models under consideration: the Smagorinsky model with two different matching functions (SMAG-1: $Co = 0.17$ and $n = 1$; and SMAG-2: $Co = 0.1$ and $n = 1$ in equation 2.3), the Lagrangian Dynamic model, and the Lagrangian Scale-Dependent Dynamic model. Results are compared with wind tunnel data (symbols) of Gong et al. [25]. From Figure 2.2 (a) we find that the Lagrangian
dynamic model clearly overestimates the average velocity near the surface by as much as 20%. This behavior of the velocity profile over the hill crest obtained with the Lagrangian dynamic model is consistent with the velocity overestimation of about 25% reported by Iizuka and Kondo [31] in their large-eddy simulations of flow over a single two-dimensional hill using the same SGS model. The results from the Smagorinsky model show substantial sensitivity to the choice of parameters and, consequently, the shape of the matching function. The scale-dependent dynamic procedure, which retains the advantage of dynamic models of not requiring any parameter tuning, substantially improves the simulation results with respect to the scale-invariant dynamic model.

The simulated velocity profiles at 1/4 wavelength downwind of the wave crest (Figure 2.2 (b)) and in the wave trough (Figure 2.2 (c)) show relatively small sensitivity to the SGS model, compared with the results over the wave crest (Figure 2.2 (a)). The simulated velocities are close to the measurements above a height of about 30 mm in Figure 2.2 (b) and about 50 mm in Figure 2.2 (c). Note that the region below those heights, as reported in Gong et al. [25], corresponds to the upper limit of a flow recirculation zone that develops downwind of the wave crest. In the recirculation zone, mean velocities are negative and cannot be accurately measured by the hot-wire anemometer, which cannot distinguish between positive and negative velocities and is susceptible to large errors due to flow distortion by the probe support.

The simulated average velocity 1/4 wavelength upwind of the crest (Figure 2.2 (d)) is slightly underestimated by the Smagorinsky model with matching function in the near-surface region, while it is slightly overestimated by the Lagrangian dynamic model at heights between 30 mm and 200 mm. The scale-dependent Lagrangian dynamic model gives a reasonable prediction throughout most of the domain.

The non-dimensional standard deviations of the resolved streamwise, transverse and vertical velocities over the wave crests are presented in Figure 2.3 (a), Figure 2.3 (b) and Figure 2.3 (c), respectively. Results are again compared with the wind tunnel experimental data (symbols) of Gong et al. [25]. Like in the case of the mean velocity profiles, the standard deviations of the horizontal velocity components simulated with the Smagorinsky model show strong sensitivity to the choice of the matching function for the eddy viscosity coefficient. The Lagrangian dynamic model overpredicts by as much as 50% the level of fluctuations of the horizontal velocity components and also the vertical velocity component. The overestimation of the
Figure 2.2: Non-dimensional velocity profiles from wind tunnel data (symbols) and from LES with different SGS models: Smagorinsky model with two different matching functions (thin dashed and dotted lines), dynamic model (dashed line), and scale-dependent dynamic model (solid line). Results are presented for different positions in the flow: over the wave crests (a); over 1/4 wavelength downwind of the crest (b); over the wave trough (c); and over 1/4 wavelength downwind of the trough (d).
resolved velocity variance is consistent with the idea that the dynamic model is not dissipative enough, and it is in good agreement with previous studies over flat terrain [61, 8]. The Lagrangian scale-dependent dynamic model improves the results with respect to its scale-invariant counterpart, though still overestimating the level of fluctuations of the velocity field.

Figure 2.3: Non-dimensional standard deviation of the resolved velocities from wind tunnel data (symbols) and from LES with different SGS models: Smagorinsky model with two different matching functions (thin dashed and dotted lines), dynamic model (dashed line), and scale-dependent dynamic model (solid line). Results are presented over the wave crests: (a) standard deviation of streamwise velocity; (b) standard deviation of spanwise velocity; (c) standard deviation of vertical velocity.

In order to illustrate the resolution sensitivity of the simulation results, mean velocity profiles over the hill crest, obtained with the scale-invariant and scale-dependent dynamic models, are presented in Figures 2.4 (a) and 2.4 (b), respectively. The results from the scale-invariant dynamic model show clear resolution dependence, in contrast with the smaller resolution effects obtained with the scale-dependent dynamic model. Similar differences in the resolution effects (not shown
here) are found for the simulation results at other locations in the flow.

The dynamically calculated values of the model coefficient $C_2^S$ obtained using the Lagrangian dynamic and Lagrangian scale-dependent dynamic models are presented in Figures 2.5 and 2.6, respectively. As expected, for any given horizontal position, both coefficients decrease as the distance to the surface decreases in order to account for the reduction in the characteristic scale of the turbulence near the surface. In addition, there is a clear dependence of the coefficient on horizontal position, associated with the strong non-homogeneity of the flow. For the same distance to the ground, the coefficient is smaller near the crest, where the flow undergoes strong straining. Alternatively, the coefficient is larger in the downwind of the crest, where the flow detaches from the surface (recirculation region) and is subject to smaller strain rates. It is important to note that the value of the coefficient is substantially larger for the scale-dependent dynamic model. The larger value of $C_S$, together with the increased mean velocity gradients, results in a larger transfer of kinetic energy from the resolved to the sub-grid scales (SGS dissipation). An overestimation in the rate of removal of energy from the resolved scales leads, in turn, to smaller values of the standard deviations of the resolved velocity, as shown in Figure 2.3 (a), 2.3 (b) and 2.3 (c). Similar trends in the values of the model coefficient, mean velocity and resolved kinetic energy fields were also reported by Porté-Agel et al. [61] in simulations of a neutral boundary layer using both scale-invariant and scale-dependent dynamic model.

Figure 2.7 shows the value of the scale dependence parameter $\beta$ obtained dynamically with the Lagrangian scale-dependent dynamic model. The value of $\beta$ is close to 1 away from the surface, where the flow is more isotropic at the smallest resolved and subgrid scales and, consequently, $C_2^S$ is scale invariant. $\beta$ becomes smaller as the surface is approached due to increased shear and anisotropy of the flow. The smallest values of $\beta$ are found near the crest, particularly in the upwind side, where the mean shear and anisotropy of the flow are stronger.

2.4 Summary

Large-eddy simulation (LES) has been used to simulate neutral turbulent boundary-layer flow over a rough two-dimensional sinusoidal hill. Three different subgrid-scale (SGS) models are tested: (a) the standard Smagorinsky model with a wall-matching
Figure 2.4: Effect of grid resolution on the simulated non-dimensional velocity profile over the wave crest obtained with the Lagrangian dynamic model (a) and the scale-dependent Lagrangian dynamic model (b). The wind tunnel data of Gong et al. (1996) (symbols) are also shown.
Figure 2.5: Smagorinsky coefficient ($C_{LS}^2$) obtained with the Lagrangian dynamic model. Results are averaged over time and spanwise direction.

Figure 2.6: Smagorinsky coefficient ($C_{LS}^2$) obtained with the Lagrangian scale-dependent dynamic model. Results are averaged over time and spanwise direction.
Figure 2.7: Scale dependence parameter ($\beta$) obtained with the Lagrangian scale-dependent dynamic model. Results are averaged over time and spanwise direction.

function, (b) the Lagrangian dynamic model, and (c) the recently developed scale-dependent Lagrangian dynamic model [68]. The simulation results obtained with the different models are compared with turbulence statistics obtained from experiments conducted in the meteorological wind tunnel of the Atmospheric Environment Service of Canada [25].

The dynamic models have the important advantage of providing tuning-free simulations since the model coefficient is calculated based on the dynamics of the resolved flow. However, the flow simulated using the Lagrangian dynamic model shows important differences compared with the wind tunnel experimental data. In particular, the Lagrangian dynamic model is not dissipative enough, leaving too much kinetic energy in the resolved flow. The model overestimates the magnitude of the velocity over the wave crests by about 20%, which is in agreement with the simulation results of Iizuka and Kondo [31] in simulations over a single two-dimensional hill.

By relaxing the assumption of scale invariance in the dynamic model, the scale-dependent dynamic model [61, 68] is able to dynamically (without any parameter tuning) capture the scale dependence of the model coefficient using information of
the smallest resolved scales. Our results show that this procedure substantially improves the simulation results with respect to the scale-invariant dynamic model.
Chapter 3

Large-Eddy Simulation of Stably-Stratified Flow Over a Steep Hill

Abstract

Large-eddy simulation (LES) is used to simulate stably-stratified turbulent boundary-layer flow over a steep two-dimensional hill. To parameterize the subgrid-scale (SGS) fluxes of heat and momentum, three different types of SGS models are tested: (a) the Smagorinsky model, (b) the Lagrangian dynamic model, and (c) the scale-dependent Lagrangian dynamic model [68]. Simulation results obtained with the different models are compared with data from wind tunnel experiments conducted at the Environmental Flow Research Laboratory (EnFlo), University of Surrey, U.K. [65]. It is found that, in this stably-stratified boundary-layer flow simulation, the scale-dependent Lagrangian dynamic model is able to account for the scale dependence of the eddy-viscosity and eddy-diffusivity model coefficients associated with flow anisotropy in flow regions with large mean shear and/or strong flow stratification. As a result, simulations using this tuning-free model lead to turbulence statistics that are more realistic than those obtained with the other two models.

3.1 Introduction

Large-eddy simulation (LES) has become a popular tool to study turbulent atmospheric boundary-layer (ABL) flows over topography. In particular, several LES studies have investigated the effect of topography on boundary layer turbulence under neutral stratification conditions (e.g., [10, 12, 25, 27, 31, 74]). To this date, however, only a few studies have used LES to study stably-stratified boundary-layer flows over topography (e.g., [13]), and not much is known about the accuracy of the LES technique and subgrid-scale (SGS) models in simulations of this type of flow.
Considering the sensitivity of LES results to SGS parameterizations in simulations of neutral boundary layers over topography (e.g., [31, 74]) and stable boundary layers over flat terrain (e.g., [5, 69]), one expects the combined effects of topography and atmospheric stability to pose an important challenge to SGS models in LES.

LES resolves scales of turbulent transport larger than the grid/filter scale $\Delta$, and parameterizes smaller (subgrid) scales using a SGS model. The most commonly used SGS models in LES of ABL flows are the eddy-viscosity model for the SGS stresses and the eddy-diffusivity model for the SGS scalar fluxes. The specification of SGS model coefficients is one of the biggest challenges for LES as it has been found to have an important effect on the performance of the SGS models and, as a result, on the accuracy of the simulations. SGS coefficients are well established for homogeneous, isotropic turbulence (e.g., [42, 45]). However, in flow regions with strong anisotropy at the smallest resolved and subgrid scales, the coefficients in the eddy-viscosity and eddy-diffusivity models are found to deviate from the well-established isotropic values (e.g., [4, 14, 16, 28, 39, 51, 59, 60, 68]). In particular, the optimal values of those coefficients have to decrease in order to account for the local reduction in the characteristic length scales of the turbulence associated with increased mean shear near the surface (e.g., [39, 68]) and/or increased atmospheric stability (e.g., [39, 62]).

The dynamic procedure provides a systematic approach to specify the values of the SGS coefficients in the eddy-viscosity and eddy-diffusivity models [23, 43, 52]. It does not require parameter specification or tuning, and model coefficients are optimized at every position and time step based on information from the resolved scales with the assumption that the coefficients are scale invariant in a range of scales between the filter/grid scale and a slightly larger test filter scale. In simulations of neutral ABL flows over homogeneous surfaces, Porté-Agel et al. [61] found that the dynamically calculated model coefficients showed dependence on resolution (filter scale), which is against the underlying assumption of scale invariance made in the dynamic model. With this unreasonable assumption, the standard dynamic model has been shown to yield model coefficients that are too low. This, in turn, leads to an accumulation of energy at high wavenumbers and explains why the dynamic model is not dissipative enough and yields inaccurate turbulence statistics in simulations of ABL flows over homogeneous [61] and heterogeneous [8, 68] flat surfaces, as well as neutral boundary-layer flows over topography [31, 74]. Motivated by those results, Porté-Agel et al. [61] and Porté-Agel [60] introduced the scale-dependent
dynamic model, which is used to compute dynamically not only the value of the model coefficients in the eddy-viscosity and eddy-diffusivity models, respectively, but also the dependence of these coefficients with scale. To achieve that, the scale-dependent dynamic model assumes a power-law dependence of the coefficient with scale. It is important to note that this power-law dependence is only applied to a small range of resolved scales (between the filter scale and a test filter scale) and has been shown to be a realistic assumption in a priori field studies [9, 63]. Simulations of neutral boundary-layer flows over both flat surfaces [8, 61, 60, 68] and simple topography [74] have shown that the scale-dependent dynamic model improves the level of SGS dissipation (rate of energy transfer from the resolved to the subgrid scales), which results in more realistic simulated velocity and scalar statistics.

In order to ensure numerical stability, the application of the dynamic and scale-dependent dynamic models requires some sort of averaging. For flows with directions of homogeneity, the averaging can be done over those directions (e.g., over horizontal planes in the case of flow over a flat homogeneous surface). For cases of flow over complex terrain, Lagrangian averaging (over flow pathlines) has been used in the Lagrangian dynamic model [49] as well as the scale-dependent Lagrangian dynamic model [68].

In this paper, we test the performance of three SGS models in simulations of stable boundary-layer flow over a single steep hill against laboratory experiments. These models are: (a) the Smagorinsky model, (b) the Lagrangian dynamic model, and (c) the recently developed scale-dependent Lagrangian dynamic model [68]. Next, a brief description of the three models is given.

### 3.1.1 The Smagorinsky model

The SGS stress $\tau_{ij}$ is commonly parameterized using an eddy-viscosity model of the form [67]:

$$\tau_{ij} - \frac{1}{3} \delta_{ij} \tau_{kk} = -2 \nu_T \tilde{S}_{ij},$$

$$\nu_T = [C_S \Delta]^2 \left| \tilde{S} \right|,$$

where $\tau_{ij}$ is the SGS stress at filter (grid) scale, $\tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right)$ is the resolved strain-rate tensor, $\nu_T$ is the eddy viscosity, $\left| \tilde{S} \right| = \left( 2 \tilde{S}_{ij} \tilde{S}_{ij} \right)^{\frac{1}{2}}$ is the magnitude of
the resolved strain-rate tensor, $C_S$ is the Smagorinsky coefficient, and $\Delta$ is the size of the spatial filter.

The value of the Smagorinsky coefficient $C_S$ is well established for isotropic and homogeneous turbulence ($C_S \sim 0.17$, [42]). The reduction of characteristic length scale and flow anisotropy near the surface, however, makes the optimal value of the Smagorinsky coefficient depart from its isotropic counterpart (e.g., [4, 16, 51, 59]). To account for this effect, Mason and Thomson [47] proposed the following formula:

$$
\frac{1}{\lambda^n} = \frac{1}{\lambda_0^n} + \frac{1}{[\kappa(z + z_o)]^n},
$$

(3.3)

where $\kappa$ ($\approx 0.4$) is the von Karman constant, $\lambda = C_S \Delta$ is the length scale in the model, $\lambda_0 = C_o \Delta$ is the length scale far from the wall, $z_o$ is the roughness height, and $C_o$ and $n$ are adjustable parameters. $C_o$ generally takes values between 0.1 and 0.3, and $n$ is an integer often chosen to be 1, 2 or 3. In this study, the values of $C_o$ and $n$ are set to be 0.1 and 1, respectively. Recent field experiments [39, 62] and numerical simulations using dynamic models [38] have shown that the optimal value of the Smagorinsky coefficient decreases with increasing stability in order to account for the reduction of turbulence eddy sizes as well as characteristics length scales associated with thermal stratification. Even though some empirical formulations have been proposed to account for this effect [39], they are usually based on horizontally-averaged variables and thus are not easily applicable to simulations of heterogeneous boundary layers.

To parameterize the SGS scalar flux $q_i$, the eddy-diffusivity model is typically used:

$$
q_i = -D_T \frac{\partial \tilde{\theta}}{\partial x_i},
$$

(3.4)

$$
D_T = C_S^2 Pr_{sgs}^{1-1} \Delta^2 \left| \tilde{S} \right|,
$$

(3.5)

where $q_i$ denotes SGS scalar flux at filter (grid) scale, $D_T$ is the eddy diffusivity, $C_S^2 Pr_{sgs}^{1}$ is a lumped eddy-diffusivity coefficient composed of the Smagorinsky coefficient and the SGS Prandtl number $Pr_{sgs}$. A value of 0.4 is often used for the SGS Prandtl number in neutral turbulent flows [34] as well as thermally stratified boundary layers [38]. In this study, the value of the SGS Prandtl number is set to be 0.4 as well. However, it is important to note that recent experimental (e.g., [39, 62]) and numerical (e.g., [5, 69]) studies have shown that $Pr_{sgs}$ should increase...
with increasing atmospheric stability. This effect further contributes (together with the above-mentioned decrease in $C_S$) to a reduction in the lumped eddy-diffusivity coefficient and the model length scale in thermally stratified regions of the flow.

### 3.1.2 The Lagrangian dynamic model

The dynamic procedure [23] optimizes the value of the Smagorinsky coefficient ($C_S^2$) using the information from the smallest resolved scales without the need for parameter tuning. The Germano identity is introduced as

$$L_{ij} \equiv T_{ij} - \bar{\tau}_{ij} = \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j,$$

In the above equation, $L_{ij}$ is a resolved stress tensor, also referred to as the Leonard stress, and $T_{ij}$ is the SGS stress at a test filter scale $\bar{\Delta}$ (typically $\bar{\Delta} = 2\Delta$). The overbar in equation 3.6 denotes a spatial filtering operation at scale $\bar{\Delta}$. $T_{ij}$ can be calculated using the eddy-viscosity model

$$T_{ij} - \frac{1}{3} \delta_{ij} T_{kk} = -2(C_S(\bar{\Delta})\bar{\Delta})^2 \left| \bar{S} \right| \bar{S}_{ij},$$

where $C_S(\bar{\Delta})$ denotes the Smagorinsky coefficient at the test filter scale $\bar{\Delta}$. Substituting the SGS stresses at scale $\bar{\Delta}$ (equation 3.7) and scale $\Delta$ (equation 3.1) into the Germano identity, one can calculate the error incurred by using the Smagorinsky model in the Germano identity as

$$e_{ij} = L_{ij} - \frac{1}{3} \delta_{ij} L_{kk} - C_S^2(\Delta) M_{ij},$$

where

$$M_{ij} = 2\Delta^2( \left| \bar{S} \right| \bar{S}_{ij} - 4\beta \left| \bar{S} \right| \bar{S}_{ij}).$$

$\beta$ in equation 3.9 is the ratio of the model coefficients squared at the test filter scale and at the filter scale, i.e.,

$$\beta = \frac{C_S^2(2\Delta)}{C_S^2(\Delta)}.$$

The original (scale-invariant) dynamic model is based on the assumption that the coefficient is scale invariant and, consequently, $\beta = 1$.

Using the least squares method to minimize the error given by equation 3.8, one can obtain the optimal value of $C_S^2$ as
When implementing the dynamic model, one needs to perform some sort of averaging to ensure numerical stability. Here we use Lagrangian averaging (averaging backward over local fluid pathlines) as proposed by Meneveau et al. [49]. Only information at the previous and current time steps is stored for model coefficient calculation. This Lagrangian averaging scheme is well suited for simulations of flow over complex terrain, where the flow is non-homogeneous.

For the SGS scalar flux, the Germano identity takes the following form

$$K_i = Q_i - \bar{q}_i = \bar{u}_i \bar{\theta} - \bar{u}_i \tilde{\theta}_i$$

(3.12)

where $Q_i$ is the SGS flux at the test-filter scale $\Delta$. Using the eddy-diffusivity model, $Q_i$ can be calculated as

$$Q_i = -[C_S^2 \langle \Delta \rangle Pr_{sgs}^{-1} \Delta^2 \bar{S} \partial \tilde{\theta} \partial x_i].$$

(3.13)

Combining equations 3.4, 3.12 and 3.13, one can get the error incurred by using the eddy-diffusivity model in the Germano identity for scalar transport

$$e_i = K_i - C_S^2 Pr_{sgs}^{-1}(\Delta)X_i,$$

(3.14)

where

$$X_i = \Delta^2 (\bar{S} \partial \tilde{\theta} \partial x_i - 4\beta_\theta \bar{S} \partial \tilde{\theta} \partial x_i).$$

(3.15)

$\beta_\theta$ is a scale-dependence parameter defined as

$$\beta_\theta = C_S^2 Pr_{sgs}^{-1}(2\Delta)/C_S^2 Pr_{sgs}^{-1}(\Delta).$$

(3.16)

As in the case of $C_S^2$, the original dynamic model assumes that $C_S^2 Pr_{sgs}^{-1}$ is scale invariant and, therefore, $\beta_\theta = 1$.

Minimizing the error given by equation 3.14 using the least squares method, we get the optimal value of the lumped eddy-diffusivity coefficient as

$$C_S^2 Pr_{sgs}^{-1} = \langle K_i X_i \rangle / \langle X_i X_i \rangle,$$

(3.17)

where, in the case of the Lagrangian dynamic model, the brackets $\langle \rangle$ denote averaging along fluid pathlines.
The Lagrangian dynamic models given by equations 3.11 and 3.17 provide a systematic way to optimize the values of the coefficients \( C_S^2 \) and \( C_S^2 Pr_{sgs}^{-1} \) by calculating them directly from the resolved scales in the LES. However, the standard (scale-invariant) dynamic models have been found to yield SGS dissipation rates (transfer rates of energy and scalar variance from resolved to subgrid scales) that are too small. As a result, these models produce unrealistic turbulence statistics (e.g., mean velocity and scalar profiles as well as turbulence spectra) in simulations of neutral boundary-layer flows over homogeneous [61] and heterogeneous [8, 68] flat surfaces as well as boundary layers over topography [31, 74].

3.1.3 The scale-dependent Lagrangian dynamic model

Porté-Agel et al. [61] developed a scale-dependent dynamic model. In this model, the assumption of scale invariance of the model coefficient is relaxed and the model coefficient is allowed to change with scale. Porté-Agel et al. [61] assumed that \( C_S^2 \) can be expressed as a power law function of \( \Delta \), which implies that the scale-dependence parameter \( \beta \) is no longer a constant value of 1 and needs to be determined dynamically. The exponent in the power-law is directly related to the value of \( \beta \).

To dynamically calculate the scale-dependence parameter \( \beta \), a second test filter \( \hat{\Delta} \) needs to be employed. We typically take \( \hat{\Delta} = 4\Delta \), and use a caret to denote variables filtered at scale \( 4\Delta \). The following equality is automatically satisfied once the power-law dependence of model coefficients with scale proposed by Porté-Agel et al. [61] is assumed:

\[
\beta = \frac{C_S^2(4\Delta)}{C_S^2(2\Delta)} = \frac{C_S^2(2\Delta)}{C_S^2(\Delta)}. \tag{3.18}
\]

The error incurred by using the eddy-viscosity model in the Germano identity between scales \( \Delta \) and \( \hat{\Delta} \) becomes

\[
e^{ij}_\prime = L^{ij}_\prime - \frac{1}{3}\delta_{ij}L^{kk}_\prime - C_S^2(\Delta)M^{ij}_\prime, \tag{3.19}
\]

where

\[
L^{ij}_\prime = \hat{u}_i\hat{u}_j - \hat{u}_i\hat{u}_j, \tag{3.20}
\]

\[
M^{ij}_\prime = 2\Delta^2\left[\frac{\hat{S}_i}{\hat{S}}\hat{S}_{ij} - 4^2\beta^2\left|\hat{S}\right|^2\hat{S}_i\hat{S}_{ij}\right]. \tag{3.21}
\]
Minimizing the error in equation 3.19 using the earlier mentioned minimization method, we get the following equation for \( C_S^2 \):

\[
C_S^2 = \frac{\langle L'_{ij} M'_{ij} \rangle}{\langle M'_{ij} M'_{ij} \rangle}.
\]

(3.22)

Again, the brackets in equation 3.22 denote Lagrangian averaging over fluid pathlines. The scale-dependence parameter \( \beta \) can now be dynamically determined by combining equations 3.11 and 3.22.

For scalar fluxes, a similar scale-dependent dynamic procedure can be derived [60, 68]. In this case, the error associated with the use of the eddy-diffusivity model in the Germano identity between \( \Delta \) and \( \hat{\Delta} \) becomes

\[
ed'_i = K'_i - C_S^2 Pr_{sgs}(\Delta) X'_i,
\]

(3.23)

where

\[
K'_i = \tilde{u}_i \tilde{\theta} - \tilde{u}_i \tilde{\theta}_i,
\]

(3.24)

\[
X'_i = \Delta^2 (|\tilde{S}| \frac{\partial \tilde{\theta}}{\partial x_i} - 4 \beta^2 \theta |\tilde{\theta}_i| \frac{\partial \tilde{\theta}_i}{\partial x_i}).
\]

(3.25)

Again, the lumped model coefficient is assumed to have a power-law dependence with scale in the range of scales between the grid/filter scale and the second test filter scale so that

\[
\beta_\theta = C_S^2 Pr_{sgs}(2\Delta)/C_S^2 Pr_{sgs}(\Delta) = C_S^2 Pr_{sgs}(4\Delta)/C_S^2 Pr_{sgs}(2\Delta).
\]

(3.26)

The same method used with the first test filter is employed here to minimize the error in equation 3.23 locally backward along fluid pathlines, resulting in the following equation for \( C_S^2 Pr_{sgs}^{-1} \):

\[
C_S^2 Pr_{sgs}^{-1} = \frac{\langle K'_i X'_i \rangle}{\langle X'_i X'_i \rangle}.
\]

(3.27)

Combining equations 3.27 and 3.17 results in a single equation from which the unknown scale-dependence parameter \( \beta_\theta \) may be obtained dynamically. For more details on the scale-dependent Lagrangian dynamic procedure, see Stoll and Porté-Agel [68].
3.2 Numerical experiments

The experiment by Ross et al. [65] was carried out in the wind tunnel at the Environmental Flow Research Laboratory (EnFlo), University of Surrey, U.K. The wind tunnel has a working section of 20 m length, 3.5 m width and 1.5 m height. The fan can produce wind speed in the range between 0.3 and 4.5 m s\(^{-1}\). A range of multi-level heaters were used to generate thermal stratification. By doing this, a maximum temperature gradient of approximately 80 K m\(^{-1}\) could be attained.

To maintain a stable boundary-layer, the floor was cooled by pumping cold water through pipes beneath the floor. Roughness elements (20 mm high and 80 mm wide, separated laterally by 160 mm and downwind by 100 mm, in a triple stagger) were placed over the entire floor, including the hill surface. The velocity was measured by a two-component fibre optic, He-Ne laser Doppler anemometer with burst spectrum analysers. The free-stream velocity was measured using an ultrasonic anemometer. Measurements of temperature fluctuation were carried out using cold wires and thermocouples.

In this numerical study, the large-eddy simulation (LES) code is a modified version of the code described by Albertson and Parlange [1], Porté-Agel et al. [61], and Stoll and Porté-Agel [68]. We use pseudospectral methods to compute spatial derivatives in the horizontal directions and second order central finite differences in the vertical direction. For the entire computational domain, periodic boundary conditions are applied in the horizontal directions. Time advancement is carried out by using a second-order Adams Bashforth scheme.

A fixed stress-free lid is applied as upper boundary condition at the top of the domain. The lower boundary condition consists of using similarity theory (Monin-Obukhov similarity) to calculate the instantaneous (filtered) surface shear stress and heat flux as a function of the resolved velocity and temperature at the lowest computational level. The surface temperature is maintained at 300.5 K to match the wind tunnel conditions. In order to approximate the upstream velocity and temperature inflow boundary conditions in the wind tunnel experiment [65], we employed a relaxation zone located upwind of the hill (see Figure 3.1). The relaxation zone is set to smoothly bring the velocity and temperature fields to values corresponding to the upwind flat wind tunnel boundary layer. These velocity and temperature fields used in the relaxation zone are obtained from separate simulations over a flat surface in the absence of the hill. In these simulations, we saved the cross-sectional velocity
and temperature fields at the position corresponding to the end of the relaxation zone every 10 time steps and used them as upstream inflow boundary conditions for simulations over the two-dimensional hill. The saved velocity and temperature fields are in good agreement with the profiles measured by Ross et al. [65] without the hill. In simulations over the two-dimensional hill, we used the relaxation zone to smoothly bring the velocity and temperature fields to the saved target fields every 10 time steps. For simulations over a flat surface, a horizontal pressure gradient is exerted on the flow in the streamwise direction. The magnitude of this pressure gradient is set to match the free-stream wind speed of $U = 1.0 \text{ m s}^{-1}$ measured in the wind tunnel experiments. The use of a similar relaxation zone to impose an inflow boundary condition while maintaining the accuracy of pseudospectral LES codes has been successful in previous studies of turbulent transport in urban canopies [72].

![Figure 3.1](image)

Figure 3.1: Sketch of simulation domain and relaxation zone (shaded area).

The simulated physical domain consists of the space around the two-dimensional hill with non-dimensional elevation

$$z_s/L_z = \begin{cases} (h/L_z)\cos^2(\pi x/l), & -l/2 \leq x \leq l/2 \\ 0, & \text{elsewhere} \end{cases}$$

where $h/L_z$ is the normalized hilltop height; $z_s/L_z$ is the normalized domain surface height; $x$ and $l$ are the streamwise position and width of the hill ($l=1\text{ m}$) respectively.

The maximum slope of the hill is $\pi h/l = 0.72$, which shows the hill is steep. Figure 3.1 shows the simulation domain as well as the relaxation zone (shaded area).
The coordinate transformation developed by Clark [15] has been used to transform the physical domain into a computational domain with flat surface. It is a terrain-following transformation of the form:

\[ \bar{z} = H(z - z_s)/(H - z_s), \]  

(3.28)

where \( \bar{z} \) is the vertical position in the transformed system. \( z \) is the actual elevation in the original system and \( H \) denotes the top of the domain. After the transformation, the governing equations for momentum and temperature become:

\[ \frac{\partial(\sqrt{G} \tilde{u})}{\partial t} + \sqrt{G} \frac{\partial u}{\partial \xi} + \sqrt{G} \frac{\partial \tilde{u}}{\partial \eta} + \sqrt{G} \frac{\partial w_c}{\partial \zeta} + \frac{\partial (J_3 \tilde{P})}{\partial \tau} + \frac{\partial (J_1 \tilde{P})}{\partial \zeta} + \frac{\partial (J_3 \tau_{11})}{\partial \tau} + \frac{\partial (J_3 \tau_{12})}{\partial \eta} + \frac{\partial (J_1 \tau_{11}) + J_2 \tau_{12}}{\partial \zeta} = 0 \]  

(3.29a)

\[ \frac{\partial(\sqrt{G} \tilde{v})}{\partial t} + \sqrt{G} \frac{\partial v}{\partial \xi} + \sqrt{G} \frac{\partial \tilde{v}}{\partial \eta} + \sqrt{G} \frac{\partial w_c}{\partial \zeta} + \frac{\partial (J_3 \tilde{P})}{\partial \tau} + \frac{\partial (J_2 \tilde{P})}{\partial \zeta} + \frac{\partial (J_3 \tau_{11})}{\partial \tau} + \frac{\partial (J_3 \tau_{12})}{\partial \eta} + \frac{\partial (J_1 \tau_{12} + J_2 \tau_{22})}{\partial \zeta} = 0 \]  

(3.29b)

\[ \frac{\partial(\sqrt{G} \tilde{w})}{\partial t} + \sqrt{G} \frac{\partial w}{\partial \xi} + \sqrt{G} \frac{\partial \tilde{w}}{\partial \eta} + \sqrt{G} \frac{\partial w_c}{\partial \zeta} + \frac{\partial \tilde{P}}{\partial \tau} + \frac{\partial (J_3 \tau_{13})}{\partial \tau} + \frac{\partial (J_3 \tau_{23})}{\partial \eta} + \frac{\partial (J_1 \tau_{13} + J_2 \tau_{23})}{\partial \zeta} - \sqrt{G} g \frac{\tilde{\theta}'}{\theta_0} = 0 \]  

(3.29c)

\[ \frac{\partial(\sqrt{G} \tilde{\theta})}{\partial t} + \sqrt{G} \frac{\partial \tilde{\theta}}{\partial \xi} + \sqrt{G} \frac{\partial \tilde{\theta}}{\partial \eta} + \sqrt{G} \frac{\partial w_c}{\partial \zeta} + \frac{\partial (J_3 q_1)}{\partial \tau} + \frac{\partial (J_3 q_2)}{\partial \eta} + \frac{\partial (q_1 + J_1 q_1 + J_2 q_2)}{\partial \zeta} = 0, \]  

(3.29d)

where \( \xi, \eta, \zeta \) are the curvilinear coordinates in the computational domain, \( \tilde{u}, \tilde{v}, \tilde{w} \) are filtered velocities in the physical domain, \( \tilde{w_c} \) denotes the filtered vertical velocity in the computational domain, \( \tilde{\theta} \) is the filtered temperature, \( \tilde{P} \) represents the filtered pressure, \( \sqrt{G} \) is the determinant of the Jacobian matrix of transformation, \( J_1, J_2, J_3 \) are non-zero components of the Jacobian matrix of transformation, \( \tau_{11}, \tau_{12}, \tau_{13}, \tau_{22}, \tau_{23}, \tau_{33} \) are the subgrid-scale (SGS) stresses, \( q_1, q_2, q_3 \) denote SGS heat fluxes, \( g \) is the gravitational acceleration, \( \theta_0 \) is a reference temperature, \( \tilde{\theta}' \) is the fluctuation of the filtered temperature. Taking the divergence of the discretized momentum
equations and applying the continuity equation, we can obtain the pressure Poisson equation. The pressure Poisson equation is solved iteratively at every time step until the solution is converged. The computational domain is of size 9 m × 1.5 m × 1.5 m, that is \((2\pi, \pi/3, \pi/3)\) in non-dimensionalized form by using a length scale of \(L_z = 1.432\) m. The normalized effective surface roughness is \(z_0/L_z = 1.606 \times 10^{-3}\). The computational domain is divided into \(180 \times 30 \times 120\) uniformly spaced grid points. The grid is staggered in the vertical direction, with the vertical velocity stored halfway between the other variables. The relaxation zone covers 6 grid points in the streamwise direction. A sponge layer is applied at the domain top to absorb possible gravity waves. The time step used in the simulations is 0.002864 s, and the duration of the simulation is 429 s.

The temperature field of this stably-stratified boundary-layer flow is composed of two layers with different levels of stratification: a region of relatively weak stratification of about 10 K m\(^{-1}\) in the lowest 0.5 m, and a region of stronger stratification (about 40 K m\(^{-1}\)) above \((z > 0.5\) m). The simulations are run for a period of time long enough to guarantee quasi-steady flow conditions and statistical convergence of the results presented in the next section.

3.3 Results

Figure 3.2 (a) shows a contour plot of the streamwise velocity \(u\) (in m s\(^{-1}\)) measured during the wind tunnel experiment in a vertical plane perpendicular to the two-dimensional hill [65]. Figures 3.2 (b) to 3.2 (d) show similar contour plots of averaged (in time and spanwise direction) streamwise velocities simulated using large-eddy simulation (LES) with different subgrid-scale (SGS) models: the Smagorinsky model (Figure 3.2 (b)), the Lagrangian dynamic model (Figure 3.2 (c)), and the scale-dependent Lagrangian dynamic model (Figure 3.2 (d)). Comparison of Figure 3.2 (a) and Figure 3.2 (b) reveals important differences between the measured velocity field and the simulated velocity obtained with the Smagorinsky model. In particular, the Smagorinsky model grossly overpredicts the size of the recirculation region on the lee side of the hill. The location of the separation point predicted by the Smagorinsky model is around the hill top. Moreover, the model underpredicts the velocity magnitude right above the hill top.

Figure 3.2 (c) and Figure 3.2 (d) show that both dynamic models improve the
velocity prediction with respect to the Smagorinsky model. The Lagrangian dynamic model, however, is found to underestimate the size of the recirculation region. From Figure 3.2 (c), we can see that the separation point is near the downwind foot of the hill. Moreover, this model overestimates the magnitude of the streamwise velocity right above the hill crest. A similar velocity overestimation from the Lagrangian dynamic model was reported in numerical simulations of neutral turbulent flows over two-dimensional topography [31, 74]. Overall, the scale-dependent Lagrangian dynamic model provides a more accurate prediction of the streamwise velocity field (Figure 3.2 (d)), compared with the Smagorinsky model and the scale-invariant dynamic model. In particular, the recirculation region predicted by the scale-dependent dynamic model matches more closely the one measured in the wind tunnel experiment (Figure 3.2 (a)). The separation point is about halfway downwind from the hill crest.

Figure 3.3 (a) shows the contour plot of momentum flux $\overline{u'w'}$ (in $\text{m}^2 \text{s}^{-2}$) measured during the wind tunnel experiment in a vertical plane perpendicular to the two-dimensional hill [65]. Figures 3.3 (b) to 3.3 (d) show similar contour plots of
time-averaged momentum flux $\overline{u'w'}$ (resolved stress plus subgrid-scale stress) simulated using LES with different SGS models: the Smagorinsky model (Figure 3.3 (b)), the Lagrangian dynamic model (Figure 3.3 (c)), and the scale-dependent Lagrangian dynamic model (Figure 3.3 (d)). From these figures, we can see that, because of the very strong stratification (about 40 K m$^{-1}$) in the upper part of the domain (above 0.5 m), turbulence was largely confined in the lower part of the domain. By comparing the contour line of value $-0.005$ m$^2$ s$^{-2}$ in Figure 3.3 (a) and Figure 3.3 (b), the Smagorinsky model (Figure 3.3 (b)) is found to somewhat overestimate the size of the wake region downwind of the hill, which leads to larger prediction of $\overline{u'w'}$ values in the domain. The Lagrangian dynamic model clearly underpredicts the size of the wake region behind the hill. Note that in Figure 3.3 (c) the region with magnitude of flux values above 0.005 m$^2$ s$^{-2}$ is much smaller than the region obtained from wind tunnel measurements (Figure 3.3 (a)) and from the scale-dependent Lagrangian dynamic model (Figure 3.3 (d)). The scale-dependent Lagrangian dynamic model gives a more accurate prediction of the wake region behind the hill.

The dynamically calculated values of the eddy-viscosity model coefficient $C^2_S$
obtained using the Lagrangian dynamic and scale-dependent Lagrangian dynamic models are presented in Figures 3.4 (a) and 3.4 (b), respectively. The values represent averages in the spanwise direction and in time. In the upper portion of the domain, both models yield relatively low values of $C_S^2$ due to the very strong flow stratification in that region. This is consistent with previous studies that show $C_S^2$ decreases with increasing stability [39, 38, 62]. The coefficients obtained with both dynamic models decrease near the surface to account for the reduction in the characteristic scales of the turbulence in that region of the flow. In addition, strong variability of the dynamically calculated $C_S^2$ is found around the crest of the hill, where the flow is heterogeneous in both the streamwise and vertical directions. Smaller values of $C_S^2$ are obtained over the upwind side of the hill crest, where the flow undergoes strong straining; larger $C_S^2$ values are found in the downhill side of the hill, where the flow detaches from the surface, recirculates and experiences much smaller straining.

Figure 3.4: Smagorinsky coefficient $C_S^2$ calculated dynamically with: (a) the Lagrangian dynamic model, (b) the scale-dependent Lagrangian dynamic model.

The values of the eddy-diffusivity model coefficient $C_S^2 Pr_{\text{sgs}}^{-1}$ obtained using the
Lagrangian dynamic and scale-dependent Lagrangian dynamic model are presented in Figures 3.5 (a) and 3.5 (b), respectively. The values represent averages in the spanwise direction and in time. Similar to $C_s^2$, the value of the lumped coefficient $C_s^2 Pr_{sgs}^{-1}$ is small in the upper part of the domain to account for the reduction in the characteristic scale of the turbulence associated with the strong stratification of the flow [39, 38, 62]. In the lower part, $C_s^2 Pr_{sgs}^{-1}$ is found to decrease as the surface is approached in order to account for the reduction in the characteristic scale of the turbulence near the surface. Horizontal variation of the lumped coefficient $C_s^2 Pr_{sgs}^{-1}$ is also manifest in the figures.

![Figure 3.5: Lumped eddy-diffusivity coefficient $C_s^2 Pr_{sgs}^{-1}$ calculated dynamically with: (a) the Lagrangian dynamic model, (b) the scale-dependent Lagrangian dynamic model.](image)

Figures 3.6 (a) and 3.6 (b) show the scale-dependence parameters $\beta (= C_s^2(2\Delta)/C_s^2(\Delta))$ and $\beta_0 (= C_s^2 Pr_{sgs}^{-1}(2\Delta)/C_s^2 Pr_{sgs}^{-1}(\Delta))$ obtained with the scale-dependent Lagrangian dynamic models. As expected, the scale-dependence parameters become smaller as the surface is approached due to increased shear and anisotropy of the flow. The smallest values of $\beta$ and $\beta_0$ are found near the upwind side of the hill.
crest, where the mean shear and anisotropy of the flow are stronger; downwind of the hill, where the flow separates and becomes more isotropic, the scale-dependence coefficients are larger. These overall trends are consistent with the results obtained for $\beta$ in simulations of a neutral boundary layer over a sinusoidal surface [74].

![Figure 3.6](image)

**Figure 3.6**: Scale-dependence parameters $\beta$ (a) and $\beta_\theta$ (b) obtained with the scale-dependent Lagrangian dynamic model.

Figures 3.7 (a) to 3.7 (c) show contour plots of averaged (in time and spanwise direction) resolved turbulent kinetic energy (in m$^2$ s$^{-2}$) obtained with the three SGS models under consideration. On the upwind side of the hill crest, the Lagrangian dynamic model predicts the largest kinetic energy among the three models, while the Smagorinsky model yields the smallest. This is in agreement with previous studies (e.g., [61]) which show that the Lagrangian dynamic model is not dissipative enough in the near-ground region, yielding too much resolved kinetic energy. In contrast, the Smagorinsky model is known to be too dissipative near the ground. The scale-dependent dynamic model has been found to provide more realistic SGS dissipation rates in simulations of flat homogeneous boundary layers (e.g., [61]). In the downwind wake region, away from the hill, the magnitude of turbulent kinetic
Figure 3.7: Contour plots of resolved turbulent kinetic energy (in m$^2$ s$^{-2}$) in a vertical plane perpendicular to the hill: (a) Smagorinsky model, (b) Lagrangian dynamic model, (c) scale-dependent Lagrangian dynamic model.

The energy obtained with the Lagrangian dynamic model is clearly smaller than that obtained with the Smagorinsky model and the scale-dependent Lagrangian dynamic model. The Smagorinsky model yields the greatest turbulent kinetic energy among the three models. This is in accordance with findings from previous studies (e.g., [31, 53]), which reported that the standard Smagorinsky model overestimates the turbulent kinetic energy in the free shear layer behind the obstacle. The differences in the prediction of the resolved turbulent kinetic energy in the wake region, and the size of that region can be explained in part by the differences in the simulated flow on the upwind side of the hill crest. In order to better understand that effect, contour plots of the averaged (in time and spanwise direction) vertical velocity component are shown in Figure 3.8 for the three models under consideration. From that figure, it is clear that the Smagorinsky model leads to a relatively large prediction of the vertical velocity over the upwind side of the hill crest (Figure 3.8 (a)). This is consistent with the underestimation of the streamwise velocity in that region (Figure 3.2 (b)), and leads to an excessive upward deflection of the flow. This, in turn, leads to large resolved kinetic energy in the downstream region of the hill (Figure 3.7.
(a)) and the formation of unrealistically large wake and recirculation regions there. This effect is also reflected in the contour lines of mean temperature predicted with the Smagorinsky model (Figure 3.9 (a)), which show a stronger upward deflection compared with the ones obtained with the two dynamic models. In contrast, the Lagrangian dynamic model predicts a relatively larger horizontal velocity (Figure 3.2 (c)) and smaller vertical velocity (Figure 3.8 (b)) on the upwind side of the hill crest, which produces a smaller upward deflection of the flow. This translates into smaller vertical mixing, resolved kinetic energy (Figure 3.7 (b)) and wake size in the downwind region of the hill. This is also consistent with the contours of temperature, which show smaller upward deflection around the hill (Figure 3.9 (b)), compared with the Smagorinsky model (Figure 3.9 (a)).

It is important to point out that our results near the upwind side of the hill crest agree with previous studies that found that the scale-dependent dynamic model has better SGS dissipation characteristics in the surface layer, compared with the Smagorinsky and scale-invariant dynamic models. Near the surface, those models are too dissipative and not dissipative enough, respectively (e.g., [8, 61, 69, 74]). In general, the results presented here also agree with previous studies that found the scale-dependent dynamic model yields improved predictions of the flow statistics (e.g., average velocity and turbulent fluxes), not only in the surface layer, but throughout most of the computational domain.

3.4 Summary

Large-eddy simulation (LES) has been used to investigate stably-stratified turbulent boundary-layer flow over a steep two-dimensional hill. Three different types of subgrid-scale (SGS) models for both the SGS stresses and SGS heat fluxes are tested: (a) the Smagorinsky model, (b) the Lagrangian dynamic model, and (c) the scale-dependent Lagrangian dynamic model [68]. Simulation results obtained with the different models are compared with turbulence statistics obtained from experiments conducted in the environmental wind tunnel at the Environmental Flow Research Laboratory (EnFlo), University of Surrey in the U.K. [65].

In this stably-stratified turbulent boundary-layer flow simulation, the standard (non-dynamic) Smagorinsky model yields relatively poor predictions of the turbulent statistics, arguably due to its failure to adjust the model coefficients to capture the spatial variations of the length scales in the SGS eddy viscosity and eddy diffusivity.
Figure 3.8: Contour plots of vertical velocity $w$ (in m s$^{-1}$) in a vertical plane perpendicular to the hill: (a) Smagorinsky model, (b) Lagrangian dynamic model, (c) scale-dependent Lagrangian dynamic model.

In particular, this model is found to be too dissipative near the surface on the upwind side of the hill crest, and to overpredict the upward deflection of the flow in that region. This is consistent with previous studies of neutral boundary-layer flow over topography [74], and it is associated with an overprediction of the size of the simulated wake region.

Dynamic models offer a more systematic way of optimizing the local value of the eddy viscosity and eddy diffusivity SGS model coefficients by computing them dynamically at every time step and position in the flow based on the dynamics of the smallest resolved scales (between the grid/filter scale and a test filter scale). As a result, both the Lagrangian dynamic model and the scale-dependent Lagrangian dynamic model show improved predictions with respect to the standard non-dynamic models. However, the Lagrangian dynamic model is not dissipative enough and overestimates the horizontal velocity above the hill crest. This is consistent with the results from previous LES studies of neutral boundary-layer flow over two-dimensional hills [31, 74]. This model is found to underpredict the size of the downwind wake region.
Figure 3.9: Contour plots of temperature $\theta$ (in K) in a vertical plane perpendicular to the hill: (a) Smagorinsky model, (b) Lagrangian dynamic model, (c) scale-dependent Lagrangian dynamic model.

By relaxing the assumption of scale invariance in the dynamic model, the scale-dependent dynamic model [61, 68] is able to dynamically (without any parameter tuning) capture the scale dependence of the model coefficient associated with regions of the flow with strong shear and/or thermal stratification. Our results show that this procedure substantially improves the simulation results with respect to both the standard (non-dynamic) eddy-viscosity/diffusivity model and the scale-invariant dynamic model.
A large-eddy simulation study of turbulent flow over multiscale topography

Abstract

Most natural landscapes are characterized by multiscale (often multifractal) topography with well-known scale-invariance properties. For example, the spectral density of landscape elevation fields is often found to have a power-law scaling behaviour (with a $-2$ slope on a log-log scale) over a wide span of spatial scales, typically ranging from tens of kilometres down to a few metres. Even though the effect of topography on the atmospheric boundary layer (ABL) has been the subject of numerous studies, few have focussed on multiscale topography. In this study, large-eddy simulation (LES) is used to investigate boundary-layer flow over multiscale topography, and guide the development of parametrizations needed to represent the effects of subgrid-scale (SGS) topography in numerical models of ABL flow. Particular emphasis is placed on the formulation of an effective roughness used to account for the increased aerodynamic roughness associated with SGS topography. The LES code uses the scale-dependent Lagrangian dynamic SGS model for the turbulent stresses and a terrain-following coordinate transformation to explicitly resolve the effects of the topography at scales larger than the LES resolution. The terrain used in the simulations is generated using a restricted solid-on-solid (RSOS) landscape evolution model, and it is characterized by a $-2$ slope of the elevation power spectrum. Results from simulations performed using elevation fields pass-filtered at different spatial resolutions indicate a clear linear relation between the square of the effective roughness and the variance of elevation.
4.1 Introduction

The interaction between natural forces (e.g., geological uplift, overland water flow and erosion) and the earth’s surface results in various geomorphic processes that shape landscapes at a wide range of spatial and temporal scales. As a result, natural landscapes exhibit multiscale (often multifractal) structure, a high degree of self-similarity, and well-known scaling properties (e.g., [64]). For example, the power spectra of linear transects in many natural landscapes, when plotted on a log-log scale, show a clear $-2$ slope over a wide range of spatial scales, from a few metres up to tens of kilometres (e.g., [29, 56]). Undoubtedly, the scaling properties of surface elevation have effects on the multiscale properties of turbulent atmospheric boundary-layer (ABL) flows, and the corresponding surface fluxes of momentum and scalars.

The interaction between the ABL and topography has been the focus of numerous previous studies (e.g., [46, 41, 79, 77, 11]). The drag force that landscapes exert on the ABL attracts particular attention (e.g., [79]) because of its significant influence on the ABL flow and turbulent fluxes, which need to be parametrized in atmospheric numerical models. For ABL flow over topography, the drag force consists of both surface friction drag and form drag induced by the topography. There are several ways to account for the overall effect of both types of drag on the flow. These include the bulk similarity approach, consisting of using an effective aerodynamic roughness length within the framework of Monin-Obukhov similarity theory (e.g., [26, 79, 50, 11]), and the orographic stress approach [78]. The effective aerodynamic roughness length approach is the most commonly used. For natural landscapes, due to their multiscale properties, it is reasonable to expect that the effective aerodynamic roughness should depend on the numerical model grid resolution. This potential scale-dependence of the effective aerodynamic roughness should be taken into account in relatively high-resolution models, for which the grid resolution falls within the power-law scaling range of the topography.

Several field studies have been carried out to determine the effective roughness length of natural landscapes (e.g., [41, 19]). In these studies, the effective roughness is obtained by applying bulk similarity theory to vertical wind-profile data collected using radiosondes (e.g., [41]) or meteorological towers (e.g., [19]). Another way to estimate the effective roughness length of natural landscapes from field measurements is to collect land-surface information via airborne laser altimetry (e.g., [19])
and apply parametrization schemes (e.g., [41, 26]) based on surface geometrical parameters such as the frontal or silhouette area of the hills and the base area of the hills.

Most large-eddy simulation (LES) studies of flow over topography have been restricted to flows over simple topographies consisting of two- or three-dimensional idealized shapes (e.g., [79, 6, 11, 20, 31, 74, 75]). Several of those studies have used simulation results to determine the effective roughness length of the simple topographies (e.g., [79, 6, 11]). However, LES has yet to be used to study flow over explicitly-resolved multi-scale topography and to investigate the scaling properties of the corresponding effective surface aerodynamic roughness for different grid resolutions.

In this paper, LES is used to study the effect of multi-scale subgrid-scale (SGS) topography on the overall SGS drag exerted by landscapes on the ABL. It is important to note here that the term SGS refers to quantities that are associated with scales smaller than the grid resolution in other numerical models (different from the LES used in this study) that have coarser resolution (e.g., coarser LES models or high-resolution weather forecast models). In particular, the LES results are used to investigate how the effective roughness length relates to surface information such as the subgrid-scale variance of surface elevation. To achieve that, a landscape evolution model, the so-called restricted solid-on-solid (RSOS) model [37], is used to generate a periodic multi-scale topography with statistical properties (e.g., the power spectrum of the elevation field) similar to those of natural landscapes. LES models with the tuning-free scale-dependent Lagrangian dynamic subgrid model [68] are performed to simulate ABL flow over multiscale landscapes, and the results used to study the behaviour of the corresponding effective roughness length. Next, brief summaries of the LES technique and the RSOS landscape model are provided.

4.1.1 Large-eddy simulation

Large-eddy simulation has been widely used to study the effect of topography on turbulent transport in boundary-layer flow (e.g., [40, 73, 27, 10, 31, 74, 75]). LES solves the Navier-Stokes equations that have been filtered using a three-dimensional spatial filter. As a result, LES explicitly resolves all the turbulent flow scales larger than the filter size, and parametrizes smaller scales using a subfilter-scale (SFS)
model. The filtered Navier-Stokes equations, written in rotational form, are:

\[
\frac{\partial \tilde{u}_i}{\partial t} + \tilde{u}_j \left( \frac{\partial \tilde{u}_i}{\partial x_j} - \frac{\partial \tilde{u}_j}{\partial x_i} \right) = -\frac{1}{\rho} \frac{\partial \tilde{p}^*}{\partial x_i} - \frac{\partial \tau_{ij}}{\partial x_j} + F_i,
\]

(4.1)

where \(\tilde{u}_i\) is the filtered velocity in the \(i\) direction, \(\tilde{p}^* = \tilde{p} + \frac{1}{2} \rho \tilde{u}_j \tilde{u}_j\) is the modified pressure, \(\tilde{p}\) is the filtered pressure, \(\rho\) is the air density, \(\tau_{ij}\) is the SFS stress tensor, and \(F_i\) is a forcing term (e.g., a mean pressure gradient in the streamwise direction). The SFS stresses \(\tau_{ij}\) are parametrized using a SFS model.

An eddy-viscosity model is often used to parametrize the deviatoric part of the SFS stress as follows [67]:

\[
\tau_{ij} - \frac{1}{3} \delta_{ij} \tau_{kk} = -2 \nu_{sgs} \tilde{S}_{ij},
\]

(4.2)

\[
\nu_{sgs} = \left[ C_S \Delta \right]^2 \left| \tilde{S} \right|,
\]

(4.3)

where \(\tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right)\) is the resolved strain-rate tensor, \(\nu_{sgs}\) is the eddy viscosity, the strain-rate tensor magnitude is calculated as \(\left| \tilde{S} \right| = \left( 2 \tilde{S}_{ij} \tilde{S}_{ij} \right)^{1/2}\), \(\Delta\) is the size of the spatial filter, and \(C_S\) is the Smagorinsky coefficient.

One of the main challenges in the implementation of the Smagorinsky model is the specification of the model coefficient. The value of \(C_S\) is well established for isotropic turbulence. In that case, if a cut-off filter is used in the inertial subrange and the filter scale \(\Delta\) is equal to the grid size, then \(C_S \approx 0.17\) [42]. However, anisotropy of the flow, particularly the presence of a strong mean shear near the surface and around topography in high-Reynolds-number ABL flows, makes the optimum value of \(C_S\) depart from its isotropic counterpart (e.g., [68, 74, 75]).

To avoid the need for a priori specification or tuning of the model coefficient, Germano et al. [23] proposed the so-called dynamic procedure, which calculates the value of the model coefficient at every time and position in the flow based on information from the smallest resolved scales. In particular, it minimizes the error incurred when using the Smagorinsky model to compute the resolved Leonard stress (defined using a test filter scale \(\bar{\Delta}\), typically of size \(2\Delta\)) while assuming scale invariance of the coefficient in that range of scales. However, recent studies have shown that the assumption of scale invariance in the dynamic model can lead to errors in simulated boundary-layer flows over both flat surfaces [61] as well as complex terrain [31, 74, 75].
By relaxing the assumption of scale invariance in the dynamic model, Porté-Agel et al. [61] proposed the scale-dependent dynamic model. In this model, two test filters of size $\Delta$ (typically $2\Delta$) and $\hat{\Delta}$ (typically $4\Delta$) are introduced and used in the dynamic procedure, together with the assumption that the model coefficient has a power-law dependence with scale. When implementing the scale-dependent dynamic model, one needs to use some kind of averaging to guarantee numerical stability.

Stoll and Porté-Agel [68] proposed the Lagrangian scale-dependent dynamic model, which employs Lagrangian averaging [49]. Lagrangian averaging consists of averaging over flow pathlines, which makes this model particularly suitable for simulations of non-homogeneous flows. Further details about the Lagrangian scale-dependent dynamic model can be found in Stoll and Porté-Agel [68].

The performance of the Lagrangian scale-dependent dynamic model has been assessed and compared with that of other commonly used SGS models in simulations of neutral [74] as well as stably-stratified [75] boundary-layer flow over simple sinusoidal hills. By comparing simulation results with wind-tunnel data, these studies showed that the Lagrangian scale-dependent dynamic model, which allows for scale dependence of the eddy-viscosity and eddy-diffusivity model coefficients associated with flow anisotropy, predicts more accurate turbulence statistics than the standard Smagorinsky model and Lagrangian (scale-invariant) dynamic model. For this reason, the Lagrangian scale-dependent dynamic model [68] is employed in this study to parametrize SFS stresses in neutral boundary-layer flow over multiscale topography.

4.1.2 Landscape modelling

In order to perform large-eddy simulations of ABL flow over multiscale topography using periodic boundary conditions compatible with the pseudospectral numerical methods used by many LES models, it is desirable to use surface elevation fields that are periodic. To achieve that, here we generate synthetic periodic multiscale complex terrain using a landscape evolution model, the restricted solid-on-solid (RSOS) model. This model was proposed by Kim and Kosterlitz [37], and it was initially used to simulate the growth of surface interfaces. Park and Kahng [55] derived the continuous Kardar-Parisi-Zhang (KPZ) equation [35] from the RSOS model, and proved they are the same in the continuum limit. Both the KPZ equation and the RSOS model have been used extensively to simulate landscape evolution and surface
growth (e.g., [36, 58]).

In the RSOS procedure proposed by Kim and Kosterlitz [37], the surface elevation of a two-dimensional lattice of points is updated by random deposition by using the following rules: the elevation of the point is increased by one if the elevation at this point is smaller than or equal to the elevation of all of its four nearest neighbouring points; however, if this criterion is not satisfied, the elevation of the point remains unchanged. This rule ensures that the elevation difference between any point and its nearest four neighbouring points can only take the value of −1, 0 or 1, which prevents the formation of overhangs or vacancies. This random deposition process is repeated until a steady-state condition is attained for which the surface height is equal to or greater than the linear dimension of the lattice.

The elevation power spectra of the surfaces generated with the RSOS model show a power-law dependence on wavenumber with exponent close to −2 over a wide range of scales. This makes the surface a good approximation to natural landscapes (e.g., [29]). An important advantage of the RSOS model, compared to other synthetic topography generation models that assume a Gaussian probability distribution function (PDF) of topography, is that it is able to produce topographies that have more realistic PDFs. The topography of the earth’s surface is skewed in a way such that a much larger percentage of the total landscape is represented by lowlands (topography with an elevation smaller than the median elevation for a region) than highlands. The RSOS model is able to capture this skewness characteristic of the PDF of the elevation of natural landscapes, thus yielding more realistic elevation fields compared with Gaussian models, which are only able to produce a non-skewed Gaussian PDF of elevation (e.g., [76, 57]).

To understand the effect of multi-scale topography on subgrid-scale drag forces that require parametrization in high-resolution numerical models (e.g., weather forecast models or LES), it is of interest to study the relationship between effective aerodynamic roughness and subgrid-scale landscape characteristics. In particular, the aerodynamic roughness is expected to increase with increasing SGS variance of the elevation field (variance of surface elevation associated with the SGS topography). The SGS variance of the elevation field is defined as:

$$\sigma_{h,\text{sgs}}^2 = \langle \hat{h}h - \hat{h} \hat{h} \rangle, \quad (4.4)$$

where $h$ is the surface elevation, the hat symbol and $\langle \cdot \rangle$ denote spatial filtering at a resolution of the numerical model ($\Delta_{\text{model}}$) and area averaging, respectively. Note
that, in the case of zero SGS variance (no SGS topography), the effective roughness is equal to the aerodynamic roughness of the surface. Besides this limiting behaviour, the functional relationship between effective roughness and SGS variance of elevation is not known. As a first-order approximation, one could assume a linear relation between the effective roughness and the variance of the elevation field (e.g., [80, 22, 2]). Further more, in order to comply with the above-mentioned lower limit for the aerodynamic roughness, here we propose to use:

\[(z_{eff})^2 - z_o^2 = C\sigma_{h,sgs}^2 = C\langle\hat{h}\hat{h} - \hat{h}\hat{h}\rangle,\]

where \(C\) is a proportionality factor, assumed to be constant for a given landscape (topography and aerodynamic roughness combination).

In our study, large-eddy simulations using the scale-dependent Lagrangian dynamic model are performed of ABL flows over a series of multiscale complex topographies. The simulation results are used to examine the relation between SGS variance of elevation \(\sigma_{h,sgs}^2\) and effective roughness length associated with the SGS topography. Particular emphasis is placed on evaluating the linear model given by equation 4.5. Simulation details are explained in the following section.

4.2 Numerical experiments

A detailed description of the LES code used in this numerical study can be found in Albertson and Parlange [1], Porté-Agel et al. [61], Stoll and Porté-Agel [68] and Wan et al. [74]. The spatial derivatives are computed using pseudospectral methods in the horizontal directions with periodic boundary conditions, and finite differences in the vertical direction. The lower boundary condition applies similarity theory (the surface-layer logarithmic law) to calculate the instantaneous (filtered) surface shear stress based on the velocity field at the lowest computational level. The upper boundary condition is a fixed stress-free lid, while time advancement is realized through the second-order Adams-Bashforth scheme.

The lower surface of the physical domain consists of a series of periodic multiscale topographies obtained by spatially filtering a multiscale terrain generated using the restricted solid-on-solid (RSOS) model [37]. These terrains approximate (statistically) SGS topography of natural landscapes. The RSOS model is applied here starting from a flat initial surface of zero elevation, and discretizing it as a lattice with 96 \(\times\) 96 uniformly distributed grid points. Periodic boundary conditions
are enforced in both horizontal directions. The RSOS procedure described above is applied $8 \times 10^6$ times to obtain a multiscale complex terrain (not shown here). The simulated terrain is periodic in both $x$ and $y$ directions, and is then shifted to a mean height of zero and scaled in all three directions to fit the LES domain dimensions, which have non-dimensional values of $2\pi$, $2\pi$ and 2. A surface $T_0$ (shown in Figure 4.1) is therefore obtained. The elevation power spectral density of terrain $T_0$ is plotted against wavenumber in a log-log scale in Figure 4.2. The spectral density of elevation shows a clear $-1.8$ slope, which is very close to the $-2$ slope of the elevation power spectrum reported for natural topography (e.g., [29]); this feature makes the obtained terrain a reasonable approximation to natural landscapes for the purpose of studying the effect of multiscale topography on ABL flow.

Starting from the RSOS-simulated multiscale terrain shown in Figure 4.1, we generate a series of multiscale complex terrains containing different ranges of scales in the elevation power spectrum. This is achieved by means of two-dimensional band-pass spatial filtering. The resulting landscapes can be considered to be SGS topography in larger-scale models (e.g., LES or weather forecast models) of different spatial resolutions. In order to guarantee that the effects of all scales existing in the considered terrains are properly captured by the LES, first we apply a low-pass filter at scale $4\sqrt{2}\Delta$ (about six times the LES grid size $\Delta$). This filtering operation retains only the terrain fluctuations of horizontal size larger than that scale. Therefore, that scale can be considered as the smallest size of topographic features that can be identified in the simulated terrain (corresponding to the scale below which hill-slope diffusion processes dominate during landscape evolution). Furthermore, in order to simulate the effect of different ranges of scales (SGS in larger-scale models), we apply a second high-pass filter at different scales: $4\sqrt{8}\Delta$, $8\Delta$, $8\sqrt{2}\Delta$, $16\Delta$, $16\sqrt{2}\Delta$, and $32\sqrt{2}\Delta$, respectively, and obtain six filtered terrains. It is important to point out that, at scale $32\sqrt{2}\Delta$, the filtered terrain contains all the large scales of the original RSOS terrain. Considering elevation fields between scale $4\sqrt{2}\Delta$ and $8\Delta$, $4\sqrt{8}\Delta$ and $8\sqrt{2}\Delta$, $4\sqrt{2}\Delta$ and $16\Delta$, $4\sqrt{8}\Delta$ and $16\sqrt{2}\Delta$, $4\sqrt{2}\Delta$ and $32\sqrt{2}\Delta$, we obtain a series of SGS terrains: $T_1$, $T_2$, $T_3$, $T_4$, $T_5$ (shown in Figure 4.3). From Figure 4.3, it is clear that, as the scale increases, the magnitude of terrain elevation increases, and larger-size topographic structures are included in the terrains. The statistics of the SGS terrains considered here are shown in Table 1. As expected, the inclusion of more (larger) scales in the terrains from $T_1$ to $T_5$ leads to an increase in the level of surface variability, which results in increasing SGS variance of elevation.
The LES models use the terrain-following coordinate transformation developed by Clark [15]. It is used to transform the physical domains containing the multiscale topographies $T_1$ to $T_5$ into a flat computational domain by using the following equation:

$$z = H \left( \frac{z - z_s(x, y)}{H - z_s(x, y)} \right),$$

where $z$ is the vertical position in the transformed system, $z$ represents distance to the complex surface in the original system, $z_s$ and $H$ denote the actual elevation (in the original system) of the terrain and the top of the domain, respectively.

The dimensions of the computational domain are $2\pi$, $2\pi$ and $2$ in the streamwise, spanwise and vertical directions, respectively, after being normalized with a length scale of $L = 1000$ m. Three different non-dimensional surface roughness lengths are used in the simulations, with values set at $10^{-4}$, $2 \times 10^{-4}$ and $5 \times 10^{-4}$, respectively. The computational domain is divided into $96 \times 96 \times 128$ uniformly spaced grid points; this yields a grid aspect ratio of $4 : 4 : 3/\pi$. The grid is staggered in the vertical direction, with the vertical velocity stored halfway between the other variables. The flow is driven by a constant pressure gradient in the streamwise direction with a non-dimensional magnitude of 0.5, while the velocity scale $u_o$ used for normalization is taken to be 0.45 ms$^{-1}$.

![Figure 4.1: Multiscale complex terrain $T_0$ obtained using the RSOS model after $8 \times 10^6$ times. All dimensions have been normalized with a length scale of $L = 1000$ m.](image-url)

Large-eddy simulations of ABL flow are performed over the terrains shown in Figure 4.3 and described in Table 1 (including a flat surface). Simulations are run for a period of time long enough to guarantee statistical convergence of the results;
the duration of the simulations is $2.67 \times 10^5$ s. The averaging period used in the simulations is the last $7.2 \times 10^4$ s of the simulation duration, with flow statistics presented and analyzed in the following section.

### 4.3 Results

Previous numerical [54, 79, 6] and experimental [71, 41, 26] studies of flow over hills have shown that the area-averaged streamwise velocity varies logarithmically with height in the surface layer. Unlike the standard logarithmic law for neutral flow over homogeneous flat surfaces, which is based on the actual friction velocity ($u_*$) and the aerodynamic roughness of the surface ($z_0$), the logarithmic law for area-averaged velocity over hilly surfaces is formulated using an effective roughness length and an effective friction velocity. Therefore, the area-averaged velocity over complex topography can be written as

$$\langle u \rangle = \frac{u_{*\text{eff}}}{\kappa} \ln \left( \frac{z - d}{z_{0\text{eff}}} \right),$$

where $\langle u \rangle$ is the area-averaged velocity over horizontal planes, $u_{*\text{eff}}$ is the effective friction velocity, $\kappa$ is the von Karman constant, $d$ is the effective displacement height, and $z_{0\text{eff}}$ is the effective roughness length. The effective friction velocity is equal to the square root of the total kinematic surface force (shear stress plus drag form) per unit area.

Previous studies (e.g., [79]) suggest that the effective displacement height is equal
Figure 4.3: SGS terrains used as lower surfaces of the physical domain in LES: (a) $T_1$, (b) $T_2$, (c) $T_3$, (d) $T_4$, (e) $T_5$. All dimensions have been normalized with a length scale of $L = 1000$ m to the mean height of surface elevation for hilly terrains. In the present study, all surfaces under consideration have a mean height of zero, making it reasonable for us to choose an effective displacement height of zero. Due to the constant pressure gradient exerted on the flow, the normalized simulated area-averaged total turbulent stress changes linearly with height, from a value of $-1$ at the surface to a value of zero at the top of the boundary layer. Consistent with that, the non-dimensional effective friction velocity $u_*^{eff}$ has a value of 1.0 for all the simulations. Taking advantage of the known effective friction velocity $u_*^{eff}$ as well as the area-averaged velocity $\langle u \rangle$ obtained from the simulations, and applying equation 4.7, we are able to determine the effective roughness length for all the different terrains under consideration.
The area-averaged non-dimensional velocity profiles from the simulations over the series of terrains considered here, with a non-dimensional surface roughness length of $z_o = 10^{-4}$, are shown in Figure 4.4 (a) to (f) with symbols. From those figures, we can see that all profiles show a logarithmic dependence with height in the surface layer, i.e., the lowest 15% of the domain. Knowing that the effective friction velocity $u_{*\text{eff}}$ is the same for all simulations, we can apply least squares fitting to the area-averaged velocity in the logarithmic region $[6, 3]$ with straight lines of a constant slope of $2.5 (= u_{*\text{eff}}^\text{eff}/\kappa)$. The effective roughness length can then be obtained by finding the intercept of the straight fitted lines with the $y$-axis, where the average velocity is zero. The fitted lines are shown as solid lines in Figure 4.4 together with the coefficients of determination ($R^2$) obtained in the fitting. The SGS variance of elevation $\sigma_h^2$, surface roughness length $z_o$, computed effective roughness length $z_{o\text{eff}}^\text{eff}$, and the quantity $(z_{o\text{eff}}^\text{eff})^2 - z_o^2$ are listed in Table 2 for all terrains under consideration.

Figure 4.5 and Figure 4.6 show the area-averaged non-dimensional velocity profiles from simulations over the same series of SGS terrains, but now with non-dimensional surface roughness lengths of $2 \times 10^{-4}$ and $5 \times 10^{-4}$, respectively. Again, in the lowest 10% - 15% of the domain, the velocity increases as the logarithm of height for all the simulations. Using the same least squares fitting method described above, the effective roughness lengths for the SGS terrains can be calculated. The obtained effective roughness values are shown in Table 2. From Figures 4.4, 4.5 and 4.6, we can see that the wind speed appears to gradually decrease with increasing orographic variance. Since the horizontal pressure gradient forcing is the same for all simulations, the area-averaged streamwise velocity increases against the logarithm of height at the same rate. For topography with larger orographic variance, however, the near-surface area-averaged streamwise velocity (at the same height) is smaller due to the larger total surface stress. This leads to a relatively smaller wind speed throughout the simulation domain. In order to illustrate the flow field generated by LES, we present in Figure 4.7 two sectional cuts of the streamwise velocity field over terrain $T_5$ with a non-dimensional surface roughness of $10^{-4}$. Figure 4.7 (a) shows the time-averaged streamwise velocity field at the central vertical $xz$ plane of the domain, and Figure 4.7 (b) presents the instantaneous streamwise velocity field at the same plane.

Next, we explore the relationship between the effective aerodynamic roughness and the SGS variance of the surface elevation. In particular, in order to evaluate the
validity of the simple linear model given by equation 4.5, the quantity \((z_{\text{eff}}^2 - z_o^2)\) is plotted in Figure 4.8 against SGS variance of elevation \(\sigma^2_{h,\text{sgs}}\) for the series of SGS terrains with the three different surface roughness lengths. From Figure 4.8, we can conclude that the linear relation between \((z_{\text{eff}}^2 - z_o^2)\) and \(\sigma^2_{h,\text{sgs}}\) holds true for most of the scales in all three cases. As mentioned above, it is reasonable that the increasing variance of surface elevation \(\sigma^2_{h,\text{sgs}}\) leads to an increase in the effective roughness length. For the three different surface roughness cases considered, that rate of increase (parameter \(C\) in equation 4.5) is shown to be constant over a wide range of scales. Only at the largest scale \((16\sqrt{2} \Delta}\) in this study) does \((z_{\text{eff}}^2 - z_o^2)\) no longer increase against \(\sigma^2_{h,\text{sgs}}\) at the same rate as at smaller scales. Instead, our results show that those largest scales have practically no effect on the value of the effective roughness. In order to better understand the marginal effect of the largest scales, Figure 4.9 shows the elevation field obtained by low-pass filtering the initial multiscale terrain \(T_0\) (Figure 4.1) with a filter of size \(16\sqrt{2} \Delta\). The resulting filtered terrain is very mild and it is characterized by a maximum slope of 6 degrees. The fact that this range of scales (characterized by very mild slope) has little effect on the effective roughness \(z_{\text{eff}}\) of the surface is consistent with the simulation results of Wood and Mason [79]. They showed that, in simulations of flow over multiple ‘packed’ hills of the same size, the effect of the topography on the effective roughness height is very small (less than 20 percent increase with respect to the surface roughness) when the maximum slope of the terrain was smaller or equal to 6 degrees (see Table 1 in [79]).

In order to quantify the value of the parameter \(C\) in equation 4.5, i.e., the slope of the linear relation between \((z_{\text{eff}}^2 - z_o^2)\) and \(\sigma^2_{h,\text{sgs}}\) for the series of terrains considered here, we apply least squares fitting to the points within the linear scaling regions in Figure 4.8, and find the corresponding slope. The value of this slope is found to be \(7 \times 10^{-5}\), \(2 \times 10^{-4}\) and \(9 \times 10^{-4}\) for the terrains with surface aerodynamic roughness \(z_o\) of \(10^{-4}\), \(2 \times 10^{-4}\) and \(5 \times 10^{-4}\), respectively. It is therefore clear that the slope of the linear relation between \((z_{\text{eff}}^2 - z_o^2)\) and \(\sigma^2_{h,\text{sgs}}\) increases with increasing aerodynamic surface roughness length, a result that is supported by previous wind-tunnel studies performed over simple topographies. In particular, Gong et al. [25] showed that the two-dimensional sinusoidal hill with a relatively rough surface yielded a larger total drag (including both friction drag and form drag) than the same hill with a relatively smooth surface (see Table 2 in Gong et al. [25]). This indicates that, for a given topography, a larger surface roughness results in a larger total surface drag
as well as a larger effective roughness length.

In summary, our results confirm that the simple linear model given by equation 4.5 can be used to provide a reasonable estimation of $z_{\text{eff}}$, which can then be used in bulk similarity theory (the logarithmic law with effective parameters under neutral conditions) to estimate subgrid-scale turbulent momentum fluxes in numerical models of ABL flow over multiscale terrains. The proportionality parameter $C$ is found to be constant for a given surface elevation field and aerodynamic roughness length $z_o$. For a given surface elevation field, the proportionality parameter increases with increasing roughness of the surface. It is worth pointing out that the proposed simple linear model (equation 4.5) also holds for different realizations of RSOS topography (not shown here), with the same value of the $C$ coefficient.

4.4 Summary

It is known that the spectral density of elevation fields of many natural landscapes shows a $-2$ slope in a log-log scale over a wide range of spatial scales, from tens of kilometres down to metres (e.g., [64, 56]). This noteworthy scaling property led us to investigate its impact on surface momentum flux that results from the interaction between landscapes and the atmospheric boundary layer (ABL). Specifically, we examined how the effective roughness length of multi-scale subgrid-scale (SGS) topography (e.g., unresolved topography in coarser LES or high-resolution weather forecast models) relates to surface information of the topography such as the subgrid-scale variance of surface elevation. The multi-scale SGS topography is obtained from a landscape evolution model, the restricted solid-on-solid (RSOS) model [37]. LES with the tuning-free scale-dependent Lagrangian dynamic model [68] is used to perform numerical simulations of the ABL flow over a series of multi-scale SGS topography, and simulation results are used to examine the relation between the effective roughness length of multi-scale SGS topography and the subgrid-scale variance of surface elevation.

Large-eddy simulations of ABL flow over surface elevation fields containing different ranges of scales (considered SGS scales in larger scale numerical models) have been performed for three different aerodynamic surface roughness values $z_o$. The simulation results are used to calculate the resulting effective roughness length $z_{\text{eff}}$ for each terrain (elevation field and surface roughness combination). By investigating the relation between the quantity $(z_{\text{eff}}^2 - z_o^2)$ and SGS variance of elevation
$\sigma_{h, sgs}^2$, a clear scaling region has been identified for the series of topographies considered. The quantity $(z_{o}^{eff})^2 - z_{o}^2$ is found to increase linearly with the SGS variance of elevation as larger scales are considered, and it starts to converge at some large scale above which the multiscale terrain yields a very small maximum slope (about 6 degrees). The small effect of these scales, characterized by very mild slopes, is consistent with previous simulations results of flow over terrain with multiple hills of the same size. For a given surface elevation field, the magnitude of the slope $C$ of the linear relation between $(z_{o}^{eff})^2 - z_{o}^2$ and $\sigma_{h, sgs}^2$, and therefore the value of the effective roughness length associated with a given terrain, is found to increase with increasing surface roughness of the terrain.

The linear relation between the square of the effective roughness length of multiscale subgrid-scale topography and the SGS variance of the surface elevation field reported in this study could be used in combination with bulk similarity theory (the logarithmic law with effective parameters under neutral stability conditions) to parametrize surface momentum fluxes from natural landscapes. Future research will focus on quantifying the value of the coefficient $C$ as a function of terrain characteristics such as relative steepness of the terrain (e.g., maximum slope) and surface aerodynamic roughness of the surface. The value of $C$ could also be computed dynamically with a procedure similar to the one recently proposed by Anderson and Meneveau [2] in the context of LES where the effects of the resolved topography are not explicitly represented by the numerical method (e.g., terrain-following coordinates), but parametrized using a drag model.
Table 1: The topographic statistics of lower surfaces of the LES physical domain

<table>
<thead>
<tr>
<th>SGS terrain</th>
<th>Scales</th>
<th>SGS variance of elevation</th>
<th>Maximum height</th>
<th>Minimum height</th>
<th>Maximum slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat</td>
<td>$4\sqrt{2}\Delta$ to $4\sqrt{2}\Delta$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$T_1$</td>
<td>$4\sqrt{2}\Delta$ to $8\Delta$</td>
<td>2.46E-04</td>
<td>0.0517</td>
<td>$-0.0486$</td>
<td>0.2539</td>
</tr>
<tr>
<td>$T_2$</td>
<td>$4\sqrt{2}\Delta$ to $8\sqrt{2}\Delta$</td>
<td>9.99E-04</td>
<td>0.1126</td>
<td>$-0.0894$</td>
<td>0.4510</td>
</tr>
<tr>
<td>$T_3$</td>
<td>$4\sqrt{2}\Delta$ to $16\Delta$</td>
<td>1.44E-03</td>
<td>0.1417</td>
<td>$-0.1241$</td>
<td>0.4983</td>
</tr>
<tr>
<td>$T_4$</td>
<td>$4\sqrt{2}\Delta$ to $16\sqrt{2}\Delta$</td>
<td>1.91E-03</td>
<td>0.1587</td>
<td>$-0.1331$</td>
<td>0.5161</td>
</tr>
<tr>
<td>$T_5$</td>
<td>$4\sqrt{2}\Delta$ to $32\sqrt{2}\Delta$</td>
<td>5.36E-03</td>
<td>0.2022</td>
<td>$-0.1779$</td>
<td>0.5603</td>
</tr>
</tbody>
</table>
Figure 4.4: Area-averaged non-dimensional velocity profiles (shown in symbols) against height for the SGS terrains: (a) Flat terrain, (b) $T_1$, (c) $T_2$, (d) $T_3$, (e) $T_4$, (f) $T_5$. Least squares fitted lines for the lowest 15% part are also shown (solid lines). Non-dimensional surface roughness length for all the terrains is $10^{-4}$. The coefficient of determination ($R^2$) from the linear regression in the surface layer is shown in all figures.
Figure 4.5: Area-averaged non-dimensional velocity profiles (shown in symbols) against height for the SGS terrains: (a) Flat terrain, (b) $T_1$, (c) $T_2$, (d) $T_3$, (e) $T_4$, (f) $T_5$. Least squares fitted lines for the lowest 15% part are also shown (solid lines). Non-dimensional surface roughness length for all the terrains is $2 \times 10^{-4}$. The coefficient of determination ($R^2$) from the linear regression in the surface layer is shown in all figures.
Figure 4.6: Area-averaged non-dimensional velocity profiles (shown in symbols) against height for the SGS terrains: (a) Flat terrain, (b) $T_1$, (c) $T_2$, (d) $T_3$, (e) $T_4$, (f) $T_5$. Least squares fitted lines for the lowest 15% part are also shown (solid lines). Non-dimensional surface roughness length for all the terrains is $5 \times 10^{-4}$. The coefficient of determination ($R^2$) from the linear regression in the surface layer is shown in all figures.
Table 2: SGS variance of elevation, surface roughness length, effective roughness length and an introduced quantity \((z_{0eff}^2 - z_0^2)\) for all the terrains under consideration

<table>
<thead>
<tr>
<th>SGS terrain</th>
<th>Scales</th>
<th>SGS variance of elevation (\times 10^{-4})</th>
<th>surface roughness length (\times 10^{-4})</th>
<th>Effective roughness length (\times 10^{-4})</th>
<th>((z_{0eff}^2 - z_0^2)) (\times 10^{-4})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat</td>
<td>(4\sqrt{2}\Delta) to (4\sqrt{2}\Delta)</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(T_1)</td>
<td>(4\sqrt{2}\Delta) to (8\Delta)</td>
<td>(2.46)</td>
<td>(1.00)</td>
<td>(1.75)</td>
</tr>
<tr>
<td></td>
<td>(T_2)</td>
<td>(4\sqrt{2}\Delta) to (8\sqrt{2}\Delta)</td>
<td>(9.99)</td>
<td>(1.00)</td>
<td>(2.88)</td>
</tr>
<tr>
<td></td>
<td>(T_3)</td>
<td>(4\sqrt{2}\Delta) to (16\Delta)</td>
<td>(1.44)</td>
<td>(1.00)</td>
<td>(3.37)</td>
</tr>
<tr>
<td></td>
<td>(T_4)</td>
<td>(4\sqrt{2}\Delta) to (16\sqrt{2}\Delta)</td>
<td>(1.91)</td>
<td>(1.00)</td>
<td>(3.69)</td>
</tr>
<tr>
<td></td>
<td>(T_5)</td>
<td>(4\sqrt{2}\Delta) to (32\sqrt{2}\Delta)</td>
<td>(5.36)</td>
<td>(1.00)</td>
<td>(3.77)</td>
</tr>
<tr>
<td>Flat</td>
<td>(4\sqrt{2}\Delta) to (4\sqrt{2}\Delta)</td>
<td>0</td>
<td>2.00</td>
<td>2.20</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(T_1)</td>
<td>(4\sqrt{2}\Delta) to (8\Delta)</td>
<td>(2.46)</td>
<td>(2.00)</td>
<td>(3.03)</td>
</tr>
<tr>
<td></td>
<td>(T_2)</td>
<td>(4\sqrt{2}\Delta) to (8\sqrt{2}\Delta)</td>
<td>(9.99)</td>
<td>(2.00)</td>
<td>(5.16)</td>
</tr>
<tr>
<td></td>
<td>(T_3)</td>
<td>(4\sqrt{2}\Delta) to (16\Delta)</td>
<td>(1.44)</td>
<td>(2.00)</td>
<td>(6.37)</td>
</tr>
<tr>
<td></td>
<td>(T_4)</td>
<td>(4\sqrt{2}\Delta) to (16\sqrt{2}\Delta)</td>
<td>(1.91)</td>
<td>(2.00)</td>
<td>(6.82)</td>
</tr>
<tr>
<td></td>
<td>(T_5)</td>
<td>(4\sqrt{2}\Delta) to (32\sqrt{2}\Delta)</td>
<td>(5.36)</td>
<td>(2.00)</td>
<td>(6.89)</td>
</tr>
<tr>
<td>Flat</td>
<td>(4\sqrt{2}\Delta) to (4\sqrt{2}\Delta)</td>
<td>0</td>
<td>5.00</td>
<td>5.00</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(T_1)</td>
<td>(4\sqrt{2}\Delta) to (8\Delta)</td>
<td>(2.46)</td>
<td>(5.00)</td>
<td>(7.19)</td>
</tr>
<tr>
<td></td>
<td>(T_2)</td>
<td>(4\sqrt{2}\Delta) to (8\sqrt{2}\Delta)</td>
<td>(9.99)</td>
<td>(5.00)</td>
<td>(1.10)</td>
</tr>
<tr>
<td></td>
<td>(T_3)</td>
<td>(4\sqrt{2}\Delta) to (16\Delta)</td>
<td>(1.44)</td>
<td>(5.00)</td>
<td>(1.30)</td>
</tr>
<tr>
<td></td>
<td>(T_4)</td>
<td>(4\sqrt{2}\Delta) to (16\sqrt{2}\Delta)</td>
<td>(1.91)</td>
<td>(5.00)</td>
<td>(1.40)</td>
</tr>
<tr>
<td></td>
<td>(T_5)</td>
<td>(4\sqrt{2}\Delta) to (32\sqrt{2}\Delta)</td>
<td>(5.36)</td>
<td>(5.00)</td>
<td>(1.50)</td>
</tr>
</tbody>
</table>
Figure 4.7: Non-dimensional streamwise velocity field generated by the large-eddy simulation over $T_5$ with a non-dimensional surface roughness of $10^{-4}$: (a) time-averaged streamwise velocity field at the central vertical $xz$ plane of the domain, (b) instantaneous streamwise velocity field at the same plane.

Figure 4.8: $(z_{o, \text{eff}})^2 - z_o^2$ versus $\sigma_{h, \text{sgs}}^2$ for the series of SGS terrains (shown in symbols): the squares denote results from SGS terrains with a non-dimensional surface roughness length of $10^{-4}$, the circles denote results from SGS terrains with a non-dimensional surface roughness length of $2 \times 10^{-4}$, and the triangles denote results from SGS terrains with a non-dimensional surface roughness length of $5 \times 10^{-4}$. The solid lines are least squares fitted lines for the linear region.
Figure 4.9: Elevation field above scale $16\sqrt{2}\Delta$ obtained from $T$
Chapter 5

Effective roughness of subgrid-scale topography in large-eddy simulation: A dynamic model

Abstract

Natural landscapes often exhibit multiscale self-similar characteristics, with a clear scaling and constant slope of the power spectrum of elevation over a wide range of scales, ranging from tens of kilometers to meters. As a result, in many large-eddy simulations (LESs) of atmospheric boundary layer (ABL) flow over multiscale complex terrain, the effect of the subgrid-scale (SGS) topography should be parameterized. In this study, LES is used to simulate neutrally-stratified ABL flow over multiscale complex terrain. The terrain is generated with a restricted solid-on-solid (RSOS) landscape evolution model, which is able to capture important statistical characteristics of natural landscapes, while assuring periodicity of the simulated fields consistent with the LES numerical methods. In order to study the effect of SGS topography in the LES, we filter the terrain and obtain a resolved topography that can be explicitly represented in LES, and a SGS topography, whose effect needs to be parameterized. The SGS topography effect is parameterized using an effective SGS roughness length, which is used in the lower boundary condition of the LES (the logarithmic law under neutral conditions). The effective SGS roughness length is formulated such that its square value grows linearly with the value of SGS variance of the filtered terrain. A dynamic model is introduced to compute the value of the proportionality coefficient $C$ based on the application of the effective roughness model at two different scales, the topography filter scale and a slightly larger test-filter scale. By assuming scale invariance of the coefficient, the $C$ value can be dynamically calculated during the simulation. We find the obtained $C$ values at different scales are close to each other, which confirms our assumption of scale-invariance of the coefficient. The robustness of the proposed LES framework is
tested in simulations of ABL flow over a series of complex terrains that are filtered from the original terrain at various scales. Without using the effective roughness parameterization scheme, the area-averaged velocity profiles over the different filtered terrains show clear discrepancies. After including the model to obtain the $C$ value and using the SGS roughness length in the surface boundary condition, the simulated velocity profiles show small dependence on resolution.

5.1 Introduction

Geomorphological processes (e.g., weathering, erosion, deposition, sedimentation) involved in landscape evolution are often characterized by variations in spatial and temporal scales. These processes leave their signatures on landscapes at different scales. As a result, natural landscapes exhibit multiscale (often multifractal) characteristics (e.g., [64]). When the same process acts across a range of scales, landscapes present self-similar (power-law scaling) properties across the scales. It is shown from both measured landscapes (e.g., [29]) and simulated landscapes (e.g., [56]) that power spectra of linear transects in natural landscapes often exhibit a log-log scaling range with a slope of $-2$ from tens of kilometers down to meters. As pointed out by Pelletier [57], the power-law scaling property observed in real topography is independent of the age of the landscape (time since significant uplift occurred) and the initial relief following tectonic uplift. This explains the universality of the power-law scaling properties that are found in many natural landscapes. This remarkable scaling property of surface elevation fields of natural landscapes motivates us to explore possible scaling properties related to surface momentum fluxes of the atmospheric boundary layer (ABL) flow over natural topography.

The effect of topography on turbulent transport in the ABL (e.g., momentum fluxes) has been a topic of numerous numerical studies (e.g., [70, 79]). Large-eddy simulation (LES) has become an increasingly popular tool to study turbulent flow over topography (e.g., [40, 73, 27, 10, 31, 74, 75]). It explicitly resolves eddies larger than the grid size and parameterizes smaller eddies using a subgrid-scale (SGS) model. By filtering the equations that govern the conservation of momentum, we obtain

$$\frac{\partial \overline{u_i}}{\partial x_i} = 0,$$

(5.1)
where the tilde represents the LES filtering operation, \( \tilde{u}_i \) is the filtered velocity in the \( i \) direction, \( x_i \) denotes the spatial coordinate in the \( i \) direction, \( t \) is time, \( \rho \) is air density, \( \tilde{p}^* = \tilde{p} + \frac{1}{2} \rho \tilde{u}_j \tilde{u}_j \) is the modified pressure, \( \tilde{p} \) is the filtered pressure, \( F_i \) is a forcing term (e.g., a mean pressure gradient in the streamwise direction), and \( \tau_{ij} \) denotes the SGS stress that needs to be parameterized using a SGS model.

The deviatoric part of the SGS stress is often parameterized using the eddy-viscosity model:

\[
\tau_{ij} - \frac{1}{3} \delta_{ij} \tau_{kk} = -2 \nu_{sgs} \tilde{S}_{ij},
\]

where \( \tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right) \) is the resolved strain-rate tensor, \( \nu_{sgs} \) is the eddy viscosity, the strain-rate tensor magnitude is calculated as \( \left| \tilde{S} \right| = \left( 2 \tilde{S}_{ij} \tilde{S}_{ij} \right)^{\frac{1}{2}} \), \( \Delta \) is the size of the spatial filter, and \( C_S \) is the Smagorinsky coefficient.

LES results are found to be sensitive to the determination of model coefficients in SGS models. The specification of the Smagorinsky coefficient is therefore one of the biggest challenges when implementing the Smagorinsky model. For isotropic turbulence, if a cut-off filter falls within the inertial subrange, the value of \( C_S \) is known to be about 0.17 [42]. However, anisotropy of the flow, particularly the presence of a strong mean shear near the surface and around topography in high-Reynolds-number ABL flows, makes the optimum value of \( C_S \) depart from its isotropic counterpart (e.g., [68, 74, 75]).

To avoid the need for a priori specification or tuning of the model coefficient, Germano et al. [23] proposed the so-called dynamic procedure, which calculates the value of the model coefficient at every time and position in the flow based on information from the smallest resolved scales. In particular, it minimizes the error incurred when using the Smagorinsky model to compute the resolved Leonard stress (defined using a test filter scale, typically of size \( 2\Delta \)) while assuming scale invariance of the coefficient in that range of scales. However, recent studies have shown that the assumption of scale invariance in the dynamic model can lead to errors in simulated boundary layer flows over both flat surfaces [61] as well as complex terrain [31, 74, 75].
By relaxing the assumption of scale invariance in the dynamic model, Porté-Agel et al. [61] proposed the scale-dependent dynamic model. In this model, two test filters of size $2\Delta$ and $4\Delta$ are introduced and used in the dynamic procedure, together with the assumption that the model coefficient has a power-law dependence with scale. When implementing the scale-dependent dynamic model, one needs to use some sort of averaging to guarantee numerical stability. Stoll and Porté-Agel [68] proposed the Lagrangian scale-dependent dynamic model, which employs Lagrangian averaging [49]. Lagrangian averaging consists of averaging over flow pathlines, which makes this model particularly suitable for simulations of non-homogeneous flows. Further details about the Lagrangian scale-dependent dynamic model can be found in Stoll and Porté-Agel [68].

The Lagrangian scale-dependent dynamic model has been tested, together with the Smagorinsky model [67] and the Lagrangian dynamic model [49] in simulating both neutral and stably-stratified boundary layer flow over simple topography like sinusoidal hills (e.g., [74, 75]). By comparing simulation results from the examined SGS models with turbulence statistics obtained in wind tunnel experiments, it is shown that the Lagrangian scale-dependent dynamic model [68] is able to yield more accurate flow statistics than the other two models due to its capability of capturing the scale dependence of the model coefficient associated with regions of the flow with strong shear. Therefore, in this study, we employ the Lagrangian scale-dependent dynamic model to parameterize SGS momentum fluxes in LES of neutral ABL over topography.

Despite the fact that the effect of topography on turbulent transport in the ABL has been extensively examined, most numerical studies have focused on the interactions between the ABL and topography with idealized shapes (e.g., sinusoidal hills). Few studies on the effect of multiscale complex topography on the ABL has been conducted. Previous studies (e.g., [57, 36]) have shown that one can numerically generate multiscale complex topography, which shares the same scaling properties as many natural landscapes (a $-2$ slope in elevation power spectrum in a log-log scale) and statistically makes a reasonable approximation to natural landscapes. The restricted solid-on-solid (RSOS) model [37] is one of those numerical techniques and often used to simulate landscape evolution (e.g., [57, 36]) and generate multiscale topography numerically. The model is proven to be equivalent to the Kardar-Parisi-Zhang (KPZ) equation [35] in the continuum limit [55]. It is worthy to note that, compared to some synthetic topography generation models that assume a Gaussian
probability distribution function (PDF) of topography, the RSOS model is able to generate more realistic topography because it can capture the skewness of the PDF of elevation found in natural landscapes. The topography of the earth’s surface is highly skewed in a way that a much larger percentage of the total landscape is represented by lowlands (topography with an elevation smaller than the median elevation for a region) than highlands (topography with an elevation larger than the median elevation for a region). In the RSOS model, surface height of a two-dimensional lattice of uniformly distributed points is updated by random deposition, which is subject to the restriction that the elevation difference between any point and its nearest four neighboring points can only take the value of $-1, 0$ or $1$. This restriction can prevent from generating surfaces with overhangs or vacancies. The random deposition process is repeated continuously until a steady-state condition is attained for which the surface height is equal to or greater than the linear dimension of the lattice. The elevation power spectra of the surfaces generated with the RSOS model show a power-law dependence on wave number with exponent close to $-2$ over a wide range of scales. This makes the surface a good approximation to natural landscapes (e.g., [29]).

In this research, we use LES with the Lagrangian scale-dependent dynamic model to study neutral ABL flow over multiscale complex topography. For the fine resolution multiscale complex topography generated from the RSOS model, we apply spatial filtering at some scale (typically several times the LES grid size) to the surface, so that it is separated into a resolved topography that can be represented directly in LES and a subgrid-scale (SGS) topography, whose effect needs to be parameterized in LES. An effective SGS roughness length is introduced for the SGS topography and is applied in the surface boundary condition (the logarithmic law under neutral conditions) in LES to parameterize the SGS topographic effect. The surface boundary condition is specified as

$$\tau_{xz} = -\frac{\kappa^2}{\ln^2(Z_m/z_0^{sgs})} \tilde{V}(\tilde{u} \cos \theta_x + \tilde{w} \sin \theta_x),$$

$$\tau_{yz} = -\frac{\kappa^2}{\ln^2(Z_m/z_0^{sgs})} \tilde{V}(\tilde{u} \cos \theta_y + \tilde{w} \sin \theta_y),$$

where $\tau_{xz}$ and $\tau_{yz}$ are the surface shear stresses at streamwise and spanwise directions, $\kappa$ is the von Karman constant ($=0.4$), $z_0^{sgs}$ is the effective SGS roughness length, $Z_m$ is the reference height equal to the first computational model level height,
\(\tilde{u}, \tilde{v}\) and \(\tilde{w}\) are the filtered streamwise, spanwise and vertical velocities, and \(\tilde{V}\) is the magnitude of the tangential velocity, all calculated at the lowest computational grid level. \(\theta_x\) and \(\theta_y\) are the local slopes of the topography in the \(x\) and \(y\) direction.

The effective SGS roughness length \(z_{o, sgs}\) shown in equations 5.5 and 5.6 is proposed to be determined by an unknown dimensionless coefficient \(C\), SGS elevation variance, and surface roughness length. It is calculated as

\[
(z_{o, sgs})^2 - z_o^2 = C \sigma_{h, sgs}^2 = C (\tilde{h}h - \tilde{h}h),
\]

where \(z_{o, sgs}\) is the subgrid-scale (SGS) roughness length, \(z_o\) is surface roughness height, \(\sigma_{h, sgs}^2\) is the SGS elevation variance which denotes the variance of elevation below a certain filter scale, \(h\) is surface elevation, and the tilde denotes spatial filtering at a certain scale, below which the SGS variance is computed. The value of the coefficient \(C\) is calculated dynamically in LES. Details of the dynamic calculation of the coefficient are introduced in the following part.

The drag that multiscale complex topography exerts on the ABL is composed of friction drag and form (pressure) drag. In terms of stress (drag per unit area), we know that the total stress includes surface shear stress and surface pressure. In this study, surface shear stress could be calculated based on a modified logarithmic law (surface boundary condition in LES, see equations 5.5 and 5.6), which employs a SGS roughness length for SGS topographic effect parameterization in LES. Surface pressure could be obtained directly from LES by solving the pressure Poisson equation. The total surface stress in the streamwise direction could therefore be obtained by computing and adding up the streamwise component of the surface shear stress and that of the surface pressure. As shown in equation 5.7, the dimensionless coefficient \(C\) appears in the SGS roughness length and is therefore incorporated in the formula for total stress (shown in equation 5.8). To determine this dimensionless coefficient \(C\), we propose a dynamic type of model and introduce a filter scale \(\Delta_1\), which is the scale we used to filter the original fine-resolution multiscale complex topography to be used as the lower surface of the LES domain and a slightly larger test filter scale \(\Delta_2\). We are able to obtain the total surface stresses at both scales, which both contain the unknown coefficient \(C\). At each time step in the simulation, by equating the area-averaged total stress at these two scales and assuming scale-invariance of the coefficient \(C\), we are able to solve \(C\) dynamically in LES. The equation to be solved takes the following form:
\[
\left\langle \hat{u}^2 \kappa^2 \right\rangle_x + \left\langle \hat{p}_x \right\rangle = \left\langle \frac{\hat{u}^2 \kappa^2}{(\ln \frac{z_{sgs}}{z_{sgs}})^2} \right\rangle_x + \left\langle \bar{p}_x \right\rangle, \quad (5.8)
\]

where hat and overbar denote spatial filtering at filter scale \(\Delta_1\) and test filter scale \(\Delta_2\), respectively, \(\kappa\) is the von Karman constant, \(p\) represents surface pressure obtained directly from simulations, subscript \(x\) denotes streamwise projection, \(z_{sgs}^{o,1}\) is the SGS roughness length at the filter scale \(\Delta_1\), \(z_{sgs}^{o,2}\) is the SGS roughness length at the test filter scale \(\Delta_2\). Both \(z_{sgs}^{o,1}\) and \(z_{sgs}^{o,2}\) contain the coefficient \(C\) when applying equation 5.7 at scales \(\Delta_1\) and \(\Delta_2\) respectively.

By solving equation 5.8 in LES at each time step, we are able to examine if the value of the coefficient \(C\) converges over time. We could also examine the proposed scale-invariance assumption of the coefficient by obtaining and comparing \(C\) values at different filter scales (LES resolutions). The validity of the SGS topographic effect parameterization scheme of using a SGS roughness length in the surface boundary condition of LES could be verified by comparing the area-averaged velocity profiles obtained from a series of simulations over multiscale complex terrains filtered at different filter scales (LES resolutions).

### 5.2 Numerical experiments

The multiscale complex topography used in this numerical study is obtained from the RSOS model [37]. The model simulates landscape evolution by starting from a flat two-dimensional lattice enforced with periodic boundary conditions. Random deposition is realized through randomly picking one point at a time and determining its new elevation by comparing its height with the height of neighboring points. Specifically, if the elevation at the chosen point is smaller than or equal to the elevation of its four neighboring points, the elevation of the point is increased by one, otherwise the elevation remains unchanged. The restriction is to ensure that the neighboring points should differ in height by no more than 1. In this way, we can keep updating the two-dimensional surface while avoid a surface with overhangs or vacancies until the surface elevation becomes equal to or greater than the linear dimension of the lattice. In this particular study, the two-dimensional lattice is of resolution \(192 \times 192\). We updated the surface for \(5 \times 10^7\) timesteps, and obtained a multiscale complex topography (not shown here). The topography is then shifted to a mean height of zero and scaled in all three directions to fit the LES domain.
dimensions, which have non-dimensional values of $2\pi$, $2\pi$ and 2. The resulting surface $T_0$ is presented in Figure 5.1. The power spectral of elevation field of the surface is plotted against wavenumber in a log-log scale (shown in Figure 5.2) and exhibits a clear $-1.8$ slope, which is very close to a $-2$ slope found in many natural landscapes (e.g., [29]).

We use two-dimensional spectral filters to spatially filter the obtained surface $T_0$ at the scale of 2, 4 and 8 times of $T_0$’s grid resolution respectively. While performing the spectral filtering operation, the number of grid points of the surface is reduced accordingly by removing the filtered frequencies in the frequency domain. We therefore obtain three multiscale surfaces $T_1$, $T_2$ and $T_3$ with $96 \times 96$, $48 \times 48$ and $24 \times 24$ grid points (see Figure 5.3). In order to use the surfaces as the lower surface of LES domain, we spatially filter each of them again at 4 times of the surface’s resolution and make the lower surface resolution 4 times of the LES resolution. The resulting surfaces (LES lower surfaces) are named $T_{11}$, $T_{22}$ and $T_{33}$ respectively and shown in Figure 5.4. The SGS elevation variance and maximum slope for each surface are presented in Table 5.1. Clearly, as shown in Table 5.1, SGS variance of elevation increases and maximum slope decreases as the surface resolution becomes lower. LESs are performed over the three surfaces, and for each surface, the corresponding SGS topographic effect is parameterized by using a SGS roughness length (see equation 5.7) in the surface boundary condition (the logarithmic law) of LES. In each simulation, the value of the coefficient $C$ is calculated at every time step by solving the proposed model (equation 5.8). For the purpose of verifying the validity of the proposed parameterization scheme, LESs without including the SGS topographic effect are also performed over the three surfaces. Area-averaged streamwise velocity profiles are obtained and compared across simulations to verify the validity of the parameterization scheme.

A terrain following coordinate transformation [15] is employed to transform the physical domain to a rectangular computational domain. The length scale used in the simulations is 1000m, and velocity scale is set to be 0.45 ms$^{-1}$. The size of the computational domain, after being non-dimensionalized by the length scale is $2\pi \times 2\pi \times 2$, the dimensionless surface roughness length is $10^{-4}$, the constant pressure gradient enforced in the streamwise direction to drive the ABL flow is 0.5, which yields a non-dimensional effective friction velocity of 1.0. For LES over surface $T_{11}$, $T_{22}$, $T_{33}$, the computational domain is divided into $96 \times 96 \times 128$, $48 \times 48 \times 128$ and $24 \times 24 \times 64$ uniformly spaced grid points, respectively. The corresponding grid
Figure 5.1: Multiscale complex terrain $T_0$ obtained from the RSOS model after $5 \times 10^7$ times. All dimensions have been normalized with a length scale of $L = 1000$ m.

Figure 5.2: Elevation power spectrum of multiscale complex terrain $T_0$ against wavenumber (solid line). The dash-dot line show the -1.8 slope

aspect ratio is $4 : 4 : 3/\pi$, $8 : 8 : 3/\pi$, and $8 : 8 : 3/\pi$, respectively. The LES code used in this study is explained in Albertson and Parlange [1], Porté-Agel et al. [61], Stoll and Porté-Agel [68], Wan et al. [74], and Wan and Porté-Agel [75]. Periodic boundary conditions are enforced in the horizontal directions. The upper boundary is a fixed lid with vanishing vertical gradients (stress-free). The lower boundary condition applies the logarithmic law to calculate surface shear stress based on the horizontal velocities field at the lowest computational level. Spatial derivatives in the horizontal directions apply pseudospectral method, in the vertical direction, finite difference with second order accuracy is used. Time advancement is realized through the second-order Adams-Bashforth scheme. Simulations are run for a period of time.
long enough to ensure quasi-steady flow conditions and statistical convergence of the results. Simulation results are presented in the following part.

### 5.3 Results

Figure 5.3: Topography spatially filtered from the initial complex terrain $T_0$ (Figure 5.1) using a spectral filter; grid resolution is reduced accordingly during the filtering operation: (a) $T_1$ with a resolution of $96 \times 96$, filtered at 2 times of $T_0$'s grid resolution, (b) $T_2$ with a resolution of $48 \times 48$, filtered at 4 times of $T_0$'s grid resolution, (c) $T_3$ with a resolution of $24 \times 24$, filtered at 8 times of $T_0$'s grid resolution.

The dynamically obtained $C$ value in each simulation is plotted against number of time steps and shown in Figure 5.5. We can see that the obtained $C$ values at different scales are all fluctuating around the mean value of about $1.5 \times 10^{-4}$, which supports our scale-invariance assumption used when solving the $C$ value from the model.

In order to validate the proposed SGS topographic effect parameterization scheme given by equations 5.5 and 5.6, we first run LESs over the three surfaces $T_{11}$, $T_{22}$ and $T_{33}$ (see Figure 5.4) without including the SGS topographic effect in LES. That is we specify the surface boundary condition in LES with the surface roughness
Figure 5.4: LES lower surfaces spatially filtered from terrains shown in Figure 5.3: (a) $T_{11}$, obtained from $T_1$ by filtering at 4 times of its resolution, (b) $T_{22}$, obtained from $T_2$ by filtering at 4 times of its resolution, (c) $T_{33}$, obtained from $T_3$ by filtering at 4 times of its resolution.

length $z_0$ (=0.1) instead of the SGS roughness length. The time and area-averaged streamwise velocity profiles against height are shown in Figure 5.6 (a). From Figure 5.6 (a), we can see that there are clear discrepancies among the profiles due to the differences of the three LES lower surfaces. By applying the SGS roughness length in the surface boundary condition and including the SGS topographic effect, we again plot the obtained time and area-averaged streamwise velocity versus height (shown in Figure 5.6 (b)). Comparing Figure 5.6 (a) and Figure 5.6 (b), we can

Table 5.1: SGS elevation variance and maximum slope of the LES lower surfaces

<table>
<thead>
<tr>
<th>Surface</th>
<th>SGS elevation variance</th>
<th>Maximum slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{11}$</td>
<td>$4.33 \times 10^{-4}$</td>
<td>0.520</td>
</tr>
<tr>
<td>$T_{22}$</td>
<td>$8.21 \times 10^{-4}$</td>
<td>0.303</td>
</tr>
<tr>
<td>$T_{33}$</td>
<td>$1.29 \times 10^{-3}$</td>
<td>0.131</td>
</tr>
</tbody>
</table>
see clearly that the profiles obtained by including the SGS topographic effect show less discrepancies than those obtained without the SGS topographic effect, which supports the proposed parameterization scheme as in equations 5.5, 5.6 and 5.7.

![Graphs showing C value over number of timesteps](image)

Figure 5.5: C value obtained dynamically in LES over topography against number of timesteps: (a) C value in LES over T_{11}, (b) C value in LES over T_{22}, (c) C value in LES over T_{33}.

### 5.4 Summary

Large-eddy simulation (LES) together with the Lagrangian scale-dependent dynamic model [68] has been used to simulate neutrally stratified atmospheric boundary layer (ABL) over multiscale complex topography, which is generated from the restricted solid-on-solid (RSOS) model and captures the scaling property of a $-2$ slope in elevation power spectrum in a log-log scale found in many natural landscapes. In order to represent the high-resolution multiscale complex surface in LES, a spatial filter is employed to separate the surface into two components. One is a resolved topography which can be directly used in LES. The other is a subgrid-scale (SGS) topography whose effect on the ABL needs to be modeled in LES. This SGS topographic effect is modeled in LES by using a SGS roughness length in the surface
boundary condition (the logarithmic law under neutral conditions). The SGS roughness length is proposed to be formulated with a SGS elevation variance, a surface roughness length and an unknown dimensionless coefficient $C$, which is dynamically computed in LES based on a proposed dynamic model (equation 5.8). In the model, one equates the streamwise component of the total surface stress at a filter scale and a slightly larger test filter scale, and assumes scale-invariance of the coefficient $C$. The coefficient could therefore be dynamically determined in LES.

LESs are performed over three different surfaces obtained from spatially filtering the initial fine-resolution multiscale complex topography generated from the RSOS model at various scales. The calculated coefficient $C$ values are compared across the simulations and found to be close to each other, which supports the scale-invariance assumption made in this study. The proposed SGS topographic effect parameterization scheme is validated by comparing the time and area-averaged velocity profiles obtained from simulations with and without the SGS topographic effect parameterization. By replacing the surface roughness length with a SGS roughness length and taking the effect of SGS topography on the ABL into consideration, the obtained velocity profiles clearly show more convergence than those obtained from simulations without SGS topographic effect parameterization, which means the proposed dynamic model to determine the $C$ coefficient as well as the parameterization scheme are reasonable.

This study regarding the SGS topographic effect parameterization in LES is meaningful in that one can obtain reasonably good turbulent statistics of ABL.
flow over high-resolution topography by simulating ABL flow over relatively simple filtered topography instead. It also has impact on regional scale parameterizations, which often require three-dimensional transient information on the ABL turbulence from LES over high-resolution complex terrain.
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