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Three linear equating methods for the common-item nonequivalent-populations design are compared using an analytical method. The analysis investigated the behavior of the three methods when the true-score correlation between the test and anchor was less than unity, a situation that may occur in practice. The analysis is graphically illustrated using data from a test equating situation. Conclusions derived from the analysis have implications for the practical application of these equating methods. Index terms: congeneric model, Levine equating method, linear equating, Tucker equating method.

Linear equating methods for the common-item nonequivalent-populations design have been derived or discussed by several authors: Gulliksen (1950), Levine (1955), Angoff (1982, 1984), Braun and Holland (1982), Kolen (1985), Woodruff (1986), and Kolen and Brennan (1987). Angoff (1984) referred to this design as design IV—nonrandom groups. Under this design, a new test X is given to group 1, an old test Y is given to group 2, and a usually shorter anchor test V is given to both groups. The anchor test V may comprise a scorable part of the tests, or it may not contribute to examinees' scores; these are respectively referred to as the inclusive and exclusive anchor situations.


Woodruff (1986) derived both versions from explicitly stated test score models. He showed that the Angoff-Levine method makes stronger assumptions than the Congeneric-Levine method. More specifically, the Congeneric-Levine method assumes that the true scores on X, Y, and V all correlate unity, but the Angoff-Levine method assumes in addition that the true-score variances and error-score variances of X, Y, and V satisfy a certain proportionality constraint. Under the Angoff-Levine model, a continuous version of the Spearman-Brown formula is true, but the formula does not hold under the Congeneric-Levine model. Angoff (1953) made the same assumption but expressed it differently. He assumed that there exists a parameter $n_{yv}$ such that Y is composed of $n_{yv}$ tests all parallel to V. As a consequence, the Angoff-Levine method is slightly easier to implement in...
that it does not require an explicit estimate of the anchor’s reliability.

Tucker’s method makes assumptions about observed score regressions; the Angoff-Levine and Congeneric-Levine methods make assumptions about true-score relationships. Tucker’s method is based on a linear regression model; the Angoff-Levine and Congeneric-Levine methods are based on linear structural models. According to Angoff (1984), who cited Levine (1955) and Lord (1960), Tucker’s method, which does not explicitly assume that X, Y, and V have true-score correlations of 1, is most appropriate for situations in which the two groups show no more than small differences in mean and variance on the anchor, whereas the Angoff-Levine method (and the Congeneric-Levine method as well) may accommodate larger differences so long as the true scores on the tests and anchor correlate unity.

This paper compares through analytical and empirical means the performance of the three methods as the covariance between the tests and the anchor varies, with the goal of learning how the Congeneric-Levine and Angoff-Levine methods behave when the assumption underlying their derivations of unity of true-score correlations is violated. In the common-item nonequivalent-populations design, the tests and anchor are supposed to be constructed so that their true-score correlations are unity. In practice, however, situations may arise where this condition is not fulfilled but the tests must still be equated. This investigation therefore has important implications for practitioners attempting to select the most appropriate method for such situations.

Klein and Jarjoura (1985) undertook a similar investigation using only empirical methods. They noted that the Angoff-Levine method was more sensitive than Tucker’s to a lack of content balance between the tests and the anchor. The present study suggests an explanation for their finding which indicates that the performance of the Congeneric-Levine method should be more similar to the Tucker method than to the Angoff-Levine method as the covariance between the test and anchor decreases.

Analysis

The analysis begins with the exclusive anchor situation. Later, it is shown how the results for the exclusive situation easily generalize to the inclusive situation. For the three methods under consideration—Tucker’s equally reliable method, the Angoff-Levine equally reliable method, and the Congeneric-Levine equally reliable method—if the two groups do not differ in either mean or variance on the anchor, the methods reduce to Angoff’s (1984) design I (random groups, equal reliabilities) method because no adjustment for group differences is necessary. If the groups do differ in performance on the anchor, then the anchor differences are used to adjust for group differences on X and Y. The higher the correlation between V and X and between V and Y, the more likely this adjustment is appropriate (Angoff, 1987; Cook & Petersen, 1987). It may be shown (Kolen & Brennan, 1987; Woodruff, 1986) that the following three parameters determine how these anchor group differences are incorporated into the equating for the Tucker, Angoff-Levine, and Congeneric-Levine methods respectively:

\[ \gamma_T = \frac{\sigma_{xy}}{\sigma_V^2}, \]  
\[ \gamma_{AL} = \frac{\sigma_{xy} + \sigma_Y^2}{\sigma_{xy} + \sigma_V^2}, \]  
and 
\[ \gamma_{CL} = \frac{\sigma_{xy}}{\rho_{xy}} = \frac{\gamma_T}{\rho_{xy}}. \]

The parameters \( \gamma_{CL} \) and \( \gamma_{AL} \) will be equal to each other when the assumptions required for their derivations are fulfilled. However, the subsequent analysis will consider the behavior of these parameters when the assumption \( \rho(\tau_Y, \tau_V) = 1 \), which is required in the derivations of both \( \gamma_{AL} \) and \( \gamma_{CL} \), is violated (\( \tau \) denotes the true score on the test indicated by its subscript).

The above \( \gamma \) parameters pertain to the old test Y administered in group 2. If the weighted combination of group 1 and group 2, called the synthetic population by Braun and Holland (1982), is invoked, then the equating requires that the \( \gamma \) parameters be estimated for both the old and new tests.

If the synthetic population is ignored (Gulliksen, 1950; Kolen & Brennan, 1987; Woodruff, 1986),
then the $\gamma$ parameters need only be estimated for the old test. For simplicity, this paper ignores the synthetic population, but its conclusions apply equally to equating with the synthetic population. In practice, these parameters are usually estimated by the method of moments (Angoff, 1982, 1984; Woodruff, 1986).

To simplify the analysis, certain assumptions are made that will always be satisfied in the practical application of these linear equating methods. They are $\sigma^2_y > \sigma^2_v > 0$ and $0 \leq \sigma_{yv} \leq \sigma_y \sigma_v$, the latter being equivalent to $0 \leq \rho_{yv} \leq 1$. In what follows, $\sigma_{yv}$ is treated as a variable, but $\sigma^2_y$, $\sigma^2_v$, and $\rho_{yv}$ are treated as constants. Under classical test theory, $\rho_{yv}^2 \leq \rho_{v}$. The present analysis allows the constant $\rho_{v}$ to assume any value between 0 and 1.

In the Tucker method, $\gamma_T$ is a linear function of $\sigma_{yv}$ with positive slope $1/\sigma^2_y$ and zero intercept. Its minimum value of 0 occurs when $\sigma_{yv} = 0$, and its maximum value of $\sigma_y/\sigma_{yv}$ occurs when $\sigma_{yv} = \sigma_y \sigma_v$. As $\sigma_{yv}$ decreases, the Tucker method gives anchor group differences less weight in the equating process. This is a reasonable and desirable property because group differences between $Y$ and $X$ will usually be reflected by group differences on $V$, largely to the extent that $V$ correlates with $Y$ and $X$.

For the Angoff-Levine method, the first derivative of $\gamma_{AL}$ is
\[
\frac{\partial \gamma_{AL}}{\partial \sigma_{yv}} = \frac{\sigma^2_y - \sigma^2_{yv}}{(\sigma_y + \sigma_{yv})^2} < 0 .
\] (4)

Its second derivative is
\[
\frac{\partial^2 \gamma_{AL}}{\partial \sigma_{yv}^2} = \frac{2(\sigma^2_y - \sigma^2_{yv})}{(\sigma_y + \sigma_{yv})^3} > 0 .
\] (5)

Hence $\gamma_{AL}$ is a decreasing function of $\sigma_{yv}$ with upward concavity. Furthermore, $\gamma_{AL}$ has a minimum value of $\sigma_y/\sigma_y$ when $\sigma_{yv} = \sigma_y \sigma_v$, and a maximum value of $\sigma_y/\sigma_{yv}$ when $\sigma_{yv} = 0$. Because the minimum value of $\gamma_{AL}$ coincides with the maximum value of $\gamma_T$, $\gamma_{AL} \geq \gamma_T$. As $\sigma_{yv}$ decreases, the Angoff-Levine method gives anchor group differences more weight in the equating process. This is disadvantageous, but recall that the Levine method assumes that $\rho(\tau_y, \tau_v) = 1$, which implies that $\rho_{yv} = (\rho_y \rho_v)^{1/2}$, which in turn implies that $\sigma_y = \sigma_y \sigma_v (\rho_y \rho_v)^{1/2}$. The above analysis reveals that when this assumption is violated, the behavior of the Angoff-Levine method is inappropriate.

Finally, in the Congeneric-Levine method, $\gamma_{CL}$ behaves similarly to $\gamma_T$. It is a linear function of $\sigma_{yv}$, as is $\gamma_T$, but it has a steeper positive slope given by $1/(\sigma^2_y \rho_{yv})$. Its minimum is also 0 when $\sigma_{yv} = 0$, but its maximum of $\sigma_y/(\sigma_y \rho_{yv})$ when $\sigma_{yv} = \sigma_y \sigma_v$ is greater than $\gamma_T$'s maximum. Consequently, $\gamma_{CL} \geq \gamma_T$ with equality holding only when $\rho_{yv} = 1$, as can also be seen from an inspection of the formulas for $\gamma_T$ and $\gamma_{CL}$. Like the Tucker method, the Congeneric-Levine method has the desirable property of giving less weight to anchor group differences as $\sigma_{yv}$ decreases. However, the Congeneric-Levine method, like the Angoff-Levine method, assumes that $\rho(\tau_y, \tau_v) = 1$ or equivalently that $\sigma_{yv} = \sigma_y \sigma_v (\rho_y \rho_v)^{1/2}$. The above analysis reveals that the Congeneric-Levine method, in contrast to the Angoff-Levine method, performs reasonably when this assumption is violated.

The previous analysis has focused on the exclusive anchor situation. It can be shown that the $\gamma$ parameters for all three methods in the inclusive anchor situation equal their respective exclusive-situation $\gamma$s plus unity (Woodruff, 1986). Hence the above results for the exclusive anchor situation apply to the inclusive anchor situation with only slight modification which does not alter comparative performance among the three procedures.

An Example

The previous analysis and its implications for equating practice are illustrated for an exclusive anchor situation in Figure 1. The example is based on an actual equating, but the data have been slightly modified to clarify and simplify the presentation. The number of items in both the old and new tests is 300, and the number of items in the exclusive anchor is 100. The two groups each consisted of approximately 300 examinees. The statistics reported below are derived from the performance of group 2 on the old test, $Y$, and anchor, $V$.

In Figure 1, $\gamma$ has been rescaled by the multiplication of $1 = s_{sy}/s_{sy}$ so that the graph has its horizontal axis on the scale of $r_{yv}$. The vertical dashed line indicates the obtained sample value for $r_{yv}$. The values of the sample statistics used to con-
Figure 1
Plot of Gammas for $s_y = 33$, $s_v = 13$, and $r_{yv} = .88$
(Vertical Dashed Line Indicates the Observed Sample Value of $r_{yv} = .80$)

If the two groups of examinees show large differences in either mean or variance on the anchor, then the Tucker method should also not be used, especially if the reliability of the anchor is much less than 1. In such a situation, the Congeneric-Levine method may be used because it makes no assumptions about group differences, and it performs reasonably when the disattenuated correlation between the test and the anchor is less than unity.

Coefficient alpha was used in the estimation of the disattenuated test-anchor correlation and $\gamma_{\text{CL}}$. It was judged to be an appropriate reliability estimate for the test and anchor used here. Careful consideration is necessary for selecting an appropriate reliability index to use in estimating disattenuated correlations and $\gamma$ under the Congeneric-Levine method. This topic is discussed by Lord and Novick (1968, sec. 6.5).

Conclusions

The preceding analysis offers an explanation for the empirical results of Klein and Jarjoura (1985), who noted that the Angoff-Levine method was more sensitive than Tucker’s method to a lack of content balance between the tests and anchor. It also has implications for the application of these equating methods. If the groups differ greatly in ability as evidenced by their performance on the anchor, and application of the Tucker method is consequently untenable, then the disattenuated correlation between $Y$ and $V$ should be computed before applying the Angoff-Levine method. If this disattenuated correlation is significantly less than unity, then the Angoff-Levine method may also be inappropriate.

An appealing alternative is the Congeneric-Levine method because it permits large group differences and performs reasonably when $\rho(\tau_1, \tau_2) < 1$.

This conclusion is based on a comparison of parameter values. In practice, these parameters must be estimated from sample statistics, as was illustrated in the example. This does not compromise the above conclusion, however, because in all practical applications of equating there are at least several hundred examinees (more often, many thousand) in each group. The parameter estimates will...
be derived from sample first- and second-order moments and first-order cross-product sample moments. Hence, the sample statistics will be consistent estimators of the parameters, and the large sample sizes met with in practice will ensure that decisions based on the sample values are reasonably accurate.

Finally, this paper has demonstrated that the Congeneric-Levine method performs reasonably in a recalcitrant situation that may occur in practice. However, if the assumptions required for either the Tucker or Angoff-Levine methods are satisfied, then one of these methods may be preferable because both are easier to implement than the Congeneric-Levine method.
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Description

The program collection ADCOM is written in C and runs under MS-DOS 3.3 and UNIX. It consists of the filters INDEP, CONEQ, SOLIN, and EQDELTA.

INDEP is a program for testing the independence condition of the binary relation of an additive conjoint structure, where a binary relation \( \succeq \) on the Cartesian product \( A_1 \times A_2 \times \ldots \times A_n \) is independent if and only if for each \( M \subseteq N \) (\( N = 1, 2, \ldots, n \)), the ordering \( \preceq_M \) which is induced by \( \succeq \times \ldots \times \succeq_M \times \ldots \times \succeq_{N-M} \), for fixed choices \( a_i \in A_i, i \in N - M \) is not affected by those choices (see Krantz, Luce, Suppes, & Tversky, 1971).

The conjoint structure may consist of two or three components. INDEP reads the number of elements of each of the three components, and then the rank order of the items. Output includes the formatted (as matrices) rank order. If the order is not independent, a message is provided.

CONEQ computes the coefficient matrix \( A \) from a given rank order of an additive conjoint structure of up to three components and outputs the coefficient matrix, with a column added to distinguish between inequalities (0) and equalities (1), respectively. SOLIN computes the extreme points of a given positive convex polyhedral cone, using as input the output of the program FINEQ.

EQDELTA computes the equal delta solution of a given solution matrix. The input may be the output of SOLIN. EQDELTA writes the equal delta solution to output, that is, the sums of rows of the solution matrix.

ADCOM may be used in different ways. For instance, given a rank order of items of a conjoint measurement experiment, one possibility for obtaining scale values may be to run

\[ \text{indep < ord.datlconeqlsolinleqdelta}. \]

Availability

A listing of the programs and a manual are available without charge from the author: Ronald Hübner, Universität Regensburg, Universitätsstraße 31, D-8400 Regensburg, Federal Republic of Germany. To obtain the programs on diskette, send a formatted 5.25-inch MS-DOS diskette to the author.
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