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Abstract

This thesis research addresses the use of post-beamforming pseudoinverse filtering algorithms for restoring contrast resolution in pulse-echo medical ultrasound imaging. Limited contrast resolution is probably the single most important limitation of ultrasound compared with leading medical imaging modalities. While speckle is a major contributor to the loss of contrast resolution, other significant contributors are low SNR and reverberations. We have investigated the use of coded excitation, together with a 1D post-beamforming pseudoinverse filter, in improving the SNR and reducing reverberation leading to enhanced contrast resolution, especially for deeper target. Experimental demonstration of the algorithm was carried out on a dual-mode ultrasound array (DMUA) prototype intended for use in image-guided noninvasive surgery [1]. We have successfully used coded excitation with receive pseudoinverse filtering to improve the resolution about 30% while maintaining the signal to noise ratio, reducing reverberation artifact. In addition, this result in conjunction with other techniques such as spatial directivity and gain compensation significantly improve the imaging field of view of the DMUA system.

With the advent of digital beamforming in array imaging, coarse aperture sampling is identified as another significant contributor to the loss of contrast resolution, especially in high frequency ultrasound (HFUS) imaging applications. This loss results from well-known beamforming artifacts (e.g. grating lobes), which produce "filling effects" in low-contrast targets (e.g. cysts and blood vessels). To address this issue, a 2D post-beamforming filtering approach was formulated from a discretized model of the transmit-receive 2D wavefront resulting from a given beamforming operation. This 2D filter operates on a collection of beamformed A-lines (e.g. from a linear array) with coefficients obtained from the regularized inversion of the 2D Fourier transform of the 2D
point spread function of the array. This is highly significant due to the fact that direct inversion of the imaging matrix for a typical HFUS imaging scenario requires on the order of $10^4 T$ flops. This was enabled by deriving the imaging operator on a 2D Cartesian grid which, under realistic simplifying assumptions, was shown to be represented by a matrix with a Toeplitz-block block Toeplitz (TBBT) structure. The dimensions of the TBBT are extremely large, which renders the direct inversion impractical, both in terms of memory requirements and number of operations. However, the large TBBT matrix has an asymptotically equivalent Circulant-block block Circulant (CBBC) matrix with equivalent eigenvalues. The CBBC is easily inverted using a finite-size 2D discrete Fourier Transform. Not only is this approach computationally efficient, it also results in a robust, physically meaningful regularized inversion. In particular, the approach transforms a usually ill-posed inverse problem to a well-posed filtering problem in $k$-space (through a 2D FFT). An important result from this study is that the spatial and contrast resolutions vary monotonically with the regularization parameter, $\beta$. This result is of practical significance as it allows for the selection of the optimal value of $\beta$ in much the same way as time gain compensation, e.g. slider or dial. Using FIELD®, we present simulation data to demonstrate the tradeoff between contrast and spatial resolution. The results demonstrate the well-behaved nature of the point spread function (PSF) with the variation in a single regularization parameter. This characteristic of the pseudoinverse filter enables a parameter-controlled and more importantly, user-controlled imaging performance. These results are supported by image reconstructions from a simulated cyst phantom obtained using a finely sampled array and a coarsely sampled array. These results are also verified by image reconstructions obtained from Sonix RP system imaging a quality assurance phantom with contrast targets, optical nerve head in porcine eye in vitro and human carotid artery in vivo.
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Chapter 1

Introduction

1.1 Ultrasound Imaging: A Historical Overview

Ultrasonic imaging has been well developed and widely applied in clinical applications for many years. While imaging tissue using ultrasound may be dated back to 1930s [2], 2D pulse echo ultrasound was first introduced in the 1950s with the seminal paper by Wild and Reid [3] based on the authors’ research at the University of Minnesota. Almost simultaneously, they reported on a study of their system for detecting breast tumors [4, 5]. Today, B-mode ultrasound is used as a supporting role in the FDA-approved mammography [6].

It is clear that ultrasound imaging benefited greatly from advances in radar technology during World War II. For example, the concept of time gain compensation, also introduced by Wild and Reid [4], was based on a similar technique applied to radar signals. This represents an example of using a simple signal processing technique to compensate to a known deterioration of ultrasound echoes from deeper targets due to the attenuation phenomenon. Signal processing continued to play an increasingly more significant role in ultrasound imaging, limited primarily by realtime considerations. Recent advances in ASIC, FPGA, and GPU technologies and successful incorporation of these technologies on ultrasound scanners have spurred what appears to be a new revolution in this imaging technology. Sophisticated realtime signal processing is allowing for the implementation of new imaging modalities on ultrasound scanners, e.g. elastography [7], harmonic and pulse inversion imaging [8], thermography [9]. Of course,
Doppler ultrasound has benefited greatly from realtime signal processing since the early
forward and reverse flow.

Ultrasound imaging has also been benefited greatly from advances in transducer
technology that have led to the introduction of array transducers [12], beamforming
and dynamic focusing [13], and digital beamforming [14]. Dynamic focusing can be
thought of as a pre-beamforming aperture processing technique that compensates for
the effects of focusing to extend the imaging field of view (FoV) of pulse-echo ultrasound.
Digital beamforming and dynamic focusing allowed for significant improvement in image
quality for B-mode ultrasound as can be easily seen from a review of the image galleries
provided by various vendors for their latest scanners.

1.2 Current Status

Today’s ultrasound scanners (medium to high end) routinely support additional imag-
ing modes like contrast-enhanced ultrasonography (CEUS) [15], elastography [16], etc.
These new modes are in addition to Doppler, which has been standard on ultrasound
equipments for many years. CEUS utilizes microbubble ultrasound contrast agents
(UCAs) [15] to improve imaging blood perfusion with the ultimate goal of imaging the
microvasculature. Algorithms with various degrees of signal processing sophistication
have been proposed [8, 17]. We are still working towards the ultimate goal of CEUS
imaging, but the results obtained so far are quite exciting, especially in the area of
imaging myocardial perfusion. Elastography is also thriving and is becoming increas-
ingly available on existing scanners following the method proposed by Ophir et al. More
recently, a specialized scanner, the Aixplorer, has been developed to implement the su-
personic shear wave imaging developed by Fink et al [18].

Despite the tremendous progress and improvement in image quality for B-mode ul-
trasound, a fundamental limitation remains. Compared to other medical imaging modal-
ities (e.g. X-ray CT, MRI, etc.), B-mode ultrasound offers relatively low soft-tissue con-
trast. This is primarily due to the speckle phenomenon, but other contributors are low
SNR (deep targets), reverberations (cysts and blood vessels), and beamforming artifacts
in coarsely sampled apertures. The ultrasound imaging literature is replete with publications and patents on spatial and frequency compounding for contrast restoration [19]. These are typically applied to the grayscale (envelope-detected, log-compressed) image data and are of little interest to us. This thesis research is more concerned with contrast-restoration methods applicable to the RF data pre- or post-beamforming. The rationale behind this is that most interesting applications of ultrasound (e.g. elastography and thermography) require correlation processing in the RF domain. Therefore, the most useful contrast restoration algorithms are those leading to reduced clutter and other artifacts leaving the RF signal components, including speckle\textsuperscript{1}, intact.

1.3 The Future of Ultrasound: New Opportunities and New Challenges

Progress in ultrasound imaging continues to occur at an impressive pace. Many leading researchers believe that we are at the cusp of another revolution in this imaging modality (and in ultrasound-enabled modalities like elastography). This is enabled by realtime signal processing (both algorithms and hardware platforms) and advanced transducer technology. There are several frontier areas within the field of medical ultrasound. For example:

1. Realtime 3D echocardiography (RT3D) is becoming available from major vendors (Philips, GE, and Siemens), thanks to the development of 2D matrix array transducers and miniature element-side electronics. Full heart scans with volume rates in the 15 - 20 volume per second (vps) are available. Nyquist sampling of the 2D apertures necessary for acceptable quality RT3D is not likely to occur in the foreseeable future. Therefore, 3D imaging with coarsely-sampled apertures will continue to be used for years to come, necessitating methods for reducing the well-known artifacts due to coarse sampling.

2. HFUS arrays operating in the range of 25 - 50 MHz. In this area, advances in transducer technology allow for the design and fabrication of linear arrays with center-to-center spacing in the range of 1 - 3 \( \lambda \) (wavelength), with 2\( \lambda \) being typical

\textsuperscript{1} Thermography and elastography use speckle tracking for imaging tissue deformations.
Based on expert assessment of the current state-of-the-art transducer technology, this limitation is likely to remain a challenge in the foreseeable future. Therefore, reducing the beamforming artifacts is expected to play a major role in the successful use of HFUS arrays in medical applications.

3. Dual-mode ultrasound array (DMUA) structures for imaging and therapy [29]. The concept of DMUA has been introduced recently, thanks to advances in piezocomposite transducer technology. DMUAs have special characteristics, dictated by therapeutic design considerations, which results in degradation of their imaging performance. Specifically, DMUAs generally sample concave apertures (for improving therapeutic focusing gain) and utilize elements with dimensions larger than a wavelength (to preserve power transfer efficiency in therapeutic mode). The concave geometry creates highly non-uniform imaging field of view (IxFOV). In addition, reverberation effects are confounded by the use of the concave geometry. Therefore, special consideration of these characteristics of DMUAs are needed for acquiring good image quality.

1.4 Scope of the Thesis Research

We are interested in approaches for contrast restoration from clutter resulting from imaging wavefront propagation. A physical model for wave propagation is assumed and is used as a basis for any simplifying assumptions when appropriate, e.g. range-shift invariance for wavefronts near the focus or in the far fields of unfocused apertures. Attenuation, aberration, and reverberations can be accounted for if necessary, but homogeneous tissue model is assumed at this point.

A special emphasis is put on array imaging as array transducers become more dominant in both clinical ultrasound and pre-clinical HFUS. The benefits of arrays in ultrasonic imaging are well understood for their electronic scanning capability and amply demonstrated by their wide use in clinical scanners. The general scheme of a modern ultrasound array imaging system in terms of signal processing and filtering chain is illustrated in Figure 1.1. The imaging performance of this system is usually determined by a few key components, classified as transmit waveform design, aperture design &
Figure 1.1: Ultrasound array imaging system.
beamforming, pre- or post-beamforming receive filter design and image processing. Following the signal flow, the Waveform Synthesis & Design block summarizes the design process of the transmitted waveforms, considering both optimization and the specifications of waveform generators. The transmitted waveforms are spatial-filtered for beam focusing, steering or sidelobe reduction by apodization and beamforming. Both Waveform Design block and Aperture Design block usually involve field simulations and rely on the knowledge of ultrasound imaging mechanism. The transmitted electrical signals are transformed to acoustic signals by the array transducer and propagated into the imaging field. The echoes generated by the target volume propagate back, received by the transducer. In the receive section, the received echoes are filtered before receive beamforming in certain cases, but it is less often than post-beamforming filtering in commercial scanners due to high complexity. Similar to transmit beamforming, receive beamformer acts as a spatial-matched filter for signals from different directions. The beamformed data are usually filtered by a post-beamforming filter, such as a simple band-pass filter for better imaging performance. After filtering, the received data is post-processed for better image quality with imaging processing techniques, such as decimation or interpolation, log compression, contrast & edge enhancement, speckle reduction etc.

1.5 Spatio-temporal Wavefronts and $k$-space Analysis

Based on the above description, we see that the fundamental analysis of the ultrasound array imaging system involves the understanding of the wave propagation with the designed transmit waveform, aperture and receive filtering operations. The ultrasound wave propagates in a 3D space plus a time axis. Because most of the array transducers have focusing lens in front of the elements focusing the beams in the elevation direction, ultrasound imaging presents a cross-section image of the tissue volume. This means that the 2D cross section results from a 3D slice determined by the beam width in the elevation direction. Therefore, we will use $k$-space, 2D spatial frequency domain, methods for characterizing and analyzing ultrasound array imaging systems. This approach is based on linear system theory [19], and it is very intuitive to use the spatial- or temporal-frequency domain representations of ultrasound system impulse responses.
and scattering functions to understand and analyze imaging systems.

1.6 Contributions of this Thesis Research

The main contribution of this dissertation is deriving a 2D post-beamforming pseudoinverse filter from the array imaging model using spatial frequency domain analysis. (Pseudo)inverse and matched filtering has been successfully used in ultrasonic imaging to restore axial resolution, primarily in conjunction with coded excitation [30–34]. The algorithm in [30,35] employs a filter bank for parallel processing of echo data from multiple directions from a single beamforming operation. The coefficients of the filters were computed based on a regularized inverse of a discretized 2D (axial-lateral) pulse-echo propagation operator from the array to the region of interest (ROI). For a single A-line, the sampled beamformer output is related to the scatterer distribution within the ROI by a discretized propagation operator (matrix) as described in [30]. The propagation operator was represented as a block row matrix with each block representing the array response in a given lateral direction. Using the range-shift invariance assumption [30], the matrix elements of the propagation operator were represented as Toeplitz. This allowed for the use of the computationally-efficient discrete Fourier transform (DFT) in finding a pseudoinverse operator resulting in the filter bank implementation for the parallel imaging in multiple directions from a single beamforming operation. In principle, the filter bank could be designed to remove some of the beamforming artifacts, but this is limited to the removal of uncorrelated grating-lobe components from the desired beam direction(s). Therefore, the PIO is more effective in decoupling echoes from different directions in conjunction with multi-modal coded excitation, i.e. several distinct codes are transmitted simultaneously with single receive beamforming of echoes from the ROI. In the case of the DMUA, we have used this post-beamforming filtering, together with coded excitation to improve the uniformity of the IxFOV, improve the axial resolution and reduce reverberations for the DMUA systems currently being used at our laboratory [1].

In addition, the single-line model for the 1-dimensional pseudoinverse filter is extended to include data from multiple A-lines (up to a frame) by axial and lateral shifting of the 2D impulse response of the single-line beamforming operation. This
discretized propagation model results in a system matrix with attractive properties for computationally-efficient inversion. Not only does this approach improve the computational efficiency and reduce the storage cost of the implementation, but it also transforms a usually ill-posed inverse problem to a well-posed FFT problem. In addition, the original inversion operation in spatial-temporal domain is transformed into multiplication operation in 2-dimensional frequency domain, preceded and followed by FFT-order DFT operations. Furthermore, regularization is used to avoid the noise amplification due to the inversion of small eigenvalues of the operator (or Fourier coefficients in the frequency domain). As demonstrated by the simulation results, our regularization approach leads to well-behaved PSFs with properties that change gradually with increasing values of the regularization parameter, $\beta$. In particular, the axial and lateral dimensions of the PSF increase approximately as a sigmoid function with respect to $\log \beta$. Similarly, the mainlobe-to-gratinglobe (energy) ratio (MGR) increases approximately as a sigmoid function with respect to $\log \beta$.

1.7 Applications

This characteristic of the pseudoinverse filter enables a parameter-controlled and, more importantly, user-controlled imaging performance. In the case of the HFUS, we have used the 2D pseudoinverse filtering algorithm for restoring the contrast resolution of the imaging system by mitigating the degrading effects of the grating lobes resulting from conventional beamforming using coarsely-sampled apertures. The 2D post-beamforming pseudoinverse filter can also be applied to suppressing artifacts inside of blood vessels before quantitative imaging of vascular structure. It is obvious that eliminating the artifacts helps detecting the speckle formed from the moving blood cells, consequently leading to a better estimation of the flow especially in the vicinity of the vessel walls. These regions are essential for a good hemodynamics modeling or a good diagnosis for disease status. More other applications can be benefited by this pseudoinverse filtering technique with good understandings of the needs and bases of these applications. In those areas, the algorithms are developed with an eye on real-time implementation. Advances in VLSI technology have made it possible to implement increasingly sophisticated signal processing algorithms in real time at sampling rates suitable for the full
range of medical ultrasound applications. New technologies have also been adopted for these types of ultrasound signal/image processing algorithms such as using parallel computing \textit{e.g.} CUDA programing for GPU or powerful FPGAs. Not only is this available for receive chain processing, but it is also available for arbitrary waveform generation and signal synthesis in the transmit chain. Given the variety of applications and array geometries in ultrasound imaging, it may be useful to envision a general framework for the transmit/receive chain of the imaging system. The block diagram shown in Figure 1.1 includes the major components of a modern ultrasound imaging system. Within this framework, one could design and implement signal processing algorithms along the transmit-receive chain that collectively serve to improve the image quality. An obvious example is coded excitation on transmit with inverse or matched filtering for signal compression on receive. The coded transmit waveforms themselves could be the result of signal synthesis algorithms (\textit{e.g.} transmit-mode matched or inverse filtering).

1.8 Organization of the Thesis

The dissertation is organized into five chapters. Chapter 2 defines the linear array imaging system model which serves as a basis for all the derivations to our algorithm. The 1-dimensional pseudoinverse filter is also introduced in Chapter 2. Then Chapter 2 gives the mathematical derivations, explanation of underlying physics and the representations of the 2D pseudoinverse filter in both $k$-space and spatio-temporal forms. The design tradeoffs and implementation are also explained in this chapter. Chapter 3 describes applying the 1-dimensional pseudoinverse filter to improve the resolution of the image guidance of the dual-mode ultrasound array (DMUA) system. The DMUA system is used for minimally invasive treatment of cancer and other tissue abnormalities using high intensity focused ultrasound (HIFU) and monitoring the surgery using diagnostic-level pulse-echo ultrasound in one array. In Chapter 4 the 2D pseudoinverse filter is applied to restore lost contrast due to beamforming artifact caused by coarse sampling of array aperture. Finally Chapter 5 draws the conclusion and gives suggestions for future work.
Chapter 2

Post-Beamforming Pseudoinverse Filter

2.1 Introduction

Pseudoinverse and matched filterings have been successfully used in ultrasonic imaging to restore axial resolution, primarily in conjunction with coded excitation [30–34]. Coded excitation has been well accepted as a means of increasing signal energy for larger penetration depth under the FDA regulation on the signal peak energy. A receive filter is needed in this case for compressing the elongated pulses to recover system resolution. The proposed pseudoinverse filter bank in [30,35] could be also used for removing uncorrelated grating-lobe components from the desired beam direction(s), decoupling echoes from different directions in conjunction with multi-modal coded excitation, i.e. several distinct codes are transmitted simultaneously with single receive beamforming of echoes from the ROI. This is useful for achieving fast frame rate ultrasound imaging, e.g. in 3D ultrasound imaging for Cardiology. This filter is operated on a single A-line, the sampled beamformer output and related to the scatter distribution within the ROI by a discretized propagation operator (matrix) as described in [30]. That’s why we call it a one-dimensional pseudoinverse operator (PIO) filter.

In this dissertation, we propose a 2-dimensional post-beamforming filtering algorithm derived from a multiple-scan linear array imaging system model. The single-line model is extended to include data from multiple A-lines (up to a frame) by axial and
lateral shifting of the 2D impulse response of the single-line beamforming operation. In principle, the filter is derived from 2-dimensional system response with information in not only the temporal direction (or the axial direction) but also the lateral direction. Based on this understanding, we are expecting this 2-dimensional filter is capable of recovering scatterer distribution from various imaging artifacts which cannot be filtered by 1D filters, such as the beamforming artifact due to coarse sampling in the lateral direction.

The 2D PIO filtering algorithm is derived from the matrix formation of a one-dimensional linear array imaging model [30]. Given the fact that the received spatio-temporal echo data is the convolution of the imaging object and the array of shifted spatio-temporal system impulse responses, the process of retrieving the original object information corresponds to the inversion of the array of shifted spatio-temporal system impulse responses or the linear array propagation matrix. Note that the propagation matrix already takes into account the transducer excitation and the aperture apodization if there is any. However, this direct inversion method requires the inversion of a matrix with huge dimensions, consequently, unfeasible due to the impractical computational cost and lost of precision. A simple and efficient inversion method is derived and explained in the following subsections.

2.2 System Model

We begin by defining a uniform grid in the imaging field as shown in Figure 2.1 and assuming scatterers with random amplitude distribution at the grid points. The number of grid points within a range interval $[z_{\text{min}}, z_{\text{max}}]$ in the axial direction, $N$, determines the axial sampling rate. Similarly, the number of grid points in the lateral direction (or the number of scan lines) within $[x_{\text{min}}, x_{\text{max}}]$, $M$, determines the lateral sampling rate. We assume the grid spacing is small with respect to the correlation cell size of the imaging system in both directions. Note that the grid shown in Figure 2.1 represents a subregion of the imaging volume for purposes of reconstructions. Scattering from outside this region must be accounted for by the simulation model for the received echo data.

Define $s_{m,q}$ as the scatterer strength at grid location $(m, q)$ ($m \in [1, M]$, $q \in [1, N]$),
Figure 2.1: A 1D linear array system model where the scattering is assumed to result from scatters with random amplitudes on the Cartesian grid.
ς_m as a vector of size \(N_i \times 1\) containing amplitudes of scatterers along scan line \(m\) (\(N_i >> N\)). Let \(S\) be a vector containing all lines of scatterers in the imaging field (\(M_i >> M\)) as

\[
S = \begin{bmatrix}
\cdots & \varsigma_1^T & \varsigma_2^T & \cdots & \varsigma_M^T & \cdots
\end{bmatrix}^T,
\]

(2.1)

where, \(^T\) denotes matrix/vector transpose. The discretized version of the received echo for scan line \(m\) in the range interval \([z_{min}, z_{max}]\) can be represented in vector form as \(f_m\) of size \(N \times 1\) and all the \(M\) scan lines can be grouped in \(F\) as follows:

\[
F = \begin{bmatrix}
\cdots & f_1^T & f_2^T & \cdots & f_M^T
\end{bmatrix}^T.
\]

(2.2)

The impulse response of the system at a grid point is the echo from a single unit-strength scatterer positioned at that point. For illustration purposes, we assume the point scatterer is at the center of the specified grid. Then the generated pulse-echo impulse response at grid point \(q\) along line \(i\) is denoted as vector \(g_{i,q}\) of size \(N \times 1\) which contains the discretized samples in time-domain. The pulse-echo impulse responses at the grid points along line \(i\) can be grouped as

\[
G_i = \begin{bmatrix}
\cdots & g_{i,1} & g_{i,2} & \cdots & g_{i,N} & \cdots
\end{bmatrix}.
\]

(2.3)

Assume \(G_0\) is the matrix containing the pulse-echo impulse responses from grid points along the line through the focus and \(\{G_{\pm i}\}_{i=1}^\infty\) are the matrices containing pulse-echo impulse responses from the grid points along the lines on right/left sides of focus. Typically, \(G_i = G_{-i}\) due to the symmetry of the linear array aperture or apodization. Based on the above notations and definitions, the received echo signal from one scan line is obtained by superposition, which can be represented in matrix form:

\[
f_m = \begin{bmatrix}
\cdots & G_{-i} & \cdots & G_{-1} & G_0 & G_1 & \cdots & G_i & \cdots
\end{bmatrix}^T S,
\]

(2.4)

where, \(\Psi\) is the spatio-temporal impulse response of the system and each \(G_i\) represents the response in a given lateral direction. Therefore, for a single A-line, the sampled beamformer output \(f_m\) is related to the scatter distribution \(S\) by a discretized propagation operator (matrix) \(\Psi\).
2.3 1D PIO Filter

The one-dimensional pseudoinverse filter proposed in [35] is derived from a system model for a single A-line acquisition using a 1D linear array. We will give a brief explanation of the filter design process, but defined on a Cartesian grid for the convenience of deriving the proposed two-dimensional pseudoinverse filter in the next section.

If AWGN noise is considered in the system, the system equation for a single A-line is

\[ f_m = \Psi S + n, \tag{2.5} \]

where, \( n \) contains the AWGN noise term. Thus a minimum-norm least-square estimate of the scatter distribution \( S \) can be obtained as

\[ \hat{s} = \Psi^H (\Psi \Psi^H)^{\dagger} S, \tag{2.6} \]

where, the superscripts \( ^H, \dagger \) represent matrix Hermitian, and generalized inverse operators, respectively and the \( \text{PIO}_{1D} \) is defined as the one-dimensional pseudoinverse operator.

A further reduction of computational complexity can be achieved by using the range-shift invariance (RSI) assumption [30, 35]. Strictly speaking, the energy and the shape of the impulse responses in the matrices \( G_i \) are gradually changing along the axial direction. However, this change is moderate in the vicinity of the focus where we can establish computationally that the impulse responses can be approximated by the time-shifted versions of each other. With this assumption, the matrix \( G_i \) can be represented as Toeplitz. In addition, the array beam pattern justifies truncation of the impulse responses from grid points far away from the focus. This implies: \( g_{i,q} \rightarrow 0, \ q > N_f, N_f \) is some finite value. Using the shifted version of \( g_{i,c} \), the pulse-echo impulse response at the focus, the RSI approximation version of \( G_i \) is a banded Toeplitz matrix of size \( N \times N \):

\[ G_i = T(0, \cdots, g_{i,c}(0), g_{i,c}(1), \cdots, g_{i,c}(N_f), \cdots, 0), \tag{2.7} \]

where \( N_f \) is the number of nonzero samples of the impulse response along the \( i \)th direction and \( T \) stands for the operator of forming a Toeplitz matrix using a specified
sequence. The Toeplitz structure allows diagonalization using DFT matrices:

\[ G_i = F_N H_i F_N^{-1}, \quad (2.8) \]

where, \( H_i \) is a diagonal matrix and \( F_N \) is a DFT matrix of size \( N \):

\[
F_N = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
1 & W_N^{1} & \cdots & W_N^{1(N-1)} \\
\vdots & \vdots & \ddots & \vdots \\
1 & W_N^{(N-1)1} & \cdots & W_N^{(N-1)(N-1)}
\end{bmatrix},
\quad (2.9)
\]

where \( W_N = e^{-j\frac{2\pi}{N}} \). With this diagonalization, the \( PIO_{1D} \) becomes

\[
PIO_{1D} = \left( \begin{array}{c}
PIOF_1 \\
PIOF_2 \\
\vdots \\
PIOF_N
\end{array} \right)^T,
\quad (2.10)
\]

where, \( PIOF_i = F_N Z_i F_N^{-1} \) is the \( i^{th} \) filter for obtaining the scatterer distribution along \( i^{th} \) lateral direction from received echo \( f_m \) and \( Z_i \) is a diagonal matrix with diagonal terms defined by

\[
\{ Z_i \}_{k,k} = \frac{H_{i\{k,k\}}}{\sum_{i=1}^N |H_{i\{k,k\}}|^2}, \quad (2.11)
\]

The above expression defines the \( PIO_{1D} \) filter bank in frequency domain. Thus, the estimate of the scatterer distribution is obtained by \( N \) filters:

\[
\hat{s} = \left( \begin{array}{c}
PIOF_1 f_m \\
PIOF_2 f_m \\
\vdots \\
PIOF_N f_m
\end{array} \right)^T.
\quad (2.12)
\]

The RSI assumption followed by DFT operations allows complexity reduction from \( N \times N \) filters to \( N \) filters and leads to the derivation of an illustrating expression of the \( PIO_{1D} \) filter as shown in Equation \( 2.11 \).

This filter bank implementation allows parallel processing of echo data from multiple directions in a single beamforming operation. In principle, the filter bank could be designed to decouple echoes from different directions given the echoes from different directions are uncorrelated. Therefore, more efficiency in decoupling requires the operation in conjunction with multi-modal coded excitation, i.e. several distinct codes are transmitted simultaneously with single receive beamforming of echoes from the ROI [30].
2.4 Structure Properties

The derivation of the two-dimensional pseudoinverse filter starts from the system model obtained in Section 2.2. The spatio-temporal impulse response equation for a single A-line is defined in Equation 2.4. We can group the received signals from $M$ scan lines as follows

\[
F = \begin{pmatrix}
\Psi \\
\Psi \\
\Psi \\
\vdots
\end{pmatrix}
\begin{pmatrix}
G_T \\
\Psi \\
\Psi \\
\vdots
\end{pmatrix} S.
\]  

Equation 2.13 provides a basis for an inverse solution to determine the scatterer strength $S$ from the measurement $F$. However, this is not computationally feasible due to the extremely large sizes of the vectors involved. Furthermore, due to the finite aperture and finite bandwidth of the system, it will not be possible to recover the scatter strength exactly. Therefore, we would like to develop an algorithm for solving Equation 2.13 using a regularized inverse obtained through computationally efficient operations. The following properties of the operator $G_T$ provide a basis for such an algorithm:

A. The matrix $G_T$ is block Toeplitz.

B. The RSI approximation implies that the matrices $G_i$ themselves being Toeplitz [30].

C. The array beam pattern in the axial and lateral directions justify truncation of the impulse responses from grid points far away from the focus. This implies $G_T$: $G_i \rightarrow 0$, $|i| > M_f$; $g_{i,q} \rightarrow 0$, $q > N_f$, where $M_f$ and $N_f$ are some finite values.

As pointed in Equation 2.7, $G_i$ is a banded Toeplitz matrix of size $N \times N$. Therefore, $G_T$ is a block banded Toeplitz matrix with banded blocks, i.e. $G_T$ can be described as a Toeplitz-block banded Toeplitz matrix. With the knowledge of the spatio-temporal impulse response $\Psi$ and the output $F$, retrieving the input $S$ is an inverse problem. In principle, this solution can be obtained using matrix inversion assuming $M_f$ and $N_f$ are sufficiently large to minimize the truncation errors. However, inverting the
matrix $\tilde{G}_T$ is still a challenging computational problem due to its large dimensions $(MN \times MN)$. While some savings in the storage requirements and number of operations can be realized by exploiting the Toeplitz structure of the matrix, the requirements remain prohibitively large, even on powerful computers utilized in modern scanners. To illustrate this point, we describe the storage and computational requirements for a well-known inversion algorithm. Specifically, Akaike [36] derived an efficient inversion algorithm for general block Toeplitz matrices. His algorithm is a generalization of the Toeplitz matrix inversion algorithm developed by Trench [37] and refined by Zohar [38]. The order of magnitude of the number of operations is $O(N^3M^2)$ for Akaike’s algorithm. The storage requirement for the block Toeplitz matrix $\tilde{G}_T$ is reduced to $O(N^2M)$ compared to the original general matrix. However, the memory needed in this case exceeds 100 GB for typical values of $M$ and $N$ in high frequency ultrasound. Therefore, direct inversion of block Toeplitz matrices is not feasible for the ultrasonic imaging problems of interest.

2.5 Circulant-Block Block Circulant Matrix Approximation

2.5.1 Asymptotically Equivalent Circulant Matrices

The computational challenges of inverting the matrix $G_T$ described above can be circumvented by using the fact that a banded Toeplitz matrix is asymptotically equivalent to its associated circulant matrix given both matrices are bounded in the strong norm [39]. Asymptotic equivalence of the two matrices means they approximate each other as the matrix dimension becomes large. For a banded Toeplitz matrix, its associated circulant matrix can be simply formed by filling in the upper right and lower left corners with the appropriate entries, e.g. for $G_i$, the asymptotically equivalent circulant matrix is:

$$C_i = \mathcal{C}(0, \cdots, g_{i,c}(0), g_{i,c}(1), \cdots, g_{i,c}(N_f), \cdots, 0),$$  \hspace{1cm} (2.14)

where, $\mathcal{C}$ stands for the operator of forming a circulant matrix using a specified sequence. With $C_i$ as the associated circulant matrix for $G_i$, the eigenvalues of $G_i$ and the eigenvalues of $C_i$ are asymptotically equally distributed [39]. In addition, as long
as the strong norm of the inverse of $G_i$ and the strong norm of the inverse of $C_i$ are bounded, the inverse of $C_i$ is asymptotically equivalent to the inverse of $G_i$ [39].

Note that an $N \times N$ circulant matrix can be diagonalized using a size-$N$ DFT matrix and the diagonal values are the DFT coefficients, which are samples of the discrete-time Fourier transform (DTFT) of the underlying sequence. Therefore, the asymptotic equivalence between Toeplitz matrices and circulant matrices can be understood in terms of the equivalence between linear and circular convolutions with zero-padding applied appropriately to avoid time-domain aliasing.

### 2.5.2 Asymptotically equivalent CBBC Matrices

Similar to the Toeplitz matrices, the Toeplitz-Block Block Toeplitz (TBBT) matrices can be approximated by their associated Circulant-Block Block Circulant (CBBC) matrices [40,41]. This approximation has the obvious advantages of improving the computational efficiency and reducing the storage cost of inverting the TBBT matrix. In addition, it transforms a usually ill-posed inverse problem to a well-posed FFT problem. Bose [40] extended the Szegö theorem for the TBBT matrices. Specifically, the sequence of eigenvalues of Hermitian block Toeplitz with Toeplitz-block matrices are asymptotically equally distributed as the sequence of eigenvalues of their associated CBBC matrices. Using similar arguments to those given in Section 2.5.1, the asymptotic equivalence between TBBT matrices and CBBC matrices can be understood in light of the relationship between the two-dimensional circular convolution and 2D linear convolution.

The 2D convolution TBBT matrix, $\bar{G}_T$, can be replaced by its associated CBBC matrix with $M \times M$ blocks and the truncated version of the original convolution equation Equation 2.13 can be expressed as:

$$F = \underbrace{C(0, \cdots, C_{-M_f}, \cdots, C_{-1}, C_0, C_1, \cdots, C_{M_f}, \cdots, 0)}_{G_C} S_M,$$

where, each element in $\bar{G}_C$ is a circulant matrix, and $S_M$ of size $M \times 1$ is defined as the truncated version of $S$:

$$S = \begin{bmatrix} s_1^T & s_2^T & \cdots & s_M^T \end{bmatrix}^T.$$
2.6 Inversion of the CBBC Matrix and Derivation

Equation 2.15 is the CBBC matrix equivalent of the convolutional system model to be inverted. It provides the basis for the regularized inversion algorithm described by the following steps [42]:

2.6.1 Diagonalize the Circulant Blocks

The circulant blocks $C_i$’s in $G_C$ can be diagonalized using the direct sum of DFT matrices. The direct sum of the DFT matrices is defined as

$$Q = \bigoplus_{m=1}^{M} F_N = \begin{pmatrix} F_N & & & \\ & F_N & & \\ & & \ddots & \\ & & & F_N \end{pmatrix}. \quad (2.17)$$

The circulant blocks $G_i$’s can be diagonalized by multiplying $Q$ and $Q^{-1}$ from left and right sides of $G_C$:

$$\bar{H} = QG_CQ^{-1}, \quad (2.18)$$

where $\bar{H}$ retains the block circulant structure as $G_C$, but every block $H_i$ is a diagonal matrix obtained by

$$H_i = F_N C_i F_N^{-1}. \quad (2.19)$$

That is,

$$\bar{H} = \mathcal{C}(0, \cdots, H_{-M_f}, \cdots, H_{-1}, H_0, H_1, \cdots, H_{M_f}, \cdots, 0), \quad (2.20)$$

and

$$H_i = \begin{pmatrix} h_{i,0} \\ h_{i,1} \\ \ddots \\ h_{i,N-1} \end{pmatrix}, \quad (2.21)$$

where $\text{diag}(\cdot)$ is defined as the operator of forming a diagonal matrix using the specified input series and $\{h_{i,n}\}_{n=0}^{N-1}$ is the DFT coefficients from the Fourier-Transform of
\{g_{i,c}(l)\}_{l=0}^{N-1} \text{ forming the circulant matrix } G_i:

\[ h_{i,n} = \sum_{l=0}^{N-1} g_{i,c}(l) W_N^{nl}, \quad (2.22) \]

### 2.6.2 Block-Diagonalize the Block Circulant Matrix

The circulant block matrix \( \bar{H} \) can be diagonalized using the direct product of a DFT matrix and an identity matrix:

\[
P = F_M \otimes I_N
\]

\[
= \begin{pmatrix}
I_N & I_N & \cdots & I_N \\
I_N & W_M^{1}I_N & \cdots & W_M^{1(M-1)}I_N \\
\vdots & \ddots & \ddots & \vdots \\
I_N & W_M^{(M-1)}I_N & \cdots & W_M^{(M-1)(M-1)}I_N \\
\end{pmatrix}, \quad (2.23)
\]

where \( F_M \) is a DFT matrix of size \( M \) and \( I_N \) is an identity matrix of size \( N \). The block diagonal matrix \( \bar{D} \) can be obtained by

\[
\bar{D} = P \bar{H} P^{-1}, \quad (2.24)
\]

which is simply a diagonal matrix:

\[
\bar{D} = diag(D_0, D_1, \cdots, D_{M-1}), \quad (2.25)
\]

and

\[
D_k = \sum_{i=0}^{M-1} W_M^{ik} H_i. \quad (2.26)
\]

Note that \( H_i \) is already a diagonal matrix, so \( D_k \) is a diagonal matrix as well,

\[
D_k = diag(d_{k,0}, d_{k,1}, \cdots, d_{k,N-1}), \quad (2.27)
\]

where,

\[
d_{k,n} = \sum_{i=0}^{M-1} h_{i,n} W_M^{ik}. \quad (2.28)
\]

Substituting Equation 2.22 into Equation 2.28, we have

\[
d_{k,n} = \sum_{i=0}^{M-1} \sum_{l=0}^{N-1} g_{i,c}(l) W_N^{nl} W_M^{ik}. \quad (2.29)
\]
Equation 2.29 shows that the diagonal terms are the 2D DFT of the sequence $g_{i,c}(l)$ or the $k$-space representation of our system model. In this formulation, diagonalizing the block matrices $G_k$ is a Fourier transform in the axial direction (time) and block-diagonalizing $\bar{G}_C$ is a Fourier transform in lateral direction. Equation 2.29 can be written in matrix form,

$$\bar{D} = PQG_CQ^{-1}P^{-1}.\quad (2.30)$$

Alternatively, the matrix $G_C$ can be written in terms of the diagonal matrix $\bar{D}$ and DFT (and inverse DFT) operations

$$\bar{G}_C = Q^{-1}P^{-1}\bar{D}PQ.\quad (2.31)$$

### 2.6.3 $k$-Space Inverse Filtering

Substituting Equation 2.31 in Equation 2.15 we obtain

$$F = Q^{-1}P^{-1}\bar{D}PQS_{M},\quad (2.32)$$

which, upon multiplying by $PQ$ from the left, yields the $k$-space representation of Equation 2.15

$$PQF = \underbrace{\bar{D}PQS_{M}}_{F_K}.\quad (2.33)$$

The vectors $F_K$ and $S_K$ are simply the 2D DFTs of $F$ and $S_M$, respectively. From Equation 2.33, the inversion of Equation 2.15 in $k$-space is simplified as the inversion of the diagonal matrix $\bar{D}$:

$$\hat{S}_K = \bar{D}^{\dagger}F_K.\quad (2.34)$$

where, $\hat{S}_K$ is the estimate of $S_K$ and the $(\cdot)^\dagger$ indicates the regularized inverse or pseudoinverse. The design of this 2D pseudoinverse operator (2D PIO) is discussed in Section 2.7 below.

### 2.6.4 Inverse 2D FFT

Finally, we obtain $\hat{S}_M$ using an inverse 2D DFT:

$$\hat{S}_M = P^{-1}Q^{-1}\hat{S}_K.\quad (2.35)$$
2.7 2D PIO Design

In principle, the inverse filtering problem can be achieved by inverting the diagonal matrix $D$ in Equation 2.33. However, this will result in very high gains at frequencies where the magnitude response of the system is very low. In practice, the inverse filter amplifies noise components rendering the restoration problem useless. Therefore, a regularized inverse solution is usually sought; one that attempts to incorporate the signal-to-noise (SNR) in the inversion problem. A simple solution is given by

$$d_{k,n}^\dagger = \frac{d_{k,n}^*}{|d_{k,n}|^2 + \beta},$$

(2.36)

where $\beta$ is a regularization parameter and $(\cdot)^*$ denotes complex conjugation. One can see that, for $\beta << |d_{k,n}|^2$, $d_{k,n}^\dagger \approx d_{k,n}^{-1}$; inverse filtering. On the other extreme, when $\beta >> |d_{k,n}|^2$, $d_{k,n}^\dagger \propto d_{k,n}^*$; matched filtering. The value of $\beta$ could be determined based on SNR considerations. Other considerations include controlling the behavior of the resulting filter in the space domain, e.g. to minimize ringing. One can also consider frequency-dependent regularization (i.e. $\beta = \beta_{k,n}$), but this is usually coupled with specific knowledge of frequency dependence of the SNR.

In this project, the simple regularization scheme suggested by Equation 2.36 was found to be adequate for our purposes. This is justified based on the observation of the degradation pattern in $k$-space for different levels of spatial sampling as can be seen in Figure 2.2. The figure shows the 2D frequency response of a generic linear array pattern (no steering) using the same aperture and temporal bandwidth, but with element-to-element spacing, $d_e$, between 0.5$\lambda$ and 4$\lambda$ as shown. One can see that the bandwidth in the axial (temporal) direction is largely unaffected by the lateral sampling up to $d_e = 3\lambda$. For this range of element-to-element spacing, one can also see that the effect of increasing $d_e$ introduces aliased lateral frequency components. Larger values of $d_e$ produce significant ripple in the lateral frequency response in the passband of the system, which reduce both the lateral and the axial bandwidth of the imaging system. Our interest, however, is in the restoration of the imaging contrast for imaging systems employing arrays with $d_e$ in the range of $1 - 3\lambda$. In this range, the coarser sampling effects are most pronounced in the lateral frequency direction. One would expect that the single-parameter regularization approach described by Equation 2.36 to affect the
array response mainly in the lateral frequency direction. This can be seen in Figure 2.3 which shows the frequency response of the regularized system for $d_e = 2\lambda$ and $\beta = 0.01, 0.1, 1, \text{ and } 10$. One can see that the smallest value of $\beta$ produces relatively high gains at frequencies outside the main passband of the system. This is likely to amplify noise components in the received signal, which can result in poor performance. One can also see that the highest value of $\beta$ produces a 2D PIO that behaves like a matched filter. The matched filter is known to maximize the SNR (resulting in improved contrast), but possibly at the expense of reduced spatial resolution. The intermediate values of $\beta$ are more likely to achieve a more appropriate tradeoff between spatial and contrast resolutions.

2.8 The 2D PIO Filter in Spatial-Temporal Form

As seen in the previous steps, the two FFT-order DFT operations dominate the computational cost since the filtering step is simply multiplications in $k$-space. If the 2D PIO filter is implemented in the spatial domain provided the filter has finite region of support, we expect the computational efficiency of the 2D filter can be further improved by eliminating the DFT operations, allowing real-time implementation especially with modern hardware platforms optimized for digital filtering. Therefore, we would like to reformulate the filter in spatial-temporal domain, which is simply the 2-dimensional inverse DFT of the filter coefficients in $k$-space $d_{k,n}^\dagger$:

$$h_{m,l} = \frac{1}{NM} \sum_{k=0}^{M-1} \sum_{n=0}^{N-1} W_M^{-mk} W_N^{-nl} d_{k,n}^\dagger.$$  \hspace{1cm} (2.37)

The impulse response main lobe of the filter in spatial domain is plotted in Figure 2.4 with a dynamic range of 60 dB. It is obvious that the majority of the information is within the 0.4 mm $\times$ 1.2 mm box which defines the finite region of support (ROS) of this filter. Therefore, a small kernel can be extracted for this filter for reducing the computational complexity at the same time expecting more or less same performance. Note that the filter also has two side lobes with maximum level of -44 dB which are not shown in Figure 2.4.
Figure 2.2: Frequency responses in $k$-space for generic apertures with different values of $d_e$: $0.5\lambda-4\lambda$, $f$-number = 2 and fractional bandwidth of 60%. Patterns are displayed using a 50-dB dynamic range with lateral direction along the horizontal axis and axial direction along the vertical axis.
Figure 2.3: The frequency response of a 2D PIO filter in $k$-space for a generic linear array with $d_e = 2\lambda$ using $\beta = 0.01$, 0.3 and 10.
Figure 2.4: The kernel of a 2D PIO filter in spatial domain for a 25 MHz linear array with $d_e = 2\lambda$ using $\beta = 0.3$. The axial direction is along the vertical axis and the lateral direction is along the horizontal axis, both in mm scale.
2.9 The Implemented Filtering Algorithm with GUI

The 2D PIO filtering algorithm has been implemented on Matlab platform with Field II simulation package [43] required. A Matlab graphical user interface (GUI) is also constructed for this algorithm as shown in Figure 2.5. For the purpose of convenience, the regularization parameter $\beta$ can be specified as digit input or by dragging the slider bar. The demo of the algorithm can be downloaded from http://www.tc.umn.edu/~wanx0028/.

2.10 Summary

We proposed this post-beamforming filtering algorithm derived from a multiple-scan linear array imaging system model. The single-line model is extended to include data from multiple A-lines (up to a frame) by axial and lateral shifting of the 2D impulse response of the single-line beamforming operation. This discretized propagation model results in a system matrix with attractive properties for computationally-efficient inversion. Specifically, the matrix is block Toeplitz with the matrix elements themselves being Toeplitz due to the range-shift invariance assumption [30]. A direct inversion of the TBBT matrix is possible with Akaike’s algorithms [36]. For a matrix with $M \times M$ blocks each with $N \times N$ elements, the Akaike algorithm requires $O(N^2M)$ memory storage and $O(N^3M^2)$ operations. The values of $N$ and $M$ are determined by the extent of the ROI, the sampling frequency, and the line density of the imaging system. These result in excessive memory requirement (typically above 100 GB) and number of operations for inversion. A well-known fact is that a banded Toeplitz matrix is asymptotically equivalent to its associated circulant matrix given both matrices are bounded in the strong norm [39]. Similarly, the Toeplitz-block banded Toeplitz matrices can be approximated by their associated CBBC matrices [40, 41], which not only improves the computational efficiency and reduces the storage cost, but also transforms a usually ill-posed inverse problem to a well-posed FFT problem. Therefore, we are able to use the CBBC matrix to approximate the original propagation matrix, in addition, we extend an efficient inversion algorithm for block circulant matrices [42] specifically for elements being circulant blocks. Correspondingly, the original inversion operation in
Figure 2.5: The GUI of the 2D PIO filtering algorithm.
spatio-temporal domain is transformed into multiplication operation in two-dimensional frequency domain, preceded and followed by FFT-order DFT operations. Furthermore, regularization is used to avoid the noise amplification due to the inversion of small eigenvalues (or Fourier coefficients). The performance of this filtering algorithm will be analyzed in details in the following sections.
Chapter 3

Enhanced Image Resolution of DMUA

3.1 Introduction

Several image-guided HIFU systems have been introduced for minimally invasive treatment of cancer and other tissue abnormalities [44]. Currently diagnostic ultrasound [45] and MRI [46] are the most commonly used image guidance modalities. Diagnostic ultrasound offers several advantages, including portability, ease of integration, low cost and real-time operation. MRI’s major advantages are its high soft-tissue contrast and high spatial resolution, which often result in excellent target visibility and visualization of treated tissue. MRI is also capable of imaging temperature change, which allows for monitoring the progress (and control) of thermal therapy treatments with HIFU [47]. It should be mentioned that diagnostic ultrasound has also been shown to offer a noninvasive means of imaging temperature change in tissues undergoing thermal treatments [48,49], but it currently suffers from limitations when imaging high temperature changes [50]. Other imaging modalities have also been suggested for thermometry, e.g. X-ray CT [51] and electrical impedance tomography [52].

Numerous research groups in the area of image-guided HIFU are considering phased arrays for their respective applications [53–59]. Piezocomposite technology is especially appealing for therapeutic phased arrays due to low cross coupling and relatively high efficiency [60]. In addition, piezocomposite transducers have larger bandwidth than
their piezoceramic counterparts, which allows for the use of therapeutic arrays in pulse-echo mode [29]. These studies highlight the feasibility of real-time dual-mode operation in the therapeutic application of HIFU, where the pulse-echo capability of the DMUA is used to achieve one or more of the following:

- B-mode imaging of the treatment region before and after lesion formation, where changes in echogenicity could be used as an indicator of lesion formation [29, 61–63].

- Monitoring of and real-time compensation for the target motion using speckle tracking methods [64].

- Monitoring of temperature related tissue parameters by application of acoustic radiation force method [50, 65].

- Image-based refocusing of the DMUA for optimal power deposition at the target while avoiding collateral damage to critical structures in the path of the HIFU beam, e.g. the rib cage when targeting liver tumors [66, 67].

Improving the imaging capabilities of DMUAs to levels comparable with diagnostic guidance systems will allow a unique paradigm in image-guided surgery. The inherent registration between the therapeutic and imaging coordinate systems will allow the physician to define the target point(s) where the power deposition is to be maximized directly on B-mode images produced by the DMUA. In addition, critical points where power deposition is to be minimized can be defined on the same image. An optimal solution can be obtained by employing the pseudoinverse multiple-focus synthesis method with additional constraints [68, 69]. This approach has been validated experimentally in a laboratory setting using a prototype 1-MHz 64-element DMUA [66, 67].

We have investigated a number of approaches for improving the image quality of a prototype DMUA that was originally optimized for therapeutic performance. One of them is using the 1-dimensional pseudoinverse filtering method with coded excitation for improving the axial resolution of the current DMUA prototype. Therapeutic arrays typically operate at relatively low frequencies compared with diagnostic imaging array, e.g. 1 - 1.5 MHz is commonly used in abdominal applications [46, 64]. Even with fractional bandwidths in the 30 - 40 % range, the resulting axial resolution is poor, in
the range of 2 - 3 mm. On the other hand, due to the relatively low $f$-number, the lateral resolution is typically 1 - 1.5 mm ($\approx 1\lambda$). This is the opposite situation to diagnostic arrays with planar or convex geometry and relatively high $f$-number values where the axial resolution is finer than the lateral resolution. In the case of DMUAs, the resulting point spread function (PSF) is elongated in the axial direction. We thus proposed the use of coded excitation with the 1-dimensional pseudoinverse filtering method to balance the axial and lateral resolution of our prototype DMUA while preserving the contrast resolution of the imaging system [70].

In addition to the bandwidth limitation mentioned above, DMUAs have some special geometric characteristics. The therapeutic efficacy of a DMUA at a target location within the treatment volume is measured by the focusing intensity gain [68]. For a given therapeutic array, the therapeutic operating field ($ThxOF$) of a DMUA is defined as the volume where the focusing intensity gain of the array exceeds a threshold where HIFU beams can produce therapeutic effects [29]. DMUAs have some characteristic geometric features that are dictated by the need for high intensity focusing gain in the $ThxOF$ and electrical-to-acoustic power conversion efficiency. These characteristics are: 1) non-planar concave apertures, 2) large directive elements (width $> \lambda$), and 3) low $f$-number ($\approx 1$ or lower). Therefore, conventional delay-and-sum beamforming with such arrays results in nonuniform $IxFOV$ in a region centered around the geometric focus. This nonuniform $IxFOV$ is closely related to the intensity focusing gain profile, which defines the DMUA’s $ThxOF$. Special considerations of these geometric characteristics of DMUAs combined with the post-beamforming filtering approach leads to significant improvements in the contrast resolution.

The above work has been focused on the use of pre- and post-beamforming algorithms to improve the imaging performance of a DMUA given its geometry and operating bandwidth [29,66,71]. Until recently, these factors were dictated by therapeutic optimization and manufacturing limitations. Advances in piezocomposite transducer technology allow for a choice of materials to meet a variety of power/bandwidth constraints. In addition, fine array lattice definition is now possible with improved manufacturing techniques. These advances open the door for a paradigm shift in the design of DMUAs for optimization of their performance in both imaging and therapy modes. Due to the complexity and high cost of the DMUA geometries in practical applications, the
design optimization must be carried out using appropriate simulation tools. We have previously used CW simulations for the optimization of DMUA for therapeutic performance [72]. However, pulsed wave (PW) simulations are necessary for evaluation of imaging performance in speckle-generating phantoms. Field II simulation program [73] is widely used in the ultrasound imaging community with a number of diagnostic array geometries supported. We have used a modified version of the program to allow for the simulation of concave large-aperture DMUAs. In this project, we present experimental and PW simulation results from a 1 MHz, 64-element prototype DMUA that illustrate its imaging capabilities. These results also serve to validate the new PW simulation model of the DMUA, which is used to investigate the imaging performance of a modified design. In particular, we use the PW simulation model to investigate the effect of fractional bandwidth and aperture sampling on the imaging performance of the DMUA. A modified DMUA design with different aperture sampling in imaging and therapy modes is presented. This design is based on fine sampling of a concave aperture with the same dimensions as our current 1 MHz prototype. A uniform sampling grid employing $128 \times 8$ elements is used to cover the available concave aperture. Using interconnection circuits for element grouping in imaging and therapy modes, the DMUA can be configured as a $64 \times 1$ array in therapy mode and a $128 \times 1$ array in imaging mode on the same aperture. The imaging array has finer sampling to reduce grating lobes and higher $f$-number in the elevation direction to extend the IxFOV. Simulation results from the modified DMUA design are also provided to illustrate the improvements in imaging performance. This additional work on the design of DMUA prototype is also placed in the appendix of this dissertation.

3.2 DMUA Prototype

We have designed a 64-element, 1-MHz, linear concave array (on a spherical shell with 100 mm radius) for HIFU applications. The array has a fairly low $f$-number of 0.8 in order to maximize the array focusing gain in the intended ThxOF as described in [29]. In order to minimize the channel count and maintain high driving efficiency, we have sampled the aperture using $1.5 \times 50 \text{ mm}^2$ elements with center-to-center spacing of 2 mm as shown in Figure 3.1. Clearly, this $1.333\lambda$ spacing in the lateral direction results
in grating lobes. However, computer simulations were used to establish that these grating lobes were kept at least -25 dB below the focus for every focal point within the $ThzOF$. For this particular prototype, the $ThzOF$ was specified as a circular disk 3-cm in diameter and centered at the geometric center. Simulation results of the focusing intensity gain profile for this prototype have shown that the $ThzOF$ extends from 80 - 120 mm axially and $\pm 20$ mm laterally [29]. The focusing intensity gain within this region was in the range of 700 - 1150 with the maximum intensity gain achieved at the geometric focus. With $\approx 5$ W/cm$^2$ available at its surface, the prototype is capable of producing focal intensities from 3500 - 5750 W/cm$^2$ within its $ThzOF$.

The array was fabricated using HI-1 piezocomposite technology (Imasonic, Besançon, France) [60] and was shown to produce up to 250 W with efficiency $\approx 60 \%$. In therapeutic mode, the DMUA was shown to have a 37% bandwidth around the center frequency of 1.1 MHz [29]. In pulse-echo mode without matching, the DMUA has two predominant resonance frequencies, at 1.1 and 2.1 MHz. These characteristics are consistent with an earlier prototype that was described in [74].

### 3.3 Coded Excitation

It is well known that in conventional pulse-echo ultrasound imaging, there is a trade-off between resolution and penetration depth under the limit of peak acoustic power. Narrower pulses will have wider bandwidth and better resolution, but suffer lower SNR leading to less penetration. Using coded waveforms as excitation enables elongated pulses for higher SNR.

Coded excitation was first explored in Radar systems [75] and later applied to ultrasound imaging since 1970’s [34]. Many challenges appeared in the early investigation of using coded excitation for ultrasound imaging such as, limited available transducer bandwidth, dynamic receive focusing distortion, and frequency-dependent attenuation. All of these factors results in poor compression and high sidelobe levels, consequently impeding the research on coded excitation.

Recently, more attention has been brought to this topic due to several reasons:

1. Advancement in transducer manufacturing technology has allowed large transducer
Figure 3.1: Dual-mode ultrasound array geometry. The array elements are shown segmented in the elevation direction. This segmentation is for simulation purposes only.
bandwidth to become available in commercial ultrasound scanners: for example, Ultrasonix L-14-5/38 transducer has about 100% bandwidth around center frequency 9 MHz.

2. Multilevel and long duration waveform generation has been enabled in some ultrasound imaging systems. For example, coded waveforms were introduced to General Electric diagnostic ultrasound scanners in 1990’s.

3. Insistent work and effort have been conducted by pioneer researchers on various critical issues in this topic. For example, Chiao and Hao showed clinical images using Golay codes to highlight the practical usage of coded waveforms [31]; Misaridis and Jensen compared different classes of coded waveform and considered a linear chirp as a robust compression waveform for frequency-dependent attenuation [34].

3.3.1 Coded Waveforms

In this evolving field, approaches using different codes have been proposed: PN sequences [30, 76], Golay codes [31], chirps [34]. A nice summary of coded waveforms was introduced back in 1971, and the coded waveforms are categorized into 4 groups according to the ambiguity function [75]:

1. Constant-carrier pulse. A constant-carrier pulse is the simplest form of the waveform we can use. The short duration constant-carrier pulse is the excitation used in the conventional pulse-echo ultrasound imaging. The reasons why it is a good choice for ultrasound imaging are simple implementation or low complexity, good range resolution due to its large bandwidth, low sidelobe level with proper envelope and robustness to the frequency-dependent attenuation due to its short duration. The well known disadvantages are poor SNR resulted from low time-bandwidth (TB) product and high correlation in the imaging field.

2. Pulse compression signals with thumbtack ambiguity function. These waveforms have time-bandwidth product larger than unity, thus may producing higher SNR than constant-carrier pulse. Sets of Orthogonal codes are used to reduce the correlation in the field [30]. The major problem with this type of waveforms is the high sidelobe level after compression: average $\propto 1/TB$, although it is one
of those types of waveforms which are able to achieve sharpest mainlobe peak. A special case in this family is complementary codes which are able to suppress sidelobe level by adding two or more transmitted sequences with equal-magnitude, opposite-sign sidelobes [31].

3. Pulse compression signal with sheared ridge ambiguity function – linear chirp. Linear chip is a special type of pulse compression signal because it has a large time-bandwidth product as other pulse compression signals while maintaining low sidelobe level as the constant-carrier pulse. It is also robust to the frequency-dependent attenuation because the frequency shift mismatch can be translated to time shift, thus guaranteeing the compression quality.

4. Pulse trains. This type of waveforms is the least investigated because of the range ambiguity for ultrasound imaging. However, it is worth mentioning due to its capability of suppressing sidelobe level, at the same time, achieving sharp mainlobe peaks.

Some researchers did not select the exciting waveforms according to the above classification. Their approach is obtaining spatio-temporal codes capable of correcting the distortion in heterogeneous, lossy medium by iteratively calibrating/training the system [77]. This way of choosing coded waveform cast light on optimum waveform design for specific applications/scenarios.

3.3.2 Receive Filter

A Matched filter appears often as the receiving/compressing filter because it achieves the highest SNR at the peak of the compressed pulses [31]. The highest possible SNR is proportional to the time-bandwidth product of the transmitted waveforms. However, matched filters do not take system noise or clutter distribution into account and this type of filter can not balance performance parameters for optimum solutions of specific applications.

On the contrary, the pseudoinverse filter has the capability of combining compression, decoupling, noise/clutter reduction and performance adjustment at the same time. This will be further illustrated and explained in the following sections.
3.4 1D Post-Beamforming PIO Filter Design for Coded Excitation

For example, we transmit a linear chirp signal $c(t)$ covering the frequency band of 0.5-1.5MHz as illustrated in Figure 3.2(a). The frequency response of the matched filter is $C^*(f)$, the complex conjugate of the Fourier transform of $c(t)$. The frequency response of the pseudo-inverse filter, $P(f)$, is defined as

$$P(f) = \frac{C^*(f)}{S_s(f) + \beta S_n(f)}, \quad (3.1)$$

where, $S_s(f) = |C(f)|^2$ is the spectral density of the signal, $S_n(f)$ is the spectral density of the noise and $\beta$ is a regularization parameter for the noise term. For illustration purpose, additive white Gaussian noise (AWGN) model is assumed. As shown in Figure 3.2(b)-Figure 3.2(d), the frequency response of the pseudo-inverse filter changes with the value of $\beta$. Specifically, when we set the regularization parameter $\beta = 0$, the filter behaves as an inverse filter, $1/C(f)$, with widest bandwidth and highest noise floor. It is obvious that the pulse width in the time domain is inversely proportional to the bandwidth. Therefore, theoretically, the inverse filter obtains the highest axial resolution but with the lowest SNR. On the other extreme, when the regularization parameter $\beta$ is large enough so that $\beta S_n(f)$ dominates the denominator, the filter behaves as a matched filter as shown in Figure 3.2(d). This solution maximizes the SNR, but may reduce the axial resolution (due to the reduced overall bandwidth of the system-matched filter cascade). The use of the Pseudoinverse filter allows us to shape the spectrum of the compressed received signal by regularized inversion of the system frequency response at frequencies where the SNR is sufficiently high. The appropriate value of $\beta$ can be determined from the SNR of the system as a function of the frequency. The objective is to achieve the highest axial resolution level (as close as possible to the lateral resolution) at an acceptable level of SNR.
Figure 3.2: Illustration of the pseudo-inverse compression filter frequency response designed for a Gaussian chirp transmit waveform. The effect of the regularization parameter, $\beta$, on the frequency response of the PIO is also shown.
3.5 Simulation and Experiment Setup

3.5.1 Simulation Models

Both continuous wave (CW) and pulsed wave (PW) simulation models were developed for the DMUA. The CW simulation model was used for beam synthesis and field computation as described in [68]. The CW simulation model was used in determining the DMUA design parameters based on the following considerations:

- The aperture size, degree of geometric focusing, and operating therapeutic frequency are determined by target depth, available acoustical window and the required focusing gain to achieve a desired therapeutic endpoint at the target [29].

- The aperture sampling (element size and spacing) is determined by the size of the $ThxOF$ and the maximum acceptable grating lobe levels to avoid therapeutic heating outside the target volume. The element size (directivity) must be chosen such that the drop in intensity gain at the focus is within a specified level (e.g. 1 - 2 dB) throughout the $ThxOF$. Element size may also be determined by the type of amplifier used in driving the element and electrical-to-acoustic power conversion efficiency.

The availability of $\approx 40\%$ fractional bandwidth for our DMUA prototype encouraged us to develop a PW simulation model for analyzing its imaging performance. The PW model was based on the Field II simulation package [43, 73], which is widely used in the ultrasound imaging community and provided us with valuable tools for simulating speckle-generating targets. Due to the concave nature of our DMUA, we had to modify the program to support the concave array structure shown in Figure 3.1. Note that the slicing for each element in the elevation direction is only for simulation purposes. This is due to the fact that Field II simulates curved elements by discretizing their surfaces using linear, mathematical elements. We have experimentally sampled the actual impulse response and the excitation for use in the Field II simulations.

3.5.2 Experiment Data Collection

Array elements were connected to a transmitter and a receiver through a $4 \times 64$ matrix switch (Tektronix VX4380). For conventional pulse-echo experiments, a pulser/receiver
(GE Panametrics 5800) was connected to the transmit and receive terminals on the matrix switch with the receiver connected to a 20 Msample/s 23-bit digitizer (Agilent HP E1437A). Coded excitation experiments were performed by connecting an arbitrary waveform generator (Agilent AG33250A) and a power amplifier (ENI A150) to the transmit terminal on the matrix switch.

### 3.5.3 Imaging Targets

A variety of imaging targets are used to illustrate the imaging performance of the DMUA:

**Wire Target Array:** was used to illustrate the spatial resolution of the DMUA as well as illustrating the extent of the $IA_{FOV}$. It was also used to demonstrate the beamforming accuracy throughout the imaging field. We used 230 $\mu$m thermocouple wires tightened on a Plexiglas frame that could be attached on the DMUA holder so that the wires are placed from $-50$ mm to 50 mm along lateral direction and 40 mm to 150 mm along axial direction (as shown in Figure [3.3]). The center of the wire target array was positioned at the geometric focus of the DMUA. The spacing between each pair of wires is 10 mm.

**CIRS Model 55 3D Contrast Phantom [78]:** was used to illustrate the enhanced contrast resulting from accounting for element directivity and gain compensation in a challenging 3D egg-shaped contrast target used for evaluating diagnostic scanners. It was also used to assess the loss in contrast resulting from the use of pseudoinverse post-beamforming filtering with coded excitation.

### 3.5.4 Synthetic Aperture Imaging

We use synthetic aperture imaging technique [14] to obtain images with 2-way (transmit-and-receive) dynamic focusing. This provides the highest quality image possible with the current prototype using conventional delay-and-sum beamforming. In this mode, the RF data from an image pixel at $P(x_p, z_p)$ in a medium with uniform speed of sound,
Figure 3.3: Geometry of the wire target array phantom. The center wire was positioned at the geometric focus of the DMUA.
c, is computed by:

\[
I(x_p, z_p) = \sum_{i=1}^{64} \sum_{j=1}^{64} A_i \cdot B_j \cdot s_{i,j} \left( \frac{R_{ip} + R_{jp}}{c} \right),
\]  

(3.2)

where \(A_i\) and \(B_i\) are, respectively, the transmit and receive apodization weights, \(R_{ip}\) and \(R_{jp}\) are, respectively, the distances from the transmitting and receiving elements to the image pixel \(P\), and \(s_{i,j}(t)\) is the echo received by element \(j\) when transmitting with element \(i\). Other imaging scenarios can be easily performed by specializing the image formation (3.2).

The waveforms, \(s_{i,j}(t)\), are either collected experimentally using the system described in Section 3.5.2 or generated using the modified Field II with the DMUA geometry described in Section 3.2. In both cases, a sampling frequency of 10 MHz was used. We note here that the use of the matrix switch did not allow for collecting echo data at element \(i\) when that same element was used as a transmitter. This was accounted for in the beamforming program with both experimental and simulation data. It had minimal effect on the quality of the reconstructed images.

### 3.6 Assessment of Imaging Performance

#### 3.6.1 Spatial Resolution

For wire target images, the 6-dB width and length of the envelope were used to measure the lateral and axial resolution, respectively. For quality assurance and scatterer phantoms we used the speckle correlation cell size as described in [79]. Uniform speckle regions from the test object area were identified to compute the average speckle correlation cell size in the axial and lateral directions as follows:

\[
S_{cx} = \int_{-X}^{X} \frac{C_I(x, 0)}{C_I(0, 0)} \, dx \quad S_{cz} = \int_{-Z}^{Z} \frac{C_I(0, z)}{C_I(0, 0)} \, dz,
\]  

(3.3)

where \(S_{cx}\) and \(S_{cz}\) are, respectively, the lateral and axial cell size values and \(C_I(x, z)\) is the 2D intensity autocovariance function. The integration limits \(X\) and \(Z\) are chosen to be large enough to allow the magnitude of the autocovariance to drop to negligible levels. The integrals are evaluated numerically in Cartesian coordinates using the trapezoidal rule to obtain the speckle cell size in the axial and lateral directions.
3.6.2 Contrast

The contrast ratio (CR) is defined as following

\[
CR = 10 \log_{10} \left[ \frac{\bar{I}_2}{\bar{I}_1} \right],
\]

where \(\bar{I}_2\) and \(\bar{I}_1\) are the average intensities in the region of interest (e.g. cyst) and a reference region, respectively.

3.7 Results

3.7.1 Verification of Simulation Model Using Wire Target Array

SA image data from the wire target array shown in Figure 3.3 was collected experimentally using the setup described in Section 3.2. The same array geometry was simulated using Field II to obtain the equivalent SA waveforms. Figure 3.4(a) shows the 50-dB grayscale image of simulation data and Figure 3.4(b) shows the image of experimental data formed by (3.2). Both images show the wire targets correctly registered with maximum intensity at the DMUA geometric center and reduced intensity from targets away from the center in all directions. The extent of the axial PSFs is similar in both images throughout the imaging field. The lateral PSF in the experimentally acquired image data shows higher sidelobes due to heterogeneous element gains that were not corrected for. In addition, one can see the cumulative grating lobe patterns due to the multiple wire targets. These grating lobe patterns, together with the reduction in target intensity away from the geometric center, demonstrate the reduced imaging dynamic range outside the \(IxzFOV\). The results of this experiment demonstrate that the DMUA has a \(IxzFOV\) which extends by \(\approx \pm 20\) mm from the geometric center in the lateral direction. In the axial direction, the \(IxzFOV\) appears to extend by more than \(\pm 30\) mm from the geometric center. They also provide a partial validation of the simulation model, which will be used in the analysis and design of new DMUA geometries.

3.7.2 Special Considerations

The results shown in Figure 3.4(a) and Figure 3.4(b) are based on (3.2) without accounting for element directivity or array gain. We have shown experimentally [71] that
Figure 3.4: Grayscale images (50 dB) of the wire target array phantom using SA pulse-echo data.
accounting for these effects improves the contrast resolution by extending the imaging dynamic range by reducing the grating lobes (element directivity) and improving the uniformity of the target intensity within the $I_xFOV$ (array gain compensation). These special considerations are illustrated based on simulated SA waveforms to avoid repetition.

**Element Directivity**

DMUA elements are $1-\lambda$ wide, which may be too directive, especially for near-field pixels. The element directivity weighting function is given as follows [66]:

$$D(\theta) = \sin\left[\frac{kd\sin(\theta)/2}{kd\sin(\theta)/2}\right],$$  \hspace{1cm} (3.5)

where, $k = 2\pi/\lambda$, $d$ is the element width and $\theta$ is the angle between the vector from the element to the focusing pixel $P$ and the vector from the element to the geometric focus. The 6 dB width of this function is $\pm25^\circ$. At 100 mm range, the width of the directivity pattern is $\pm46.6$ mm. After considering transmit and receive element directivities $D(\theta_i)$ and $D(\theta_j)$, respectively, the beam-forming equation (3.2) becomes:

$$I(x_p, z_p) = \sum_{i=1}^{64} \sum_{j=1}^{64} A_i \cdot B_j \cdot s_{i,j}\left(\frac{R_{ip} + R_{jp}}{c}\right) \cdot D(\theta_i) \cdot D(\theta_j).$$  \hspace{1cm} (3.6)

Using (3.6) in beamforming the simulated SA waveforms for the wire target array produces the 50-dB image shown in Figure 3.5. One can see clearly the reduction in cumulative grating lobes compared to the SA imaging without accounting for element directivity. More importantly, accounting for element directivity in beamforming improves the signal to noise ratio of the beamformed data by suppressing signal components from directions where the element directivity is very low. This effectively reduces the noise contribution to element data before beamforming. This process can be understood as a pre-beamforming spatial matched filtering operation.

**Gain Compensation**

The concave nature of the DMUA is dictated by therapeutic design considerations. The aperture size and radius of curvature together with the element size and spacing define
Figure 3.5: Grayscale image (50 dB) of the wire target array shown in Figure 3.3 using (3.6) with simulated SA pulse-echo data.
the DMUA’s ThxOF. The ThxOF defines a region around the geometric focus where the focusing gain of the array provides therapeutic levels suitable for HIFU application. Outside the ThxOF, the focusing gain is significantly lower [66]. Incidentally, the intensity focusing gain is the same as the two-way array gain in synthetic aperture imaging mode described above. This means that the IxF OV is associated with the ThxOF. The IxF OV can be extended by performing gain compensation after beamforming.

The field strength at a given pixel should be compensated as follows

\[ I_g(x_p, z_p) = I(x_p, z_p)/G(x_p, z_p), \]  

where, \( G(x_p, z_p) \) is the square root of the intensity gain.

The need for gain compensation can be appreciated by examining the images resulting from the wire target array. The intensity levels of the wire targets drop gradually away from the geometric center, both axially and laterally. This is due to the DMUA’s high focusing gain near the geometric center, which could be predicted by CW simulations. In this study, however, we simulated a uniform phantom (-33.4 mm to 33.4 mm in lateral direction and 70.2 mm to 178.8 mm in the axial direction) to illustrate the effect of gain compensation. As shown in Figure 3.6(a) the image appears brighter around the geometric center and darker in the prefocal/postfocal regions and on the sides. Applying gain compensation by using (3.7), the image shown in Figure 3.6(b) appears much more uniform. This result can be quantified by computing the contrast ratio between intensity levels from selected regions just outside IxF OV and the geometric center. With reference to (3.4), \( \bar{I}_2 \) is the average intensity in a region inside of a square region centered at the geometric center and \( \bar{I}_1 \) the average intensity in the same size region centered as specified in Table 3.1 (center position coordinates in mm). One can see that image uniformity is improved within and outside the IxF OV. This is important for properly imaging extended contrast targets as shown in Figure 3.6. We have also collected SA pulse-echo data with the CIRS Model 55 3D quality assurance phantom used as an imaging object. The phantom was positioned so that the top portion of the large egg-shaped contrast object was in the DMUA’s IxF OV. The data collection was performed with both the DMUA and the phantom submerged in water with 60 mm spacing between the front surface of the phantom and the apex of the array. SA
Figure 3.6: Grayscale images (50 dB) of a simulated uniform scatterer phantom and the CIRS Model 55 3D quality assurance phantom using experimentally collected SA pulse-echo data.
<table>
<thead>
<tr>
<th></th>
<th>Pre-focal</th>
<th>Post-focal</th>
<th>Left</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>(0,52.2)</em></td>
<td><em>(0,152.2)</em></td>
<td><em>(32.2,100)</em></td>
<td><em>(32.2,100)</em></td>
<td></td>
</tr>
<tr>
<td>Without Gain Compensation</td>
<td>20.3 dB</td>
<td>18.5 dB</td>
<td>2.45 dB</td>
<td>2.74 dB</td>
</tr>
<tr>
<td>With Gain Compensation</td>
<td>4.5 dB</td>
<td>3.6 dB</td>
<td>0.28 dB</td>
<td>0.22 dB</td>
</tr>
</tbody>
</table>

Table 3.1: CR Values for Selected Regions.
beamforming was performed on the collected data and the resulting grayscale images (50-dB) are shown in Figure 3.6 without and with gain compensation. To quantify the effect of gain compensation, we computed the CR value for an elliptic region (with major and minor axes of 80 mm and 30 mm in the axial and lateral directions). The ellipse was centered at [32 0 152] mm outside of the egg-shaped contrast object with reference to a region with the same size and shape inside of the object. A negative contrast of -1.4 dB was measured without gain compensation. The corresponding value after gain compensation was 7.6 dB.

3.7.3 Coded Excitation Results Using 1D Pseudoinverse Filter

SA pulse-echo data was collected using a linear chirp transmit pulse covering frequency band of 0.5 – 1.5 MHz with the CIRS Model 55 quality assurance phantom used as an imaging target. The phantom was in the same position described above for the conventional pulse-echo data collection. We used a matched filter and a pseudoinverse filter with a \( \beta \) of 0.1 to compress the received echo after beamforming. A colored noise model was used in (3.1) to account for reverberation noise below 1 MHz. A value of \( \beta = 0.1 \) was chosen to maximize the bandwidth without amplifying the broadband high frequency noise components. The frequency response of the pseudoinverse filter is very well behaved as can be seen in Figure 3.7. Matched and pseudoinverse filters were (separately) applied to beamformed RF data before envelope detection and log compression. Resulting grayscale images (50 dB) are shown in Figure 3.8. One can see that the speckle from the pseudoinverse filter appears shorter along axial direction compared to that from matched filter. We used speckle correlation cell size \([79] \) to quantify the resolution as shown in Table 3.7.3. One can see that using pseudoinverse filter improved the axial resolution by 30% compared to the result from the matched filter. Significantly, because the achieved axial resolution is closer to the lateral resolution, the image obtained using the pseudoinverse filter appears more uniform. The contrast ratio for the contrast target was 7.6 dB for pulse-echo, 7.8 dB for matched filter and 6.6 dB for pseudoinverse filter. This shows that significant improvement in axial resolution was achieved at the cost of 1.2 dB loss in contrast for this object.
Figure 3.7: Frequency response of designed pseudoinverse filter.
Figure 3.8: Grayscale images (50 dB) of the CIRS Model 55 quality assurance phantom using experimentally collected SA pulse-echo data. A chirp transmit pulse was used together with matched filter, (a), and a PIO filter, (b).
<table>
<thead>
<tr>
<th></th>
<th>calculated</th>
<th>pulse-echo</th>
<th>MF</th>
<th>PIO</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Axial</strong></td>
<td>2.8 mm</td>
<td>2.77 mm</td>
<td>2.5 mm</td>
<td>1.65 mm</td>
</tr>
<tr>
<td><strong>Lateral</strong></td>
<td>1.1 mm</td>
<td>1.06 mm</td>
<td>1.28 mm</td>
<td>1.06 mm</td>
</tr>
</tbody>
</table>

Table 3.2: Egg phantom speckle correlation cell size.
3.8 Conclusion

The use of dual mode ultrasound phased arrays in image-guided surgery is becoming a reality. We presented experimental and simulation results for characterization of the imaging capabilities of a 1 MHz prototype DMUA. The regularized post-beamforming pseudoinverse filtering together with coded excitation has been shown to improve the axial resolution of a DMUA prototype by 30% without significant loss in contrast ratio. Gain compensation and accounting for element directivity have been shown to extend the DMUA FOV. A Field II-based simulation model of the concave DMUA has been developed as a tool to assess the imaging performance of DMUA prototypes. This will help in the design of future DMUA prototypes. Wire target array images obtained by beamforming experimental and simulation data show that the array simulations capture the array geometry and bandwidth characteristics. Listed in Section A these images show that the PSF, the Ix-FOV, and the grating lobe structure are well predicted by the simulation model. The simulation model was then used to evaluate the effect of varying DMUA design parameters (FBW and aperture sampling) on the PSF and the contrast ratio of cyst targets positioned at various locations within the IxFOV. Finally, based on this simulation study in Section A we have proposed a modified DMUA design that results in significant enhancement in the imaging performance in terms of spatial and contrast resolution as well as expanded IxFOV. Using simple element interconnection schemes in imaging and therapy modes, the modified DMUA can achieve this enhancement while simultaneously maintaining the therapeutic aperture sampling of the existing DMUA design that has been optimized for therapy. This implies that the improvements in imaging performance of the DMUA will not significantly compromise its predicted therapeutic performance.
Chapter 4

Contrast Enhancement for High Frequency Ultrasound Imaging

4.1 Introduction

High-frequency ultrasound has been used for noninvasive visualization of living tissues at or near microscopic levels in many clinical or biological applications, such as dermatology [80,81], ophthalmology [2,82,83], intravascular intracardiac imaging [84–88], nonvascular endoluminal imaging [89], cartilage imaging [90,91], and small-animal studies [92,93]. Researchers have recently achieved some success in extending the resolution to microscopic levels [2,24,28] using high-frequency systems with single-element transducers. At least one high frequency ultrasound imaging system of this kind has been commercialized for small-animal research applications.

Various array transducers for HFUS imaging applications have been proposed recently [20–24,26–28]. These efforts are motivated by the success of array transducers in clinical applications in the frequency range of 2 - 16 MHz. A number of transducer materials and fabrication methodologies have been developed in recent years [23,27,28,94]. The benefits of these advances in materials and fabrication techniques have not been fully realized for high frequency arrays above 20 MHz. One of the primary challenges for current transducer technologies is the element size requirements in this frequency range. Smaller size elements in the 30 - 60 µm range may be difficult to realize using existing techniques. Even if the fabrication problems are solved, additional problems
due to increased cross coupling, increased element impedance, and increased variability in element sensitivity may arise. Therefore, based on the existing knowledge of transducer materials and fabrication methodologies, it is expected that high frequency arrays in the range of 25 - 35 MHz will be realized with 1.5 - 3 λ pitch (rather than the desirable range of 1 - 1.2 λ for linear array imaging). Conventional beamforming with these coarsely sampled arrays results in increased grating lobe levels leading to reduced dynamic range and loss of contrast.

We will use the 2-dimensional post-beamforming pseudoinverse filtering algorithm for restoring the lost contrast due to the coarse sampling in lateral aperture. A HFUS linear array pulse-echo imaging models is constructed based on Field II [43] which is a widely-used simulation program in the ultrasound imaging community. We will first test the The imaging performance using simulated phantoms: such as a unit point scatterer or a speckle-generating phantom with a cyst. 25 MHz Arrays (60% fractional bandwidth) with finely-sampled aperture (λ/2 element spacing) and coarsely-sampled aperture (2λ element spacing) were respectively simulated to be the references for comparison. The simulation result from the coarsely-sampled array is then filtered by the 2D PIO filter with proper regularization. Finally, the comparison between the filtered result and the above references will show how much improvement is by using our algorithm for high-frequency coarsely-sampled ultrasound arrays compared to that of the finely-sampled equivalent. The quantified spatial resolutions and contrast are measured for validation. In addition, different aspects related to this algorithm are discussed such as computational complexity, trade-off between resolutions and SNR during regularization, the limitation with reduced lateral sampling.

An important characteristics of this filtering algorithm is that our regularization approach leads to well-behaved PSFs with properties that change gradually with increasing values of the regularization parameter, β. In particular, the axial and lateral dimensions of the PSF increase approximately as a sigmoid function with respect to log β. Furthermore, the contrast ratio measurements from cyst targets also increases approximately as a sigmoid function with respect to log β. This feature provides user-friendly convenience of choosing a value of β for achieving the desired levels of imaging performance (contrast and resolutions), which can be easily implemented as a knob on ultrasound scanners.
Further verification of the performance of this filter has been conducted on imaging quality-assurance phantoms, porcine eye \textit{in vitro} and human carotid artery \textit{in vivo} using Ultrasonix RP system [95] with linear array probes. We will show similar performance of this algorithm in various applications in terms of not only the contrast restoration but also the smooth regularization process. These experiments act as test cases for this algorithm in more realistic situations.

4.2 Simulation Results

4.2.1 25 MHz Small-Footprint HFUS Array Prototype

The objective is to image the heart-valve equivalent (HVE) \textit{in vitro} and ultimately \textit{in vivo} using HFUS. The array prototype described here serves as a reference for future prototypes utilizing coded-aperture and/or coded excitation. For the purposes of this paper, we have simulated a linear array prototype with the following parameters:

- center frequency: \( f_0 = 25 \text{ MHz} \);
- fractional bandwidth: FBW = 60%;
- active aperture size: 6 mm;
- lateral focal distance: 12 mm;
- elevation height: 2.5 mm;
- elevation focal distance: 15 mm
- lateral pitch: \( 0.5 \lambda (\approx 30 \mu m), 2 \lambda (\approx 118 \mu m) \)

The operating frequency was determined based on single-element imaging results of HVE samples [96]. The remaining parameters of the prototype were chosen based on recent publications on the design and manufacture of HFUS arrays [20–24,26–28] and potential HFUS imaging applications [2], such as intravascular and intracardiac imaging [84–88], skin imaging [80,81], ocular imaging [82,83], nonvascular endoluminal imaging [89], cartilage imaging [90,91], and small-animal study: developmental biology [92], tumor
biology [93]. The wavelength is 59.2 µm given the specified speed of sound. The finely-sampled array is assumed to have $d_e = 0.5\lambda$, which utilizes elements with width of $\approx 30\mu m$. This is currently very challenging and expensive even for the transducer manufacture technology in the research stage. The coarsely-sampled array is assumed to have $d_e = 2\lambda$, which utilizes elements with width of $\approx 120\mu m$. This can be easily achieved using modern transducer technology.

The simulation results of this prototype with two lateral pitches consist of two parts. In the first part, the PSF was used to characterize the spatial resolutions and side lobe levels, especially lateral side lobe level of the systems, consequently showing the comparison of the intrinsic properties of the imaging systems for different lateral pitches. This will give us a quantitative illustration of the degradation of fundamental characteristics of an imaging system due to coarse sampling of the lateral aperture. Next the 2D PIO filtering approach is applied to the result obtained from the coarsely-sampled array. The results will show that the filtering algorithm affects the fundamental properties of imaging system: spatial resolutions and lateral side lobe level. In the second part, a speckle-generating cyst phantom is used to visually illustrate the contrast measurements of the imaging systems for different lateral pitches. This measurement is quantified by computing the contrast ratio. Similarly, the proposed algorithm is applied to the cyst phantom result obtained from the coarsely-sampled array, and a regularization process is illustrated with contrast ratio and speckle correlation cell (SCCS) size measurements for different regularization parameters.

**Point spread function**

In this section, the point spread function (PSF) is used to characterize the spatial resolutions and grating lobe levels of the specified imaging systems with finely-sampled aperture, coarsely-sampled aperture and the results filtered by 2D PIO filter with regularization for the coarsely-sampled aperture case.

Figure 4.1 shows the 60-dB grayscale images of the PSFs for 0.5 $\lambda$ lateral pitch (a), 2 $\lambda$ lateral pitch (b), respectively. The images are defined in a 2.5 $\times$ 19.5 mm$^2$ region with the unit scatterer at the focus [0 0 12] mm. The lateral dimensions of the images are specified long enough to include the 1st-order grating lobe due to the coarse sampling as shown in Figure 4.1(b). Figure 4.1(a) illustrates the ideal image quality...
with Nyquist sampling: the lateral sidelobe level is far below -60 dB as plotted with solid line in Figure 4.2(b) and the spatial resolutions are decided by the imaging system as listed in table. However, when the lateral element-to-element spacing increases, the grating lobes move closer to the image center along the lateral direction with increased magnitude. With $2 \lambda$ lateral element-to-element spacing, the grating lobes appear at about $x = \pm 6$ mm as shown in Figure 4.1(b) and the contour plot shows the shape and the magnitude of the grating lobes in this case. Correspondingly, the sidelobe level of the lateral PSF increases to about -55 dB as shown with dotted line in Figure 4.2(b) and the 43 dB increment is contributed by the grating lobe artifacts.

As illustrated in Section 2.7, the two-dimensional PIO filter can be regularized to balance the trade-off between spatial resolutions and SNR. In this case, the main noise term brought by this problem is the lateral grating lobe artifacts, in addition, the axial sidelobe levels of the PSFs are far below -80 dB within the range of our regularization; therefore, we only compare the lateral sidelobe levels of the PSFs and the -6 dB width of the PSFs’ peaks to show the adjustment in SNR and resolutions. For instance, Figure 4.3 shows the lateral PSFs of the results filtered by the 2D PIO filter with regularization parameter $\beta = 0.001, 0.1$ and 1. From Figure 4.3, it is easy to observe that the lateral sidelobe level decreases with increased $\beta$ values while the lateral resolution becomes worse. Naturally, the axial resolution is also influenced by the regularization, but less dramatically than the lateral one as illustrated in Figure 4.4 and plotted in Figure 4.5. This has been explained by the $k$-space representation of the 2D PIO filter in Section 2.7. Correspondingly, Figure 4.11 illustrates the trend of the measured mainlobe to grating lobe ratio (MGR) with sweeping $\beta$. Figure 4.6 shows the PSF for $\beta = 0.1$ as an example where the grating lobes are suppressed to give a better image quality.

**Cyst phantom**

We used a simulated, 2D uniform phantom with a spherical cyst in the middle to illustrate the contrast measurement of the imaging systems. Specifically, the contrast
Figure 4.1: Grayscale images (60 dB) of the PSFs, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction and both are in mm.
Figure 4.2: Comparison of Axial and Lateral PSFs for 0.5\(\lambda\) pitch and 2\(\lambda\) pitch.
Figure 4.3: Lateral PSFs, filtered by 2D PIO filter with regularization parameter $\beta = 0.001, 0.1$ and 1.
Figure 4.4: Axial PSFs, filtered by 2D PIO filter with regularization parameter $\beta = 0.001$, 0.1 and 1.
Figure 4.5: Spatial resolutions of results filtered by 2D PIO filter with sweeping regularization parameter $\beta$. 
Figure 4.6: 60 dB gray scale representation of the PSF filtered by 2D PIO filter with $\beta=0.1$. 
ratio computed from the cyst phantom gives a measurement of the loss of SNR due to the grating lobe artifact. On the other hand, we will use the same quantified measurement to illustrate the improvement by using the 2D PIO filter, or even recover most of contrast loss due to the artifact. The $4 \times 20 \text{mm}^2$ phantom is centered at the focus $[0 0 12] \text{mm}$ with a cyst of radius $1 \text{mm}$. The phantom is set to be long enough in lateral direction to include the artifacts of the $1^{st}$-order grating lobe due to coarse sampling.

Figure 4.7 shows the $50 \text{dB}$ grayscale images of the $3.8 \times 8.4 \text{mm}^2$ region in the cyst phantom from the imaging systems with Nyquist-sampled aperture: $0.5\lambda$ (a) and coarsely-sampled aperture: $2\lambda$ (b). We computed the contrast ratio (CR) Equation 3.4 for a circular region of radius $0.9 \text{mm}$ outside/inside of the cyst. The region outside of the cyst is centered at $[3.4 0 12] \text{mm}$ and the region inside is centered at the focus $[0 0 12] \text{mm}$. The contrast ratio of Figure 4.7(a) and Figure 4.7(b) are respectively $28.8 \text{dB}$ and $20.4 \text{dB}$ as listed in Table 4.2.1. Consequently, a $6.4 \text{dB}$ loss of contrast is due to the coarse sampling artifact.

We then obtained results from the regularized 2D PIO filter as illustrated in Figure 4.8. The $50 \text{dB}$ grayscale images are generated with $\beta$ values of $0.01$, $0.1$, $0.3$, $1$ and $10$, and the corresponding CRs are $22.7 \text{dB}$, $26.9 \text{dB}$, $28.8 \text{dB}$, $30 \text{dB}$ and $29.2 \text{dB}$ as shown in Table 4.2.1. By comparing the images in Figure 4.8 we see that the contrast is improved with increased $\beta$ values as shown from Figure 4.8(a) to Figure 4.8(d). This is due to increased MGR with respect to increased $\beta$ as shown in Figure 4.11. At the same time, the spatial resolutions of the images, especially the lateral resolution, are increasing in Figure 4.8 (a)-(d), which matches the trend of changes in spatial resolutions from the study of PSFs in Figure 4.5. The change in contrast and lateral resolution can be better interpreted in Figure 4.9 where the noise level inside of the cyst increased with smaller $\beta$ values while the edge of the cyst along the lateral direction is becoming sharper at the same time, corresponding to better lateral resolution. At the same time, the spatial resolution along the axial direction remains the same with different $\beta$ values as shown by the cyst edges along the axial direction in Figure 4.10. Furthermore, when the lateral resolution becomes bad enough to blur the contrast edge, the contrast decreases even with better lateral sidelobe level reduction as shown in Figure 4.8(e). Therefore, a good compromise for the regularization process will produce the best image quality. A $\beta$ value of $0.3$ (Figure 4.8(c)) is chosen to recover all the $6.4 \text{dB}$ loss in the contrast.
due to the coarse sampling artifact as in Figure 4.7(a) and Figure 4.7(b). In the mean
time, the spatial resolutions are kept about the same as the original system as plotted in
Figure 4.5. If the contrast is preferred, a larger $\beta$ value (e.g. 1) can be used to achieve
contrast ratio of 30 dB; likewise, if the spatial resolutions are favored, a smaller $\beta$ value
(e.g. 0.01) can be used to have about 50 $\mu$m axial resolution and 80 $\mu$m lateral resolu-
tion. These decisions are depended on the specific application requirements or practical
considerations.

Finally, we draw the connection of MGR with the contrast ratio measured from the
cyst phantom. As plotted in Figure 4.11, the contrast ratio (the dotted line with circle)
approximately increases with MGR (the dashed line with cross) in a logarithm scale of
the regularization parameter $\beta$. As stated above, this is because the lateral side lobe
level of the PSF is due to the grating lobe of coarse sampling, contributing main source
of noise. The contrast ratio reaches the maximum as the lateral side lobe level reduced
and at the same time, the lateral resolution becomes larger to reduce the contrast. The
most important message from this relationship is that we are able to predict the contrast
from MGR instead of obtaining it from the speckle-generating phantom which requires
intensive computational resources.

**Verification of the 2D PIO Filter in Spatial-Temporal Form**

We have shown the improved imaging performance by using the 2D PIO filter in $k$-
space for a coarsely-sampled HFUS array; correspondingly, the finely-sampled one was
simulated to be the reference for comparison [97]. In this section, the simulation results
are presented to show similarly improved imaging performance by using the 2D PIO
filter in spatial-temporal form. For the purpose of comparison, we studied the same
25 MHz HFUS linear array prototype proposed in [97], constructed using the Matlab-
based simulation tool: Field II [43]. All the parameters are also set to be the same as
in [97]: the speed of sound was set to be 1480 m/s; a Gaussian impulse response model
was assumed for the array elements and an impulse-like signal was used as excitation;
Figure 4.7: Grayscale images (50 dB) obtained from the cyst phantom, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction and both are in mm; (a) conventional beamforming using a Nyquist sampled array; (b) conventional beamforming using a coarsely sampled array (2\(\lambda\)).
Figure 4.8: Grayscale images (50 dB) obtained from the cyst phantom, filtered by the regularized 2D PIO filter, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction and both are in mm. (a) $\beta = 0.01$, (b) $\beta = 0.1$, (c) $\beta = 0.3$, (d) $\beta = 1$, and (e) $\beta = 10$. 
Figure 4.9: Lateral line plots through cyst center at $z = 12$ mm for different values of $\beta$. The loss of lateral resolution can be clearly seen for $\beta = 10$ while the loss of contrast is clear for $\beta = 0.01$. 
Figure 4.10: Axial line plots through cyst center at $x = 0$ mm for different values of $\beta$. One can observe a minimal loss in resolution for $\beta = 10$ in the axial direction while the loss of contrast is clear for $\beta = 0.01$. 
<table>
<thead>
<tr>
<th>(0.5\lambda)</th>
<th>(2\lambda)</th>
<th>2D PIO filter, (\beta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>28.8</td>
<td>20.4</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>18.1</td>
<td>22.7</td>
<td>26.9</td>
</tr>
<tr>
<td>28.8</td>
<td>30</td>
<td>29.2</td>
</tr>
</tbody>
</table>

Table 4.1: Contrast ratio of the images from the cyst phantom.
Figure 4.11: Contrast ratio vs. the regularization parameter $\beta$ in logarithm scale (the dotted line with circle). MGR vs. the regularization parameter $\beta$ in logarithm scale (the dashed line with cross).
conventional delay-and-sum beamforming was used before applying this algorithm; the array prototype is specified with the following parameters: center frequency: $f_0 = 25$ MHz; fractional bandwidth: 60%; active aperture size: 6 mm; lateral focal distance: 12 mm; elevation height: 2.5 mm; elevation focal distance: 15 mm; lateral pitch: 0.5 $\lambda$ ($\approx 30$ $\mu$m), 2 $\lambda$ ($\approx 118$ $\mu$m).

Two 25 MHz linear arrays were simulated, respectively with $\lambda/2$ and with $2\lambda$ element spacing. An example of the 2D kernel with size of 266.4 $\mu$m × 651.2 $\mu$m is obtained from the ROS of the 2D PIO filter with $\beta=0.3$. The size of the 2D kernel is only 0.03% of the size of the filter in $k$-space. The algorithm was verified in imaging the same 2D uniform speckle-generating phantom (average 25 scatterers per resolution cell) with a 1-mm radius spherical cyst at the center of a region with axial and lateral extent of 4 and 20 mm, respectively. The 50 dB grayscale images of the $3.8 \times 8.4$ mm$^2$ ROI are shown in Figure 4.12: (a) using the finely sampled array, (b) using the coarsely sampled array, (c) applying the post-beamforming 2D PIO filter (with $\beta=0.3$) in $k$-space to the RF data obtained using the coarsely sampled array, and (d) applying the 2D kernel of the filter in spatial-temporal domain. The contrast ratio (CR) was measured as 28.8, 20.4, 28.8 and 28.2 dB for the images in Figure 4.12 (a), (b), (c) and (d), respectively. The contrast ratio obtained from the results using the filter kernel in spatio-temporal domain is only 2% less than the results filtered in $k$-space. In addition, the spatial resolutions were 61.2, 62.2, 71 and 71 $\mu$m in axial direction and 111.8 120, 128 and 131 $\mu$m in lateral direction, respectively. The simulation results verify that the 2D spatial filter with finite ROS can achieve the same level of restoration in CR while maintaining the same level of spatial resolution achieved by the full $k$-space filtering approach. The size of the 2D kernel is only 0.03% of the size of original filter, which significantly reduces the computational load, allowing for real-time implementation especially with modern hardware platforms optimized for digital filtering.

4.2.2 35 MHz Small-Footprint HFUS Array Prototype

In 2006, the Ultrasonic Transducer Resource Center at University of Southern California [25] developed a 35 MHz linear array using 2-2 composite for medical imaging
Figure 4.12: Grayscale images (50 dB) obtained from the cyst phantom, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction and both are in mm. (a) Conventional beamforming using a Nyquist sampled array; (b) conventional beamforming using a coarsely sampled array (2λ); (c) full k-space with β = 0.3; and (d) 2-D kernel with β = 0.3.
applications. We simulate an HFUS prototype extracted from this linear array to further illustrate the proposed algorithm for higher frequency. The only modification we made for the array specifications is the dimension in elevation direction. We modified it so that we can have smooth imaging performance for $f_\# = 2$, consequently we would be able to compare the imaging performance obtained from the proposed algorithm at different frequencies. The specifications of the designed prototype are listed as follows:

- center frequency: $f_0 = 35$ MHz;
- fractional bandwidth: FBW = 55%;
- active aperture size: 3.2 mm;
- lateral focal distance: 6.4 mm;
- elevation height: 1.5 mm;
- elevation focal distance: 7.5 mm
- lateral pitch: $0.5 \lambda (\approx 21 \mu m)$, $1.2 \lambda (\approx 51 \mu m)$, $2 \lambda (\approx 85 \mu m)$;

where the elevation height and elevation focus are different with the design described in [25]. The $1.2 \lambda$ lateral pitch is the actual array lateral element-to-element spacing specified in [25]. We also simulated the $0.5 \lambda$ case as a golden reference and the $2\lambda$ case for applying the proposed algorithm just as in the case of the 25 MHz prototype. Given that the PSF characteristics are quite similar here as for the 25 MHz prototype, we will not repeat the details of this part; instead, we only illustrate the key elements: MGR in Figure 4.14 and spatial resolutions in Figure 4.15.

We also simulated a 4 x 12 mm$^2$ speckle-generating cyst phantom centered at the focus [0 0 6.4] mm with a cyst of radius 1 mm to illustrate the contrast measurement. Again, the lateral extension of the cyst phantom is chosen to include the 1$^{st}$-order grating lobe due to coarse sampling. Figure 4.13 shows the 50 dB grayscale images of the 3.8 x 12 mm$^2$ region in the cyst phantom from the imaging systems with lateral pitch of: $0.5\lambda$ (a), $1.2\lambda$ (b), $2\lambda$ (c) and finally the filtered results from the $2\lambda$ lateral-sampled aperture using 2D PIO filtering algorithm with regularization parameter $\beta = 0.3$ (d). The $0.5\lambda$ image provides the image quality we would like to obtain with contrast ratio of 30.4 dB.
as listed in Table 4.2. The $1.2\lambda$ case shows reasonable image quality with contrast ratio of 25.8 dB; however, it is important to note that this result is based on simulation which does not include the potential cross-talk degradation due to fabrication limitation for small element dimension, such as $51\ \mu m$ in this case. Naturally, the $2\lambda$ case provides worse imaging quality with contrast ratio of 17.1 dB which is not allowable for medical imaging applications.

Then we applied the propose algorithm to the $2\lambda$ result with regularization parameter, $\beta$, swept from 0.001 to 10 as shown in Table 4.2. Coincidentally, the result with $\beta = 0.3$ provides the contrast we would like to achieve: 30.4 dB from the $0.5\lambda$ case. Therefore, we are able to recover the contrast loss due to coarse sampling by using the 2D PIO filtering algorithm, consequently, $2\lambda$ lateral pitch can be used in this case to obtain similar image quality as in the $0.5\lambda$ case. In this way, $85\ \mu m$ element width can be used for 35 MHz arrays instead of pushing to $51\ \mu m$ or $21\ \mu m$.

In addition to recovering the contrast loss, the connection of MGR with the contrast ratio measured from the cyst phantom can be similarly draw. As plotted in Figure 4.14, the contrast ratio (the dotted line with circle) approximately increases with MGR (the dashed line with cross) in a logarithm scale of regularization parameter $\beta$. We would like to use this drawing to emphasize the relationship of predicting the contrast with MGR obtained from Figure 4.11.

### 4.3 Quality-Assurance Phantom Results

Further experiments using quality-assurance phantoms were conducted to verify the performance of the 2D PIO filter in a more realistic environment. The Ultrasonix RP system [95] with L14-5/38 linear array probe was used. The imaging target was the General Purpose Multi-Tissue Ultrasound Phantom (CIRS Model 040) [98]. We used 2-cycle 10 MHz excitation for the purpose of emphasizing the information in the higher-frequency band and the speed of sound was set to be 1540 m/s.

The imaging system was focused at the cystic target and the high contrast target at a depth of 4 cm with a diameter of 4 mm. The attenuation coefficient for the surrounding
Figure 4.13: Grayscale images (50 dB) obtained from the cyst phantom, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction and both are in mm. (a) Conventional beamforming using a Nyquist sampled array; (b) conventional beamforming using a coarsely sampled array (1.2\(\lambda\)); (c) conventional beamforming using a coarsely sampled array (2\(\lambda\)); (d) full \(k\)-space with \(\beta = 0.3\).
<table>
<thead>
<tr>
<th>$0.5\lambda$</th>
<th>$1.2\lambda$</th>
<th>$2\lambda$</th>
<th>2D PIO filter, $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$0.001$ $0.01$ $0.1$ $0.3$ $1$ $10$</td>
</tr>
<tr>
<td>30.4</td>
<td>25.8</td>
<td>17.1</td>
<td>17.2 22 28.3 30.4 32 32.6</td>
</tr>
</tbody>
</table>

Table 4.2: Contrast ratio of the images from the cyst phantom.
Figure 4.14: Contrast ratio vs. the regularization parameter $\beta$ in logarithm scale (the dotted line with circle). MGR vs. the regularization parameter $\beta$ in logarithm scale (the dashed line with cross).
Figure 4.15: Spatial resolutions of results filtered by 2D PIO filter with sweeping regularization parameter $\beta$. 
material is 0.5 dB/cm/MHz and the attenuation coefficient inside of the cyst is less
than 0.07 dB/cm/MHz. The 50 dB grayscale images are shown in Figure 4.16: run
1, 10 × 30 mm² ROI, (a) applying a post-beamforming band-pass filter (BPF), (b)
applying the post-beamforming 2D PIO filter with β=1; run 2, 13.5 × 20 mm² ROI,
(c) applying the BPF, (d) applying the 2D PIO filter with β=1. The contrast ratio was
measured as 12.4 and 20.8 dB for the images in Figure 4.7 (a) and (b), respectively. In
addition, the speckle correlation cell sizes [79] were measured as 219.9 and 224.2 µm in
axial direction and 634.8 and 813.1 µm in lateral direction, respectively. The 8.4 dB
contrast improvement in this experiment verifies that the 2D PIO filter can also achieve
good performance for contrast restoration in experimental environment. Furthermore,
the experimental results also verify the well-behaved regularization process which has
been proved by simulation results in [97]. As shown in Figure 4.18, the CR values
have a well-behaved changing pattern with respect to log10β: an approximate sigmoid.
This suggests that the user will be able to directly determine the level of regularization
necessary to achieve the desired levels of performance. This can be implemented in much
the same way as the TGC is implemented on current scanners. Similar experiments for
cystic target at a depth of 2 cm with a diameter of 2 mm has also been done and
the images are shown in Figure 4.17 with CR measurements of 14.9 and 22.6 dB for
Figure 4.17 (a) and (b) respectively.

4.4 In Vitro and In Vivo Results

4.4.1 Porcine Eye In Vitro

Ophthalmology is an important application for high frequency ultrasound imaging. For
example in ER, direct visualization of intraocular structures is difficult or impossible
when the eye lids are swollen shut after injury. Lens opacification and hyphema can also
block the posterior view of the chamber. The ability of ultrasound to evaluate the eye
and the adjacent structures in a rapid and noninvasive manner is of tremendous value
in busy ER [99]. An interesting region in the ocular anatomy is the optic nerve head
region underneath the lens area as shown in Figure 4.19(a). The optic nerve attaches
Figure 4.16: Grayscale images (50 dB) obtained from the cystic target and high contrast target at depth of 4 cm in CIRS Model 040 quality assurance phantom, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction and both are in mm.
Figure 4.17: Grayscale images (50 dB) obtained from the cystic target and high contrast target at depth of 2 cm in CIRS Model 040 quality assurance phantom, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction and both are in mm.
Figure 4.18: CR vs regularization parameter $\beta$ in logarithm scale.
to the globe posteriorly and is wrapped in a sheath that contains fluid. The optic nerve sheath is contiguous with the dura mater and has a trabeculated arachnoid space through which cerebrospinal fluid slowly percolates. This area is generally echolucent with ultrasound. The relationship between the optic nerve sheath diameter (ONSD) and intracranial pressure (ICP) has been well established [99]. Evaluation of the optic nerve sheath diameter (ONSD) can detect elevated intracranial pressure (EICP). The evaluation of the optic nerve sheath diameter using ultrasound imaging is a simple non-invasive procedure, which is a useful tool in the assessment of elevated intracranial pressure in Pathology. Therefore we are interested in enhancing the contrast of the optic nerve sheath region using the 2D PIO filtering algorithm. In this section, we present experimental results on imaging porcine eye tissue in vitro as an illustration of enhancing the contrast of the optic nerve sheath region.

Figure 4.19(b) and Figure 4.19(c) show the results filtered by the 2D PIO filter with different values of regularization parameter: $\beta$. With $\beta = 1$ as shown in Figure 4.19(c), the filtering algorithm obtains a good contrast ratio value of 18.5 dB for the optic nerve sheath region, and the contrast improvement compared to the result without applying the filter (15.3 dB) is 3.2 dB. More importantly, with a relatively smaller value of $\beta$, for example 0.01, the contrast ratio measurement is less: 17.3 dB but with fine resolution as shown in Figure 4.19(b). In this case, we see a very good definition of the contour of the optic nerve sheath region, and a clear definition of the contour of the sheath region is essential for making correct measurement of the ONSD, leading to a good detection of the EICP.

### 4.4.2 Carotid Artery In Vivo

In this section, we present experimental results from imaging human carotid artery in vivo. The carotid arteries are located on each side of the neck and carry blood from the heart to the brain. Ultrasound imaging on carotid arteries can be used for detecting the blockage or narrowing of the carotid arteries (conditions that substantially increase the risk of stroke), locating a hematoma, detecting dissection of the carotid artery or verifying the position of a metal stent placed to maintain carotid blood flow.
Figure 4.19: Grayscale images (60 dB) of the *in vitro* porcine eye, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction and both are in mm.
We used the Ultrasonix RP system [95] with L14-5/38 linear array probe. A simulated model for forward propagation was constructed based on the L14-5/38 linear array probe profile with the speed of sound set to be 1540 m/s as in soft tissue. The 2D filter coefficients were computed from the model using the 2D PIO filtering algorithm. An illustration of the 2D pseudoinverse filter representation is shown in Figure 4.20 with the regularization parameter set to be 1.

As shown in Figure 4.21, the center of the right carotid artery is at the depth of about 15 mm and its diameter is 6.5 mm. The probe was tilted slightly to reduce specular reflections from the artery walls. This may result in more clutter such as grating-lobe artifact from the tissue within the artery. The 50 dB grayscale images of the carotid artery before and after applying the 2D PIO filtering algorithm are shown in Figure 4.21 and Figure 4.22 respectively, both with a size of 27.4 mm × 38 mm. By comparing the PIO-filtered image with the unfiltered image, one can see a discernible difference in echogenicity from within the carotid. In addition, the speckle in tissue regions is generally well-behaved in the filtered image compared with the unfiltered one.

The contrast ratio (CR) was measured as 15.2 dB and 19 dB for the images in Figure 4.21 and Figure 4.22 respectively. In addition, the speckle correlation cell sizes [79] were measured as 286.6 µm and 284 µm in axial direction and 494.5 µm and 782.3 µm in lateral direction, respectively. Finally, the CR measurements from the in vivo results have a smooth changing pattern with respect to $\log_{10} \beta$. Specifically, it has an approximate sigmoidal behavior as shown in Figure 4.23 demonstrating a well-behaved regularization process which is one of the key reasons of the guaranteed robustness. This suggests that the user will be able to directly determine the level of regularization for achieving the desired levels of performance. This can be implemented in much the same way as the TGC is implemented on current scanners. All of these in vivo results are consistent with our previously reported results from computer simulations [100] as well as imaging of quality assurance phantoms [101], again verifying the imaging performance of the 2D PIO filtering algorithm such as contrast restoration.
Figure 4.20: The frequency response of the 2D PIO filter in $k$-space, applied to the carotid artery data with the regularization parameter $\beta=1$. 
Figure 4.21: The grayscale image (50 dB) of the right carotid artery, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction and both are in mm.
Figure 4.22: The grayscale image (50 dB) of the right carotid artery, filtered by the 2D PIO filter, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction and both are in mm.
Figure 4.23: Contrast ratio of results filtered by 2D PIO filter with sweeping regularization parameter $\beta$. 
4.5 Conclusion

We presented using the 2-D postbeamforming filtering algorithm for restoration of contrast resolution in high frequency pulse-echo ultrasonic imaging systems employing coarsely sampled apertures. This was demonstrated for 2 high-frequency ultrasound arrays operating at 25 and 35 M Hz with fractional bandwidths of 60% and 55%, respectively. The latter array has been described in the recent literature [24] and represents an example of the latest technology in HFUS. The simulation results clearly show that, for a given array sampling geometry, one can design a 2-D PIO with a specific regularization parameter value to restore the contrast ratio to levels achieved by Nyquist-sampled arrays without sacrificing spatial resolution. Measures of spatial and contrast resolution were shown to vary smoothly (approximately as a sigmoid) with the logarithm of the regularization parameter. This validates the robustness and predictability of this pseudoinverse filtering algorithm. Experiment results on quality-assurance phantom and tissue in vitro or in vivo also verified the performance of this algorithm on both the contrast enhancement and smooth parameter-controlled regularization. Therefore, the 2-D postbeamforming PIO approach offers the promise of realizing the benefits of high-resolution ultrasonic imaging using coarsely sampled apertures.
Chapter 5

Conclusion and Future Work

5.1 Conclusion

We proposed the use of post-beamforming pseudoinverse filtering algorithms for restoring contrast resolution in pulse-echo medical ultrasound imaging. The regularized 1D post-beamforming pseudoinverse filtering together with coded excitation has been shown to improve the axial resolution of a DMUA prototype by 30% without significant loss in contrast ratio. Gain compensation and accounting for element directivity have been shown to extend the DMUA FOV. A Field II-based simulation model of the concave DMUA has been developed as a tool to assess the imaging performance of DMUA prototypes. This will help in the design of future DMUA prototypes. Wire target array images obtained by beamforming experimental and simulation data show that the array simulations capture the array geometry and bandwidth characteristics. Listed in Section A, these images show that the PSF, the Ix-FOV, and the grating lobe structure are well predicted by the simulation model. The simulation model was then used to evaluate the effect of varying DMUA design parameters (FBW and aperture sampling) on the PSF and the contrast ratio of cyst targets positioned at various locations within the IxFOV. Finally, based on this simulation study in Section A, we have proposed a modified DMUA design that results in significant enhancement in the imaging performance in terms of spatial and contrast resolution as well as expanded IxFOV. Using simple element interconnection schemes in imaging and therapy modes, the modified DMUA can achieve this enhancement while simultaneously maintaining the therapeutic
aperture sampling of the existing DMUA design that has been optimized for therapy. This implies that the improvements in imaging performance of the DMUA will not significantly compromise its predicted therapeutic performance.

Based on the formulation of the 1D pseudoinverse filter, I have derived the 2D post-beamforming filtering algorithm for restoration of lost information due to various artifacts, such as beamforming artifacts due to coarse sampling. The algorithm is based on a discretized receive signal model of the imaging FOV on a Cartesian grid in linear-array imaging. A simple and efficient multiplication operation is derived using the $k$-space methods in the 2D spatio-temporal frequencies domain, preceded and followed by fast DFT operations. The formulation of the operator was shown to allow a computationally efficient implementation of the filter in $k$-space using 2-D fast Fourier transform or in the spatial domain using a 2-D impulse response with small ROS. From the $k$-space representation, we see that this filter is a regularized pseudoinverse operation of the system impulse response. The impulse response of the array imaging system includes information of the transmitted waveform, system aperture and beamforming. With the knowledge of these information, we are able to reconstruct the imaging target to certain degree by this regularized pseudoinverse operation. Measures of spatial and contrast resolution were shown to vary smoothly (approximately as a sigmoid) with the logarithm of the regularization parameter.

The simulation results demonstrate that 2D post-beamforming filtering can be effectively used in recovering the loss in contrast due to beamforming artifacts with minimum loss in spatial resolution. In particular as shown in Section 4, grating-lobe artifacts can be removed by applying a properly designed 2D PIO to the beamformed data acquired using arrays with coarse sampling (element spacing in the range of $1.2 - 2.5\lambda$). In principle, loss in contrast due to even coarser sampling can be restored, but the spatial frequency loss due to increased element directivity becomes excessive for element spacing $> 3\lambda$. The regularization approach described in this paper may not be sufficient for recovering some or all of the nulls that appear in the passband defined by the aperture (see Figure 2.2). It is important to point out, however, the significance of the contrast recovery achieved for element spacing in the range of $2\lambda$ demonstrated in this paper. As suggested by the 35-MHz prototype example, the same aperture could be sampled at $2\lambda$ ($\approx 85 \mu m$) and still achieves the same CR levels as the Nyquist sampling case.
\( \approx 21 \, \mu m \) and exceeds the performance of conventional beamforming with the existing prototype sampled at \( 1.2 \lambda \approx 51 \, \mu m \). Given the current state of transducer technology, easing the requirements on array sampling may allow higher fidelity imaging by reducing element cross coupling and/or preserving transducer bandwidth. It is obvious that for various other applications, the upper limit of the reconstruction capability of this filter needs to be respected and specifically studied.

Although this is a 2-dimensional filtering algorithm, the implementation of the filter in \( k \)-space is three 1D operations: one 1D multiplication and two 1D DFT operations. Furthermore, we used CUDA programming for GPU parallel computing for the implementation of this filter and the processing time of a typical image is about 0.1 second. This is already very close to real-time implementation, especially for a 2D filter. We believe with more powerful GPUs, the processing time can be quickly further reduced for real-time implementations.

This filtering algorithm can be applied to various applications where artifacts in the 2D space needs to be eliminated or suppressed and special filters are needed to be designed for special characteristics of the systems. In this dissertation, we applied the filter into two applications: high-frequency ultrasound imaging and image guidance for DMUA system. We have shown that this filter can recover either lost contrast or resolution in different scenarios, or achieve a good combination of the two. This capability of this filter is achieved by the regularization of the filter, changing the filter response accordingly such as the bandwidth or outside-of-main-band noise level. From this point, we see that an adaptive modulation of the filter response may be a more powerful extension of the filter, such as multi-parameter regularization.

### 5.2 Future Work

#### 5.2.1 Multi-parameter regularization

Our preliminary data suggest that the single-parameter regularization approach effectively controls the lateral behavior of the resulting PSF to compensate for the effects of the grating lobes. It would be quite useful, however, to develop a multi-parameter regularization approach that allows separate (ideally independent) control of the axial and lateral resolutions. While we do not expect these two performance parameters can
be controlled completely independently, it is interesting to investigate the feasibility of using, for example, two parameters to control the axial and lateral response of the 2D PIO separately.

5.2.2 Application to phased-array imaging

The imaging system model shown in this paper applies to linear array imaging, which is useful given the wide use of this imaging mode in ultrasound. However, extending this approach to phased array imaging may be of significant value in high frequency ultrasound, e.g. forward-looking catheter arrays in intravascular applications. In addition to the obvious formulation of the problem in the \( r \sin \theta \) coordinate system, one has to account for the spatially-varying nature of the array PSF with the steering angle. This approach is currently being investigated.

5.2.3 Combined with Coded Waveform Design

Coded excitation combined with this 2D pseudoinverse filter can easily lead to a setup for fast frame rate imaging. The 2D pseudoinverse filter can act as a de-coupling filter for the coded waveforms, and consequently we can achieve one frame of data in one transmit. Also, we could beamform the aperture for a wide beam with multiple codes, and one frame of data can be accomplished with a few transmissions. In this way, the frame rate can be increased dramatically and this can be used for various applications, such as 3D real-time ultrasound echo-cardiology.

5.2.4 Quantitative Multi-Dimensional Vascular imaging

Vascular imaging is gaining increased attention not only as a means of detection of cardiovascular diseases, but also for the evaluation of response to new antiatherosclerotic therapies [102]. Recently, there has been increased interest in imaging flow in conjunction with computational fluid dynamic (CFD) modeling the evaluation of large artery hemodynamics [103–105]. In this context, modeling fluid-solid interfaces has been defined as a challenging area in vascular mechanics [105]. Imaging methods capable of capturing both perivascular (and wall) tissue motion and deformations, together with fluid flow may be the key component in addressing this challenge. 2-dimensional speckle
tracking with high frame rate M2D may be a good approach for this challenge [106]. We have shown in Section B that this approach obtains 2D displacements fields and strain/sheer strain fields for simultaneous tracking of tissue motion in the vicinity of arteries and blood flow inside. Furthermore, vascular structure is always accompanied by various imaging artifacts such as reverberation from the vessel wall, and these artifacts are prominent considering the low signal to noise ratio of the blood signal inside the vessel. Therefore, eliminating or suppressing the artifacts from the tissue/wall to the inside of the vessel for a better reconstruction of the vascular structure is an important pre-condition for any tracking algorithm.
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Appendix A

DMUA Transducer Design: A Simulation Study

A.1 Introduction

Several dual-mode ultrasound array (DMUA) systems are being investigated for potential use in image-guided surgery. In therapeutic mode, DMUAs generate pulsed or continuous-wave (CW) high-intensity focused ultrasound (HIFU) beams capable of generating localized therapeutic effects within the focal volume. In imaging mode, pulse-echo data can be collected from the DMUA elements to obtain B-mode images or other forms of feedback on the state of the target tissue before, during, and after the application of the therapeutic HIFU beam. Therapeutic and technological constraints give rise to special characteristics of therapeutic arrays. Specifically, DMUAs have concave apertures with low f-number values and are typically coarsely sampled using directive elements. These characteristics necessitate pre- and post-beamforming signal processing of echo data to improve the spatial and contrast resolution and maximize the image uniformity within the imaging field of view (IxFOV). We have recently developed and experimentally validated beamforming algorithms for concave large-aperture DMUAs with directive elements. Experimental validation was performed using a 1 MHz, 64-element, concave spherical aperture with 100 mm radius of curvature. The aperture was sampled in the lateral direction using elongated elements $1 \lambda \times 33.3 \lambda$ with $1.33 \lambda$ center-to-center spacing ($\lambda$ is the wavelength). This resulted in f-number values of 0.8.
and 2 in the azimuth and elevation directions, respectively. In this section, we present a new DMUA design approach based on different sampling of the shared concave aperture to improve image quality while maintaining therapeutic performance. A pulse-wave (PW) simulation model using a modified version of the Field II program is used in this study. The model is used in generating pulse-echo data for synthetic-aperture (SA) beamforming for forming images of a variety of targets, e.g., wire arrays and speckle-generating cyst phantoms. The PW simulation model is used to investigate the effect of transducer bandwidth as well as finer sampling of the concave DMUA aperture on the image quality. The results show that modest increases in the sampling density and transducer bandwidth result in significant improvement in spatial and contrast resolutions in addition to extending the DMUA IxFOV.

In addition to the wire imaging target defined in Section 3.5.3, tissue mimicking cyst phantoms are also simulated to assess improvements in contrast resulting from the simulated increase in the bandwidth and/or in the spatial sampling of the DMUA. All the cysts used in this study are 12-mm in diameter with no scatterers within the cyst. The surrounding tissue is simulated assuming a scatterer density of > 12 scatterers per resolution cell, i.e. Rayleigh scattering. The size of the speckle-generating region surrounding the cyst(s) was sufficiently large to produce the clutter components from all significant sidelobes of the imaging beams. For example, for a 12-mm cyst centered at the geometric center of the DMUA, the extent of the speckle-generating phantom was 50 mm and 140 mm in the axial and lateral directions, respectively. Due to the high computational cost, the cysts simulated in this study are two-dimensional. This was deemed to be sufficient for the preliminary results presented in this paper for a 1D DMUA. Future 1.5D and 2D DMUAs will be tested using more realistic 3D cyst targets.

A.2 Transducer Bandwidth

Increasing the operating fractional bandwidth, $FBW$, of the DMUA can be expected to bring about improvement in its imaging performance (as with any array system). In this section, we investigate the effect of bandwidth on the PSF and contrast ratio in imaging a variety of cyst phantoms. The modified Field II PW simulation model was used. A Gaussian impulse response model was assumed for the array elements with
a center frequency of 1 MHz. The bandwidth was varied from 40% to 90% with 10% increments.

In simulation, we used an impulse excitation and a Kaiser window (with a window parameter value of 5) for the aperture apodization. Figure A.1 shows 50-dB images of the PSF in a $50 \times 140 \text{ mm}^2$ region centered at the geometric center for bandwidth values of 40% (a), 60% (b) and 80% (c). Figure A.1(d) shows a lateral profile of the PSF for the 40% case, which shows a pattern of near-end and far-end grating lobes due to the concave geometry of the DMUA [68]. The near-end grating lobes would have formed farther out for a planar array with the same $f$-number and element-to-element spacing. Both axial and lateral dimensions of the PSF are reduced with increased bandwidth indicating improved resolution. In addition, sidelobe levels are also reduced with increased bandwidth indicating improved dynamic range. These results are further quantified in Figure A.2. As expected, improvement in axial resolution is directly proportional to $1/\text{FBW}$ while the improvement in lateral resolution is much less dramatic. This can be explained by the shortening of the imaging pulse duration at increased bandwidth values, which directly affects the axial response at the geometric center. On the other hand, the spatial impulse response of this large-aperture array spreads quickly outside the geometric center. Therefore, the improved bandwidth indirectly improves the array impulse response outside the geometric center. The improved bandwidth reduces constructive interference at the sidelobes (grating lobes) and results in the reduction in their levels as shown in Figure A.2.

To further illustrate the effect of increased bandwidth on image quality, we formed images from simulated SA data from a phantom (40 mm in axial direction and 140 mm in lateral direction) with statistically random-distributed scatterers and a 12mm-diameter cyst. The noise level inside of the cyst visually illustrates the effect of the clutter and the size of the cyst gives a measure related to the resolution. In these simulations, we used uniform apodization in (3.2) without gain compensation. Figure A.3 shows 50-dB images of a $40 \times 140 \text{ mm}^2$ region centered at the geometric focus. One can clearly see the improvement in geometric representation of the cyst with increased resolution as well as the reduction in clutter inside the cyst. In addition, the improvement in speckle cell size can also be visually appreciated. Figure A.4 gives a more quantitative
Figure A.1: Grayscale images (50 dB) of the PSF with 40%, 60% and 80% bandwidths, (a) - (c). A lateral profile of the 40% PSF is shown in (d) to demonstrate the sidelobe structure.
Figure A.2: Axial & lateral resolutions and lateral sidelobe level vs. bandwidth for the 1 MHz DMUA.
view of the improvement in image quality by plotting the log-compressed envelop data along an axial line going through the center of the cyst for different bandwidth levels. The figure shows clearly the improvement in cyst boundary definition and reduction of clutter with increased bandwidth. The cyst diameter was measured at -33 dB to be 8.0, 9.3, and 9.8 mm for 40%, 60%, and 80% bandwidth values, respectively. The contrast ratio was also evaluated to 21.2, 23.0, and 23.7 dB for 40%, 60%, and 80% bandwidth values, respectively. We have also performed cyst phantom images for a variety of cyst locations. Example (50 dB) images are shown in Figure A.5 and Figure A.6. The measured cyst diameters and CR values for the various cyst locations are summarized in Table A.1 and Table A.2, respectively.

A.3 Transducer Geometry

A.3.1 Lateral Sampling

The quality of the beam patterns of the DMUA can be improved by increasing the lateral sampling of the aperture. For the same aperture size, doubling the number of array elements results in element-to-element spacing of $0.66\lambda$ (instead of $1.33\lambda$ in the current prototype). This is expected to significantly reduce the grating lobes of the array. To quantify this improvement, we simulated the PSF of a 128-element array having the same geometry as the current DMUA, but with double the lateral sampling of the aperture and assuming a 40% bandwidth. The PSF of the 128-element array is shown in Figure A.7 (50 dB). Comparing this result with Figure A.1(a) shows a significant reduction in the near-end grating lobes and a dramatic reduction in the far-end grating lobes. This results in an overall improvement in the imaging dynamic range. Comparing the near-end grating lobes in Figure A.1(d) and Figure A.7(d), one can see a reduction in peak value from -28.6 to -35.4 dB. The far-end grating lobes are reduced by more than 20 dB.
Figure A.3: Grayscale images (50 dB) of a simulated phantom with a cyst at $[0 \ 0 \ 100]$ mm with radius = 6 mm; (a) 40% bandwidth; (b) 60% bandwidth; (c) 80% bandwidth.
Figure A.4: Axial line plots (at x=0 mm) from the image data shown in Figure A.3(a) - (c).
Figure A.5: Grayscale images (50 dB) of a simulated phantom with a cyst at [20 0 100] mm with radius = 6 mm; (a) 40% bandwidth; (b) 60% bandwidth; (c) 80% bandwidth.
<table>
<thead>
<tr>
<th></th>
<th>[0 0 70]</th>
<th>[0 0 100]</th>
<th>[0 0 130]</th>
<th>[0 0 160]</th>
<th>[20 0 100]</th>
</tr>
</thead>
<tbody>
<tr>
<td>40%</td>
<td>8.4 mm</td>
<td>8.0 mm</td>
<td>8.4 mm</td>
<td>8.9 mm</td>
<td>7.1 mm</td>
</tr>
<tr>
<td>60%</td>
<td>8.9 mm</td>
<td>9.3 mm</td>
<td>9.3 mm</td>
<td>8.9 mm</td>
<td>9.3 mm</td>
</tr>
<tr>
<td>80%</td>
<td>9.8 mm</td>
<td>9.8 mm</td>
<td>9.8 mm</td>
<td>8.9 mm</td>
<td>9.5 mm</td>
</tr>
</tbody>
</table>

Table A.1: Cyst Diameter Measurement from Image Data.
<table>
<thead>
<tr>
<th>%</th>
<th>[0 0 70]</th>
<th>[0 0 100]</th>
<th>[0 0 130]</th>
<th>[0 0 160]</th>
<th>[20 0 100]</th>
</tr>
</thead>
<tbody>
<tr>
<td>40%</td>
<td>15.7 dB</td>
<td>21.2 dB</td>
<td>22.0 dB</td>
<td>25.2 dB</td>
<td>17.9 dB</td>
</tr>
<tr>
<td>60%</td>
<td>18.7 dB</td>
<td>23.0 dB</td>
<td>23.6 dB</td>
<td>26.4 dB</td>
<td>18.9 dB</td>
</tr>
<tr>
<td>80%</td>
<td>20.4 dB</td>
<td>23.7 dB</td>
<td>23.6 dB</td>
<td>25.2 dB</td>
<td>19.1 dB</td>
</tr>
</tbody>
</table>

Table A.2: CR Values for Cyst Phantom.
Figure A.6: Grayscale images (50 dB) of a simulated phantom with cysts at [0 0 70] mm, [0 0 100] mm, [0 0 130] mm and [0 0 160] mm with radius = 6 mm; (a) 40% bandwidth; (b) 60% bandwidth; (c) 80% bandwidth;
Figure A.7: Grayscale image (50 dB) of the PSF of a 128-element, 40% bandwidth DMUA using the same aperture as the current DMUA.
<table>
<thead>
<tr>
<th></th>
<th>64-element</th>
<th>128-element</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Axial resolution</strong></td>
<td>2.2 mm</td>
<td>2.2 mm</td>
</tr>
<tr>
<td><strong>Lateral resolution</strong></td>
<td>1.55 mm</td>
<td>1.56 mm</td>
</tr>
<tr>
<td><strong>Lateral sidelobe level</strong></td>
<td>-28.6 dB</td>
<td>-35.4 dB</td>
</tr>
</tbody>
</table>

Table A.3: PSF Characteristics for 64- and 128-Element DMUAs.
A.3.2 Elevation $f$-number

The focusing intensity gain of our DMUA is proportional to the product of its lateral and elevation $f$-number values. The value of $f$-number = 2 in the elevation direction was chosen for practical purposes related to minimizing the impedance of the transducer elements as seen by the electrical driving circuit. The elevation focus has an obvious effect on the image quality obtained by the DMUA prototype. Specifically, the slice thickness is nearly 2 mm near the geometric center, but it is significantly larger in the prefocal and postfocal regions. A less obvious effect is the elongation of the geometric impulse response which could impact the array PSF in a manner that may be difficult to predict without the benefit of a good simulation model. The simulation model is an excellent tool to examine this effect on the array PSF and, consequently, on the image quality.

We have simulated the DMUA with the same geometry described in Section A.2 with 40% bandwidth, but varied the height of the elements in the elevation direction. We simulated a 64-element array with element height $h = 50$ mm (corresponding to the current prototype). In addition, we simulated an array with the same geometry but with $h = 25, 10,$ and $5$ mm. The results of this simulation are summarized in Table A.4, which shows that increasing the elevation $f$-number from 2 to 4 improves the lateral resolution (with Kaiser window apodization) and reduces the near-end grating lobes. This modest improvement partially validates our earlier design decision to fix the elevation $f$-number = 2, which was made without the benefit of PW simulation model. However, it also emphasizes the fact that careful modeling will be necessary to optimize the design of more complicated DMUAs. It should be noted that the slice thickness near the geometric center with $h = 25$ mm will be double that of the current DMUA (about 4 mm), but it will be more uniform throughout the $IzFOV$.

A.4 Modified DMUA Design for Improved Image Quality

The simulation results shown in Section A indicate that a more finely sampled aperture with $f$-number = 4 in the elevation direction (at the geometric focus) with $\approx 70\%$ bandwidth offers improved imaging performance compared with the current prototype
<table>
<thead>
<tr>
<th></th>
<th>50 mm</th>
<th>25 mm</th>
<th>10 mm</th>
<th>5 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axial resolution</td>
<td>2.2 mm</td>
<td>2.27 mm</td>
<td>2.28 mm</td>
<td>2.28 mm</td>
</tr>
<tr>
<td>Lateral resolution</td>
<td>1.55 mm</td>
<td>1.22 mm</td>
<td>1.2 mm</td>
<td>1.2 mm</td>
</tr>
<tr>
<td>Lateral sidelobe level</td>
<td>-28.6 dB</td>
<td>-32 dB</td>
<td>-32.2 dB</td>
<td>-32.2 dB</td>
</tr>
</tbody>
</table>

Table A.4: PSF Characteristics for 64-Element DMUA with Different Elevation Heights.
Figure A.8: Grayscale image (50 dB) and a lateral profile of the PSF of a 64-element DMUA with element height, \( h = 25 \) mm (elevation \( f\)-number = 4).
geometry. For example, a DMUA can be designed with $128 \times 4$-element lattice by dividing each element in the current design into $2 \times 4$ subelements as shown in Figure A.9. In therapy mode, a group of $4 \times 2$ subelements can be connected to form 1 low-impedance element. This grouping results in a $64 \times 1$ array similar to the current prototype. This sub-element grouping scheme may be necessitated by the need to maintain a limited driver channel count and/or manage the impedance of the load for optimum operation.

In imaging mode, $2 \times 1$ subelements (from the two center rows of elements in the elevation directions) can be connected to form one imaging element with $\approx \lambda/2$ width in the lateral direction and $\approx 8\lambda$ in the elevation direction. This grouping results in a $128 \times 1$ imaging array. This solution allows for the use of more finely sampled array to reduce grating lobes. In addition, the use of larger $f$-number in the elevation direction extends the $IxFOV$ of the DMUA by shortening the geometric impulse responses of the array elements. Figure A.10 shows the PSF of the modified DMUA design with impulse excitation and Kaiser window apodization (with Kaiser window parameter = 5). Figure A.11 shows the image of the wire target array using the modified design (without gain compensation). The 50-dB dynamic range images of the PSF and wire-target array show clearly the reduction in grating lobes, increased target visibility away from the geometric center, and improved axial and lateral resolution compared with the existing prototype.

### A.5 Conclusion

The use of dual mode ultrasound phased arrays in image-guided surgery is becoming a reality. This chapter presented simulation results for characterization of the imaging capabilities of a 1 MHz prototype DMUA. The simulation model was then used to evaluate the effect of varying DMUA design parameters (FBW and aperture sampling) on the PSF and the contrast ratio of cyst targets positioned at various locations within the $IxFOV$. Finally, based on this simulation study, we have proposed a modified DMUA design that results in significant enhancement in the imaging performance in terms of spatial and contrast resolution as well as expanded $IxFOV$. Using simple element
Figure A.9: Geometry of a modified DMUA: a $128 \times 4$-element array that can be configured as $64 \times 1$ array in therapy mode and $128 \times 1$ array in imaging mode.
Figure A.10: Grayscale image (50 dB) of the point spread function for the modified DMUA design.
Figure A.11: Grayscale image (50 dB) of the wire target array using the modified DMUA design.
interconnection schemes in imaging and therapy modes, the modified DMUA can achieve this enhancement while simultaneously maintaining the therapeutic aperture sampling of the existing DMUA design that has been optimized for therapy. This implies that the improvements in imaging performance of the DMUA will not significantly compromise its predicted therapeutic performance.
Appendix B

Simultaneous Imaging Tissue Motion and Flow Velocity in Quantitative Vascular Imaging

B.1 Introduction

Vascular imaging is gaining increased attention not only as a means of detection of cardiovascular diseases, but also for the evaluation of response to new antiatherosclerotic therapies [102]. Intravascular ultrasound (IVUS) has been shown to provide an effective tool in measuring the progression or regression of atherosclerotic disease in response to therapies. However, IVUS is invasive, potentially risky, and more expensive than noninvasive vascular imaging with ultrasound. Advanced imaging modes on ultrasound scanners have led to increased interest in imaging important quantities like wall shear rate (WSR) using Doppler [107] and tissue/wall motion [108–110] using speckle tracking. The tissue/wall mechanical properties may be good indicators of some common vascular diseases such as abdominal aortic aneurysm (AAA) the pulse-wave velocities of the aorta wall using speckle tracking. Recently, there has been increased interest in imaging flow in conjunction with computational fluid dynamic (CFD) modeling the evaluation of large artery hemodynamics [103–105]. In this context, modeling fluid-solid interfaces has been defined as a challenge area in vascular mechanics [105]. Imaging methods capable of
capturing both perivascular (and wall) tissue motion and deformations, together with fluid flow may be the key component in addressing this challenge.

Standard clinical ultrasound uses various Doppler techniques for One-dimensional (1D) blood flow imaging. The velocity measurements depend on the estimation of the angle between the direction of the blood flow and the direction of the beam. This angle dependence and aliasing artifact at high velocities are two major drawbacks for Doppler techniques. People have extended Doppler methods to 2-D such as vector Doppler [111] or combined 1D Doppler for flow imaging with 1D speckle tracking method for tissue imaging [112].

1D speckle tracking has been proposed for accurate estimation of the motion perpendicular to the probe. The axial motion can be obtained with high precision scale of sub-millimeter to tens of microns depending on the ultrasound frequency. The obtained motion information has been extensively used for applications such as elastography, temperature estimation etc [9,82]. Naturally, the 1D speckle tracking method can be extended to 2-D or 3-D for a better tracking of the actual 3-D motion/flow. For example, 1D speckle tracking has been extended by re correlating the 1D kernel in a 2D search for obtaining motion fields in 2D, and this method has been supported by aorta and myocardial results [113,114]. The success of the 1D speckle tracking method is supported by the natural, high sampling data rate in the axial direction in ultrasound imaging. However at the same time, the sampling in the lateral direction (and elevation direction in 3-D) is much coarser compared to the axial direction. This is normally compensated by interpolation, which leads to another important consideration for 2-D/3-D speckle tracking: the high computational cost due to the correlation computation of the interpolated 2-D area or 3-D volume kernel. Therefore, minimizing the computational cost is essential for efficient implementation of multi-dimensional speckle tracking methods in real-time.

Two-dimensional (2D) speckle tracking and vector Doppler are being investigated by several groups as a potentially powerful method for the analysis of tissue motion and deformation, especially in vascular imaging applications [108–111]. In addition to the direct measurements and/or characterization of the vessel dynamics, these investigations may provide tissue displacement fields and underlying anatomical information suitable for important challenge areas such as computational fluid dynamics (CFD) [103–105].
We have proposed a 2D speckle tracking method [29] with subsample displacement estimation accuracy in both axial and lateral directions. The efficiency is obtained by minimal lateral interpolation compared to previously published methods, and this algorithm employs the true 2D complex cross correlation for obtaining the 2D motion information. In this study, we utilize this 2D phase-coupled speckle tracking method in conjunction with a motion-2D (M2D) imaging mode to provide sufficient frame rates for 2D vector displacement tracking. M2D imaging is implemented on a clinical scanner equipped with a research interface for controlling the imaging sequence and streamlining the RF data for performing 2D speckle tracking in the region of interest. Combining 2D speckle tracking with M2D mode imaging allows for fine displacement tracking in both lateral and axial directions. The resulting vector displacement fields are well suited for strain and shear strain calculations with minimum filtering and using relatively small tracking windows to maximize resolution. Therefore, obtaining data using the high frame rate (e.g. 300 frames per second) M2D imaging mode and processing the data using the 2D speckle tracking method make it possible to efficiently extract smooth and contiguous displacement fields and strain/shear strain fields from the flow and surrounding tissue motion simultaneously either in controlled tissue-mimicking flow phantom experiment or human carotid artery in vivo. The resulting motion fields can be used for correctly registering the contour of the flow channel/blood vessel and showing the flow information direction, velocity etc., in addition, they provide detailed and instantaneous flow information at region of interest such as vessel area blocked by a plaque, which is obviously with diagnostic importance.

The remainder of this chapter is organized as follows. The 2D phase-coupled speckle tracking algorithm has been proposed in [29]. In Section B.3 we present obtained flow & tissue displacement & strain fields evaluated in a tissue-mimicking flow phantom and in vivo in the carotid of a healthy volunteer using the 2D speckle tracking method. Finally, conclusions are given in Section B.4.

B.2 Phase-Coupled 2D Speckle Tracking

The phase-coupled 2D speckle tracking algorithm has been proposed in [29]. The method is based on the gradients of the magnitude and phase of 2D complex correlation in a
search region. The novelty of this approach is that it couples the phase and magnitude gradients near the correlation peak to determine its coordinates with subsample accuracy in both axial and lateral directions. This is achieved with a minimum level of lateral interpolation determined from the angles between the magnitude and phase gradient vectors on the sampled (laterally interpolated) 2D cross-correlation grid. The key result behind this algorithm is that the magnitude gradient vectors’ final approach to the true peak is orthogonal to the zero-phase contour. This leads to a 2D robust projection on the zero-phase contour that results in subsample accuracy at interpolation levels well below those needed using previously proposed methods. A full description of the 2D phase-coupled approach is given in [29], including two implementations based on a geometric projection and constrained optimization. It is shown that estimated 2D vector displacement fields obtained using the phase-coupled technique display a full range of values covering the dynamic range without evidence of quantization. In comparison, a previously published method using 1D phase-projection after lateral interpolation produces severely quantized lateral displacement fields (at the same levels of interpolation as the 2D, phase-coupled method).

B.3 Results and Discussion

B.3.1 Data Acquisition

A Sonix RP (Ultrasonix, Canada) ultrasound scanner loaded with custom designed program is used for M2D pulse-echo data collection. Collected data is then streamlined to a controller PC through Gigabit Ethernet for realtime data processing. The data processing computer can easily handle the intensive computations required by high resolution (both spatial and temporal) speckle tracking and separable 2D post filtering by utilizing a many core GPU (nVIDIA, Santa Clara, CA). A linear array probe (LA14-5/38) was used to acquire all data shown in this paper. The center frequency of the transmit pulse on the probe was 7.5 MHz.

Experiments using the ATS Model 524 flow phantom and a Cole-Parmer MasterFlex roller pump were conducted to illustrate the displacement tracking in axial and lateral directions. M2D data was collected using the Sonix RP scanner at a frame rate of hundreds (e.g. 325 frames per second). Images of a 4-mm flow channel in the ATS
phantom were collected under controlled fluid flow with an appropriate speed setting of the MasterFlex pump to mimic typical blood flow rates (*e.g.* 336 ml/min) in carotid arteries. Cellulose microspheres where diluted in water to produce linear scattering from the flow channel during data collection (pure water was also imaged as a control to determine the channel boundaries as a ground truth).

**B.3.2 Strain Computation**

Strain and shear strain calculations were performed using MATLAB’s `gradient` command on the axial and lateral displacement fields obtained using the 2D speckle tracking algorithm. The strain and shear strain computations are followed by a simple Gaussian lowpass filter with size of $3 \times 3$ and standard deviation of 1, i.e. minimal post filtering of the strain and shear strain fields.

**B.3.3 Experimental Phantom Result for 2D Speckle Tracking**

We have imaged the 4-mm flow channel of the ATS Model 524 flow phantom using the LA14-5 probe. In the setup of viewing the cross section of the 4-mm channel, the tracking was targeted at the pulsation movements of the channel walls. As shown in Figure B.1(b), the displacement field clearly illustrates the wall movements (a shrinking movement at this instance) and maps the contour of the channel as given in the Figure B.1(a). The axial strain and the axial shear strain are computed and plotted as in Figure B.2, and the strain fields also give clear definition of the channel walls.

In the case of longitudinal view of the channel, the channel axis is set to be perpendicular to the beam axis, i.e. lateral flow. The displacement fields from the flow in the lateral direction and the pulsating channel wall in the axial direction are obtained from the 2-D phase-coupled speckle tracking algorithm with the M2D imaging and an instance of the motion fields are plotted in Figure B.3(b) and Figure B.3(a) respectively. At this instance, Figure B.3 shows the contraction of the channel wall from the axial displacement field and a mostly uniform flow to the right in the channel from the lateral displacement field. The contour of the lateral flow implies possible narrowing around
Figure B.1: The cross sectional grayscale (50 dB) image (a) and the axial displacement field (b) of the 4-mm flow channel in the ATS phantom, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction, both of the axises and color bar are in mm; therefore the displacements are between -39.2 µm and 56.5 µm.
Figure B.2: The axial strain and axial shear strain of the 4-mm flow channel cross sectional walls.
the center of the flow channel which is not indicated by the B-mode image. The resulting strain and shear strain fields are shown in Figure B.4 and Figure B.5. One can see the smoothness of the strain fields which demonstrates the well-behaved nature of the displacement fields. At the same time, we can appreciate the clear demarcation between the channel and the surrounding tissue-mimicking material. Especially, Figure B.5(b) indicates potential usage of the lateral shear strain fields for detecting channel narrowing or blockage due to plaques built in the vessel walls.

The dynamics of the estimated vector flow field are illustrated in Figure B.6 which shows a plot of the channel diameter (obtained from the axial component at the channel walls) and the average lateral flow velocity in the channel for several cycles of pump operation. The average flow velocity is smoothed by a simple low pass filter. The result shows clearly the quasi-periodic nature of the observed flow velocity and the phase relationship between the diameter (pressure in the channel) and flow. The dynamic behavior of the lateral flow along the axis of the imaging beam (at a lateral distance of -3.2 mm) is illustrated by Figure B.7. One can see the smooth, well-behaved nature of the lateral displacement fields consistent with the quasi-periodic pattern shown in Figure B.6. It should be emphasized that the results shown in Figure B.7 are minimally processed, i.e. the continuity and the high SNR of the vector displacement estimation in the fluid and the surrounding tissue is a direct consequence of the proper application of the phase-coupled 2D speckle tracking method. The ability of being able to extract the periodic pattern due to the roller pump setup from both the channel wall and the flow verifies the capability of simultaneous tracking both tissue motion and flow with our approach.

B.3.4 In Vivo Experiment

We applied the phase-coupled 2D speckle tracking algorithm on the carotid artery in vivo data to characterize the tissue motion field and in the vicinity of the artery and the blood flow inside. The data was collected on a healthy volunteer at frame rates of 93 fps and 325 fps, respectively for the cross sectional view and the longitudinal view.
Figure B.3: The axial and lateral displacement fields from the flow phantom results are color-coded and overlaid on the B-mode gray scale images. Distances and displacements are given in mm.
Figure B.4: The axial strain and axial shear strain of the 4-mm flow channel longitudinal walls.
Figure B.5: The lateral strain and lateral shear strain of the 4-mm flow channel longitudinal walls.
Figure B.6: The periodic average flow velocity obtained from the tracked fluid dis-
placements within the 4-mm flow channel in the ATS phantom and the corresponding
periodic channel diameter computed from the tracked channel wall displacements.
Figure B.7: The total displacement vector waveforms within the channel at different time instances.
When imaging the cross section of the carotid artery, the phase-coupled algorithm tracks the pulsation motion of the vessel wall in both the axial and lateral directions. As shown in Figure B.9, the 2D displacement vectors clearly illustrates the direction and magnitude of the tissue pulsation motion. For example, the algorithm tracked an expanding movement of the wall in both the axial direction as shown in Figure B.9(a) and the lateral direction as shown in Figure B.9(b). Both of the displacement field plots give clear definitions of the boundary of the vessel as shown in Figure B.8. The strains and shear strains in both axial and lateral directions are computed and plotted, respectively in Figure B.10 and Figure B.11.

A longitudinal view of the carotid artery was also obtained using the same imaging system and probe with M2D mode at a frame rate of 325. Figure B.12 illustrates the displacement fields in both axial and lateral directions of the carotid artery using the 2D speckle tracking method. The displacement fields are color-coded and overlaid on the grayscale B-mode images of the carotid artery segment. The lateral displacement field in Figure B.12(a) gives a good visualization of the moving speckles formed by signals from blood cells; while at the same time, the axial displacement field in Figure B.12(b) clearly marks the vessel wall tissue position and corresponding motion strength. With the ability of tracking motion fields in two dimensions, the tissue motion and flow pattern can be obtained simultaneously with the ultrasound probe positioned at any angle to the tissue structure. Furthermore, the displacement fields are contiguous throughout the region of interest, allowing for the computation of the strain and shear strain fields shown in Figure B.13. The axial strain in Figure B.13(a) not only provides an indication of the vessel boundaries but also gives a good measurement of the thickness of the vessel wall. The axial shear strain pattern in the vessel wall region in Figure B.13(b) also shed light on the pulse wave propagation. Local pulse wave velocity can be used for estimating the stiffness of arteries [114–117]. In addition, the lateral strain and the lateral shear strain in Figure B.13(c) and Figure B.13(d) together with the axial strain and the axial shear strain could be used for observing local blood clots, plaque and artery wall abnormalities.
Figure B.8: The cross sectional grayscale (50 dB) image of the carotid artery, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction, both are in mm.
Figure B.9: The axial and lateral displacement fields of the carotid artery cross sectional view, the vertical coordinate is axial direction, the horizontal coordinate is lateral direction, both of the axises and color bar are in mm.
Figure B.10: The axial strain and axial shear strain of the carotid artery cross sectional vessel walls.
Figure B.11: The lateral strain and lateral shear strain of the carotid artery cross sectional vessel walls.
The pulsation pattern of the vessel wall motion and the blood flow can be best illustrated with the change of vessel diameter and average flow velocity plot in Figure B.14. The vessel diameter is obtained from the displacements of the upper and lower vessel walls, and the average flow velocity is obtained from the displacements of a small region in the channel. A simple band pass filter is used for eliminating artifacts and outside of band noise. As we expect, the diameter change shows a blood pressure wave-like pattern [116] and the local average flow velocity has a ECG-like waveform pattern. As a reference, the ECG signal for the same patient was taken also using the Sonix RP system, plotted in Figure B.15. These extracted waveform can be used as tools for local detection and staging of arterial diseases resulting in abnormal hemodynamics.

B.4 Conclusion

A new method for simultaneous imaging of flow velocity within vessels and their wall motion has been demonstrated in tissue-mimicking flow phantoms and in vivo. The results show that, at sufficiently high frame rates, speckle tracking methods produce well-behaved displacement estimates of both the tissue motion and flow in the vessel. These displacement fields are well suited for strain and shear strain calculations with minimum filtering. We have also demonstrated that time waveforms of flow velocity and pressure follow the quasi-periodic motion of the roller pump in the phantom experiments and ECG recordings from the human subject. Furthermore, the axial wall displacements (indicative of pressure) and average lateral flow velocity in the channel have a clear phase relationship. This indicates that our approach may be useful in obtaining the full dynamic motion fields suitable for solid-fluid interface modeling of vascular mechanics. It may also allow for noninvasive hemodynamic analysis for the detection and staging of vascular diseases.
Figure B.12: The lateral and axial displacements of the carotid artery are color-coded and overlaid on the B-mode gray scale images.
Figure B.13: The lateral and axial strains and sheer strains of the carotid artery are color-coded and overlaid on the B-mode images.
Figure B.14: The change of vessel diameter and average flow velocity obtained from local 2-dimensional displacement field.
Figure B.15: The ECG signal from the same patient using the Sonix RP system.