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CoMPUTER PROGRAMS FOR ScoRING TEsT DATA WITH 
ITEM CHARACTERISTIC CuRVE MoDELS 

Although latent trait test theory, or item characteristic curve (ICC) 
theory, has been developing since Lawley's (1943) paper more than 30 years ago, 
applications of the theory have appeared only recently. However, there are 
indications that latent trait test theory is beginning to reach the practitioner 
who is concerned with test development and usage in applied settings. This is 
evidenced,not only by the increasing number of journal articles concerned with 
latent trait test theory (e.g., the summer 1977 special issue of the Journal of 
Educational Measurement on applications of latent trait models) and in 
presentations and training sessions at professional meetings, but also by its 
application in adaptive (Weiss? 1976) or tailored (Lord, 1970) testing. 

A potential disadvantage of latent trait test theory is that its use 
often involves complex computational procedures. To apply ICC models to the 
development of tests and their scoring, the psychometrician must be able to 
estimate the ICC parameters of the items in the test,and then use them in 
conjunction with the response data of a new group of testees in order to estimate 
their trait scores (e.g., ability or achievement levels). A number of compu-
ter programs are available for estimating ICC item parameters (these are 
summarized in Appendix Table A). However, there appeared to be no general 
programs available for scoring test data with ICC models when item parameter 
estimates were available from previous data sets. This report describes 
several programs designed to meet this need. 

An Introduction to Test Scoring 

The problem of test scoring can be conceptualized as the process of 
summarizing a testee's answers to a set of test questions into a single number 
in such a way that the score will be indicative of the testee's position on the 
trait being measured by the test. The most common test scoring strategy is to 
add the number of correct answers and to transform the score into some type of 
standard score or percentile to add interpretability. Historically, the number
correct score has been used because it is easy to calculate, and in pre-computer 
days this was an essential requirement of a test scoring procedure. As a 
general procedure for scoring tests of ability and achievement, however, the 
number-correct score has several deficiencies. 

Inadequacies of the Number-Correct Score 

One major problem with the number-correct score is that it is possible 
for the same number-correct score to be obtained in several different ways; 
that is, several response patterns can result in the same number-correct score. 
If the items in a test are all of equal difficulty and discrimination, and 
therefore are essentially replicates of each other, this will have little 
effect on the number-correct score, since different response patterns among 
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replicate items are of little consequence. But it is a very rare test--and 
one which would have little general measurement utility--which would have items 
that are all replicates of each other with regard to difficulty and discrimi
nation. 

When test items differ with respect to difficulty or discrimination, they 
are no longer replicates. Under these circumstances, different patterns of 
response to the same set of items convey different information with regard to 
a testee's trait level. The testee who correctly answers only five very 
difficult items in a test is likely of higher ability than the testee who 
correctly answers only five very easy items in the same test. Although the 
total number-correct score is the same for these two testees, their trait 
level estimates derived from latent trait or ICC theory will differ. An 
additional unattractive feature of the number-correct score is the fact that 
the number of possible scores is determined by the number of items in the test. 
Thus, if a test consists of only 10 items, only 10 unique scores are possible. 
Although this may be sufficient in some applications, in others it might be 
desirable to obtain a finer gradation of scores. 

The inadequacy of the number-correct score as a general test-scoring 
procedure is most obvious when considering how to score responses of testees 
who have been administered different sets of items, as in adaptive or tailored 
testing. In these kinds of tests, number-correct scores are completely 
inappropriate, since different testees will receive items of different diffi
culties and discriminations as well as different numbers of items in an adap
tive test. In addition, the proportion of correct responses obtained by all 
testees will be approximately the same in a well-designed adaptive test (e.g., 
Weiss, 1975). 

ICC-Based Scoring 

The scoring programs described in this report use considerably more 
refined approaches than a mere adding of correct answers and are usable for 
scoring both conventional and adaptive test data. This refinement is possible 
because ICC theory makesveryexplicit specifications about the relationship 
between performance on a test item and the testee's position on the trait, e. 
This relationship is referred to as the item characteristic curve (ICC; Lord & 
Novick, 1968) when the items are scored into two categories (correct or 
incorrect) or, when there are more than two score categories, as the operating 
characteristic function (Samejima, 1969). 

In the context of latent trait test theory, scoring may be conceptualized 
as finding the value of 8 (i.e., the trait being measured) most "compatible," 
in some sense, with a given pattern of responses to the test items, given the 
ICC item parameters for each item answered. For maximum likelihood scoring, 
the score associated with a given response vector is that value of 8 for which 
the likelihood of the response vector is maximum. For Bayesian scoring, the 
score is usually either the value of 8 that m1n1m1zes the mean squared differ
ence between the estimated e and the "true" e, or the value of e that is most 
probable given the observed responses. 

Maximum likelihood scoring. The details of the maximum likelihood scoring 
procedure are presented below. However, a conceptual explanation based on two 
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dichotomously scored test items will serve to explicate its rationale. 

Figure 1 shows response probability curves for two test items--Item 1, 
which was answered correctly (resulting in an ICC plot of the probability of 
a correct response), and Item 2, which was answered incorrectly (resulting in 
a descending plot of the probability of an incorrect response, or 1 minus the 
ICC). The ICC curves for the two items are described by three parameters: 
(1) difficulty, b, which is the location of the ICC on the trait (8) contin
uum at the point of maximum slope of the ICC (b=-.5 for Item 1 and .75 for 
Item 2); (2) their discrimination, a, which is proportional to the slope of 
the ICC atb (a=.8 for Item 1 and 1.4 for Item 2); and (3) "guessing," c, the 
lower asymptote of the probability of a correct response at 8=~ (c=.l6 for 
Item 1 and 1-.78=.22 for Item 2). 

:>, 
~ 
'M ,..., 
'M 
,.0 

cU 
,.0 
0 
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p.. 
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Figure 1 
Response Probability Plots for a Correctly Answered Item (Item 1) 

and an Incorrectly Answered Item (Item 2) 
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The first step in maximum likelihood scoring consists of determining the 
likelihood of the response pattern (correct response to Item 1 and incorrect 
response to Item 2). Assuming local independence, which means that responses 
to the test items have nothing in common except their relationship to the 
underlying trait, e, the likelihood of a response pattern at any value of e 
can be determined by multiplying the separate probabilities of the responses 
in the response pattern for that value of 8. The value of 8 for which the 
likelihood is maximum is the maximum likelihood estimate of 8. 

Conceptually, this can be illustrated with the ICCs in Figure 1 by using 
discrete values of 8, such as those shown in Table 1. For example, at 8=-1.0, 
the probability of a correct response to Item 1 (scored as 1) is .442 and the 
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probability of an incorrect response to Item 2 (scored as 0) is .768; multiply
ing these values gives the likelihood of the [1,0] response pattern as .340. 
At 8=+1.0, the probability of a correct response [1] to Item 1 is .903 and the 
probability of an incorrect response to Item 2 is .277; the likelihood of the 
[1,0] response pattern is therefore .250. Similarly, at 8=0.0, the probability 
of a correct response to Item 1 is .718 and the probability of an incorrect 
response to Item 2 is .668, resulting in a likelihood for the [1,0] response 
pattern of .479. This process of computing likelihoods for the [1,0] response 
pattern can be repeated for a large number of values along the 8 continuum. 

Table 1 
Probability of a Correct Response to 
Item 1 [P

1
(e)] and Probability of an 

Incorrect Response to Item 2 [Q
2

(8)] for 

Selected Values of 8 (Item 1: a=.8, 
b=-.5, c=.l6; Item 2: a=l.4, b=.75, 
c=.22), and Values of the Likelihood 

Function [L(8)] 

e P1(8) Q2 (e) L(8) 

-3.0 .187 .780 .146 
-2.5 .212 .780 .165 
-2.0 .257 .779 .200 
-1.5 .332 .776 .257 
-1.0 .442 .768 .340 

. 5 .580 .742 .430 
0.0 .718 .668 .479 

. 5 .828 .503 .416 
1.0 .903 .277 .250 
1.5 .948 .112 .106 
2.0 .973 .038 .037 
2.5 .986 .012 • 012 
3.0 .993 .004 .004 

The result of computing likelihoods for all possible values of 8 based 
on the response pattern and the relevant ICCs can be a plot of the likelihood 
values as a function of 8. This plot, shown as a solid curve in Figure 2, is 
called a likelihood function. As can be seen, the maximum of the likelihood 
function in Figure 2 occurs at about 8=0.0 (actually .01). Thus, 8=.01 can 
be considered the maximum likelihood estimate of 8 associated with the [1,0] 
response pattern, given the parameters of the ICCs for the items generating 
that response pattern. The maximum likelihood 8 estimate is thus the value 
of e which maximizes likelihood of the given response pattern for items with 
the specified ICCs. 

The generalization of the scoring method for more than two items is 
straightforward. For each value of e, the likelihood would be determined by 
multiplying the response probabilities for the appropriate ICCs (based on 
the specified response pattern) across all items that have been answered. 
Thus, for n items, n probabilities would be multiplied at each value of 8 to 
obtain the likelihoods. The resultant likelihood values for all values of 8 
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could be plotted; and the maximum of the likelihood function would be used to 
identify the value of e that gives the observed response pattern the greatest 
probability of occurrence. 
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Figure 2 
Likelihood Function and Bayesian Posterior Density 

Function for the [1,0] Response Pattern 
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Maximum likelihood scores are intuitively appealing; at the same time, 
they have a number of optimal statistical characteristics, at least asymptotic
ally (i.e., when large numbers of items are administered). Of special 
relevance is the fact that as the number of items in the response pattern 
increases, it can be shown (Kendall & Stuart, 1961) that maximum likelihood 
estimates have minimum variance; and the reciprocal of that variance is known 
as the information function of e. As a consequence, different scores (i.e., 
e estimates) can have different degrees of accuracy as estimators of e (Birnbaum, 
1968; Samejima, 1969). 

Bayesian scoring. Although the numerical details of maximum likelihood 
and Bayesian scoring are substantially different, the two methods are 
conceptually very similar. Bayesian scores are based on the likelihood 
function modified by the prior probability density function of 8. The prior 
probability density function describes the assumed distribution of e in the 
population of individuals to be tested. 

To illustrate, call L(e) the likelihood of the response pattern for a 
given e value. Now call f(e) the prior probability density associated with 
that value of e. The modified likelihood, which may be called p(e) is then 

p(e)=f(e)L(e) 1 j[f(e)L(e) ]de. [1] 
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Equation 1 is called the posterior probability density function. Just as the 
maximum likelihood score is the value of 8 for which L(8) is maximum, one kind 
of Bayesian score is the value of 8 for which p(8) is maximum. Such scores 
are called Bayes modal estimates by Samejima (1969) because they are based on 
the mode of the posterior density function. A different type of Bayesian 
estimate is based on the mean of the posterior density function. Owen's 
(1975) Bayesian scoring procedure, which will be described in detail below, 
is an example of this approach. In his procedure, the prior probability 
densities are provided by a normal density function. Other Bayesian scoring 
procedures are also available (Sympson, 1977). 

These concepts can be illustrated using the likelihoods associated with 
the [1,0] response pattern discussed earlier. Table 2 shows for several 
values of 8 the probability of a correct response to the first item [P1 (8)]; 
the probability of an incorrect response to the second item [Q2 (8)]; the 
likelihood of the response pattern [L(8)] (these first three columns correspond 
to the data in Table 1); the prior probability densities [f(8)], which in 
this case are ordinates of a normal distribution with mean of zero and standard 
deviation of 1; and the posterior density function [p(8)], computed using 
Equation 1. For these data 

~f(8)L(8)]de~.348. [2] 

The resulting posterior density function, [p(8)], is shown as the dashed curve 
in Figure 2. 

Table 2 
Response Probabilities [P

1 
(8), Q

2
(8)], Likelihoods [L(8)], 

Weights [UJ(8)]' and Posterior Density Function [p(8)] for a 
Two-Item ResEonse Pattern 

e P
1

(8) Q2(8) L(8) f(8) p(8) 

-3.0 .187 .780 .146 .004 . 002 
-2.5 .212 .780 .165 . 018 .009 
-2.0 .257 .779 .200 . 054 .031 
-1.5 .332 .776 .257 .130 .096 
-1.0 .442 .768 .340 .242 .236 
-o.5 .580 .742 .430 . 352 .435 

0.0 .718 . 668 .479 .399 .549 
0.5 .828 .503 .416 .352 .421 
1.0 .903 . 277 .250 .242 .174 
1.5 .948 .112 .106 .130 .040 
2.0 .973 .038 . 037 .054 .006 
2.5 .986 . 012 . 012 .018 .001 
3.0 .993 .004 .004 .004 .000 
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The mode of the posterior density function in Figure 2 is located near 
8=0, so the Bayesian modal estimate and the maximum likelihood estimate are 
about the same for this data. The Bayesian 8 estimate based on the mean of 
the p(8) distribution is -.12. This 8 estimate does not coincide with the 
maximum likelihood estimate (~=.01); as will be further shown below, estimates 
of 8 obtained from different ICC scoring methods do not generally agree. 

Di[[erenaes Among Saoring Methods 

The programs described in this report are capable of scoring test data 
using most of the ICC response models available. The selection among models 
should not be arbitrary, especially when individual decisions are to be made on 
the basis of test scores. Dichotomous data can be scored by means of the one-, 
two-, and three-parameter ICC models, using either a normal or logistic ogive 
ICC. Thus, given the decision with regard to the number of parameters that 
describe the ICC, there still remains the problem of choosing between the 
normal or logistic ogive response models for scoring purposes. Unfortunately, 
there are as yet no firm guidelines for choosing between these two response 
models. Samejima (1969) has s~own that the normal and logistic ogive models 
differ with respect to their scoring "philosophies," but the practical impli
cations of these differences remain to be investigated. 

To illustrate the differences among the models and different ICC scoring 
procedures, all response patterns for a five-item test were scored by maximum 
likelihood, assuming both normal and logistic ogive ICCs, and by Owen's (1975) 
Bayesian scoring method. Table 3 gives the item parameters assumed for the 
hypothetical five-item test. For all items, the a (guessing) parameter was 
set at 0.0, indicating that a two-parameter ICC model was used. Items varied 
in difficulty (b) from -2 to +2 and had discriminations of 1.00 or 1.50. 

Table 3 
Item Paretneters for Five-Item Test 

Item a b a 

1 1.00 -2.00 .00 
2 1. 50 -1.00 .00 
3 1.00 0.00 .00 
4 1.50 1.00 .00 
5 1. 00 2.00 .00 

In a five-item test in which each item is scored dichotomously, there are 
2 5=32 different response patterns. These response patterns are shown in 
Table 4 along with the scores associated with them. It is obvious from the 
data in Table 4 that for a given response pattern, the scores (all of which are 
on the same metric) differed somewhat. This indicates that the scoring 
procedures are not interchangeable. 

For example, consider the five response patterns which have 20% correct, 
namely Patterns 2, 3, 5, 9, and 17. Not only do the 8 estimates (scores) for 
a given response pattern differ among the three scoring procedures, but there 
are some differences in the ordering of the 8 estimates derived from these 
response patterns within each procedure. For maximum likelihood scoring using 
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a normal ogive ICC, the ordering of the 8 estimates derived from the five 
response patterns was exactly the same as that obtained from the Bayesian 
scoring procedure, although the numerical values of the 8 estimates were 
uniformlyhigher for the Bayesian procedure. For both these scoring methods, 
there was a tendency for higher ability estimates to be obtained when a more 
difficult item was answered correctly. For example, the lowest 6 estimate was 
obtained by both scoring methods when the easiest item (Item 1) was answered 
correctly (Response Pattern 17); when only Item 2 was answered correctly 
(Response Pattern 9), the 8 estimates from both the Bayesian and maximum 
likelihood normal procedures increased. In addition, both scoring methods took 
into account the discriminations of the items involved. For example, Response 

Table 4 
Scores Given to Each Res:eonse Pattern by Three Scoring Methods 

Response Maximum Likelihood 
Pattern Normal Logistic Bayesian 

1. 00000 oo* oo* -1.72 
2. 00001 -.93 -1.60 -.64 
3. 00010 -.61 -1.19 -.38 
4. 00011 -.13 -.46 .11 
5. 00100 -1.42 -1.60 -1.06 
6. 00101 -.50 -.84 -.28 
7. 00110 -.30 -.46 -.11 
8. 00111 .13 .46 .30 
9. 01000 -1.24 -1.19 -.89 

10. 01001 -.23 -.46 -.15 
11. 01010 .03 .00 .00 
12. 01011 .50 .84 .41 
13. 01100 -.60 -.46 -.42 
14. 01101 .23 .46 .17 
15. 01110 . 39 . 84 .28 
16. 01111 .93 1. 60 . 64 
17. 10000 -1.63 -1.60 -1.16 
18. 10001 -.39 -.84 -.24 
19. 10010 -.17 -.46 -.06 
20. 10011 .30 .46 .39 
21. 10100 -.78 -.84 -.58 
22. 10101 .03 .00 .11 
23. 10110 .17 .46 .23 
24. 10111 .61 1.19 .62 
25. 11000 -.42 -.46 -.29 
26. 11001 .60 .46 .51 
27. 11010 .78 . 84 .63 
28. 11011 1.42 1. 60 1. 09 
29. 11100 .42 .46 .31 
30. 11101 1. 24 1.19 .93 
31. 11110 1. 63 1. 60 1. 08 
32. 11111 00* oo* 1. 55 

* For maximum likelihood scoring, it is not possible to score 
response patterns with all correct or incorrect answers. 
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Pattern 2 (with a correct response to Item 5, the most difficult item) was 
assigned higher scores than Pattern 5; but Pattern 2 was assigned lower scores 
than Pattern 3 (which had a correct response to Item 4, the second most diffi
cult item), since in Response Pattern 3 a correct answer was given to an item 
(Item 4) with a higher discrimination than that of Pattern 2 (Item 5). 

On the other hand, assuming a logistic ogive ICC for the maximum likelihood 
scoring procedure, estimated values of 8 were related to the discriminations of 
the items answered correctly. Those ~sponsepatterns for which the discrimi
nations of the items answered correctly were the same were assigned the same 
score, namely -1.60 for Patterns 2, 5, and 17 and -1.19 for Patterns 3 and 9. 
For the latter two response patterns, the discriminations of the items answered 
correctly were 1.50; for the former three response patterns, they were 1.00. 
Thus, the magnitude of the scores was a function of the item discriminations, 
and the item difficulties did not affect the 8 estimates. 

These data indicate that the assumption of different forms of the ICC 
within the maximum likelihood scoring procedure will, in general, result in 
different 8 estimates. Since the Bayesian 8 estimates were different from 
both the maximum likelihood estimates, these three ICC-based scoring procedures 
are not interchangeable. However, additional research is required to further 
delineate the similarities and differences among the 8 estimates derived by 
different ICC-based scoring procedures and, more importantly, to assess the 
implications of these differences in practical applications. 

General Description of the Programs 

This report describes three computer programs for scoring test data with 
ICCmodels--LINDSCO, ADADSCO, and LINPSCO. Table 5 summarizes the major 
features of these programs. LINDSCO (LINear Dichotomous ~COring) is designed 

Model and 
Scoring 
Procedure 

Logistic Ogive 
Bayesiana 
Maximum 

Likelihood 
Normal Ogive 

Bayesiana 
Maximum 

Likelihood 

Table 5 
Summary of Program Capabilities 

Dichotomous 
Linear Adaptive 

(LINDSCO) (ADADSCO) 

NO NO 

YES YES 

YES YES 

YES YES 

Polychotomous 
(LINPSCO) 

Graded Nominal 

NO NO 

YES YES 

NO NO 

YES NO 

aThe Bayesian scoring procedure is based on Owen (1975). 

to be used for scoring test data for conventional (linear) tests in which all 
items are administered to each testee. It requires responses to be dichotomous; 
that is, responses are scored into one of two categories, such as "correct" 
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and "incorrect." Omissions are permitted, but they are ignored in the 
computations. The number of omitted items is tallied from the number of 
items administered and reported as part of the output for each testee. Either 
the normal or logistic ogive response model can be used with ICCs described by 
one, two, or three parameters for maximum likelihood scoring. Response patterns 
may also be scored by Owen's (1975) Bayesian method which assumes a normal 
ogive ICC. The user can also specify, in addition to a total test score, 
subscores on as many as 25 subscales. 

ADADSCO (ADAptive ~ichotomous SCOring) is similar to LINDSCO, but it is 
designed specifically for scoring item response data derived from adaptive 
testing. Since in adaptive testing each respondent answers a different set 
of test items, the program must locate for each testee the item parameter 
estimates of each attempted item; LINDSCO, in contrast, does the item 
search only once. ADADSCO also differs from LINDSCO in that it has no 
subscale scoring capabilities. 

LINPSCO (LINear Polychotomous SCOring) is designed to score data from 
linear (conventional)-tests in which each testee is administered all items, 
and items are scored into more than two categories. Three models are 
available: the graded normal and logistic ogive models (Samejima, 1969), 
and the nominal logistic model (Bock, 1972). In LINPSCO only maximum likeli
hood scoring is available, and subscale scoring is not possible. 

All three programs compute both test information and response pattern infor
mation values when maximum likelihood scoring is used. Response pattern 
information (Samejima, 1973) provides an estimate of the precision of measure
ment for a specified response pattern and can be used to compare the quality of 
trait estimates derived from specific test administration and/or scoring pro
cedures (e.g., Bejar, Weiss, & Gialluca, 1977). 

NUMERICAL PROCEDURES 

Dichotomous Data 

Maximum Likelihood 

The numerical procedure for maximum likelihood scoring of dichotomous 
data consists of two stages. Ip the first stage an initial estimate is sought 
by the bisection method. Once this initial estimate is obtained, it is refined 
further by the Newton-Raphson method. 

The bisection routine begins in the interval ±5.00. If the sign of the 
first derivative of the likelihood function during the first iteration is the 
same when evaluated at 5.00 and at -5.00, a value of 0.0 is returned as the 
initial estimate of 8. Otherwise, five additional iterations are performed. 
After the sixth iteration, the width of the interval has been reduced to 
10/(2 6 ) = 10/64 = .15. The midpoint of that interval is the initial estimate 
which is then refined further by Newton-Raphson iterations of the form: 

e = e - <f' 'f"> m+l m 
[3] 



where 

-11-

em+l is the new estimate, 

§ is the estimate from the last iteration, 
m 

f' 

f" 

is the first derivative of the log-likelihood function evaluated at 
§ , and 
m 

is the second derivative of the log-likelihood function evaluated 
at 8 . 

m 

This iterative process is continued until jem+l - Smj < .005. If that 

criterion has not been met at the end of 50 iterations, the case is said to be 
nonconvergent. 

Formulas for> der>ivatives. Let v = {ug, g=l, 2, • . . n} be a response 
vector such that 

u 
g 

j 1 if the item is answered correctly 

) 0 if the item is answered incorrectly. 

Note that for scoring purposes, the response vector does not include rejected 
or omitted items. The probability that u =1 for a given value of 8 and item 
parameters ag~ b ~ and c is given by g 

g g 

p (8) 
g 

for the logistic ogive model and by 

p (8) 
g 

c + (1-c ) - 1-
g g v'2TI 1ag(8-b g) t 2 12 e dt 

00 

c + (1-c) ~ [a (8-b )] 
g g g g 

[4] 

[ 5] 

for the normal ogive model, where ~ stands for the standard cumulative normal 
distribution. 

The log-likelihood function for the response vector is 

LV (8) = L: logP (8) Ug Q (8) l-ug 
g g g 

= L: [u logP (8) + (1-u )logQ (8)] 
g g g g g 

[6] 
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where Q (8) = 1-P (8) and P (8) is given by either Equation 4 or 5. g g g 

In general, the first and second derivatives of the log-likelihood function 
of a response vector are given by 

and 

For the logistic ogive model, after simplification and letting 
X= 1.7a (8-b ), these expressions are g g 

and 

[ X] [ X] a e u a e 
= -l.]L ~ +1.7L: rJ g X 

g l+e g c + e 
g 

+ 2. 89 L: 
g 

For the normal ogive model, letting x = -a~(6-bg) 2 /2, the corresponding 
expressions are 

and 

L (8) v 
a8 r 

-1/2 X 
u (2n) a (1-c )e 

L: g g g 
g c +(1-c )¢[a (8-b )] g g g g - 1-{c +(1-c )¢[a (8-b )]} g g g g 

-1/2 X] (1-u )(2TI) (1-c )a e 
g g 

[ 7] 

[ 8] 

[9] 

[10] 

[11] 
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[ 

[(2rr)-l/ 2 (1-c }a ex] 2 

g g -
- {[c -(1-c )~[a (8-b )]} 2 

g g g g 

(2rr) -l/ 2a 3 (8-b ) (1-c )ex] 
g g g + 

{c -(1-c )~[a (b -8)]} g g g g 

[ 

[(2rr)-l/ 2(1-c )a ex] 2 (2rr)-112a 3 (8-b )(1-c )ex] g g g g . g 
~(l-ug) - 71--;{ro---c-+---(=1--c~)-;-~-.[a~(-;:&8-"-:;b----) ]:;-o;}--r-2 + 1-{c +(1-c H[a (8-b ) J} 

g g g g g g g g 

Computation of information. With maximum likelihood scoring, two measures 
of information are computed for each response pattern. One is response 
pattern information (Samejima, 1973) denoted by l(S); the other is test infor
mation (Birnbaum, 1968; Samejima, 1969) denoted by I(S). Test information is 
defined as the expected value of the second derivative of the log-likelihood 
function, i.e., 

[ 13] 

Response p~ttern information, on the other hand, is defined by 

[14] 

that is, the "observed," as opposed to expected, value of the second derivative 
of the log-likelihood function evaluated at §. 

These two measures of information will be the same for models in which 
there is a sufficient statistic for the response vector. In particular, 
this is true in the one- and two-parameter logistic ogive models. It is 
also true for the "zero" parameter normal ogive model, i.e., when the items 
are parallel. The value of l(G) for a given response pattern is simply the 
value of the second derivative of the log-likelihood function at the last 
iteration, i.e., evaluated at the estimated value of 8. 

I(§) is computed by 

gL: A A 

P (8) {1. 0-P (8)} 
g g 

[15] 

[12] 
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where Pg(8) is given, in general, by Equation 4 for the logistic ogive model and 

by Equation 5 for the normal ogive model. 

For the normal ogive model, 

p"'(Eb = 
g 

a (1-c ) g g 

I2TI 

and for the logistic ogive model, 

[16] 

[17] 

Standard erro1•. The standard error of measurement associated with e is 

computed as l/if0[), that is, the reciprocal square root of response pattern 
information evaluated at e. 
Bayesian Scoring 

The Bayesian scoring procedure used by LINDSCO and ADADSCO is derived from 
Owen's (1975) sequential adaptive testing strategy. However, since the 
present application·assumes that the test items have already been administered, 
only the scoring aspect is of interest. 

The procedure makes the assumption that the prior distribution of 8 is 
normal, with mean ~ 0=0.0 and variance a~=l.OO, where subscript 0 denotes the 
fact that no items have yet been administered. After the mth item is adminis
tered, the mean and variance of the posterior density function are computed 

th according to the following equations. If the response to the m + 1 item is 
correct, 

~m+l E(8 ll) 

( 

r--a-
2

_.'71_) ( <P (D) ) 
~m+(l-cg) y 1 c +(1-c )~(-D) 

~ + 02 g g 
g m 

[18] 

and 

g - D 
(

(1-c )¢(D) ) 
A [19] 
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Following an incorrect answer, 

and 

J.lm+l = E(8iO) 

2 
a m+l var(8 I 0) = a2 

m (

<f>(D) ) 

1 - ( HD)l ) ~ + D 
1 + 2 2 ~(D) a a 

. g m 

In Equations 18 through 21 (from Owen, 1975), 

<f>(D) is the normal probability density function, 
~(D) is the cumulative normal distribution function, 

b -]J 

D - - g m 
- ~ , and 1 + a2 

7 m 
g 

A = c + (1-c ) ~ (-D). 
g g 

[20] 

[ 22] 

[23] 

After the last item has been administered, the posterior mean is the esti
mated 8 and the posterior variance is a measure of the error associated with that 
estimate. Because the posterior distribution after every item is administered 
is approximated by a normal distribution in this procedure, there is a certain 
amount of inaccuracy in the estimate. Moreover, the resulting scores are 
order dependent (Sympson, 1977), i.e., if a response vector were to be scored 
after rearranging the items, the resulting 8 estimate would be slightly 
different. 

Computation of Expected Proportion of Correct Answers 

The expected proportion of correct answers (EXPTOT) is defined as 

EXPTOT l: P cEh/NI 
g g 

[ 24] 

where Pg(~) is computed from Equation 4 for the logistic ogive model and Equation 5 

for normal ICCs. NI is the riumber of items on which the estimate of 8 is 
based. EXPTOT is simply an estimate of the true score associated with S 
(Lord & Novick, 1968, p. 387). 
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Polyahotomous Data 

LINPSCO is capable of scoring polychotomous data when item parameters 
have been estimated according to a graded ~odel of either normal or logisticogive 
form (Samejima, 1969) or according to Bock's (1972) nominal logistic model. 
For the graded model, the numerical procedure consists of a bisection stage 
of six iterations followed by Newton-Raphson iterations. For the nominal 
logistic model, the initial estimate obtained from the bisection stage is 
refined further by the secant method rather than by Newton-Raphson iterations. 

In each case, the bisection phase begins in the interval ±5.00. During 
the first iteration, if the sign of the first derivative of the log-likelihood 
function is the same when evaluated at 5.00 and at -5.00, a value of 0.0 is 
returned as the initial estimate. Otherwise, five additional iterations are 
performed. After six iterations, the width of the interval is reduced to 
10/(2 6 )=10/64=.15. The midpoint of that interval is taken as the initial 
estimate. 

The Newton-Raphson procedure used with the graded models refines the 
initial estimate with iterations of the form shown in Equation 3. This 
iterative procedure is continued until 18~1 - em! is less than .005 or the 

number of iterations is greater than 50. The secant procedure is similar 
to Newton-Raphson iterations, except that f" in Equation ·3 is an approximation 
to the second derivative of the log-likelihood function given by 

f" 
f'<e )-f'<e 1) m m- [25] 

<e - e 
1

) m m-

Graded Models 

Let v = {x 
3 

g=l, 2, ... } be a response vector exclusive of omitted and 
g 

rejected items such that 

1 = if the "best response was given 
2 if the second "best" response was given 

m -1 if the next to worst response was given 
g 

m if the worst response was given. 
g 

For the graded logistic ogive model, the probability that xg takes one of 

the values between 1 and m is given in general by 
g 

p (8) 
X 

g 

p 
X 

g 

Yx Yx -1 _1 = [1 + e g]-l - [1 + e g ] [26] 



where 

-a D(8-b ) 
g X 

g 

-a D ( 8 - b 
1

) , and 
g X -• g 

D = 1.7 is a scaling factor. 

When x 1, 
g 

p 
X 

g 

When x = m g g' 

p 
X 

g 
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[27] 

{28] . 

[ 29] 

[30] 

For the graded normal ogive model, the probability that x takes one of 
g 

the values between 1 and m is given in general by 
g 

where 

and 

p (8) 
X 

g 

p 
X 

g 

a (8-b ) g X 
g 

Y = a (8-b 1) 
X -1 g X -g g 

When;..; 1, 
g 

p 
X 

g 

[ 31] 

[32] 

[33] 

[34] 
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The log-likelihood function for a given response vector is given by 

1' 
L (8) v 

= log II P xg 
g xg 

where 

= L: 1'x [log P 
g g X 

g 

1' = \ 1 if the xgth response category is chosen 

x g / 0 otherwise . 

The general first derivative of the log-likelihood function is 

1' 
X 

g 
L 

X 
g 

[35] 

[36] 

[37] 

Sarnejirna (1969) referes to L 
X 

g 

-1 
as the basic function. Since L =(oP /d8)(P ) 

X X X 

aL (8) v 
----:~- = L: L: 1'x .a8 g x g g 

aP::c/ a8 
p 

X 
g 

g g g 

[38] 

The general second derivative of the log-likelihood function is given by 

Specifically, for the graded logistic ogive model, 

- P* } 
X -1 

g 

[39] 

[40] 



and 

where 
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(2Q~ -1- l)(P~ -1 Q~ -1)}] 
g g g . 

P* =1 
m 

g 

Q* = 1 - P* , and 
X X 

g g 

Q~ -1 = 1 - Px -1 
g g 

(2Q* )(P* Q* )-
x -1 X X 

g g g 

[41] 

[42] 

[43] 

[44] 

[45] 

[46] 

[47] 

For the graded normal ogive model, letting z = -[a2 (8 - b ) 2
] I 2, the 

xg g xg 

corresponding expressions are 

r (
r z z ) J (JL (8) X a X X -1 

v = L: L: g g [e g - e g ] I P (8) 
a8 g xg 121T xg 

The second derivative is given by 

{(8-b ) 
X 

g 

z . Xg 
e -

[48] 

[ 49] 



Zx -1 
When x =1, e g =0 and P 

g ' X 
g 

and P is given by Equation 
X 

g 

Nominal Logistic Model 
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Zx 
is given by Equation 34; when x =m , e g=O 

g g ' 

35. 

For the nominal logistic model, the probability of x , given 8, is given by 
g 

p (8) = p 
X X 

[50] 
g g 

th where as and Bs are the slope and intercept parameter for the s response 

category. 

The secant method requires only the first derivative of the log-likelihood 
function. That derivative is 

mg 
( ) a,c:8+Bs 

n,;<e) ~ I' a -as e · 
s=l 

X X 

= L: 
g g [51] ae g mg (as8 + Bs) 

L: e 
s=l 

Computation of Information 

Response pattern information is computed as the value of the second 
derivative at the last iteration. For the nominal logistic model, that value is 
an approximation. Test information is computed from the general formula given 
by Samejima (1969), 

L: L: 
g X 

g 
(ClP 

X g 
/Cl8) 2P • 

X 
g 

This expression involves only the first derivative of the response model. 
The appropriate expressions are listed below. 

For the graded normal ogive model, 

where z 
xg 

[52] 

[53] 
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For the graded logistic ogive model, 

aP 
~ [54] ae 

where P* 
X 

g 

For the nominal logistic model, 

()p 
(ax e + Bx ) mg <as e + 

X 
__g_ 

[e g g E e g 
s=l [55] ae 

s=l 

USE OF THE PROGRAMS 

Input 

For each of the programs, three types of input are required: 

1. The ~ogram Parameters, which consist of specifications as to the 
number of items in the pool, the options chosen, the scoring key, 
and so forth. 

2. The Item Pool, which contains the item parameter estimates on as 
many as 600 items for LINDSCO and ADADSCO, and 100 items for LINPSCO. 

3. The Test Response Data consists of testee name and identification 
number and each testee's item responses. For LINDSCO, item responses 
need not be dichotomized beforehand; for ADADSCO, they must be dichot
omized unless a key is provided as part of the item pool. For 
ADADSCO, the number of items attempted and the identification 
number of each item attempted must also be supplied as part of 
the test response data. For LINPSCO, the test response data must 
be supplied in such a way that the first category corresponds to 
the "best" response, while the last category corresponds to the "worst" 
response, based on previously obtained item parameterization data. 

Testee response data containing all correct or incorrect answers cannot 
be scored by maximum likelihood. If such a response pattern is found, a 
message is printed, and the estimated e is set to 10.00 if all responses are 
correct and to -10.00 if all responses are incorrect. The information is 
set to 0.0 in both cases. Response patterns with all answers correct or 
incorrect present no problem for Bayesian scoring, and they are processed 
normally; however, a message is still printed. Appendix B gives examples of 
the use of each of these programs. 



Columns 

1-4 (I4) 

5-8 (I4) 

9 

10 (Il) 

11 (Il) 

12 (Il) 

13 (Il) 

Table 6 
Input Program Parameters for LINDSCO, ADADSCO,and LINPSCO: Card Set 1 

LINDSCO 

INUP, number of items 
in item pool. 600 is 
the maximum. 

H, number of items in test. 
300 is the maximum 

blank 

OPTl 
1 = Punch the item para
meter estimates corresponding 
to the items in the test. 

OPT2 
1 = the item pool consists 
of M items, i.e., there 
will be no searching of 
items in the pool. 

OPT3 
If 1, 2, or 3 item parameters 
will be edited; see "Editing 
of item parameters." 

OPT4, scoring algorithms and 
response model: 
1 = maximum likelihood 

normal ogive 
2 = maximum likelihood 

logistic 
3 = Owen's Bayesian normal 

ogive 

ADADSCO 

INUP, same as LINDSCO 

MMAX, maximum number of items 
administered. 60 is the 
maximum. 

blank 

OPTl 
1 = Print the item parameter 
estimates corresponding to 
the items administered (this 
is done only for the first 
10 testees). 

not used 

OPT3, same as LINDSCO 

OPT4, same as LI~IDSCO 

LINPSCO 

Number of items in the pool. 
Maximum is 100. 

M, number of items in the 
test. Maximum is 50. 

blank 

OPTl 
1 = Punch the item parameter 
estimates corresponding to 
the items in the test. 

OPT2 
1 = the item pool cons·ists of 
M items, i.e., there \vill be 
no searching of items in the 
pool. 

not used 

OPT4, response model: 
1 = graded logistic ogive 
2 = graded normal ogive 
3 - nominal logistic 

I 
N 
N 
I 



14-18 (F5.2) TS, for Bayesian scoring. 
This i.s the prior mean of 
e. Not used in maximum 
likelihood scoring. 

19-23 (F5.2) TSS, for Bayesian scoring. 
This is the prior standard 
deviation of e. Not used 
in maximum likelihood scoring. 

24-28 (F5.2) AMAX, value of the a 
parameter. Used in editing. 
See "Editing of item 
parameters." 

TS, same as LI~DSCO 

TSS, same as LINDSCO 

M1AX, same as LINDSCO 

29-33 (F5.2) BMIN, lowest value of the b BMIN, same as LINDSCO 
parameter. Used in editing 
parameter estimates. See 
"Editing of item parameters." 

34-38 (F5.2) BMAX, highest value of the BMAX, same as LINDSCO 
b parameter. Used in edit-
ing parameter estimates. 
See "Editing of item 
parameters." 

39-43 (F5.2) CMAX, value of the c CMAX, same as LINDSCO 

44-45 (12) 

46-47 (12) 

48-80 

parameter. Used in editing 
parameter estimates. See 
"Editing of item parameters." 

blank 

IOMIT, code for omitted 
response. 

blank 

IFLAG, code for correct response 

IOMIT, same as LINDSCO 

blank 

D, scaling parameter for 
graded logistic model. If 
blank, will be set by default 
to 1.0; otherwise will usually 
be set by the user to 1.7. 

not used 

not used 

not used 

not used 

not used 

IOMIT, same as LINDSCO 

blank 

I 
N 
w 
I 
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Program Parameters 

Table 6 describes the input program parameters for all three programs, using 
Card Set 1 (all numeric information is right justified). After Card Set ·1, the 
program parameter and input for each of the three programs differs, as indicated 
below. 

LINDSCO (Card Set 2•10). 

Card Set 2 (8Al0). 

Card Set 3 (1615). 

Card Set 4 (8011). 

Card Set 5 (8011). 

Card Set 6 (8AlO): 

Card Set 7 (8Al0). 

Card 8 (15). 

Card Set 9 (irs). 
(Omit if the number 
of subscales is 0.) 

Card Set 10 (1615). 
(Omit if the number 
of subscales is 0.) 

The variable format for the item pool is punched 
on this card, using !-fields (see Item Pool below). 

Punch in five-column fields the item identification 
number of the items in the test in the same order 
in which they appear in the test. Continue on as 
many cards as necessary. 

A "1" in a given column is punched to omit a 
specified item from all computations, e.g., if the 
lOth item is to be omitted, punch "1" in column 10; 
if the lOOth item is to be omitted, punch "1" in 
column 20 of the second card. Continue on as many 
cards as necessary. 

This card contains the scoring key for the test. In 
general, the nth column contains the key for the nth 
item, as in Card Set 4. Continue on as many cards 
as necessary. 

Variable format for reading the subject information 
and test response data (see Test Response Data below 
for field type specifications). 

The description of the run is written on three cards. 
The three cards must be included even if they 
are blank. 

Punch the number of subscales to be scored in 
columns 1-5; maximum is 25. 'If no sub scales are 
to be scored, punch "O" in column 5; in that case, 
this is the last card set. 

For each scale, punch the following information: 
Columns 1-5: Number of items in subscale (maximum 

is 60) . 
Columns 6-10: Scale number. Repeat for each 

subscale beginning on a new card. 

Punch in five-column fields the item identification 
number of the items in the subscales. Continue on 
as many cards as necessary. Repeat for each 
subscale, beginning on a new card for each subscale. 



ADADSCO (Card Set 2-5). 

Card Set 2 (8Al0). 

Card Set 3 (16I5). 

Card Set 4 (8Al0). 

Card Set 5. (8Al0). 

LINPSCO (Card Set 2-7). 

Card Set 2 (8Al0). 

Card Set 3 (80Il). 

Card Set 4 (1615). 

Card Set 5 (8011). 

Card Set 6 (8Al0). 

Card Set 7 (8Al0). 
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Variable format for item pool, using !-fields. 
It must be contained on one card (see Item Pool 
below). 

Columns 1-5: The number of items to be omitted, 
i.e., excluded from the computations. 
If none, punch "0" in colunm 5. 

Colunms 6-10 and subsequent five-column fields: 
The item identification numbers of 
items to be omitted. Continue on as 
many cards as necessary. If more than 
one card is necessary, begin punching 
on the second card in columns 1-5. 

Variable input format for reading subject information 
and test response data. It must be contained on one 
card (see Test Response Data below for field type 
specifications). 

Description of the run is written on three cards. 
These cards are required, even if they are left blank. 

Variable format for the item pool. It must be 
contained on one card (see Item Pool below for 
field type specifications). 

Punch in the nth column the number of response 
categories minus 1 for the nth item. Continue 
on as many cards as necessary. 

Punch in five-colunm fields the item identification 
numbers of the items in the test. The numbers must 
appear in the same order as the items appear in 
the test. Continue on as many cards as necessary. 

The information on this card is used to omit 
specified items from the computations. To omit 
the nth item, punch a "1" in the nth column of 
this card; otherwise, punch "O." If no items are 
to be omitted, punch as many zeros as there are 
items in the test. Continue on as many cards as 
necessary. 

Variable format for subject information and test. 
response data. It must be contained on one card 
(see Test Response Data below for field type 
specifications). 

Description of the run is written on three cards. 
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Item Pool 

LINDSCO and ADADSCO. To score the response data, a file containing the 
item pool item parameter estimates must be prepared beforehand and placed in 
a file called !POOL. The file consists of a line for each item in the 
pool with the follm>1ing information: 

1. A unique item number; 
2. Estimate of the a parameter; 
3. Estimate of the b parameter; 
4. Estimate of the c parameter; 
5. Correct alternative for this item, i.e., the keyed response. 

For LINDSCO, only Items 1 through 4 must be supplied; for ADADSCO, Item 5 must 
be supplied also, although it could be a "dununy" key (e.g., a blank), since the 
data may already be scored (see columns 44-45 for Card Set 1). 

The exact'format of this information is not critical, since it is read with 
a user-specified variable format. However, the following limitations must be 
observed: (1) the information must be read in the above order; (2) the item 
number must be read in integer mode; (3) the item parameter estimates must be 
read in floating point; and (4) the key, if ADADSCO is being used, must be read 
in integer mode. 

A typical format for LINDSCO could be 
(10X,I4,3Fl0.2) 

For ADADSCO, a typical format might be 
(10X,I4,3Fl0.2,I2) 

All three parameter estimates must be read even if the user is using a 
one- or two-parameter model. This presents no difficulties, however, since 
in the case of, say, a two-parameter model, the third parameter is 0 for all 
items. This may be accomplished by reading blanks or zeros, or by editing 
item parameter estimates (see below). 

The number of items in the pool may range from the number of items in 
the test, M, to 600. If the item pool for LINDSCO consists of only the items 
being scored in the test, then OPT2 should be set to 1. This indicates to 
the program that items do not have to be searched. On t~e other hand, if 
the pool consists of items in addition to those used in the present test, 
then OPT2 should be set to 0. This instructs the program to search for the 
item and to retrievethecorresponding item parameters. For both LINDSCO and 
ADADSCO, if at least one of the items being called for is not found in the pool, 
the program prints a message; and the unavailable item is treated as an 
omitted item. 

Editing of item parameter estimates. LINDSCO and ADADSCO have several 
options to edit item parameter estimates. If OPT3=1, the program checks that 
the item parameter estimates are within certain bounds. For the discrimination 
(a) parameter, the program checks to see if the estimate exceeds AMAX; if it 
does, it is set to AMAX. For the difficulty (b) parameter, if the estimate 
is below BMIN, it is set to BMIN; if it is above BMAX, it is set to BMAX. For 
the "guessing" (c) parameter, the program checks to see if the estimate exceeds 
CMAX; if it does, it is set to CMAX. If the user wants to edit only one or two 
parameters, the limits of the other parameters should be chosen so that the 
editing has no effect. 
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A more radical form of editing is also possible. If OPT3=2, then in 
addition to the editing caused by OPT3=1, the program sets all c parameter 
estimates to CMAX. If CMAX=O. 0, this implies that a two-parameter model is in 
effect. If OPT3=3, then in addition to the editing caused by OPT3=1 and 
OPT3=2, the program sets all a parameter estimates to AMAX. 

LINPSCO. For polychotomous scoring, the item pool consists of the following 
information for graded normal and logistic ogive models: 

1. A unique item identification number; 
2. The "discrimination" parameter, which is common to all response 

3. 
categories; 
m -1 "difficulty" 

g 
categories in the 

parameters, where m is the number of response 
g 

gth item. Since m can be at most 10, there would 
g 

be at most 9 difficulty parameters. 

The exact format for reading this information is not crucial, since it is read 
by a user-supplied format statement. However, the following restrictions must 
be observed: (1) the identification number is read first, in integer mode; 
(2) next, the estimated discrimination parameter is read in floating point 
mode; (3) the mg-1 "difficulty" parameters are read next, with the difficulty 

of the best alternative followed by the second best alternative, and so forth. 

Since the program allows the number of categories to differ from item to 
item, the format should be specified so that it can read the information 
for the item with the most response categories. For example, if in a given 
test, the maximum number of response categories is seven, then there should 
be at most six difficulty parameters. The format for such pools might be 
as follows: 

(I4,6X,F5.2/10X,6F5.2) 

In this format the item identification number is read in the I4 field; the 
discrimination parameter is read next in format F5.2; and the six difficulty 
values are read from the next card, beginning in column 11. 

For the nominal logistic model, the item information is read in the following 
order: 

1. 
2. 

3. 

A unique item identification number; 
mg "slope" parameters; and 

mg intercept parameters. 

Differing from the graded models, in the nominal model there is a pair of 
parameters (a slope and an intercept) associated with each response category. 
Since the response categories are not ordered in the nominal model, the order 
in which the parameters are read is unimportant. However, the ordinal position 
in which the parameters appear in the pool must correspond with the integer. 
associated with that response category. As in the graded models, the format 
should be able to read the information for the item with most response categories. 
For example, if the maximum number of response categories is five, the format 
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could be 

(I4,16X,5F5.2,5X,5F5.2) 

In this format, the item identification number is read in the I4 field; next, 
the five slope parameters are read in 5F5.2; and finally, the five intercept . 
parameters are read in the last set of 5F5.2 fields. 

Test Response Data 

Data for all testees must be on a file called DATA. The structure of this 
file differs slightly for each of the programs. In all cases, however, the 
last record of DATA must be an end-of-record marker. 

LINDSCO. This program requires that for each individual the following 
information be provided on DATA: 

1. Name, 
2. Identification number, and 
3. Responses to the test items. 

The exact format of this information is not critical, since it is read with a 
user-supplied variable format; but the information must appear in the above 
order. Two words are used for testee name; thus, name should be read with two 
alphanumeric words, e.g., 2Al0. This allows for up to 20 characters. 
The testee identification is read with an alphanumeric field of at least 1 
column, e.g., Al, A9. Test item responses are read with an integer format, 
e. g., 20Il. 

The test data may be raw item responses (i.e., the number of the alternatives 
chosen) or scored (i.e., 0 for incorrect and 1 for correct). However, in either 
case, a scoring key must be provided (see Card Set 5 for LINDSCO). The key will 
contain the number of the correct alternative if raw data are read. If the 
data are already scored, a "dununy" key full of "l's" must be provided. 

Omitted items are indicated by the integer IOMIT (see columns 46 and 47 of 
Card Set 1 for LINDSCO). For raw data, this will normally be an integer 
greater than the number of alternatives. Similarly, for scored (0-1) data 
IOMIT must be an integer greater than 1. 

ADADSCO. The program requires thatthe following information be provided 
on DATA for e?ch individual: 

1. Name, 
2. Identification number, 
3. Number of items answered by the testee (i.e., number of items attempted), 
4. Item identification numbers of items attempted, and 
5. Responses to the test items. 

This information is read in the above order with a user-supplied variable format; 
thus, the exact format is not critical. However, the following limitations must 
be observed. Even though the number of items administered usually varies across 
individuals in an adaptive test, this program assumes that the data record for 
each testee is formally the same (i.e., that there is the same number of data 
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lines per testee and that these lines contain similar information). Thus, 
if the maximum number of items taken by anyone is MMAX (see Card Set 1 for 
ADADSCO), but any particular testee takes M items, where M<MMAX, then that 
testee's record should be "padded" to MMAX items. This can be accomplished by 
leaving an appropriate number of blank fields. The name is dimensioned for two 
words so the format should allow for two words, e.g., 2Al0. The identification 
number is read with an alphanumeric format, e.g., A8. The number of items 
is read in integer mode. The item identification numbers and item responses 
are also read in integer mode. Note that in reading the item identification 
numbers and the item responses, the format should read MMAX of each, even 
if some of these will be blank for a given individual. 

As an example assume that MMAX was 25; then the variable format could be 
(2AlO,AlO,I2/20I4/5I4/25Il). 

In this format, the name, testee identification, and Mare read from the first 
card; the item identification numbers are read from the next two cards; and 
finally, the item responses are read from the fourth card. Note that for 
testees attempting 20 items or less, the third card will be blank. 

The item responses may be s'cored or raw data. For scored data, the 
responses have been reduced to three categories: correct, incorrect, 
and omitted. In this case, IFLAG should be set to the integer corresponding to 
the correct code, and IOMIT should be set to the code for omitted responses. 
Note that if IFLAG>O, the program ignores the key read as part of the item pool. 
For raw data, the key will have been read as part of the item pool; IFLAG must 
therefore be set to 0. IOMIT will still be operational, however; and it must 
be set to an integer other than the highest numbered response alternative. 

LINPSCO. The DATA file is similar to LINDSCO's with the exception that 
the item responses must include the response category chosen by the testee for 
a given item. For graded models, the convention that the best response category 
be coded "1," second best "2," and so forth, must be obeyed. For the nominal 
logistic model, this convention does not apply; but care must be taken so that 
a category's response code matches the ordinal position of that category in 
the IPOOL file. For either graded or nominal data, the code for omitted responses 
should be an integer greater than the maximum number of response categories. 

Output 

Four kinds of output are produced by each program: program parameters, 
item parameters, computational messages, and testee data. 

Program Parameters 

The output consists of the information in Card Set 1, the description of 
the run, and the variable formats for reading the item pool and the testee's 
raw data. 

Item Parameters 

LINDSCO and LINPSCO. The output consists of item identification number, 
scoring key, rejection key (i.e., whether or not the item was included in the 
computations), and the item parameter estimates. If the estimates have been 
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edited, the edited values will be printed. An option (see column 10 of Card 
Set 1) permits all of this information to be punched as well. If subscale 
scoring has been requested, the item identification number of the items in each 
subscale will be printed. 

ADADSCO. The user has the option, but only for the first 10 testees, to 
print the following: testee's name and identification number; and for each item 
attempted, the item identification number,. the response to that item, and the 
item parameter estimates. 

Computational Messages 

The program will print a testee's name and identification number if (1) 
a response pattern is found with all items correct or incorrect, excluding 
omitted or rejected items; (2) a zero score has been obtained; or (3) it 
was not possible to achieve convergence in scoring the testee's responses. For 
polychotomous data, a perfect or zero vector occurs if the testee responds 
with the best or worst response categories in all attempted items, exclusive of 
omitted or rejected items. If an item is not found in the pool or has extreme 
parameter estimates, an informative message is printed. 

The number of testees read and the number of convergence failures are also 
printed. If Bayesian scoring has been requested, the number of nonconvergent 
cases will be zero. 

Testee Data 

LINDSCO. For each testee, the following information is written on a file 
called TAPE3 : 

1. Name; 
2. Testee identification number; 
3. Scale number, or in the case of total score, a "T"; 
4. Proportion of items answered correctly; 
5. Maximum likelihood or Bayesian estimate of 8; 
6. The response pattern information for maximum likelihood scoring or 

the posterior variance of 8 for Bayesian scoring; 
7. The number of items used in the estimation of 8, excluding items 

rejected, omitted, or not found; 
8. The test information associated with the estimated 8 (for Bayesian 

scoring, the information is computed using the normal ogive model); 
9. The true score corresponding to the estimated 8; 

10. For maximum likelihood scoring, 
a. The number of Newton-Raphson iterations needed to achieve 

convergence and 
b. The standard error of 8. 

The format used for writing this information for total scores is 
(X,2AlO,A9,*T*,F5.2,2F7.2,I4,2F7.2,I4,F7.2) . 

The subscale results are written with" 
(X,2AlO,A9,I2,F5.2,2F7.2,I4,2F7.2,I4,F7.2) 
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ADADSCO. The same information is written as that for LINDSCO with the 
exception of the scale number. The format is 

(X,2Al0,A9,F5.2,2F7.2,I4,2F7.2,I4,F7.2) 

LINPSCO. For LINPSCO, the following information is written: 

1. Name; 
2. Testee identification number; 
3. Proportion of "best" responses; 
4. Maximum likelihood estimate of 8; 
5. The response pattern information; 
6. The number of items used in the estimation of 8 excluding items 

rejected, omitted, or not found; 
7. The number of iterations needed to achieve convergence. 
8. The test information associated with the estimated 8; 
9. Estimated standard error of measurement. 

AVAILABILITY 

FORTRAN source code listings of the three programs are in Appendix C 
(LINDSCO), Appendix D (ADADSCO), and Appendix E (LINPSCO). Copies of the 
FORTRAN source code are available on. cards or tape at nominal cost from 

Psychometric Methods Program 
Department of Psychology 
University of Minnesota 

75 East River Road 
Hinneapolis, Minnesota 55455 

Telephone: 612-376-7378 

Potential users of these programs should note that the programs were written for 
Control Data Corporation CYBER series computers. Because of the large word 
size of the CYBER computers, accurate computation on other computers may require 
the use of double-precision arithmetic. Minimal additional modifications required 
may include (1) modification of AlO fields to smaller sizes used by other 
computers and (2) modification of FORTRAN statements unique to the CYBER series 
computers. 
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LOGIST 

NORMOG 

ESTEM 

BICAL 

LOGOG 

Appendix A 
Item Parameter Estimation Programs 

Model 

Three-parameter logistic 
ogive 

Three-parameter normal · 
ogive 

Three-parameter logistic 
or normal ogive 

One-parameter logistic 
ogive 

Graded normal and logistic 
ogive, nominal logistic 

Reference 

Hood, R. L., Wingersky, M. S., & Lord, F. M. 
LOGIST: A computer program for estimating examinee ability 
and item characteristic curve parameters (Research Memoran
dum 76-6). Princeton, NJ: Educational Testing Service, 
1976. 
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Appendix B: 

ExampZes of Program Use 

The following examples serve to illustrate the use of each of the three 
programs. These results should also be useful in testing the accuracy of the 
results of the programs in different installations. 

LINDSCO 

The IPOOL file for these examples was 

1 
2 
3 
4 
5 

leOOO 
1•500 
1·000 
leSOO 
1•000 

-2.000 
-1.000 
o.ooo 
1.ooo 
2.000 

·25 
.25 
·25 
.25 
·25 

The DATA file is also shown below. The first field contains the names; the 
second, the subject identification; and the third, the response patterns. 

Name I. D. Responses 
AOO 1 ooooo 
AOl 2 ooool 
A02 3 00010 
A03 4 00011 
AOI+ 5 00100 
A05 0 00101 
A06 7 00110 
A07 8 00111 
A08 9 otooo 
A09 10 01001 
AlO 11 01010 
All 12 01011 
A12 13 01100 
A1.3 14 01101 
A14 15 01110 
A15 1o 01111 
A16 17 10000 
A17 18 10001 
Al8 19 10010 
Al9 20 10011 
A20 21 10100 
A21 22 10101 
A22 23 10110 
A2.3 24 10111 
A24 25 11000 
A25 26 11001 
A26 27 11010 
A27 28 11011 
A28 29 11100 
A29 30 11101 
A30 31 11110 
A31 J2 11111 
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ExampLe 1. This example illustrates the use of the normal ogive model 
(OPT4•1) for a five-item test (m•S) with a pool containing five items (INUP•5). 
The example also illustrates the use of parameter editing (OPT3•1) in 
which BMAX•BMIN=O.O, which in effect sets all b parameter estimates to 0.0. 
AMAX=2.00, which means that if there were a-parameter estimates greater than 
2, they would be set to 2.00. CMAX•.lO, ~ich means that any a parameter . 
estimates greater than .10 will be edited to .10. This example also illustrates 
the use of subscales. The program parameter cards for this example were 

5 5 111 o.oo 
( 9X, I 1 • 3F 10. 3·) 

1 2 3 
ooooo 
11111 
( 2A4, A2 •lOX, 51 1) 
RUNS BASED ON ALL 

1 
3 
2 

1 
3 5 

1.oo 2.oo o.oo o.oo .10 4444 

4 5 

POSSIBLE RESPONSE VECTORS FOR A FIVE ITEM TEST 

The output corresponding to this example is shown on the following 
pages. 
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* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

2 

UNI::11i~ DICHOTC~1UO. SC0KlNG WITH THREE pARAMETER MODELS 

li..JUP = 5 
i•i,"JAX = 5 
!OMI 1 = '+'+44 
OPTl = -o 
0PT2 = 1 
OPT3 = 1 
OPT4 = 1 
TS = 0 
1 ss = 1.00 
AMAX = c..:.oo 
UMAX = 0 
B~11N = u 
C~AX = .10 
VARIA~LE ~ORMAT FOR P00L=<9X,Il•3F10.~) 
VARlAHLE FORMAl FuR DATA:(2A<t,A2•10X,~lll 
RUN~ uASlu ON ALL POSSIBLE Rt;:SPONSE VECTORS FOR A FIVE ITEM TEST 

ITEMS IN SUBSCAL[ NO: 

* * * * * • * * * • * * • * * * * * • • * * * * • * * * * * * * * * * * * * * * * * * * * * * 

* * * * * * * * * * • * * * * * * * * * * * * • * * * * * * * * * * * * * * * * * * * * * * * * * ITEM lD S KEYS Rt.JECTION~ A 6 C 

* * * * * * * * * * * 

~~a~rEf =AU8 =AO 
~vbJEcT =AU2 
~uBJE<;T =A13 
SiJBJ!:.CT =A15 
SUbJEcT =A16 
~UBJEcT =A18 
SGBJEcT =A29 
SUbJt.cT =A31 
SuBJEcT =A31 

LiiSES READ= 

* • * * 

~ 
3 
4 
5 

* * 

32 CASES NOT 

* • 

l 
1 
1 
1 

* • 

tB ~ l 
10 = 3 
Io =14 
lD =16 
10 =17 
ID =19 
ID :30 
10 =32 
ID =32 

• * 

CONVERGEo: 

8 
0 
0 
0 

* * * * 

HAg HA 
HAS 
HAS 
HAS 
HAS 
HA:, 
HAS 
HA::. 
HAS 

0 

t:gs 
loOO 
1o50 
1.00 

• * 
NO 

NO 
NO 
ALL 
ALL 
NO 
NO 
ALL 
ALL 
ALL 

* * * * 

8 
0 
0 
0 

* * * * 

~~~~£~~ E8~~E:n 
ANSWERS CORRt.CT 
ANSWERS CORRECT 
ANSWERS CORRt:.CT 
ANSWERS CORRECT 
At•SWERS CORReCT 
ANSWERS CORRt.CT 
fiNSWERS CORRECT 
ANSWERS CORRECT 

* * 

:l8 
dO 
olD 
dO 

* • * * * 

f~ ~SA~befALE 
IN SUBSCALE 
IN SUuSCALE 
IN SUBSCALE 
IN SUBSCALE 
IN SUBSCALE 
IN SU13SCALE 
IN TOTAL SCALE 
IN SU13SCALE 

* * * • * 

1 
1 
1 
1 
1 
1 
1 

1 
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Contents of TAPE3: 

... c:: 
<l) 0 ... 
i .... u ... <l) 

" e ... 
z ... 

0 

" ..... 0 u ... 
0 "' 

., 
..... .:;QJ " " " " .... .... "" .... 0 0 "" ~ 
"' 

, ..... u 0 <<D .... .... 
... " <J .... "' " 

0 " 5 .c .... ... "' ... .... 0 <J ... .c ... ., ... .. "" " ..... E-<"' ... .... " s ......... 
0 ... "., ..... •• 0 .-<<D ... <l) ........ 
"" " "' .. 

" 
.... (-< ..... u " ... .... .. ) 0 ... 

... " 
" 

_,. ..... .. H c;.., ... .... "':.: B <l) 

" 
.... 0 0.. 0.. 

"' "" 0 
,.., ..... 0 <l) ..... """' z H <l) .... <11 " 0 ....... 

"" 
0 ~ 0 

<11 
..... ... a ..., ., ""' <l) 

<11 .. ... " .. " ... .... .... .... ... m ... <11 <11 <J 0 ~~ 0 " 
u u <11 

.... .... ., 
"" "" il .... 0 <11 ~ 

.... 0 ., ., .J:J " .... ., ., ., .... ... 

<11 <11 " 
0 i!.:l <11 " 

<11 ., "" ., ... 
(-< 

... E-<< " "'"' ..... "' 0.. a: z "' 
z 

• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • AOO 1 T o -1o.oo 0 5 0 0 0 
AOO 1 l o -1o.oo 0 5 0 0 0 
A01 .:. T •20 -1.0& 1·4a 5 1·07 ·20 2 .a2 
A01 z 1 •33 -.&s 1·51 3 1.3& .30 3 .at 
A02 j T •20 -.9!) .sa 5 '1.3& ·22 5 1·31 
A02 3 1 0 -1o.oo 0 5 0 0 0 
A03 4 T •40 -·31 3·35 5 3.40 .42 3 .ss 
A03 4 1 •33 -.&s 1·51 3 1o36 .30 3 .a1 
A04 !> T ·20 -1.06 1•4a 5 1.07" .20 2 .a2 
A04 !) 1 ·33 -.&5 1·51 3 1·36 .30 3 .a1 
A05 b T o40 -.so 3.0a 5 2.a4 .35 2 .s7 
A05 0 1 •67 .05 2.33 3 2.23 .57 2 ·66 
AU& 7 T •40 -.31 3·35 5 3o40 .42 3 ·55 
AU& 7 1 •33 -.&s 1·51 3 1.36 .30 3 .a1 
A07 ti T ·&0 .07 3.9a 5 3.94 .sa 2 .so 
AU7 8 1 •&7 .05 2·33 3 2.23 .57 2 ·66 
AU a 9 T •20 -.95 .sa 5 1.36 .22 5 1·31 
AU a ~ 1 ·33 -.3Q toa3 3 1.95 .43 3 ·74 
A09 10 T •40 -.31 3·35 5 3.40 .'+2 3 .55 
A09 10 1 •&7 .40 2·03 3 2.11 .71 2 .70 
AlO l1 T •40 -.12 3·63 5 3o7a .so 2 ·52 
AlO 11 1 ·33 -.30 l•a3 3 1·95 .43 3 ·74 
All 12 T •E>O .27 3o71 5 3.aa .67 2 ·52 
All 12 1 •67 ,4Q 2.03 3 2.11 .71 2 .70 

A12 13 T •40 -.31 3·35 5 3.40 .41 3 .ss 
Al2 13 1 •E>7 .40 2·03 3 2.11 .71 2 .70 

A13 14 T •60 .07 3·9a 5 3.94 .sa 2 .so 
Al3 14 1 1.oo 10.00 0 5 0 0 0 
Al4 15 T •E>D .27 3·71 5 3.a8 .67 2 ·52 
Al4 15 1 •E>7 .40 2·03 3 2·11 .71 2 .70 

Al5 lb T ·aD .75 2·82 5 2·94 .83 2 ·60 
A15 1b 1 1.oo 10.00 0 5 0 0 0 
Alb 17 T ·20 -1.0& 1·4a 5 1·07 .20 2 ·82 

A16 17 1 0 -10.00 0 5 0 0 0 
AH lti T •40 -.so 3·0a 5 2.84 .35 2 .s7 

AJ.7 18 1 ·33 -.&s 1·51 3 1.36 .30 3 ·81 
Ala 19 T •40 -·31 3·35 5 3.40 .42 3 .ss 

Ala 19 1 0 -1o.oo 0 5 0 0 0 
Al9 20 T ·60 .07 3·9a 5 3e94 .sa 2 .so 

Al9 20 1 ·33 -.65 1·51 3· 1.36 .30 3 .al 

A20 21 T •40 -.so ·3.oa 5 2.a4 .35 2 .s7 

A&W 21 1 ·33 -.&s 1·51 3 1·36 .30 3 .a1 

A21 22 T •bO -.11 3·94 5 3.79 .so 2 .so 
A21 22 1 •&7 .05 2·33 3 2.23 .57 2 ·66 
A22 23 T ·60 .07 3·9a 5 3.94 .sa 2 .so 

Ai22 2~ 1 ·33 -.65 1•51 3 1.36 .30 3 .at 

A23 2'+ T ·aD .46 3·82 5 3.62 .74 2 ·51 
A23 2'+ 1 •&7 .05 2·33 3 2.23 .57 2 .&6 

A24 25 T •40 -.31 3·35 5 3.40 .42 3 ·55 

A'4 25 1 •33 -.30 1•83 3 1.95 .43 3 ~74 

Ao:S 2o T •&0 .o7 3·98 5 3,94 .sa 2 .so 

A25 2b 1 •E>7 .40 2·03 3 2.11 .71 2 o70 

A2& 27 T •60 .27 3.71 5 3·a8 .67 2 ·52 

At!.E> 27 1 ·33 -.30 1•83 3 1·95 .43 3 ·74 

A2.7 2b T •80 .75 2·82 5 2.94 .83 2 ·60 

At!.7 28 1 •E>7 .40 2•03 3 2·11 .71 2 ·10 

A2a 29 T •&0 .07 3·98 5 3.94 .sa 2 .so 

A28 29 1 •E>7 .40 2•03 3 2.11 .71 2 ·70 

A29 30 T .ao .4E> 3oa2 5 3.62 .74 2 ·51 

A29 30 1 1.oo 10.00 0 5 0 0 0 

A30 31 T .ao .75 2·82 5 2.94 .83 2 .&0 

A.lO 31 1 •b7 .4o 2o03 3 2.11 .71 2 ·'70 

A31 32 T l•OO 10.00 0 5 0 0 0 

A31 32. 1 t.oo 10.00 0 5 0 0 0 



-39-

Exa;npZ.e 2. This example is identical to Example 1 except that the 
Bayesian scoring routine was used (OPT4=3) instead of the maximum likelihood 
normal ogive. Only the scoring results are shmm. 

<ll "' " " § Ql .. .... .. 
<D .. 0 

,::: '" u 
0 .... .... > .... 0 ,::: 

"' .... Ql "' .. 0 

"' "'""' " Ql 0 (<D .... 
" "' " Ql "' 

.... 
§.c "' .... ~.)J .. ] .. <1) .. .... .. <ll s .... "' 0 .... I I 0 

.., 
<ll ... .... .,. 

"' "''"' " 
.., <1) .., '" ) 

0 

~ ,::: <1) 0 >-< e"' .. 
Ql c Q) '" '" '" "' 0 .... 0 Q) z "' tl .... ,::: " 0 ....... "' .... "' '" "' c '" Q) 

Q) Q) .. " .. .... .,... .. >-< .... .., 
Ql Q) Q) " 0 ., ., 

<ll " " .., t;il ., .,. Ql Ql 

1 
.., 0 <ll ., '§ 0 >- >- ., ., .,. 

<ll Q) :I .. '" "' <ll ., >< 
H HZ "' '" IXl IXl z ... < "' 

* • * • • • • • • • • * • • * • • • • • * • * • • • • • • • • • • • • • • • * • 
AUO l T 0 -1.23 o31 5 o71 o17 0 0 
AIJO l 1 0 -1.04 o39 3 .69 o21 0 0 
Au1 ~ T •20 -·llll o35 5 1o58 ·2'+ 0 0 
AIJ1 2 1 •.33 -.5:, o44 3 1o55 o3'+ 0 0 
Au2 ,) T •20 -.8.3 o38 5 1o73 o25 0 0 
AIJ2 .3 1 0 -1.04 o39 3 o69 o21 0 0 
A03 '+ T •40 -.34 o41 5 3o33 ol+1 0 0 
AIJ.3 4 1 •33 -.5:, ol+4 3 1.55 o3'+ 0 0 
Au4 ::. T •20 -.89 o30 !:> 1o56 o23 0 0 
Au4 ;) 1 •33 -.55 o41 3 1o54 o33 0 0 
AIJS u T o'tO -.51 ·32 5 2o83 o35 0 0 
AIJS u 1 ol)7 o0.2 o4'+ 3 2o22 o5b 0 0 
Au6 7 T octO -.37 o33 5 3o23 o40 0 0 
Au& 7 1 •33 -.5~ •'+1 3 1o54 · o33 0 0 
AU7 (j T obO o1l o35 5 3.95 ·60 0 0 
Au7 d 1 •67 ,oz o'+'+ 3 2o22 oSb 0 0 
AOB y T •20 -.7() ·28 5 1o92 o26 0 0 
AIJB y 1 d3 -.3o o39 .3 1o87 ·41 0 0 
AU9 10 T •40 -.coo o30 5 3ol'+ .;,a u u 

Au9 lU 1 ol)7 .2.~ o43 3 2o22 o65 0 0 

AJ.O 11 T ·40 -.2:, o30 5 3o53 .44 0 0 
A.I.O 11 1 •33 -,3(, o39 3 1o87 o41 0 0 
AJ.l 12 T oi)O .20 o33 5 3.93 o6'+ 0 0 
A.i.1 12 1 •b7 o23 o'+3 3 2o22 o65 0 0 
AJ.2 1..) T •'+0 -.40 o27 5 3o15 o38 0 0 
Al2 1.j 1 •b7 o22 •'+2 .3 2.22 o64 0 0 
A13 1'+ T •bO -.02 ·28 5 3o89 .54 0 0 
Al.3 1'+ 1 1oOO o98 .so 3 1o35 .sa 0 0 
AJ.4 1::. T ooO ,19 o30 5 3o93 o63 0 0 
Al4 1::. 1 •b7 o22 •'+2 3 2o22 .64 0 0 
Al5 1b T •00 .69 o33 !:> 3o10 oa1 0 0 
AJ.!:l 1u 1 loOO .9o .so 3 1.35 .sa 0 0 
Alb 17 T •20 -.8.< o25 5 1o76 o25 0 0 
A16 17 1 0 -1.04 .39 .3 .69 .21 0 0 
AJ.7 1d T •'+0 -.5o o2b 5 2o84 o35 0 0 
Al7 18 1 ·33 -.55 •'+'+ 3 1.55 .34 0 0 
AJ.B lY T •40 -.3!_. ·27 5 3ol9 o39 0 0 
A-48 19 1 0 -1.0<. o39 .3 .69 ·21 0 0 
A.i.9 2U T ot,O oOl o29 5 3o91 o55 0 0 
Al9 20 1 •.33 -.5~ o44 3 lo55 o34 0 0 
Ac::O 21 T •40 -.5o o24 5 2o84 o35 0 0 
A20 21 1 ·.33 -,5:, •'+l 3 lo54 .33 0 0 
Ac::1 22 T obO -.17 ·25 5 3o69 .48 0 0 
A.<.1 22 1 •67 o02 o44 3 2.22 .56 0 0 
A~2 2~ T •t>O -.01 ·26 !:> 3.90 o55 0 0 
A22 2J 1 •.33 -,5:, o41 3 1o54 .33 0 0 
Ac::3 24 T •dO o39 o27 5 3.73 .71 0 0 
Ac::3 2'+ 1 •67 .02 o44 3 2.22 .56 0 0 
Ac::4 2!:1 T •40 -.37 ·24 5 3.23 o40 0 0 
Ac::4 2::. 1 •.33 -.3b o39 3 lo87 .41 0 0 
A,S 2b T •t.O -.02 o25 5 3o89 o54 0 0 
Ac::5 2b 1 •1)7 .2.) o43 3 2o22 .65 0 0 
Ai:;6 27 T •60 o17 o27 5 3o94 o62 0 0 
Ai6 27 1 •33 -.36 o39 3 1o87 o41 0 0 
Ac::7 28 T •80 .61 o30 5 3o29 .79 0 0 
A,7 2b 1 •u7 .2.3 o43 3 2o22 o65 0 0 
Ac::B 2Y T •60 -.0.3 o24 5 3o88 o54 0 0 
Ac::B 29 1 •67 o22 ·42 3 2o22 o64 0 0 
A.:9 .3U T •80 o3'+ ·26 5 3o80 o69 0 0 
A29 30 1 loCO o96 o50 3 1o35 .as 0 0 
A..)O 31 T •80 .59 ·32 5 3o33 o78 0 0 
A30 31 1 •b7 o22 o42 3 2o22 o64 0 0 
A31 32 T loQO 1.20 o37 5 1.72 o92 0 0 
A.31 3.: 1 loOO o9H .so 3 1.35 .sa 0 0 
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Example 3. This example illustrates the use of the maximum likelihood 
logistic scoring routine (e.g., OPT4=2) without subscale scoring. Only the 
scoring results are shown. 

-1-1 
~ 

~ 
Q) 

<<D H 

<D ,..c: ;:l 
til 

-1-1 ell 
~ "M Q) 

H 
0 ~ ~ 

~ 
Q) Q) 0 "d -1-1 ~ 

~ -1-1 "M Q) c.J 0 
ell -1-1 -1-1 Q) 

;:l 13 ell ell H H z M "M e "M H 0 
-1-1 c.J 8 H 

~ Q) til 0 0 H 
0 M ~ ~ til til 

~ 
•M uell I=! (JJ ~ I=! 
-1-1 M c.J -1-1 "d H < 0 0 "d 
Cll Cll (JJ c.J 0 "M "M H 
c.J -1-J.D Q) 0 I=! ~ -1-1 -1-1 Cll 

"M 0 ;:l H ,..c: H (JJ 0 H Cll "d 
~ E-"lf.l H "M Q) ~ "M 0 H ~ 
"M II II 0 M -1-1 -1-1 p. Q) Cll 
-1-1 f-IM u Q) -1-1 -1-1 Cll 0 -1-1 -1-1 

Q) ~ ~ Cll H 13 H H Uj 
13 Q) I=! "M p... H p... 
Cll "d 0 ...... ~ 0 ~ "d z H Q) "M Q) 0 ~ "d 0 Q) 

Q) 
M -1-1 13 (JJ ~ Q) -1-1 

Q) Cll H ;:l ~ H H -1-1 H Cll 
Q) Q) c.J 0 13 0 Q) c.J Q) 13 

-1-1 -1-1 til p. "M p. 
~ -1-1 Q) ~ "M 

(JJ (JJ .D 0 :< (JJ (JJ o. -1-1 
Q) Q) ;:l H Cll Q) ;:l Q) :< ;:l (JJ 

E-' E-' Uj p... ::t ~ z E-' ~ z ~ 

* * * * * * * * • * * * * * • * * * * * * * * * * * * * * * * * * * * AUO 1 T 0 -1o.oo 0 5 0 0 0 
Au1 2 T ·20 -1.0~ 1o20 5 .90 o20 2 •91 
AU2 j T •20 -99.99 -99·99 5 -99.99 -99·99 99 -99•99 
AU3 '+ T ·40 -.29 3·59 5 3.68 .42 3 ·53 

AU4 ~ T •20 -1.0'"> 1o20 5 .90 .20 2 •91 
A05 0 T •40 -.4u 3·32 5 2.95 .35 1 o55 
AU6 7 T ·40 -. 2') 3o59 5 3.68 .42 3 ·53 
AU7 () T •GO .07 4o49 5 4.46 .sa 2 o47 

AuB 9 T •20 -99.99 -99•99 5 -99.99 -99·99 99 -99•99 
AU9 lli T •40 -.2') 3·59 5 3.68 ·42 3 o53 

Al.O 11 T •40 -.11 4·01 5 4.26 .so 2 ·50 
A.L1 1' T o60 .2~ '+·22 s 4.26 o66 2 ·49 
A.L2 lj ,. •40 -·29 3o59 s 3o68 ·42 3 ·53 
AJ.3 1'+ T •bO .07 4o49 s 4.46 .sa 2 o47 

A.L4 15 T ·60 ·2:, 4o22 5 4.26 o66 2 o49 

A.L5 16 T •80 .71 2.74 s 2.72 ·83 2 o60 

AJ.b 17 T •20 -1.05 1o20 5 .90 .20 2 ·91 
Al7 1o T o40 -.46 3·32 5 2.95 o35 1 ·55 
AJ.B 19 T •40 -·29 3oS9 5 3.6a o42 3 ·53 

Al9 20 T •60 .07 4o49 5 4.46 .sa 2 o47 

Ac::O 2.i. T o40 -.4o 3o32 5 2.95 o35 1 ·55 
Aid 2c:! T ·60 -.10 4o53 5 4.28 .so 2 o47 

Ac::2 23 T •60 .07 4·49 5 4.46 .sa 2 o47 

AC::.3 2'+ T •80 .4~ 3o70 5 3.70 .71+ 2 ·52 

A~4 2~ T •40 -.zq 3o59 5 3.68 o42 3 ·53 

Ac::S 2o T •60 .07 4o49 5 4.46 .sa 2 o47 

Ac::6 27 T •60 • 2~> 4o22 5 4.26 .66 2 o49 

A,7 2o T •oo .71 2o74 5 2.72 o83 2 ooO 

Ac::8 29 T •60 .07 4o49 5 4.46 o58 2 o47 

Ac::9 30 T .eo .4~ 3o70 s 3.70 .74 2 ·52 
AjO 31 T ·uo .71 2o74 5 2.72 .83 2 o60 

A.)l jc:;; T l.oo 10.00 0 ~ 0 0 0 
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ADADSCO 

IPOOL for this example consisted of 10 items: 

1 leOO -2.00 .25 1 
2 le25 -1.50 .25 1 
3 le50 ~1.00 .25 1 
4 1e75 -0.50 ·25 1 
5 1.oo o.oo ·25 1 
6 le25 0.50 ·25 1 
7 leSO 1.00 ·25 1 
8 1e75 1.50 ·25 1 
9 1•00 2.00 .25 1 

10 1e25 2.50 ·25 1 

The data for the 16 subjects used in the example are shown below: 

to1t1o1i~o 
1 2 3 4 5 6 7 8 910 

2 B 4 
1010 

2 4 6 8 
3 c 5 
11111 

1 2 3 4 5 
4 0 5 
ooooo 

6 7 8 910 
5 £ 8 
11000000 

1 2 3 5 6 7 8 9 
6 F 2 
10 

3 7 
7 G 6 
011111 

1 2 4 6 8 9 
8 H 9 
101010101 

1 2 3 4 5 6 7 8 9 
9 I 7 
1100110 

1 3 4 5 6 810 
10 J 3 
110 

4 8 9 
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11 K 8 
10110110 

2 3 4 6 7 8 910 
12 L 9 
101111111 

1 2 3 4 5 7 8 910 
13 M 5 
01001 

1 3 5 7 9 
14 N- 6 
000001 

4 5 6 7 8 9 
15 p 7 
1011110 

1 2 4 5 6 7 8 
16 Q 6 
011011 

2 4 5 7 810 

The program control cards for this example were 

10 10 1012 o.OO 1.00 2.00 0,00 0.00 .10 1 3 
(8Xrl2rJF10.2•I2) 

0 
(A2r1Xr2A2rl2!/1011r/10I2) 
DESCRIPTION 

In this example the maximum number of items attempted by anyone was 
10 (MMAX=lO). Although the code for omitted items was 3 (IOMIT=3), IFLAG=l, 
which means the key to each item was read from IPOOL; however, in this case it 
was 1 for all items. OPTl=l means that item information for the first 10 
subjects will be printed. Editing of item parameters was requested (OPT3=1). 
The scoring algorithm was maximum likelihood logistic. 

The entire output for this example is shown on the following pages. 
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ADAPT! VE J ICHOTOI•IUS SCOR I JG ,..ITH THRE.E PA~AMETER MODELS 

!NUP :: 10 
,>1M AX = 10 
10~1IT :: 3 
!FLA1.1 :: 1 
uPTl = 1 
uPT2 :: 0 
oPT3 :: 1 
vPT4 :: 2 
rs :: 0 
rss = loOO 
1\:•1AX :: ,o.oo 
uMAX :: 0 
DMIN :: 0 
Cr-'1AX :: .to 
VARI~;tJLE f'ORMAT FoR 
~ARl.-uLE FOR~i/\T FOR 
uESCidPTIUN 

... .s 
"' il ... 

"' " ... z "' e c: "' 0 ... 
·.-< "' ... 0.. 

"' u c: 
... ... ·.-< 0 

"" "' "' ·.-< .,... )il .., .., 
"' ::l "' c: ,!ilz c: 

"' ·.-< 
'tl s 
H 

'tl "' 
·.-< 

QJ "' ... 
s ... .., u 

"' 0 "' "' ... u "' ·.-< 
H "'"' 0 

1 1 
1 1.60 

2 0 1o25 
3 1 le50 
4 1 1·75 
5 1 1.oo 
6 0 1·25 
7 1 1.~o 
8 1 1·75 
9 1 1.00 

10 0 1o25 
2 1:1 

2 1 le25 
4 0 1e75 
6 1 1e25 
6 0 le75 

3 c 
1 1 1.oo 
2 1 1e25 
3 1 1o50 
4 1 1·75 
5 1 1.00 

~UBJECT C 
4 0 

6 0 1·25 
7 0 1o50 
8 0 1·75 
9 0 1.00 

10 0 1·25 

E~~i~Y~~~~ 1 8FM~~Y8A~LG~9GRAM 
u:ilvu:SITY OF Mll~r~ESOTA 
~PLS. MlNN• ~545~ 

PU0L=<8Xoi2•3F10,2•12) 
~hTA=<A~olX•2A2•l~•/lOI1,/10l2) 

e: ~ 
... ... 
"' "' .., ... 
"' "' e ~ <II ... ... 
"' <II 
0.. 0.. 

>-... -00 

.-< c: 

" ·.-< 
u "' ·.-< "' "" "' "" " ·.-< 2' 0 

0 tlO 
0 o10 
0 •10 
0 ·10 
0 olO 
0 olO 
0 olO 
0 olO 
0 ·10 
0 olD 

0 ·10 
0 ·10 
0 olD 
0 olD 

0 olO 
0 olO 
0 o10 
0 olO 
0 ·10 

10:: 3 HAS ALL ANSWERS RIGHT 

0 ·10 
0 olO 
0 ·10 
0 ·10 
0 ·10 
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SUBJECT D ILJ: '+ HAS NO RIGHT ANSWERS 
~ E 

1 1 l.uo 0 olO 
2 1 lo2!> 0 ·10 
;3 0 lo50 0 olO 
5 0 1.00 0 ·10 
0 0 lo25 0 olO 
1 0 1.~o 0 ·10. 
8 0 lo75 0 o1-<l 
9 0 1.00 0 -·1 0 

6 F 
;3 1 1o~O 0 o10 
1 0 1o50 0 o10 

7 (> 

l 0 1o00 0 •10 
2 1 1·2~ 0 ·10 
'+ 1 1o75 0 'olO 
6 1 lo25 0 olO 
8 1 lo75 0 olO 
9 1 1.00 0 ·10 

8 H 
l 1 1.00 0 ·10 
2 0 1.25 0 olO 
;3 1 1o!>O 0 o10 
'+ 0 lo75 0 olO 
5 1 1.00 0 •1u 
0 0 1o2!> 0 o1u 
1 1 lo!>O 0 ·10 
8 0 1.7!> 0 olO 
9 1 loOO 0 ·10 

9 l 
1 l 1.oo 0 olD 
;3 1 lo50 0 olD 
'+ 0 1o75 0 olD 
5 0 1.Du 0 olG 
0 1 lo25 0 ·10 
8 1 1o75 0 olD 

!0 0 1o25 0 olD 
lu J 

'+ 1 1o75 0 ·10 
8 1 lo75 0 olD 
9 0 loOO 0 olO 

~ASES READ= 1o CASES NOT CONV!:.RGED= 0 

... 
u 
<ll 
1-
1-
0 

<::: 
u .... 

0 "' c 
.,... .... 

c c 
"" <ll 

.... "" 
0 0 1- s 

"' 
u 0 <:D .,... .,... 

"' <ll 
u <ll 0 c §..c ... .... 

.,... 1- ..c 1- "' 1- "' "" 1-

..... 1- ·..< <ll e ........ 0 1- c ::1 

.,... 0 ...... cD .... <ll ......... p. <ll "' "' 
.... u C) .... .... 

"' ;3 
0 .... .... "' 

~ 
<::: ~ ..... "' <::: H e"" 

1- H U)~ 

<ll c .... 0 p.. 0 p.. 

"' "" 
0 ...:I 

.... ..... 0 <ll ..... "" 
z H 

.... <ll <ll .... 0 ......... "" 0 
<ll'+< 
.... 0 

.... e ..., (f. "' <::: "' 
<ll "' 

<ll <ll 1- 1-
::1 "' 

<::: e 1- H....< .... 1-

<ll <ll <ll 0 e e 0 1- <ll u u <ll e ~-
..... 0 

.... ~~ 
p. .... .,... p. 0 

~ .... 0 <ll ~ .... 1-

"' 
0 >: .... U)'+< 

"' Ul 
p. 

(f. 1-

<ll <ll ::1 1-
"' Ul 

<ll <::: ::1 <ll "' 
>: ::1 l<ll<l 

!'-< E-<Z p.. ;:tl<l ,.:H z E-<< l<l z 

* * * * * * * * * * * * * • * * * * * * * • * * * * • • • * • • • • * * • * • 
A 1 .70 ·34 9,65 10 9o65 ·71 3 .32 

B 2 .so -·22 5,06 4 4e66 ·43 2 .44 

c 3 1.00 10•00 0 5 0 0 0 0 

0 4 0 -1o.oo 0 5 0 0 0 0 

E 5 .2~ -.78 3.15 8 2e69 ·24 1 .56 

F b .so -·09 2.57 2 2.57 .so 2 .-62 

G 7 .63 .79 3,13 6 3·12 ·87 2 .57 

H 8 .56 -·09 9,85 9 9.55 .so 2 .32 

I 9 .57 .os 8.03 7 8.03 o5B 2 .35 

J 1u .67 ·43 3,18 3 3·20 .77 2 .56 

K 11 .63 ·13 9,62 8 9e62 ·62 2 .32 

L 1' .89 o89 4.02 9 4.02 ·89 3 .so 
M u .40 -·29 :3,59 5 3e68 o44:: 3 .53 

N l'+ .17 -1·08 1.40 6 .as ·18 2 .84 

p 1:, .71 ·25 7,55 7 7.52 o68 2 o36 

Q lb .67 ·23 7,03 6 7o03 ·67 2 .38 
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LINPSCO 

Following are sample runs from LINPSCO using graded models and the 
nominal logistic model. 

Graded models. The IPOOL file for these examples was 

l .Lo!:J 3o0 2•U 4.:, ...JO(l 

~ .Loj 2oU l•U :;.u .... 5 
>J ..... :, loO CoL, l.j v.O 
4 .Lo!J o.o -l·U o.o . ~-

- J.. ••• ) 

;.; .L•:.> -loO -C::·U -t. 5 -...J.n 

u J.o~ -?oU -..).u -3.ll - "t. t::; 

The DATA file, including subject identification and item responses, was as 
follows. Note that in coding the item responses, a "1" indicated the "best" 
response and a "3" indicated the "poorest," as specified by the item 
difficulty parameters in IPOOL. 

1 j,;..j,-:11 

2 2:t.J2 u 1 
j j.::::lc::l? 
4 l12J.21 
5 1.J..2~J3 

b 
,._, '.; '") / ...... •') 
c::. c .• c..,;;..t"::t. 

7 J22;..;:21 
B 2:...:2223 
9. llljj3 

.LO l.llC:22 
J..l Z..).3..:.~2 

12 ::..>3l11 
.13 2~2111 

.L4 211111 

The following is an example of the logistic graded model (OPT4=1) with a 
1.7 scaling factor. In this example the b parameters for the items were taken 
from columns 3-4 of the IPOOL file. The option and format cards for this 
example were 

tJ v2Jl 1 }o70 
(JJ,lX,Fj.l,2ClX•F4.1)) 
c::2d222. 

1 2 
uouooJ 
t2i17•Al•oi1> 

4 

4 

6 

~Xk~PLE ~UN OF THE LOGI~TIC GRADED MODEL--USES THE FIRST PAIR OF B 
f.)Ai~l\jv'ETC.t~S FR:')!vi ITC4 POuL 
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The output from this run was as follows: 

IJEM ID 
A: 
a: 

ITEM 
A: 

ID 

B: 

I T01 lD 
A: 
B: 

IT~~ 10 

ti: 

ni~ ID . s: 

I l~~ lD 

B: 

LINEAR POLYCHOTOMUS SCORING ~ITH TWO PARAMETER MODELS 

b~~~~9~~~~ 18? ~Si~~8eo~~OGRAM 
UNIVERSITY OF MINNESOTA 
MPLS• MINNo 55455 

.lNUP : 6 
1'1MAX : 6 
lOMI r = ~ 
oPTl = o 
OPT2 : 1 
OPT4 : 1 
MAXCIH - 2 
u = 1.7 
VARI~CLE FORMAT FOR POOL :(Ilr1X•F3•1r2(1XrF4o1l) 
vARIKBLE FORMAT FOR D~TA :(2A7rA1r611) 
~XAMPLE RUtl OF THE LOGisTIC uRAOEO MooEL--USES THE FIRST PAIR OF B 
PARAMCTER~ FROM ITEM POOL 

= 1 REJECTION = 0 
1.50 
3.00 2·00 

1.50 
2 REJECT IOfJ = 0 

2.00 loOO 

3 REJt:CTIOtl = 0 
1.50 
1.00 0 

I. so 
~ REJECTION = 0 

0 -1·00 

I. so ~ REJt.CTION = 0 

-1.00 -z.oo 

I. so 
6 REJI:..CTION = 0 

-2.00 -3·00 

Ci\SES RE.AU = 14 CASE~ NOT CONVERGEn : 0 
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-...-! +J 
~ 

"'d Q) 
Q) s 

"'d Q) 

0 CD <CD 1-4 
u :1 ...._, CD Q) ..c en 

+J +J C1l 
en ~ C1l •r-l ~ Q) 0 s ) 
en ~ •r-l 
~ Q) 0 +J "'d ~ 

0 +J •r-l en Q) 0 
p. 

~ +J l";r.1 +J 
en C1l C1l 1-4 

~ •r-l s 0 •r-l 0 
.&,..1 1-4 +J C,) 1-4 

~ en 0 0 1-4 
0 l";r.1 ~ "'d en en l";r.1 

·r-l +J ~ Q) ~ en 
+J en "'d H en 0 < "'d 
C1l Q) 0 :;:J •r-l 1-4 
C,) £Cl 0 ~ +J ~ C1l 

•r-l ..c 1-4 en C1l 0 "'d 
~ •r-l Q) s 1-4 •r-l ~ 
•r-l ~ ...-! +J Q) Q) +J C1l 
+J 0 Q) +J +J +J C1l +J 
~ ..!><: C1l H H s tl.l 
Q) ~ •r-l P-< 1-4 

"'d 0 ....::1 ~ ~ 0 "'d 
H •r-l Q) 0 0 ~ Q) 

+J 

m 
en ~ +J 

Q) 1-4 ~ 1-4 1-4 H C1l 
Q) 0 0 Q) Q) s 
+J p. •r-l p. ..g il +J •r-l 
til 0 >< Ol Cf.l ...... 
Q) 1-4 C1l Jl s :::I Q) "~ 
H P-< - z z H ~ .... 

J. o3j -·~0 4.72 6 2 4·2~ o46 
'- .~u •SO 4.72 6 2 4·25 o4b 
~) 

"l • ..... : ,) • .:,s 3.69 6 3 4·28 •02 
o.t .6/ 1•:.>2 2.t>3 6 3 4·11 •02 
:J ... 3.) ' .• J (} ~~. 21 6 :3 '-t. i+ 1 • '19 
(J J -•JO 5.16 6 2 4·41 •'+4 
I o.j,) .::.,1 4.u8 6 2 4·25 o"t5 
u iJ -·Sl 4.es 0 2 ~~. 25 .45 
'j .su -·00 .96 6 j 4·41 1·02 

lu .su ·~2 2. ()0 6 2 4·25 .61 
1 ... , u -J,.~)l 4.E6 6 2 4·11 .45 
1.:.;: .50 -·:JO 4.20 6 3 4·41 .4y 
1-.J .50 l•..>l 4.e6 0 2 4·11 ·45 
1-+ .8j o:::•o<J ~.12 6 2 2·h7 ·57 

Following is an example of use of tHe normal ogive graded model (OPT4=2) 
using the same DATA and IPOOL as the previous example. In this example the 
b parameters for the items were taken from columns 5 and 6 of the I POOL file, 
Input control cards for this example were 

l) ~_,~Ul ~ 4 '-

<Il,lXrF3.lr11XrF4·1•1X,F4.1) 
222222 

1 2 j 4 ~ 6 
UOGuOO 
<2A7,A1•6IU 
LXA~PLL RUN OF THE NORM~L OGIVE GRADED MODEL--USES SECOND PAIR OF B 
~AkAMEfEkS FRO~ ITEM POoL 
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Output was as follows: 

llEM 10 
A: 
B: 

Il~~ 10 

B: 

llE.M ID 
A· . 
B: 

Ilt:.t-i 10 
A: 
u: 

I~~~ 10 

B: 

ITEM 10 
A: 
B: 

LINPSCO 
====== 

LINEAR POLYCHOTOMUS SCORING wiTH TWO PARAMETER MODELS 

A~~~ - ~ 
!OMIT : 4 
OPTl : 0 
OPT2 : 1 
uPT4 : 2 
MAX~AT : . 2 

b~~~~9~t~~~8~ ~S~~~Bfo~~OGRAM 
UNIVERSITY OF MIN~ESOTA 
MPLS• MINN. 55~55 

VARI~uLE FORMAl FoR POOL :(Itr1X•F3•1r11XrF4.1•1X•F4.1) 
VARI~ULE FORM~T FOR uATA=<2A7,A1•611) 
lXAMPLE RuN OF THE NORMAL OG!VE GRADED MODEL--USES SECOND PAIR OF B 
PARAMETER~ FHOM ITEM POOL 

= 1 REJECTION = 0 
1.50 
4.50 3.00 

I. 5o ~ REJLCTION = 0 
3o00 1·50 

3 
1.50 

REJECTION = 0 

1.50 0 

4 REJECTION = 0 
1.50 

0 -1·50 

I. 5o 
5 HEJECTION = 0 

-1.50 -3.00 

6 REJECTION = 0 
lo50 

-3.00 -4.50 

CI\SES READ : 14 CASE~ NOT CONVERGEn : 0 
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.L .3.,:, -·75 ?.97 6 2 3·36 .sa 
c. .50 • 75 2,97 6 2 3·36 .sa 
.:. .3.3 -•U4 8.00 6 2 3o42 .35 
"t • tl7 1·85 R.05 6 2 3·39 .35 
~ ,3..) -•UO. 11.9R 6 2 3·42 o29 
lJ 0 -·00 11.5a 6 2 3·42 o29 
1 .3..) 1·09 9.50 6 2 3·39 .32 
0 IJ -l•U9 9,50 6 2 3o39 .32 
';1 .su -·00 12.80 6 1 3·42 o2a 

lli .5u o7':) 12.29 b 2 3·36 o29 
l.i 0 -2·25 5 .lA 6 2 3·35 o44 
lc::. .• 5(; -·I.JO 3.19 6 2 3·42 o56 

1.:.~ .C,() 2·25 5.18 6 2 3·35 .44 
l'+ . :~.) .5•92 2. (15 6 2 2·25 .1o 

Nominal logistic model. Following is an example of use of the nominal 
logistic model (OPT4=3). The DATA file was 

10001 38 994b454134llll224422111211141111411111211111l1111 
10~02 J810~8345411144ll414141144111114111111~111~111~14111 
10003 38 9't0005424.1411t::111441214121114111144111111'H 111241 
10U05 38104245042422244442421114~4424212224212121212222241 
10U04 ~8 9954.34441414444141444444141114441111411~141144411 
10U05 3A10452ti54ll1441~121455112112211113t1111555555555551 
lOU04 Jal0~5445443511lll5141111441115111141141111111114111 
l0u08 38 9933494232455l4323314352415555555555Ss5S55555S555 
10~09 3810b34444142124!52232t34413124214124221t1~321222554 
10U10 J810b1509444~41ll444511141111411414111111ll11144141 
10011 J810o29454lll111l151141111lllll111tt1111t111111ltl11 
10Ul2 3810~84924423231J34333114222251313251122t44511242151 

· 10Ul3 J810~404444l4444l44111441444111441411441t14241511111 
1001~ j8 9~2455414451213254441~4lllllllll21241t34411112141 
lOU14 3810598354~1124ll42144144441211214121141t14111154411 
10Ul5 3810o1295421114111244ll114llllllllltll11tl1111111141 
10014 3810b95285244132113142111425121111lt4111141111131451 
10u1~ J810~24a4411'+411141324111414l14244431441t14114115141 
1oo19 3810o2B254414411!442'+111243~1134424tl241t21311114114 
10020 2510't 1143444444414144111444444141444.41411141441~4444 
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I POOL was j4J.7 u.oouooo o.uooo.;o .o. oooouo o.oouooo 
o.ou .. ooo LloiJOOOuO o.ooonuo o.oouuoo 

J~'t2 u.87lll69 u·.1655.;9 -1.212113 Ool7u40~ 
O.CI4.J205 ().,2668.:.1 -2 ·llur, 17 1·0065\ll 

.)2:;1 1.03'>~!:>7 u.oo7H.::1 -1.1575':18 o.llu520' 
u.90u771 -0.7115'+3 -1 •. 432<J!A 1·23768'J 

.J2U4 u.87<,~27 u • .)1~7u!:l -1.13<::.7.:!3 -0·059209 
u;o1ulJ'J7 -u •. Hl31'J4 -1·4934j5 1•lt>bS32 

.. >4.::2 i)ob4'.13jS -u.uo&ll.:.9 -lJo9362d 0•1~374:.. 
uoY41914 -o.:;1oo_,J -1.5'll9.l8 1•.1.54558 

.:.4 ... 1 uo99i044 -J.uS70iG -) .CJ4o3~/) 0 ol Oo380 
Uo0::2.J94':1 -u.~ll7~4 -0.1)42978 1 • .l.'lil75 1~ 

.)'+<::1 u.':IO..Jt33 u ... ~24u.:> -1 o3157SO -tl·04J2U!:> 
.... j2'T394 u • .l'Jnbu!:> -2.21\'::14.1.0 0·760330 

.J271 u.':13:C.577 u ol252•tl -1.01.3?13 -O•u47olO 
.1.. 10'<989 -u • .:779"'7 -1, A8c!~'ufl o.-.05916 

.:>4u8 J.o.2.bl:.,12 u olb5.9.~, 7 -1o1Htl':'u8 -o • .,:441~62 
u. 72~'J00 -0.:;,03u~, -1·'~5b~t>5 1·2-H2&7 

..J2..:.0 uo40u782 u. 0::3f>5.::1 -0.675t>~7 0. 03233il 
-OolvSO.l5 -O.OH1u:.,t1 -0.7b2bSl:l O.':lt>H7'14 

.;.0~2 u.':ll'+006 -1J,Q071•1t. -a. !\07nJ3 -o.u2uo21 
u.ul:lu1;;:!1 -U • ..ln14 ... o -1·1331196 Oob15221 

.)0.1.0 u.OOvrJOIJ UoOi.lOOvU O.OOO!'OO o.ououou 
'u.Oll~oO()U u.uuoouo 0 • OOUfl!JO OotJOUQOO 

.J4u5 .Lel.!l.;OU9 -u. lo05"''' -1.040::75 -0·005201 
uo70..>]99 -u.t.t723 .... .-.... -1.27l~ll1 1·040191 

..1~.1.3 u .':14~':>41 u o.L205u4 -1.21u'-'0::4 0 ol54792 
.~,.u1 ... 16~ -u • ..:~71u! -?.,•1050Q1 1·01~63f.l 

.:.JC.u7 ~.llJ ... 701 Uo.!d93.Ll -1.6'1~915 o.~U490j 

.::.32~61ti -Jo.:.[lluJ -3o3021P)4 1·207041 
.JU/9 ... .jtl~17 j -u.UB2.&.5 -1·20J9'i.3 -o.u399n5 

.&.o7S..>215 -Oouu1dvo -2·051JoO::J O•'i6U27..o 
..>UU2 .lolbUU29 -U.u097..,..,: -1.500254 OoJ492Ub 

u.l~/054 -U.:;,060-t•t -1.n3o3d5 l·91i"l.37h 
jlJ.JY •• .:3'<]16 -u. <~751)_1+ -Q.C)34f,79 -0·2.:3813 

J.oll.&.2oti uo012l<.M -1.5277d5 Oo40q3&9 
j2/'J J.o0C:..><f19 u.o34Ll -0.950<l413 -o o!O&n22 

uo30w.'JJ5 -u.,o7~"':.. -1·2473o6 0•9B1'45" 
j2o2 .~,.bUJ10::1 -o.uoR5~i -1·22b<'d5 -0 o30J30S 

~.u9t4~6 -u.u93bu1 -2·46'~919 Q.q6..,094 
..J2c:.O ... j9 .. Q45 -o.u429::>3 -l·'ll:Hd1 -0·33'n1o 

.l.oOtlw 7;3U -u.uus7"tl -1.734153 0·13920!:> 
..:.2u8 J.olJ2c;~27 u ol>;36-ttJ -1·04u;::.:J1 -o .to9a411 

!•~7'+8u5 -u.<t~31vl -1·65b9tl7 OoS25223 
.;4U4 Uo99•t7S,l -u.u677u7 -1·06<:704 r) .j,.~:J620 

.1.oUlu4b7 -O.n571j_,'i -1.145<?:>/l 0•7oo626 
""4"'0 .1.•24~3<::9 o.u7i35.J;, -1.4351o2 'loll'1271 

,,jU4.3c::~ -u·. o:,Y? .. nJ -;>.tJ3jj2U2 1ol33b57 
..10ub .l.o1C:.i3~2 U•l64'+v4 -0.9627.)') -0·343020 

J.•OO:U360 -u • 2t>22"'"- -1. 63C::<,d6. 0•274i>Od 
j;::_,7 ... j5L141 Jod6b3 -1·205•170 -Ooj668h4 

.:.•26:..497 -u.j437..,7 -2dti4-:11 0 ·3b97tll 
..J0.:.2 ..,.o0-197 UoUU21u.3 -n.a123.JO O•OU 7000 

u•'H..,t:J07 -J.4727-.(l -1. 02~(·~9 0•~)2.l197 

..:>0 .. 1 .;.04~;>49 u...>932"2 -1·t>9oJ27 -0· 757373 
.J• 7uw'W1 1).~32q~.J7 -3.787C..:>.3 -o.u5~43o 

.Jc!<.l 1•.)71/<ol i.lo.1.-H<1':1o -1·134t:0::5 -Qoj7:l1.3~ 

c.:_,J,., .... (J~t) J.c:.';17t..: -2.49yr;::,:, O•U'-'H57 
..JU.~,7 .~..;;4.;139 u.~8b4..,~ -2·1)81177 0 • 0:: 1t960u 

.:.u~ .. 911J u•llOt.3~~ -3.33UJ5 1· ,2:tl7Qhl 
..12-tb .1.. ot:>-.tAZ -tl.(JU7'l-.j -1.29o7lO -0·2'.j79d 

c!o<!9v;:>9.3 u.uZ13-t" -2·1>441..)6 Oo.)2t>4Y:; 
..>U fl> J. • 2tL.Jf.:IO:J 1) • .,:~70~1 -O·i.l891<;2 -O·o2.H95 

j. 01'-197 -J. 4~ 7~l'.J'+ -?.•UHrH~ -o ·3·.;':1<:~0Y 
.J2 .... 5 .L. u~~:~~? -J,\,)(>9'+.~ -Q,>j6'J:!U5 -0·29J623 

lob«-,.,671 -v.jU'i~.&. -1 .. ~ll830~ -I.).Qj.l.315 
..:>O.Jh ~,40v)t;7 u .. ::64bl -J.·o20Z17 -0-102162 

J.,77~329 -tJ,.;4H~i...J -?.~>27Yl7 1·1'''~541. 
.:J2"'6 loll o.3.:J -u.uc39.J4 -IJ.t\23;"43 -0.29~12" 

l .. ~·h>lo.l -u .J03t>:17 -l.0573Lt5 n. u'JlBoO 
.:.2..>9 .~,,j.3u099 u • U3i>j ill -1.7131d8 Oo4Uu713 

,,,)9w1Uo -u • .1.l'~bv J -3 • ~~H4i\u'l 1. ~·J620:,j 
.)i)._.~ .l.o'+bu47b -u.u73"~o -fl.d2.ln<+3 -0.~89715 

.:: • .<3utJIJCl -U • .J.3l4':1u -1.!)3:)2.&.2 -0·371..190 
.)~.)0 .... 2U~4uO -u • .~.s7-,...,~, -O.g244<::7 -Ool2()~9d 

.1.. 77'<00.3 -u. "'42:.hjl) -l·8447b7 0·31.l32'J 
.JO..I'l .1.. Obl,')-jtl -v-1312 .... 2 -o. B602~,o -o. 0'.>9o!'>t:· 

!ob3..>19b -u, u4:~9.>~> -1·24"-:'*R Oo40.3307 
.... 0.:4 J.o.30::c.(1!)o.; u • .::u7.'3 .. t -1·ll5'::147'> o.~4..:>S01 

.1•00.,.7t:.~> u.:.609uJ -3·22UC'l7 0·99452':1 
... o 17 J.ooOwbYO -u. u74<~"1 -1·264l!t>8 -O•c:!6tl34l 

.;.071(}3~ -u.o1152ul -2.33obl<J 0. 9~ 11846 

.;.0.:9 Uob9.i.56l 0o1;;53_,7 -1·15jj5.i.6 Oo.3tl6li:l 
lo31Uf,::,o.; -l • .:.7B;;n -1·511!)5;..5 1•t>tl345b 

.>0/l:l lov9.;24u 0 • J.2ll(HU -1 o3~':1C114 -0·4b0943 
_..o~':14=.5 -u.~'Jj~/U -3ol316.:.3 o.u<Jo44<1 
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Input control cards were 

43 22300 3 5 
(l4r411XrF9o6),/r4Xr411X•F9.6)) 
~33333333~3333~3333333~3333333~333333333333 
3~17 3251 3422 3421 3277 3408 3010 3405 3213 3079 3002 3220 3404 3430 3021 3221 
3076 323b 302q 3078 3239 3023 

lDoooO!Oooooooouoooooo 
(2A7rA1•~3Il) 
~XAMPLE RUN OF THE NOMINAL LOGISTIC MODEL 

And the output from this run was 

LINPSCO ------------

LINE~R POLYCHOTOMUS SCORING wiTH TWO PARAMETER MODELS 

INUP = 43 
MMAX : 22 
!OMIT : 5 
OPTl = 0 
OPT2 : 0 
OPT4 = 3 
MAXCAT = 3 

PSYCHOMETRICS METHODS PROGRAM 
DEPARTMENT OF PSYCHOLOGY 
UNIVERSITY OF MINNESOTA 
MPLS• MINN. 55455 

vARIABLE rORMAT FoR POOL :CI4•4(1X•F9.6),/,4x•4(1X•F9.6)) 
vARIABLE FORMAT FOR DATA;(2A7,Al•43ll} 
EXAMPLE RUN OF THE NOMINAL LoGISTIC MODEL 
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Ill~ 10 : u RE.JnCTION
0

: 1 
0 0 

b: 0 0 0 0 

li£M lD : 32:>1 REJECTION = 0 
A: 1.04 ·01 -1.to .11 
B: ,91 -·71 -1.113 1o24 

lr ~~~ lD = ~4.:2 RI:.~~CTIO~ : 0 .a -·Do -. . ... 
B: • 95 -·51 -1.5':1 1o15 

lr~~ 10 =.9a4.-1.45 ~E~~CTIO~ : 0 
- • -· '+ B: 1·32 ,zo -2.29 ,77 

llEM 10 = 3217 RI::JlCTION = 0 
A: .94 ·13 -1, Ol -.0!:> 
B: lo75 -·20 -loBO olll 

11 kl~ 10 = "'l)l;j 1·2 ol7 
RE.JI:..CTION :: 

-1·1'J -·211 
0 

B: .72 -.5(1 -1.4b lo24 

Ill~, HJ = 0 Rt:JnC TI ON O: 1 
0 0 

B: 0 0 u 0 

1 IE~l w : 3<+u~ HEJt:CT 101~ = 0 
A: 1.22 -.16 -1.0!.1 -,01 
B: .70 -.117 -1.27 1.011 

11 ~·i 10 = 32.1.3 REJLCTlOI~ : 0 
, ':!II •12 -1.22 .15 

tl: 1ob2 -·23 -2.41 1o01 

I ii:.M lD 3U79 Rt:..lt:::C T l Olj = 0 
A: 1.38 -olll -1.2u -.011 
[3: 1.75 -·66 -?..Ob ,97 

1TE.M 1D = JOv~ Rt.JLCliON:: u 
A: 1.16 -·01 -1.5U ,3!;) 
B: .16 -·51 -1.&'+ 1o9':1 

lr~~ lJ r.j~2~~.04 ~lJrCTIO~ = 0 
- .o -· j 

B: lo6d -·09 -1.73 • 14 

IfE:M l[J = 311u4 RLJLCT!ON : 0 
A: ,99 -.o7·-t.oo .111 
8: 1.02 -·&6 -1.1~ ,79 

11 E:~l lD = 34..,U illJlCTION = 0 
A: 1,24 .oa -1.411 .11 
E1: 2.36 -.ao -2.64 lol.3 

Ill~ liJ = 30 .. J. ~E.¥1;.C TJ. 0~ = 0 
2.04 ·.39 - • u -· '+ 

B: j, "11 .1.3 -3.79 -,0!;) 

11 ~~ 10 = 32c.:l RE.JlCTIO~ :: 0 
1.38 ·1.3 -1 ol.) -· 8 

B: 2.12 .28 -2.!:;0 .09 

I lEN lD = 30/t> Rt:JLCTiON = 0 
A: 1.29 .23 -.t>~ -.62 
R: .3.02 -.45 -2. Hl -.39 

I1EM lLi : 52.lo Rt:JE.CTIOI~ = 0 
A: 1·2 -ol6· -.92 -.l,< 
B: 1.77 -·24 -t.u4 .31 

liEM 10 = .30 .. ':1 REJLCT10~ : 0 
A: o69 olb -l.lb • l 
B: 1·· 31 -i·3B -1.59 lob!:> 

I fE~l 10 = 30/8 REJi:.CT l01j = 0 
A: 1.69 ol3 -1.3b -.lib 
o: 3.63 -·59 -3.1.3 .10 

11~~~ ID L332 .lY·OII -~~17CTI~~l: 0 

B: 2.39 -oll -.3.5u 1·.31 

Ill~ lD : ~0,3 RE.~I;.CT!O~ : 0 
loll -•07 -. G -· 9 

s: 2.24 -·.3.3 -1.54 -.37 

Ch5E.S RE.AU = 20 CASES NUT COI~VERGEn = 0 
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-1-1 
~ 
Q) 

s 
Q) 

CD <CD ~ 
::l 

CD Q) ..c 1:/.1 
-1-1 -1-1 ell 

1:/.1 ~ ro •r-1 Q) 

Q) 0 s ~ ~ 
UJ ~ •r-1 
~ Q) 0 -1-1 "'d ~ 

0 -1-1 •r-1 1:/.1 Q) 0 
p.. 

~ -1-1 ~ -1-1 
1:/.1 ell ro ~ 
Q) ·r-1 ~ 0 •r-1 0 

p:: -1-1 ·-~-~ tl ~ 

c: UJ 0 0 ~ 
0 ~ ~ "'d 1:/.1 UJ ~ 

•r-1 -1-1 c: Q) c: 1:/.1 
-1-1 UJ "'d H 1:/.1 0 <X: "'d 
ro Q) 0 :::::> •r-1 ~ 

tl r:Cl 0 c: -1-1 ~ ro 
·r-1 ..c ~ UJ ro 0 "'d 
~ •r-1 Q) E) ~ •r-1 c: 
•r-1 ~ M -1-1 Q) -1-1 ro 
-1-1 0 Q) -1-1 -1-1 -1-1 ell -1-1 
c: ,.!G ro H H s Ul 
Q) c: •r-1 p.... ~ 

"'d 0 .....< ~ ~ 0 "'d 
H •r-1 Q) 0 0 ~ Q) 

-1-1 s UJ c: -1-1 
Q) ~ § c: ~ ~ H ro 
Q) 0 0 Q) Q) s 
-1-1 p.. •r-1 p.. il il -1-1 ·r-1 
UJ 0 ~ UJ 1:/.1 -1-1 
Q) ~ ro Q) ::l ::l Q) UJ 
H p.... ::>::: p::: z z H ~ 

e 9':1484 5 • 5Q -•63 9.16 20 3 9-12 o3.3 
6103634 5 .65 -·02 6.24 20 3 6•21 e40 
8 94000 ~ .5!:> -·.3.3 7.94 20 2 7·60 o35 
B104245 0 .15 -J.·31 12.19 20 2 12-11 .29 
8 995'+.3 4 • .35 -!dO 11.43 20 2 11·44 • .30 
8104SC::8 5 .sg -·47 7.11 17 2 7-11 • .37 
810~544 5 .71 -·07 5.17 17 .3 5·16 ·44 
8 993J4 9 elY -1·73 9.55 16 2 9·55 ·.32 
81053'+4 4 .3~ u•lo 40 11.89 19 2 1l•A9 .29 
810b150 9 • 4 ·; -·69 9.C2 19 3 9·00 .33 
8J.052Y4 5 .9~ 3-12 .59 19 .3 •59 1e30 
8103849 2 olb -1·90 11".86 19 3 10·85 • .30 
8105404 4 o4!;> -·72 o.60 20 3 9·59 o.32 
[\ 95245 5 o56 -·51 7.98 18 .3 7•97 ·.3~ 
8105963 5 • 4\) ·-1·05 11.34 20 2 11·24 o.30 
81051~9 5 .70 •00 6.17 20 .3 6o14 .40 
8105952 8 o47 -·85 10.09 19 .3 10·09 • .31 
810~248 4 .5!:> -·49 8.39 20 3 8·39 • .35 
8~052t>2 :::> .4(J -1·03 11.18 20 3 11·18 .30 
5104114 3 .3u -·98 10.94 20 3 10e95 • .30 



APPENDIX C 
LINDSCO FORTRAN PROGRAM LISTING 

PPBG~AM LINDSCO CI~PUT,OUTPUT,OATA,IPOOL,TAPE1=DATA,TAPE2=I 0 00L,TA 
1PE3,PUNCH1 
OIHENSIO~ ITfMC600), AC600), RC600J, CC600J, INA0(3JOI, KfY(3fiOI, 

1IPEJ(300J, IFORI'1C8J, IRAWC300J, INADSC300), IRESP(330), ISAOH,o,zc; 
21, AOMC300), 801'1C300J, C0Ml300h ISADSl300) 9 OESCl241, I'IAMUL:I, IF 
.SOP111(6), NISSC25,2J 
I~TfGER OPT!,OPT2,0PT3,DPT4 
PEAL !TOT 
'<=~C=O 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • 
·~~AD OPTIONS AND PROGRAM PARA~ETER FROM INPUT FILE DATA IS ON TAP~2 • 
• • 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

IPUOL=2 
P~AD 50, INUP,M,OPT!,OPT2,0PT3,0PT4,TS,TSS,AMAX,B~IN,~~AX,CMAX,IO~ 

liT 
i;!EAO 53, liFOR1'11liJ,I=l,!U 
~::AD (!POOL,JFO~I'11) liTEH(J),ACJ),~(JJ,CliJ,J=t,INUPI 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• 
• 

• 
• 

•sT:.RT Pt.Aill~G THE SP.ECIFIC DATA (SPECIFIC FO~ THE QUNI F:;-01" TH~ PPUT • 
•!~~~ 13 THt ITEM JOtS AOMINI3TEREO • 
•I'-'~J I<; THt PtJECTED !EM IO S • 
·~~v IS THt KEY FOP THf ITEMS IN INAO • 
•NS:C 15 TH~ NUM~ER OF S~BSCALES THAT WILL BE GIVEN TO TY~ PJQG~A~ • 
·~ISS WILL HAVt THE •U11R~R Of lTtMS IN EACH SUBSCALE TOG::T~FJ WITH T~~ • 
·~~ME OF THE SUBSCALES • 
•I~~O IS THE IltM IO S IN EAC~ SU9S~ALE • 
• 
• 

• 
• 

····························································~··········· 

c 
c 

1 
c 

c 

2 

3 

·! ~ A f) 51, 
-'f tlf) 52, 
h'CAO 52, 
Y" AD 53, 
'-'EAO 55, 
u;:>INT 4<3 

liNAO(JI,I=l,l'l) 
UREJ(II,I=t,Ml 
fKEYf!l,I=1,MI 
(!FOPI'I(l),I=t,ll) 
OESC 

P~I~T 54, INUP,~,~~~IT,OPTl,OPT2,0PT3,QPT4,TS,TS~,A~AX,lMAX,PMI~,C 

!MAX,lFORMt,IFORM,U~SC 
THOSE ITEM IO S THAT A~E I~ IREJ ARE SET TO ZfQQ Lt~O ITc~ IO ~ 

IHLL BE SKIPPE:O OURH;G THE COMPIJTATIONS 
DO 1 I=1 9 M 
I~ (l~EJCII.E0.11 INAOCIJ=O 
t->EAO SUBSCALES 
c.>EAu 48, ~sse 

I F ( ~· S S C • E Q. 0 ) G lJ T 0 5 
": ~- A 0 56 , ( N ISS ( I , 1 ) , N IS') CI , 2 ) , I = 1 , N S S C I 
"E A 0 SSC I NOEX 
JO 2 JJ=1,60 
IJO 2 11=1,25 
ISADCJJ,IIJ=O 
DO 3 l=l,NSSC 
'll = •H S S ( l, 1) 
;;-EA!J 51, (JSADCJ,!) ,J=t,NJ) 
CONTINUE 
UO 4 Il=t,NSSC 
NI=NISSfii,ll 
PQINT 58, II,liSADCJJ,li),JJ=l,Nl) 
:;ONTINUE 
PQJNT 4<3 
::ONTINUE 
1~" (OPT2.EI].11 GO TO q 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• 

1 
2 
~ 

4 
c; 
n 
7 
1\ 
q 

10 
11 
!2 
u 
14 
1? 
H 
17 
113 
10 
2) 
21 
22 
27 
24 
2':; 
2~ 

?7 
2'l 
zq 
3~ 

3! 
32 
3~ 

34 
3? 
3 ~. 
37 
3'1 
30 
4] 
41 
42 
4'1 
44 
4? 
46 
4? 
41\ 
40 

51 
51 
52 
53 
54 
c;:; 
56 
c;7 
?II 
r:;g 
60 
£:1 
£:2 
63 
£:4 
f:Cj 
f:f, 
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.. 
•IN THE ~E XI 00 LOOt" THr: JHM PARAH.:Tf:RS CO•RC:SPOt\JOI'\1(, TO THC.: ITFMS 
•IN UJAD ,:.,;t. •HTOIVi-D b;OM A,li,C, !\Nn LOIIOf:il INTO 1\I"'IM,BOM,COM P~SP. 
•TH~ t.t.TRit.; It-. THE tlDM,~OM,CnM APt. lfROEO FO~ lHt- ~ASF OF Zt:Ro IT''l 
•ID Hl THt INA[ .. .. 

.. 
• .. 
• .. .. .. 

.................. ~ ........................................................................................................................ .. 

7 

DO 'I J=1,M 
H (ii:A1l!JI.Nr.!)) ';0 TQ 6 
AOMLJI='~DM!Jl=CD"11JI =0 
GO TrJ ~ 

CO"JTlMJ" 
IFOUNO=O 
0 0 7 l = 1 , I '\IU P 
IF Ill~ A lJ I J l • N: • 11 :- '1 ( 1 II GO T 0 7 

IfO!JND=1 
AOi't(JI=AIIl 
130'1(Jl=81II 
CDMIJI=CIII 
GO Tfl 'I 
CONTLNUE 
I f I I~'" 0 U N 0 • t Q • 0 I PI A [) ( J I = ll 
CONTHiU'= 
GO TO 11 

c 
c 

Tl-'t NU'T SrCTIO'I r::, IISfD IF OPTIO"l 2 IS JN, IT WILL TAKf T!-'E FI 
DAPAM~I~RS FPC'1 TH~ POOL WITHOUT MAKING US~ OF I~AO 

g DO 1" !=1,'1 
Af)'1Cli=A III 
HOMCII=RIII 
CDMIH=C(Jl 

10 CO'\ITlNUr 
C I~ OPTIJN 3 IS JN TH~ PARA~FTERS A,8,C ARE CONSTRAI~LD WITHIN R 
C 1~ AMAX,AMJN,BMAY,RMIN,CMAV 
11 IF (UPTJ.fQ.OI GO TO 1.S 

no 12 I=1.'1 
IF (lNAO(I).tr~.O) ';0 TO 12 
IF ( I A 0 t-1 Ill • G T • AM A 'f) • 0"' • (0 P T 1. r rJ • 3 I ) t. 0:1 ( II =A '1A X 
If (40M(li.LT.K'1I'H HfJMCil=RMI"l 
IF !dCMf IJ .GT.B'1AXI BOMCII =RMAX 
IF ((C0'11Il.f.T.CMtllt'I.OI<. (OPn.E0.211 CDM(li=CMAX 

12 CONTINUE 
U IF (CJPT1.NF..11 GO TO 15 

DO 14 I=1,!11 
PUNC14 57, INAOIII ,Kt'Y<Il ,IR[J(!I ,ADM!II,AD'1(!1,COM(!) 

14 CONf l"lUf 
15 PR!t;l S7, (lNAOIIJ,KEYIII,IR!:J(!I,AOM(Il,gOM!U,COM(IJ,I=1,r'tl 

PRINJ 49 
.................................................................................................................................... 
.. . .. 
•RFAO A SUflJECT ~"ROM TAP::1 CALCIJLAL:. THETA, LOOP 13ACK TO 5 ~rc. 
• .. 

.. 
• .. .. 

.................................................................................................................................. 
15 REAIJ !1,IFORMI NAM::,Io,CIRAWCII,I=1,"11 

DO 11 JJ=1,M 
17 IRtSP(JJI=u 

lO=UNIT(ll 
C CHECK TH!: fND Q~ F!LF QN DATA FILE 

IF CIO.Lf .JI GO l'J 18 
PRINl 59, IO 

18 IF <IO.EQ.OI GO TO 47 
N=N+1 
ITOf=rJ.O 

~~T THE Iff~ !8 TO Z~RO F0° THE OMMISSIONS (THAT IS READ TN FRO 

67 
68 
69 
7n 
71 
7? 
n 
74 
75 

7"' 
77 
7P, 
79 
II!J 
81 
82 
ll3 
84 
85 
/lf-
87 
811 
89 
90 
91 
92 
93 
g4 
gc:; 

'36 
g7 
911 
gg 

100 
101 
102 
103 
104 
105 
106 
107 
1013 
10'3 
110 
111 
112 
113 
114 
115 
116 
117 
118 
11q 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
t32 



c 
c 
c 

20 

21 

22 

~4 

25 
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AND StT THE RESPONSE VECTOR TO 1 IF THE ANSWER IS CORRECT 

00 C::1 1=1,!1 
INAOS(ll=INAO(ll 
IF (!RAW(!I.EQ.IOMITJ 19,20 
INAOS(IJ=O . 
GO TO 21 
I F ( ( IRA W ( I) • f Q • K F'f ( I I J • AN 0. (! R l J ( I I • E Q • 0 J J IRES P (1 J = 1 
ITOT=ITOT+FLOAT(IRESP(l)) 
CONTINUE 
t TINA OS= 0 
00 2<:' KK=1,M 
IF (lNAOS(KKJ.EQ.OI IT I!~AOS=ITINAOS+1 
KL=H-ITINAOS 
ITOT=lTOl/FLOAT((KLIJ 
IF liTOT.EQ.O.I 23,24 
PRINT 60t NAME,ID 
IF (0PT4.EJ.31 GO TO 26 
T=-10.0 
SFORM=O.O 
TINFO=O.O 
IKL=KL 
Ilft;'=Q 
O::XPTOJzO.O 
W R I H ( 3 , fi 31 N ~ ME::, I 0 , 11 0 T , T , SF 0 I( M , I K L , T I N F 0 , E XP T 0 T , IT E R 
GO TO 32 
IF (!TOT.~f}.l.J ~5,26 

PRI~I 61, NAME,IO 
IF (0PT4.Ei.l.31 GO TO 26 
T=lJ.u 
3 F O"'rA= 0. 0 
T INF'!=O. 0 
IKL=!<L 
ITtP=C 
EXPTOT=O.O 
WRITt (5,~31 NAMt,IO,ITOT,T,SFO~M,IKL,TINFO,EXPTOT,ITER 

GO TC 32 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• 
• 

• 
• 

• NOW IHE LATA IS READY Tn ~AKE THE CALLS TO THF APPROPRIATE POUliN~ 

•ro ESTI~Alt TH~ THfTA.OPTION 4 WILL DETERMINE THE HETHOO BY WHICH • 
4 THE THETA ESTIMATE WILL 6E f~UNO • 
• 
• 

• 
• 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
z;, IKL=I(L 

27 

3J 

IF (CPT4-::'I 27 9 28,29 
CALL MAXLhO (!RESP,INADS,H,M,~DM,ROH,CO~,;J,.ro5,T,SFORH,IfAIL,TIN 

lFO,tXPTOT,ITEK,SEHI 
GO TC' 30 
CALL HAXL~ (H,IN~OS,IPESP,H,AGH,AOM,COH,50,.~Q5,IFAIL,SFOR~,T,TINV 

1C 9 tXPTOT,ITER,SEHI 
GO TO 30 
r=rs 
SFO~"l=TSS 

SfH=c.o 
CALL HAYES (H,INADS.I~lSP,M,An~,~1M,CDM,T,SFORM,TINFO,fXPTOT,IT~RI 

GO TO 31 
CONTINUE 
IF liFAIL.EQ.G) GO TO 31 
PR I'll 62, NAMf, 10 
SFO~M AND T ARE S~T TO -9q.q~ IN ~AXLK IF NOT CONV 

NC= NC+ 1 

133 
134 
13S 
13fi 
137 
13R 
13g 
14!1 
!1.1 
142 
14~ 

144 
14" 
146 
147 
148 
14q 
15') 
151 
15? 
1'53 
1'54 
1'55 
l?n 
157 
1" II 
l?q 
16 ·J 
161 
if.~ 

ln3 
H:4 
.:..65 
1ss 
H7 
16!1 
16'3 
l?IJ 
171 
172 
1n 
174 
.1.7 s 
17f> 
177 
1711 
17q 
18J 
1~1 

U? 
1'\3 
1R4 
18 5 
lR"-
1 R7 
1811 
13q 
1'30 
1'31 
19:? 
1g3 
1q4 
lgo::: 
1 qf, 
lg? 

••~••••••~···~··••••••••••••••••••••••••••······························ lqR 
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• 
•WRITE THl SUCCFSFUL ~tS~LTS TOTHE FILE TAPE3 

• 
• 
• 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
J1 WRIT~ 13,b~l NAMt,!D,IlOT,T,SFORH,IKL,TtNFO,EXPTQT,!TfR,SEH 
C I~ THtU~ IS NO SUBSCALE CALCULATIONS L00° RAC~ TO PE40 A SUBJEC 
C OIHERWISF CONTI~UE WTTH TH~ C~MPUTATTONS F1~ SU3SCALES 
32 IF (N!:>SC.!-.il.Cd GO TO 16 

00 4to I=l,NSSC 
NI='HSSII,ll 
ITOT=lJ.(l 
DO :b J=l,M 
ISAOSIJI=I~AOSIJI 

00 5l.f K=l,NI 
IF llSAfliK,l)-I"''AOS(JI) 34,33d4 

33 ITOT=ITOT+FlOATII~~SP(Jll 

GO TU 35 
34 CONTINUE 

ISAO~;(Jl=O 

35 CONflNUf 
IT ISAOS=O 
00 ·H, KK=1,'1 

36 IF (lSAIJ~:dKKI.N£ • .:;1 ITlSAOS=lTISAOS+l 
KL=IUSADS 
ITIJT=IT011FLOATIKLI 
IF llTOT.f:f}.O.OI ,H,38 

37 PRI~I 66, NAMf,ID,~ISSIT,21 
IF IOPT<t.EQ.31 GO TO 40. 
T=-1C.OO 
TIN~n=EXPTJT=~.O 

ITE 0 =0 
SFORM=O.G 
WRITt 13,641 ~AM~,IO,NISS(!,21,ITOT,T,SFOR~,IKL,TINFO,EXPTOT,ITtR 

GO TO 46 
31i IF llTOT.f:1.1.0I ,,g,40 
3g PRINT 67, NAMt,IO,~ISSII,21 

IF (0PT4.EQ.31 GO ro :.0 
T=18.0 
TINfP=EXPTOT=O.O 
ITE"~=ll 
SFOI?M:O.O 
WRITl (J,b~l N~Mt,ID,NISS(I,2J,ITOT,T,SFORM,IKL,TI~FO,EXPTOT,ITER 

GO TG 46 
40 IKL=KL 

IF IOPT4-2J 41,42,!+3 
41 CALL MAXLNO fiRESP,ISAOS,M,M,AOM,BOH,CO~,;n,.ot,T.,SFORH,IFAIL,TINF 

10,LXPTOT,ITER,SEMI 
GO TO 44 

42 CALL MAXLK IM,ISAOS,IPESP,M,AOM,ROM,COM,50,.01,IFAIL,SFORH,T,TINFn 
l,EXPTOT,lTtR,StMI 

GO TO 44 
43 T=TS 

SFOR"'~=TSS 

SEM=O.O 
CALL HAYtS !M,ISAD~,IRtSP,M,ADM,~OM,COM,T,SFORH,TINFO,EXPTOT,ITfRI 
GO TO 45 

44 IF 11 FAIL. EQ. 0) G;l T 0 4 S 
PRINI 68, "'AME,IO,NISSII,21 

45 WRITr (3,~41 NAMf,IO,~ISS(I,2J,ITOT,T,SFOPM,IKL,TINFO,EXPTOT,ITER, 
1SEM 

46 CONTINUE 
GO TO 16 

47 PPI~T 65, N,NC 
STOP 

c 
c 

199 
20C 
201 
202 
203 
204 
205 
206 
207 
208 
209 
210 
211 
212 
213 
214 
215 
216 
217 
218 
219 
22'J 
221 
222 
223 
224 
225 
226 
227 
228 
229 
230 
231 
232 
233 
234 
235 
236 
237 
238 
239 
240 
241 
242 
243 
244 
245 
246 
247 
24fl 
24g 
250 . 
251 
252 
253 
254 
255 
256 
257 
258 
259 
260 
261 
262 
263 
26 1+ 



c 
411 
49 
50 
51 
52 
53 
54 

55 
56 
57 

5R 
59 
oo 

51 

52 

53 
o4 
!)5 
66 

67 

1 

FORMAT ( 15) 
FORMAT ( 1HU 
FORMAT (2l~,x.~I1,&F5.Z,2X,I2l 
FORMAT U6I5) 
FORMAT (8011) 
FORMAT (8A10) . 
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FORMAT CT50,•LI~OSCO•,I,T50•=======•,IIIIII,T20,•LINEAR OICHOTOMUS 
1 SCORING WITH THR£~ PARA~TER HOOELS•,IIII,T4C•PSYCHOHETRIC METHOD 
2S PROGRAM•,!, T~D•OE PARTHENT OF PSYCHOLOGY•, I, T40•UNIYERSITY OF HIN 
3NE SOT A•, I, T'+ 0• HPLS. HINN. 55455•, I, Ill, T Z o• INUP•, T 27•=• !5, I ,.Tzo,• M 
4MAX•, TZ7•=•Is,·l, T20, 4 IOI1IT•, TZ7•=•, IS,/, T zo•OPT1•, TZ7•=•I5,/, TZO•O 
5PT2•,T27•=•IS,I,T2D•OPT3•,T27•=•IS,I,TZO•oPT4•,Tz7•=•,IS,I,T20•TS• 
6,T27•=•Fs.z,/,TZO•TSS•,Tz7•=•F5.Z,I,TZO•AHAX•,TZ7•=•F5.Z,I,TZO,•RM 
7AX•,T27,•=•F5.Z,I,TZO•BHIN•,T27,•=•FS.Z,I,T20•CMAX•,T27,•=•F5.2,/, 
qTzO,•VARIABLE FORMAT FOR POOL=•8A10ti,T2Q,•VARIABLE FORMAT FOR OAT 
qA=•8A1D,!,T20,8A10,/,T20,8A10,/,T20t8A10,/) 

FORMAT (8A10) 
FORMAT (2!5) 
FO~HAT (•l•,zqx,•ITEH ID s•zx,•KEYS•2x,•REJECTIONS•,4x,•A•,9X,•B•, 

19X,•c•,!,60(/30X,I5,5X,I3,5X,I3,1X,F10.2,1X,F10.2t1X,F10.2)) 
FORMAT (///,40X,•ITEMS IN SUBSCALE NO=•I3,/,10(20I&,/J) 
FORMAT (10X,•PAIHTY' ERI<OR ON TAPE•,90X,I2J 
FORMAT (10X,•SU8J£CT =•,2A10,• IO =•,A9,• HAS NO ANSWERS •,•CORRE 

1CT IN TOTAL SCALE•) 
FORMAT (10X,•SURJECT =•,2A1Q,• IO =•,Aq,• HAS ALL ANSWERS •,•CORPE 

1CT I~ TOTAL SCALE•) 
FORMAT (10X,•CO~PUTATIONAL PR08LE~S WITH SUBJECT =•,ZA10,• IO =•,A 

19,• IN TOTAL TE•) 
FORMAT (X,2A10,A9,• T•,F5.2,2F7.2,I4,2F7.2,IIt,F7.ZJ 
FORMAT (X,ZA10,A9,!2,F5.2,2F7.2,I4,2F7.2,I4,F7.2J 
FOR~AT (/lOX,•CASES REAO=•,I?,• CASES NOT CONVERGEO=•,ISJ 
FOKMAT (10X,•SUBJE:T =•,2A10,• IO =•,Aq,• HAS NO ANSWEPS •,•CORRE 

1CT IN SUBSCAlf •,IS) 
FORMAT (10X,•SUBJECT =•,2A10,• IO =•,Aq,• HAS ALL ANSWERS •,•CORR~ 

1CT IN SUASCALE •,!5) 
FORMAT (10X,•M4XIMUM LI~ELIHOOD ESTIMATION DOES NOT CONVERGE•,•FOR 

1 THE SUBJECT = •,2A10,• IO = •,A9,• ON SURSCALE •,I5) 
END 
SlJB~OUTI~t BAYES (~,IlM,RESP,N,A,B,C,BTHET,8VA~,TINFO,EXPTOT,ITERl 
INTEGER PESPlMJ,ITM(M) 
~EAL A(N),B(N),C(N) 
DO 1 I=1,M 
IF liTMlil.fQ.OJ GQ TO 1 
CALL BSCO~ CBTHET,3VAR,B(I),A(I),C(IJ,RESP(!)l 
CONTINUE 
CALL NOSTAT (M,ITM,A,B,C,RTHET,TINFO,EXPTOT) 
ITER=O 
1-(fTUf.IN 
END 
SUBROUTINE BSCOR (9THET,BVAP,OIF,OIS,GUESP,IRESPJ 
O=COIF-RTHET)/SQRTCZ.0•(1.0/0IS~ 4 2+BVAR)) 
ERt-O=ERFt.IP(Q) 
E OSQ=EXP ( on2). 
IF (I:OSQ.EQ.O.O) RETURN 
E OSQI=l· 0/EOSQ 
XK!NV=0.5•(1.0-ERFDl 
XLINV=GUtSP+(t.O-GUESPl•XKINV 
IF (IXLINV.EQ.O.OJ.OR.CXKINV.EQ.O.O)) RETURN 
XL=1.0/XLINV 
IF CIRESP.NE .1) GO TO 1 
S=0.398942•CSQRTlBVARJ/SQRT(1.0+(1.0/0IS••2)/BVARJ)•tt.O/XKINV)•EO 

1SQI 
T=1.U-1.772454•D•EOSQ•(1.0-ERFO) 
BTHET=BTHET+(1.0-GJESPJ•XKINV•XL•S 
SVA~=8VAR-f1.0-GVESPJ•xwi~v•xL•s••z•cT-GUESP•XLJ 

265 
266 
267 
268 
269 
270 
271 
272 
273 
274 
275 
275 
277 
278 
2n 
28C 
281 
282 
283 
284 
285 
286 
287 
2811 
289 
290 
2q1 
29? 
293 
294 
295 
2qE 
297 
298 
29g 
30(! 
3G1 
302 
303 

1 
2 
3 
4 
? 
IS 
7 
R 
g 

10 
11 

1 
2 
~ 

4 
'3 
f, 

7 

II 
q 

10 
11 
12 
13 
14 
15 
1"> 
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-<E TIJ~-''-1 17 
1 HTH~t=~TH~T-0.7973~5•1 IVAQ/S0nrc:,Q/OIS••2t1VAPll•EOSQI•(lo0/(1.~+ 1A 

lC.Rff))) lg 
PA~T1=1.12837g/(1.C+Il.~/OIS••z)•(l,J/BVARIJ 2G 
PA~Tc=1.0/IED~Q•Il,Q+~="~'~="01 )+.-> 21 
DA~fj:Q,5~419C+O•rlSQ•(!,G+E~~1) 22 
8VA~=RVAH•(1.C-PA~Tl•PA~T2• 0 A~T31 23 
RETUP~ 24 
ENU 2S 
Rf-_ Al FUNCTION E.Rf- N" I X I 1 
OAIA A1/0,254~30/ 2 
DATA A2/-0,2844g7/ ' 
DATA AJ/1.421414/ 4 
OAIA A4/-1,453152/ 5 
nmJA ~5/1.061405/ 6 
DATA P/C.~275q11 7 
fPfNP:Q,O 8 
lF (X,EQ,O,G) RET!h'_N q 
tS=SlGNI1.J,Xl 10 
Y=A~SIXI 11 
I~'" IY.LT.fl,OI G() TJ 1 12 
f PF"<P=ES 1.~ 
PETURN 14 

1 Y2-=Y•Y 15 
T=l.U/(l.O+P•YI 16 
AT=IIA1+1A2+1A3+1A4+A5•TJ•1J•TI•TJ•TI 17 
EAT=AT/EXP!Y2l 18 
EPFNP=Il.O-EATJ•ES 19 
PFTUR~ 20 
tND 21 
SUHRUUTINE MAXLK C~,ITM,RFSP,~,A,8,C,MAX,EPS,-IFAIL,SOHV,TH£TA,TINF 1 
lO,~XPTOT,NUMITS,S~~l 2 

EXTERNAL FODLCG,SUfJLOG 3 
INTEGeR ~ESPtMl 4 
DIMENSION I.I(Nl, BINI, CINl, IT'HMJ 5 

c••• USES MAXI~U~ LIKtliHOOO LOGISTIC SCORING ALGORITHM AND ~ESPONSE ~ 

c••• MOD~L 7 
c•++ HISC:CTION IS USEIJ TO Pf<''1VIDF lYE" INITIAL GUESS FOR THF. R 
c••• NEWTUN-RAFHSOh MlT~OO 9 

CALL RISECT !FDDLO;,R~su,A,O,C,M,ITM,5,GUESS) 10 
c 11 

CALL NEWTRAP lfDULOG,SDDLOG,RrSP,A,B,C,M,ITM,~AX,EPS,NUHITS,GUESS, 12 
1TH~TA,SOkV,IFAIL) 13 

c 14 
IF CIFAIL.EQ.l) 1,2 15 

C"'++ NEWTON RAPHSON DID NOT CONVERG~ 16 
1 CALL NHTERR CTHETA,SD~V,SfM,TINFO,EXPTOT) 17 

KETURN 18 
c 19 
2 CALL LGSTAT CM,ITM,A,!:l,C,THFTA,TINFO,EXPTOTI 20 

SEM=l.O/SQRTlA8S(S'1PVII 21 
RETURN 22 
END 2! 
FUNCtiON FOOLOG (D~SP,ITM,A,S;r.,~,THETAl 1 
INTE~ER RESP(M),~I~HT 2 
DIMENSION A(M), 1-HM), CCM), ITMCMl 3 
DATA XMAX,XMIN/200.U,-200,Q/ 4 
DAfA O,RIGHT/1,7,1/ 5 

c••• CALCULATES FIRST O~~IVATIVE OF LOG-LIKELIHOOD FUNCTION OF A 6 
c••• RESPONSE V~CTCR FO~ THL LOGI~TIC HOD~L 7 

SUM=C.O 8 
00 1 I-=1,M q 
IF ClTM(li.EQ,Q) r~o TO 1 10 
X=D•AIIJ•CTHETA-fHill 11 
IF (X .LT .XMINI X=X"'IN 12 
IF (X,GT,XMAX) X-=X~AX 13 



EXF=EXP(Xl 
AE=AUl•EXF 
SUH=SUH-Af/(EXF+l.O) 
IF (RESP(II.NE.RI~~TI GO TO 1 
CE=Clil+~XF 

SUH=SUM+At/CE 
1 CONTINUE 

FDDLOG=-1.7•SUI1 
RETUt<N 
END 
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FUNCTION SODLOG (RESP,ITH,A,B,C,H,THETAl 
INTEGER RESP(M),Rl~HT 
DIP1ENSION ITHl11lt A(HI, 8(111, C(Hl 
OATA XHAX,XHIN/Z00.0,-200.0/ 
DATA O,RIGHT/1.7,1/ 

c••• CALCULATES SECOhO DERIVATIVE OF LOG-LIKELI~OOD FUNCTION 
c••• OF A PESPONSE VECTOR FOP THE LOGISTIC HODEL 

SUH=O.O 
00 1 I=l,H 
IF (!Tf'Hll.EQ.Ol GO TO 1 
X=O•A!I)•(THETA-8(III 
IF (X.LT.X"1INl 'IC=XMIN 
IF IX .GT. XMAXl X=XMAX 
tXF=EXP(XI 
AE=A!Il•FXF 
SUM=SUM-A(Il•AE/((1.0+EXf)•(1.0+fXF)I 
IF !kc.SP!Il.NE.~IGHTI GO TO 1 
CE=8( Il +E.XF 
S lJ 1'1=S U 11+ A (I) •c ( IJ • II E I ( C F •CE I 

1 CONT lt-.Uf 
500LCG=-2.~9•SUM 

~t-TU~N 

END 
SU~~OJTih~ ~!SECT (~1,RESP,A,1,C,M,ITM,~ITEQ,q~IOl 

INTrGF_R '<t.SP(f'l) 
OlME"<SIOr-. AIM), 8('11, CCI'!), 11'1(111 

8••• CALCULATE~ APPROXIMATE ~DOT OF F1 8Y BISECTION; 
:;...,.• Ris~·cTING 'lllt.R (N'JI'IB!:R OF Il'-PATIONSI TIMF3. 
c•u HMIO IS Ek3T CURI<L'H GUr:SS AT "001 THETA 

C•...,. INITIALILt LEFT 801J~J0 ANO Fl(ROIJNOI At.IO RIGHT 90UNO F1('JOUNOI 
BL=-s.o 
BR=5.0 
BHIO=O.O 
fL=F1!RfSP,ITM,A,q,C,M,qLI 
TP=~:(RfSC,ITH,A,q,c,M,nR) 

c••• TEST FOR ~0 POOl I~ INTERVAL--RETU~N IF NO SOLUTIO~ 
IF ( (f L • 1 P l • G T • 0. 0 I RET URN 

c••• NOW CALCULATE BIS~CTIONS NITf~ TI~~S 

00 3 I=1,NITEP 
TMIO=f1(RESP,ITM,A,8.c.~,A~I0) 
IF ({TMIO•TL).GT.O.OI GO TO 1 

:••• REPLACE kiGHT BOUND WilY 31110 
AR=i'I~IO 

GO TO 2 
:••• KF.~L~CE LFFT ROUND WITH 8MIO 
1 TL=T~IO 

BL=R,..IO 
c••• flNQ NEW MIDPOI~T 3HIO 
2 BMID=(~l+BRI/2.0 

3 CONTINUE 
>< E TIWN 
END 
SUBROUTIN~ NEWT~AP (fl,F2.RESP.A,8,C,M.ITH,NITER.EPS.NUMITS,GUE~S, 
:l~tT~.S~~V.IFAILI 

1Lt 
1? 
1fl 
17 
11\ 
1q 
2') 

21 
22 
23 

1 
2 
-~ 
4 
c; 
F. 

7 
II 
q 

1J 
11 
12 
1~ 

14 
1'5 
g 

1? 
l'l 
1g 
2 r; 
2! 
22 

1 

r:. 
7 

f 
g 

11 
12 
13 
14 
15 
iF 
17 
1'1 
1G 
2(' 

21 
2? 
23 
24 
25 
2F 
27 
2'1 
za 
3'l 

1 
? 
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Hd:Cbr R k'f':>P(MI 
f1TM:._':OirJtl A(t-'), 8('1), G(M), ITM01) 

:.>~<H CI\LCliLATI:S THf- ROOT OF F1 GIVF~ ITS FIRST f)f-RIVATIVL F2 
c•u AN'l t>N INITIAL &Ut'SS USII'>IG NEWTON-RAPHSON "1?.:THO!J 

3 
4 
s 
I; 

7 

B 
g 

c••~' IH~TA I~ APDP. TO TH( ~OOT; SD~V IS F2(THETAI 
~~UMI I S=O 
I HE I II=GUE 5S 

c•.. LO:JP UNTIL [~P<E.PS OR NIIMBER OF ITERATIONS O[COME S TOO LARGF 1a 
11 
12 
13 
14 
1? 
1F, 

1 fD'-'V=f!(kf-SP,IT"',A,B,C,~'~,THtTA) 

sn~V=~2(R~SP,ITM,~,R,C,M,THETAI 

tPf,=l-ll~V/SfJPV 

I H~-- lA=THt TA-EFP 
NU'1tl S=NUMITS+1 

c••• t.XIf LOOP CRITE.Rlfi'.J 
!F (U,U'1lTS.LT.NH:rn.AtJO.(AHS(E.RPI.GT.::PSII GO TO 1 

c••• LNU LOOP. TFST fO~ CONVE.RGFNC~ AND SET !fAIL 
IFAIL=O 

17 
111 
1q 

IF (il'~S(!:k'.~I.LT.EYSI t-,E.TURN 
c 
C•H NE: WT(JN c~ A"H.SOti I"E TYOD UOi::.S NOT CONVEI.!Gf. 

211 
21 
22 
23 
24 
25 

IFATL=1 
Kf I UI·'N 
ENO 
SUBPUUTINL NWTEKR (THtlA,SFORM,SfM,TINFO,EXPTOT) 1 

c••• SET\ tRROR VALUES FOR THE CASE IN WHICH NEWTON RAPHSON FAILS 
C••• TO CO~!VERGE 

2 
3 
4 
tj 

c 

fHt:. TA=-'.:1'3.'3'3 
SFO~'!"=-qy.gq 

SEM=-Y9.Y'3 
TINF0=-'3'3.9'3 
E XP ror=-99 .99 
f<ETL!k"-1 
END 
SU:FOUT!t-.F u;·sTAT (M,ITM,A,A,C,THETA,TINFO,CXPTOTI 
DIMF~ISION A011, 801), C(l"), ITI'UMI 
DATA X~AX,XMI~/12.0,-12.0/ 

TINFO=O.O 
!: XPTGT=O .[] 
lfOUf\T=O 

lJO 1 1=1,M 
IF flT'1(Il.EQ.OI bJ TO ~ 

6 
7 
II 
g 

10 
1 
? 
>; 

4 
c; 

n 
7 
ll 
g 

KOUNl=KOU"'T+1 10 
APGIJ=-l.PA(IJ•(HETA-8(!) I 11 
IF (ARGU.GT.XMAXI 4RGU=XMAX 12 
IF IARGU.LT.XMINl ARGU=lt'MIN 13 
P:C(l)+(1.0-C(!))•(1.U/C1.0+EXP(ARGU))) 14 
Q=1.0-P 15 
EA~G=EXPC-A~GUI 16 
PP~!Mt=EARG/((1.U+~ARG)•(1.0+EARG)) 17 
PP~IME=PPRIME•C1.U-C(l)I•A(!I~1.7 18 
TINFO=TINFO+(PPRtM~•PPRIHEI/(P•QI 1q 
tXPfOT=EXPTOT+P 20 

1 CONT lNUE 21 
FXPTOT=E.XFTOT/FLOATIKOU"'T) 22 
~FfU~N 23 
END 24 
SU!i~OUTIN~ MAlt'LNO (~fSP,ITM,H,N,A,B,C,MAX,EPS,THtTA,SORV,IFAIL,TIN 1 

lFO,fXPTOT,NUMITS,S~Ml 2 
tXfFRNAL FONOGV,SONOGV 3 
INTEGeR RESP(MI 4 
DIMENSION ITM(NI, A(NI, BfN), COO ? 

c••• USES !"AXIMUM LIKELIHOOD NORMAL OGIVE SCORI~G ALGORITHM AND 6 
c••• RESPONSE VECTOR 7 
C••• BISf~TION IS USEO TO PROVIDE THE INITIAL GUESS FOR THE 8 
c••• NEWTON RAPHSON MET~OO q 



c 

c 
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CALL BISt~T (FDNOGV,RESP,A,B,~,H,ITH,S 1 GUESS) 

CALL NEWT~AP (fONOGV,SDNOGV,R~SP,A,B,C,HtlTH,HAXtEPS,NU~ITS,GUESS, 
1THET~,SOkV,IFAILI 

IF (lFAIL.EQ.11 1,2 
c••• NEWTON PAPHSON DID NOT r.oNVfPr,E 
1 CALL NWTERR CTHETA,SDRV,SEM,TINFO,EXPTOT) 

RETllk'N 
c 
2 CALL NOSTAT (M,ITM,A 9 8,C,THfTA 1 TINFO,EXPlOT) 

SO~V=ABSISORVI 

SfM=l.Q/S~RTCSORVI 

"<ETURN 
-: ~~ 0 
fUNCfiON FONOGV (R=SP,ITM,A,n,c,M,THETAI 
I~TtGtR ktSP(~I,RI~HT 

DPid!SION AIM I, 9('1), C IMI, ITH(M) 
DATA PI,RIGHT/3.141~gz,!/ 

OAfA XMAX,XMI~/7.0,-7.0/ 

c•..._ GALCt'LAHS Flf<ST O:.PIIJATIVi:. OF LOG-LIKELIHOOD FUNCTIO~~ OF 
c••• A Qf~PQNSt VfCTOP FOR THE N0°~AL OGIVE MODEL 

SUM=U.O 
~00fUI=1.r/SQf<TI~.Q•PII 

DC c: I=1,M 
IF ( I l M ( 1 I • i:. Q. 0 I r; 'J T 0 -:> 

T F t1 ''= fJ. I I I • ( T H t T A- fl ( I I I 
IF (I~MP.GT.X~AXI P'MP=VMAX 
IF ( I t- M P • LT. Y "'IN I T U1 P= X I" I "J 

1m"'" i< I =fWOT 0 I 4 A ( 11• ( 1. 0-C (I II•<=:XP(XI 
lH "'0'1 = C ( 1 I+ I 1. 0 -C ( I I I •C Of N ( F '1.:> I 
I~ (~[SPIII.ED.RIG~ll ~0 TO ~ 

lJ F. 'W M = - I 1 • ) - 0;. "J 0 M I 
1 SUr-l=StJM+ t:J:~MFAT /0'- \JOMI 
2 GONTINU~ 

F O"l:Jt,V=StJt1 
t<' 10 llf~t< 

END 
fiP~r:llOI\J S'JNCJGV I"=:SP,lTM,A,q,C,M,THETAI 
p:f._t,JCt;> UfSPU1J ,I<JGHT 
'JP1_f,5IOfll AIMI, t\('11, CIMI, IPHMI 
OAfA Pl,kiGHT/3.1~15Y~,1/ 

OAIA XMAX,Xii~/7.~,-7.0/ 

cu• GAU~1 1LATtS SECO"O 'lt:RIVL\TIVt 'JF LOG-LIKELIHOOD FU,..,CTIO:~ 
C•H DF .1 t.ESI-O'lSt. VECTJR FOi THF ~~0~-'MAL OGIVt MOOfL 
c 

1 
2 

su "!=[,. 0 
k0UTPI=1.J/SO~T(2.G•PII 

011 ' L=1,"1 
IF- I IT M ( I I • f (J. 0 I (, 'J T 0 2 
TfM~l=A(!l•(THtTA-'lllll 

IF (TtMPt.GT.XMA~I TEMP1=XMAX 
IF (lr"!Pl.LT.XMI~I TEMP!=XMIN 
X=-TLMD1 4 TEMP112.J 
Tf MP/.=~OUTt->14 I 1. 0-: (I I 1 4 A (II •O::XP (XI 
t- IR'1PM=H:M;:~z•TE."1P2 
SI=Cfl11M=Tt'-P2•A!II•T"MP1 
S 0 ~ :'< n M= C ( Il + I 1. 0- C I l I I • C OF N ( TF MP 1 I 
FOE~nM=SOt~O~•SOt~lM 

I F ( ~ L S o ( I l • E Q • ~ I r, -1 T I G r> T 0 1 
F 0" ·~(-'I"= ( 1. 0- S n~ NOM I • ( 1. J -S 0 f 'J JM I 
SDr'I(;M=-1!.0-SOEMl"'l 
SU"l=';IJ"'- (FIF~tiM/Fri.':IJOMI- ISH~WIM/SOENOMI 

CO"Tlr-..Uf 

10 
11 
12 
13 
1«. 
15 
16 
17 
1R 
1g 
20 
21 
2<' 
23 
24 

1 
2 
3 
4 
c; 
f, 

7 
g 
g 

1fl 
11 
12 
u 
14 
1'3 
16 
17 
1'1 
1'1 
21) 

21 
2? 
23 
24 
2'3 

1 
'i:' 
3 
4 
r:; 
f, 

7 
'I 
q 

1C 
11 
12 
13 
14 
1S 
16 
17 
1'1 
1g 
20 
21 
22 
23 
24 
25 
2Cj 



c 

' 1 

SO"'JGI/=SU'l 
t?F PI,.T 
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s u I i :;>[)I J T I N ~ N 0 s 1 ll T ( ~' 1 1 "' ' A t li ' c • T H f T A ' T Plf· 0' ·= )( p T 0 T I 
lliH•i:'::iiU~J A(M), f:l{"l), C01), IP.I(~) 

OAfA PIIJ.141~g2/ 
UAIA XHAX,X~IN/7.0,-7.0/ 

TINFO=u.O 
(-)(Of(lf:(;.f] 

KOUNJ:::Q 

DO 1 1=1,'1 
IF 0 P1 I I I • F 0. 0 I {; 0 To 1. 
KOUNI=KOU~T+l 

T~MP=A!II•!TH~TA-~!IJI 

IF ( I U1 P • G T • X M ll X I T E M P:: X M A X 
IF !1!-MP.LT.XM!Nl TEMP:::XMIN 
P = C ! 1 I + ( 1 • 0- C ! I I l • C 0 f N ! fE MP I 
r.=!.r-P 
TEMP~-TEMO•TEMP/2.0 

PPRIM~::(l.O/SQRTl2.0•PIII•(l.O-C(!))•A(IJ•EXPlTEMP) 

TIN!-O=TtN~~+(PPRIM~•PPRIMEI/! 0•Q) 
l- XPTOT:::f: XPTOT+P 
CONTlNUE 
E~PTOT=EXPJOT/KOUNf 

I<E TUf.n: 
:CNLl 

27 
2'1 
2Cl 

1 
2 
3 
4 
5 
1', 

7 
fj 

g 

lC 
11 
12 
13 
14 
1"i 
1n 
17 
111 
1q 
2(] 
21 
22 
23 
24 



APPENDIX D 
ADADSCO FORTRAN PROGRAM LISTING 

PROGRAM ADAOSCO (lNPUT.OUTPUT.DATA,IPOOL,TAPEt=OATA,TAPEZ=IPOOL,TA 
1PE3) 

DIMENSION ITEHC&OOt, AC&DOt, BC600), CC600), KEYC&OO), IREJC8C), I 
1FORM2(8), IRAWC80), INADS(80), IRESP(80) 1 ADHf80), BOHl~O)• CDMC~O 
2), bESC(24J, NAHE(2) • IFORHU8) 

INTEbER OPT1,0PT2.0PT3,0PT4 
REA"L !TOT 
N=NC=O 

:······································································· c • 
C~FAO OPTIONS AND PROGRAM PARAMETER FROM INPUT FILE, DATA IS ON TAPF2 • 
c • 
c••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

IPOOL=2 
READ 20, INUP,MMAX,OPT1,0PT2,0PT3,0PT4,TS,TSS,AHAX,BHIN,BHAX 9 CMAX, 

1IFLAb, I OMIT 
RI:AO 22, UFORHUI) t1=1,8). 

C HORM1 IS THI: VARIABLE FORMAT FOf< THE ITE"1 POOL 
R E A £1 C I P 0 0 L, IF 0 R H 1) ( IT F M ( Il , A ( Il , fH U , C C Il , KEY ( I ) , I = 1 • I NU P ) 

c••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c 
c 

• 
CSTART R~AOING THE SPECIFIC DATA (SPECIFIC 
CIHAO IS THE ITEM IO#S ADHI~ISTERfD 

FOR THE P!JN) FROM THE INi->UT • 

CIRfJ IS TH£ RI:JECTED ITEM IO S 
CI~~SP IS IHE RESPONSE VECTOR 
c 
c 

.. 
• 
• 
• 
• 

c•••••••••••••••••••••••••••••·•••••••••••••••••••••••••••••••••••••••••• 
READ 21, HNUH, CIREJC!), T=1,M~liMJ 
1-<EAn 22, CIFORM2CII,I=1,8) 

IFO~M2 IS TH[ VARIA8LE FORMAT FOR THE SUBJECT DATA 
c 

RE An 24, DESC 
PRINT 23, INUP,MMA(,IOMIT,IFLAG~OPT1,0PT2,0PT3,0PT4,TS,TSS•AMAX,RH 

1AX,BHIN,CMAX,IFORM1tifORM2,D~SC 

c••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c 
c 
C~tAO A SUHJECT FROM TAV~1 CALCULAT~ THETA, LOOP BACK TO 5 ETC. 
c 
c 

• 
• 
• 
• 
• 

c••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
1 ~EAD C1 1 II-ORH21 IO,NAME,M,CIRESPCI)tl=1,HMAXI,CINAOSIIItl=1,Hf'lAXl 

M='1INO (M,HMAX) 
IO=UNITCll 

C CHECK THE END OF FILE ON DATA FILE 
c 

2 

c 
c 

3 
'+ 

IF !IO.LE.OI GO TO 2 
PRI~l 25, IfJ 
IF liO.EQ.JI GO TO 19 
N=N+1 
ITOT=D.O 

StT TH~ ITEM ID TO Z~RO FOR THE OMHISSIONS CTHAT IS ~EAO IN FPO 

AND SET THl RESPON~E VECTOP TO 1 IF THE ANSWER IS CORRECT 
00 5 !=1 1 M 

Stl THE ITlM IDS I~ IREEJ TO ZERO 
IF lMNUM.EQ.O) GO TO 4 
00 J IJ=1,MNUM 
IF UNAOSlU.NE.IR~JCIJ)) GO Til 3 
INAOS(l)=O 
GO TO 5 
:ONT!NUE 
CONTINUE 
IF (!;.>ESP(!) .ffl.lr'l~ITI TNA'lS!TI=r. 

1 
2 
3 
4 
t; 

f, 

7 
8 
q 

10 
11 
1'2 
13 
14 
1S 
1f> 
17 
111 
19 
20 
21 
22 
23 
24 
25 
2'1 
27 
211 
zg 
30 
31 
3? 
33 
34 
35 
31) 

37 
3'\ 
3q 
4f! 
41 
42 
43 
44 
45 
4n 
47 
411 
4q 

5'1 
51 
lj? 

53 
54 
5S 
c;F> 

57 
Sll 
c;g 
60 



c 
c 
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lF <INAO~(II.tQ.OI GO 10 5 
CALL SEA~CH (INUP,I~AOSCII,AOMCIJ,BDMCII,C~M(II,KKE,ITEM,A,3,C,KEY 

l,Ifll 
IF ThL FLftG !FLAG IS NOT ZE~O IT IS TA~FN TO RE THE DUMMY KEY 
IF Ir IS 7EQO lH[N K~Y IS READ FROM THt POOL AN LEFT IN KKE 
IF fHLAG,'lc.Oi KK::=IFLAG 
IPt:::;:::[) 
IF (HrSP(l) ,HJ,KI(:':) It<i"S=1 
IRt.~r..(li=IRFS 

5 CONTINUE 
c•••••••••+••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c • 
c • 
CIN TH~ ~~xr OU LOOP TH~ ITlM PARAMETERS CORRESPONDING TO TH~ ITfMS • 
CIN INAD A~L RtTRlVfO F~OM A,P,C, AND LOADED I~Ta ADM,BOM,CO~ RESP, • 
CTHF fNT~I•S I~ THE AOM,~OM,C~M ARE ZEPOEO F09 T~f CASE OF lE~O ITEM • 
CIO IN TH~ lNfD • 
c • 
c • 
c••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c 
c 

6 
c 
G 
7 

10 

11 
12 

I~ QPilON 3 IS 1N TH~ PARAMETERS A,B,C AP,E CONSTRAIN~D WITHIN B 
8~ A~AX,AMIN,BMAX,RMIN,CMAX 

IF (OFJ3.r_t;),Q) GO TO 7 
DO r l=1,M 
IF !T"JA[)~CIJ.E.Q.OI GO 10 6 
IF CCAOMCII.GT.AMA)() .OR.COPT3,EQ,3)) AOMCII=AMA)( 
IF (!~tJMCII.LT.BMI"'I BOMCII=BMIN 
IF CKC"'CII.GT.HMAXI BOMCII=~MAX 
IF CICDMCII.GT.Ct11ll().OI<.COPLS.EQ,2)) Cr:J"1(IJ=CMAX 
CONT HlUE 

U~TION 1 WILL P~INI THE SPECIFIC OATil IF ITS ON 

COtH TNU~=" 
IF I IOPTl.EQ,OJ ,Qp, COPl _!_,GT,10)) GO TO F1 
QPf!=OPT1+1 
P Q l N l 2 6 , In , N AM f. , C I N A 0 S ( I IJ , I I<! E. S P ( II) , II 0 M C II I , tW M ( II I , COM ( II) , IT= 

11 • ..,) 
CO'IT lNUE 
ITit,ftOS=G 
00 q KK=1, M 
ITUT=ITOT+IPESP(KKI 
H (!NAOSCKKI .EQ.r:l ITINADS=ITINAOS+1 
K l = M- IT IN A OS 
ITOT=ITOT/FLOATCCKL)I 
IF IITQT.EQ.OI 10,11 
P~.?Ir;l 27, Nt!M!:,IG 
II- COPT4.Et;l,3) GO TO 13 
r=-:o.o 
SFOPt~=O. U 
TINFU=O.C 
EXPTOT=O.O 
SE M=O. 0 
I T~P=O 
IKL=KL 
GO TrJ 18 
IF !1TOT.£Q,1.0) 12,13 
PRINl 31, NAMf,IO 
IF (0PT4,<=Q._q GO TO 1J 
f=1C.D 
SFO"M=O.O 
TINFO=O,U 
£xorur=o.o 
S E 11= 0, 0 
ITt.R=O 
IKL=KL 
GO ro 111 

67 
611 
f,q 

70 
71 
72 
73 
74 
7r:; 
76 
77 
7fl 
7q 
8'l 
81 
82 
83 
84 
8S 
86 
87 
811 
8q 
91) 
91 
92 
93 
94 
95 
96 
97 
98 
qg 

10 () 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
}24 
125 
126 
127 
128 
129 
130 
131 
132 
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c••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c • 
c • 
C NOW fHE DATA IS RtADY TO MAKE THE CALLS TO THF APPROPRIATE ROUTINE 
CTO ESTIMATE THE THETA. OPTIN ~MILL DETERMINE THE METHOD BY WHICH • 
CTHt THETA ESTIMATE M~LL BE fOUND • 
c • 
c • 
c••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
1J IKL=KL 

IF (QPT~-21 1~,15,16 

14 CALL HAXLNO (lRESP,INAOS,M,H,AOH,BDH,COH,5D,.JJ5,T,SFORM,IfAIL,TIN 
1FO,EXPTOT,ITER,SEMI 

G 0 TO 17 
15 CALL MAXLK {M,INAOS,IRESP,M,AOM,BOM,COH,50,.Q~?,IFAIL,S~np~,T,TINF 

10,tXPTOT,ITER,SEHJ 
c 

GO TO 17. 
1n T=TS 

SFOPM=TSS 
CAll BAYtS {M,INAOS,lRESP,M,AnM,BOM,COM,T,SFOP~,TINFO,~XPTOTI 
IT t~=O 
SE:'-1=0.0 
GO TO 18 

17 IF {lfAIL.EQ.OI GO TO 1~ 
PQINI 28, NAME,IO 

~ SF0RM AND T ARE S~T TO -q~.qg IN ~AXLK IF ~OT CONV 
NC=IIOC+l 

c••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
c 
CW~ITF THE SUCCESFUL RESULTS TOTHE FILE TAPE3 
c 
c••••••••••••••••••••••••••••••••••••••••••••••••••••••••••¥•••••••••••• 
18 WRITt (3,2'31 NAMl.ID,ITOT,T,SFO~M,lKL,TINFO,t:X~TOT, ITc_~,SFM 

G'J TO 1 
1g PRINT 30, N,NC 

c 
(I) 

~1 

a 
23 

24 
25 
2& 
27 
2'1 

zg 
3(1 

H 

STOP 

FC~MAT (2I4,X,4I1,6F5.2,!2,!21 
FOKMAT (1bl51 
FO~MAT {8A101 
FO~MAT (T50,•AOA03CQ 4 ,/,T~O•=======•,!/////,T?O,•ADAPTIVf OICHOTOM 

!US SCORING WITH TH~Et PARAMET~P MOOfLS 4 ,///I,T40 4 PSYCrlQMfTPIC ~ETH 
zons PROGRA~•,I.T40•0EPAPTHENT OF PSYCHOLOGY•,I,T40 4 UNIVEPSITY OF M 
3INNESOTA•.t,T40 4 MPLS. MIN~. 55455 4 ,/,///•T20 4 INUP 4 ,T27•=•I5,/,T2G, 
4•M~AX•,Tz7•=•I5,/,T20,•IOMIT 4 .T27•=•.rs.t,T20•IFLAG•,Tz7•~•.I5,1,T 
SZJ•OPT1•,T27•=•IS,/,T20 4 0PT2•,T27•=•I5,/,T2:•opT3•,T~7•=•I5,/,T20• 
60~T44 ,T27•=•,I5,/,T20•TS•,T27•=•F5.2.1,T20 4 TSS 4 .T27•~•FS.2,1,T20•A 

7MAX•,T27•=•F5.2,/,f20, 4 AMAX•,Tz7,•=•F5.?,/,T20•P~IN•,T27,•=•F5.2,/ 
H,TZG•CHAX•,T27,•=•F5.2,/,T20,•VARIABLE FORMAT FOP POQL=•~A1G,/,T20 

g,•VANIABLf FORMAT FOR OATA=•8A10,/,T20,8A10,/,T2G,~AlJ,/oT2G,8AlO, 
1:/l 
FO~MAT {8A101 
FORMAT {1QX, 4 PARITY ERROR ON TAPE 4 ,'30X,I21 
FORMAT {10X,Aq,2A10 9 /,(1X,l4,2X,I2,2X.3F10.21l 
FOKHAT (lOX,• SUBJECT • 9 2A10,•ID= •,Aq,•HAS NO RIG~T A~SWEPS•I 
~ORMAT (10X 9 • MAXIMUM LIKELIHOOD ESTI~ATION oo:s NOT CO~V~PGf•,• F 

lOR THt SUBJECT = •.2A1Q,• IO= •,A91 
~ORMAT {X,2A10,A9,F5.2,2f7.2,I4,2F7.2,I4,F7.2l 
FOKMAT {lOX,• CASES ~EAD=•,I5,• CASES NOT CO~VE 0 GL0=•,!5) 
FOKMAT {lOX,• SUBJ~CT •,2A10.•IO= 4

9 A'3 9 •HAS All ANSWEPS RIG~T•I 

f:NO 
SUR~OUTINE SEARCH (!NUP,IO,A,q,c,KEY.ITM,AP,BP,CP,([YP,IONU11 
UIMlNSlOI'- liP(lNUPl, f!PCTt-.IUPl, CP<INU?I, KEY~'(T'~UPl, IT:HTtllPl 

133 
134 
135 
136 
137 
13~ 

139 
140 
141 
142 
14"J 
144 
145 
146 
147 
14~ 
14<:l 
150 
151 
15 2 
153 
154 
155 
151', 
157 
15R 
15g 
160 
161 
162 
163 
164 
16? 
16f) 
167 
HR 
169 
170 
171 
172 
173 
174 
175 
17f. 
177 
17R 
179 
180 
181 
182 
18 ~ 
184 
18S 
186 
187 
1813 
1Aq 
190 
191 
1'32 
1'33 
1q4 
1<3'3 
19f) 

1 
? 
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INT~G~R ~LAG 3 
DO t 1=1,INUP 4 
IF <Itl.NE..ITM<Ill GO TO 1 c; 
A=AP(I) F, 
g:gP(l) 7 

C=CP(!) 'l 
KE:Y=I<.I::YP!Il g 
C ALL PC H 1:: C K ( tl , q , (; , I D d 0 NlHO 1'J 
RETU~N 11 

1 CONTI NUt: 12 
PRI1~l 2, IU, IONUM U 

c 14 
Ifl=J 1'5 
R!- T!l~<N 16 

c 17 
c 111 
c 19 
2 ~oo~nr (lOX,• ITI::M =•,I4,• IS NOT IN THF POOL FOR 5U8JCCT ID =•,A9 20 

11 21 
r NO 22 
SU~~~UT!~~ PC~lCK fA,8,C,!D,IONU~l 1 

c•u Cl-lt.CK WHt:P·H:"P OR ';JT ITEM PARA"1ETFRS lll;(c. VALin 2 
c••• IF NUl, t:PR0R MESSAGE IS PRINTED 3 
c 

c 
c 
c 
1 

2 

3 

1 

IF ( ll.LE. 0.0 l PRI'H 1, ID, A, IONUM 
IF ({~?.U.GT.8).0"'•(B.GT.5.0ll PRPH 2, IO,f"l,IONU'1 
IF ltu.O.GT.CI.OLIC.GT.1.0tl PRINT,~~ IO,C,IO'lUM 
~: E T II~' N 

FORMAT (1~X,•ITI::M =•,I4,• HAS THF INVALID A PARA~ETcR OF •,F?.2,• 
1 A MUST RE GPEATt~ THAN o.o•,I10X,•ERROR FOUND •,•FQQ THF SU9JECT 
2 WHH ID =•,Agl 

FORM41 (lOX,•TTEM =•,!4,• HAS THE EXTREME B PARQHETFR OF •,F5.2,5X 
1,•:.r:t<01;' FOUND FOR THE SUBJECT WITH ID =•,Ag) 
FO~HAT (1GX,•ITEM =•,I4,• HAS THE INVALID C PARAMETER OF •,F5.2,• 

1 C MUST HE RrTHEEN 0.0 AND 1.0•,I10X,•~RROR FOUND •,•FOR THE SUBJ 
2tCf WITH IO =•,A91 

OJO 
SU~~OUTI~E BAY~S CM,ITM,RFSP,N,A,8,C,BTH~T,~VA~,T!~FO,EXPTOTl 
INTFG~R ~FSPC~J,ITMCMJ 

REAL ACNI, 1HNJ,CP,J 
00 1 1=1,1" 
IF (IJM(IJ.ED.Ol r;o TO 1 
CALL HSr.oo C8THET.~VAR,q(!l,ACI),C(JJ,~ESP(IIl 

C 0 N TI NU!: 
GALL NOSTAT CM,lT~,A,H,C,8THI::T,TINFO,EXOT0TI 

1-'FTUk'N 
C. NO 
SUHPOUTINE OSCO~ C~THEl,BVAR,OIF,OIS,GUrSF,IRESPI 

O=IDIF-~THETI/SQ~·I(2.0•C1.0/0IS••z+BVARIJ 

E RF O=ERF NP COl 
t.OSO=tXP (0H2) 

IF (f-OSQ.t:Q.O.OI RFTURN 
t0SU1=1.01EDSQ 
XKINV=0.5•Ct.O-ERFOI 
XLINV=GUESP+Ci.O-&UESPl•XKINV 
IF ((XLJNV.EQ.O.OI.OR.CXKINV.!'Q.O.OH RETUR"' 
XL=1.0/XLINV 
IF (IRESP.NE.11 GO TO 1 
S=O.j98942•(SQRT(3VARJISQRT(1.0+(1.0/DIS••2J/RVARJI•(1.0/XKINV)•EO 

1SQI 
T=l.a-t.f72~54•D•EOSQ•t1.0-fRFOJ 

BTHEI=BTHtT+(1.0-GUtSPI•XKINV•XL•S 
BVA~=UVAR-(1.0-GUL~Pt•XK1NV•~~5••2•(T-r.UES~•XLJ 

~ 

5 
6 
7 

8 
q 

10 
11 
12 
13 
14 
15 
if. 
17 
111 
19 
20 

1 
2 
3 
4 
5 
6 
7 
l:l 
g 

10 
1 
2 
3" 

~ 
c; 
6 
7 
8 
q 

10 
11 
12 
13 
14 
15 
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RETURN 
1 BTHET=BTHET-0.797~55•CBVAR/SQRTC1o010IS••Z+BVARJJ•EDSQI•C1.0/(1.J+ 

1tRFOJJ ' 
PART1=1.1283791(1.0+C1.D/DIS••zl•(1.0/BVARJ) 
PART2~1.0/CEDSQ•(1.0+ERFOJ)••2 
PART3=0.5&4190+D•EOSQ•C1.0+ERFOJ 
BVAR26VAR•C1.0-PART1•PA~TZ•PART3J 
RETURN 
END 
REAL FUNCTION ERFN~ CXJ 
DATA Al/0.254830/ 
DATA AZ/-0.284497/ 
DATA A311.421414/ 
DATA A4/-1o453152/ 
DATA A5/1.0&1405/ 
DATA P/Oo327591/ 
ERFNP=O.O 
IF (X.EQ.O.OJ RETU~N 

ES=SIGN(t.O,XJ 
Y=ABS(X) 
IF (Y.LJ.I;.OJ GO TO 1 
ERFNP=ES 
RETURN 

1 Y 2=Y•Y 
T=1.U/(1.0+P•YJ 
AT=CCA1+(A2+(A3+(A4+A5•T)•TJ•TI•TJ•TJ 
EAT=AT/EXP(Y2) 
ER~NP=C1.0-EATJ•ES 

KETURN 
END 
SU~POUTINE MAXLK CM,ITM,RESP,N,A,B,C,MAX,EPS,IFAIL,SDRV,THETA,TINF 

lO,EXPTQT,NUMITS,SEMJ 
tXTF~NAL FDDLOG,SOOLOG 
INTEGER RESPHO 
DIMfNSION A(N), 81'41, C(N), IH101) 

c••• UStS MAXIMUM LIKELIHOOD LOGISTIC SCORING ALGORITHM AND RESPON~E 
c••• MOD~L 
c••• qiSECTION IS USED TO PROVIO~ THE INITIAL GUESS FO~ fHf 
c••• NFWTO~-RAPHSON MET~OD 

CALL BIStCT (FDOLO~,R~SP,A,R,r.,M,ITM,?,GUF.SSI 

c 
CALL NEWTRAP CFODLOG,SOOLOG,RFSP,A,B,C,M,ITM,MAX,EPS,NUMITS,GUESS, 

lTHETA,SDRV,IFAILJ . 

IF CIFAIL.EQ.!) 1,2 
c••• NEWTON RA~HSON DID NOT CCNVE~GE 
1 CALL NWTtRR (THETA,SDRV,SfM,TI~FO,EXPTOT) 

RETUPN 
c 
2 CALL LGSTAT (M,ITM,A,B,C,THfTA,TINFO,EXPTOT) 

SEH=l.O/SQRTCAHSISDPVJ) 
KETIJ"'N 
tNO 
FUNCTION FDDLOG. (RESP.ITt+,A,B,C,M,THETA) 
INTEGtR RESP(MI,RIGHT 
DIMENSION AIM), 8('1), CO'!), Il'1(M) 
DATA XMAX,XMIN/2Q0.0,-200.0/ 
DATA o.RIGHT/1.7,11 

c••• CALCULATES FIRST DERIVATIVE OF LOG-LIKELIHOOD FUNCTION OF A 
c••• RESPONSE VECTOR FO~ THE LOGISTIC MODEL 

SUM=U.O 
DO 1 I=1,M 
IF UTM(l).EQ.O) GO TO 1 
X=O•A(IJ•(THfTA-BCI), 
IF cx.LT.XMIN) X=XMIN 
IF (X.GT.XMAXJ X=X'1AX 

17 
111 
19 
20 
21 
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24 
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I; 

7 
1\ 
q 

10 
11 
12 
13 
14 
15 
1F) 
17 
18 
19 
20 
21 

1 
? 
~ 

4 

5 
f;. 

7 
II 
g 

10 
11 
12 
13 
14 
p; 

16 
17 
!I\ 
lg 
2J 
21 
22 
21 

1 
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4 

s 
F) 

7 
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g 
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11 
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1 

1 

c••• 
c••• 
c••• 
c 
c••• 

t:Xt"='-XP(XI 
At=A!Il•EXF 
SU~=SU~-A~/(EYF+1.01 

IF P-'!-SP(II.NE.RlGHI GO TO 1 
CE=Cili+EXF 
SU"1='.,UM+Af-/Cf 
CONTlNUF 
F [) ll Ul!i =- 1 • 7 • SUM 
1<::-. nw~. 
t:NO 
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fUNCIION SQnLOG I~ESP,ITM,A,~.C.M,THlTAI 

INl~G!-R R(SP(MI,~I~HT 

OHLi•,;.,IOr-. ITMP11, 1\(MI, 801), C(MI 
OAfA XMAX,XMIN/200.Q,-2QQ,Q/ 
OAfA U,RIGHT/1,7,1/ 
CALCIJLATtS SfCONO Dt:RIVATIVE OF LOG-LIKfliHOOD FUNCTION 
OF A RESPO~S£ VECTOR FOP THE LOGISTIC MODEL 
SUM=O.O 
00 1 I=1,M 
IF IITM(!l,fQ.OI (,:-J TIJ 1 
X=IJ•L\III•(fHETA-8(!) I 
IF (X,LT,Xr'1IN) X=X"'IN 
IF IX.GT.li'1AXI X=XMAX 
tXF=r-XP(XI 
Af=A(l)•!:XF 
SUM=~UM-AIII•AE/II1.0+EXFI•(1.0+EXFII 
IF (h'£.SD(II.NE.RIG·HI GO TO 1 
CE=CIII+EliF 
SUM=SUM+AIII•CC!I•Af/(C~•CEI 

CONTINUE 
SOOLOG=-2.!1q•SUM 
REIUPN 
E NO 
SUHI<OUTINE AISECT CF1,RESP,A,R,C,M,!TH,~IT~R,~'1IOI 
INTEGER RESP(M) 
DIMft,SION AIM), BCMI, CCM), ITMO"I 
CALClJLAHS APPROXIMATE ROOT OF F1 BY BISfCTION; 
~ISECTINb NITEQ CNJHBER OF ITERATIONS) TI,.t=:S, 
BMIU IS HEST CURRE~T GUESS AT ROOT THETA 

INITIALIZf LEFT HOUND AND F1(90UNOI ANO RIG~T BOUND F1CAOUNOI 
BL=-?.0 
BR=s.o 
BM ID= 0 • 0 
TL=Fl(~ES 0 ,ITM,A,B,C,H,Ol) 

fR=F1CRESP,lTM,A,B,C,H,HRI 
TEST FOR NO ROOT IN INTERVAL--RETU~N IF NO SOLUTION 
IF CUL•TRI.GT.O.Ot RETURN 

NOW CALCULATE RISECTIONS NITE~ TIMES 
DO .S 1=1, NITER 
TMIO=F1(k~SP,ITM 1 1,B 1 C,M,BHIOI 
IF ((fMIO•TLI.GT.O.O) GO TO 1 
~EPLACE RIGHT BOUND HITH BHIO 
BR=1~ID 

GO TO 2 
REPLACE LFFT BOUND WITH BHIO 
TL=P110 
Bl=RMIO 
FIND NEW MIDPOINT BHIO 
8M!D=CBL+9KI/2.0 
CONTINUE 
t<ETURN 
tNO 
SU~POUTIN~ NFWTRAP CF1,F2,RFSP,A,~,C,M,ITM,NITER,EPS,NUMITS,GUESS, 

1TH~TA,SO~V.IFAILI 

14 
15 
11) 
17 
111 
19 
20 
21 

23 
1 
2 
<' 

4 
s 
f, 

7 
A 

g 
1C 
11 
12 
n 
14 
1? 
16 
17 
1R 
lq 
20 
21 
22 
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7 
A 
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1(! 
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I N I .c (; ~ ~ 1-' r. S P ( M I 
DIMtNSIOt-. A(M), RP11, C(M), IP101) 
CALCliLAHS THt. ROOT OF F1 GIVE.N ITS FIRST DE~IVATIVt F2 
ANO AN I~ITIAL GU~SS USING NEWTON-~APHSON ~ETHOD 
IHETA IS ~PPR. TO THE ~OQT; SO~V IS F2(THETAl 
NUMIIS=O 
TH[TA=GUtSS 
LOOP UNTIL fRHEPS OR NIIM'1EQ flf IER.HIONS ~ECOMI:S TOO LAPGE 
fO~V=F1(R~SP,ITM,~,B,C,M,THETA) 

SO~V=~21klSP,ITM,A,B,C,M,THETAI 

1: o·~=~ DPV ISODV 
THtTA=THtlA-ERR 
N\JMIIS=NUM!TS+1 
l..XIT LOOP Cf.'ITERIC'rl 
IF ((NU"1PS.LT.NIT:.>::I.A~:O.(A8S(>_P!.~I.GT.:P:;)) GO TO 1 
!:NO LOOP. TtST fU~ CONVERGENC~ ANQ SET !FAIL 
IFAIL=O 
IF (lif~S(tY><I.LT.tnSI PrfUQN 

NfWT(,i'< R.APiSC~J MI:T~OO O'lES Nl)l CO~lVERGE 

IFAJL=1 
r.· E r iJ~· r-, 
END 
'::>t1·1"'Jl'Tit,~ NWTt_~~ (THtT,l,SF O•:··•,Sc_t-1,1 INFO,lX:>T:lT) 

c~~.,_ StT., "'-'-<U'< Vt:.LUlS ;:-OR P'f CASe_ It< .-lHICH NfWTOI'' QAoH.:;u:~ FAILS 
c•~-" T (1 C"f~VrqCE 

c 

1 

I Y ~ ; t =- 'J '1, i'< 
SF (J-''1:::-gy, 3'1 
SEM:::-yq,gl 
r I:~"'l=-g4. jq 
i:: )(P1"i'l =-<-lJ,'19 
~ E l '!"' N 

~ ~· 'l 
S ll >{ k' 1; liT I i'< ~ L [, S T II T ( '1 , I l '-1 , II , J , '; , T H: T A , T Hi r 0, :-X P T 0 T I 
fll"l 'IS!Jt-. A(M), 1'('11, C(MI, JT"1fl1) 
f) A T .~ X '1 A X , X r~ I I i 11 <:: , 11 , - l i:' , fJ I 
liNf''=O.O 
f:X"'TCl=J.:J 
><:OlJiii=O 

D:"' .:. I=1,1" 
IF !.d'1(l),,:-C.OI 1,"' TO: 
KOUi I ='<0Ut.T+1 
l\ ~=' r, ~! =- 1 , f • 1l. ( I l • ( I r'"' T A- 'i ( I I I 
It (;..1.-'GU,i;T,X~!AX) ~oGU='>'MAX 

1 F ( :1 '-' G U , LT. )( M I N I A k' G ll = Y M I ~-.J 

a= c 1 T > + 1 ::.. 'J- c < r 1 1 ,_ < 1. 111 1;.. o +" x :J < r." r;u > 1 1 
1)::: 1,'- P 
'1\"lJ=lXD(-Ai,JGUl 
P P;; I"~~ =;: A i.; G I ( ( 1 , 0 t :- ~. R l-1 • (::. , I' + : A"'(, l I 

P P k' T "', = o 1'-' 0 I I" l • ( 1 , J- C ( l I I • A ( I I ' 1 • 7 
T I i-, F ~J = T I~. f- J + ( fC P ~ 1 '1 ': ~ P r' k l I"E I I ( r· • J I 
tXPT'Jl="'X"'TOT+P 
CO'H JN\J>' 
t-. Y ,1 T l; l = f X'-' T 'l T I!< 1 U ,. 1 T 
"l::ftr~'l~ 

t.ND 
S U •l f'. !ll: T I N ·_ t" A XL N U ( ~· f- S? • 1 T '1 , "", "l , ll, 1, C, f'1 t!. X , ~. ? S , T H f T A , S D P V, IF A I l • T I 'l 

1 f- 0 , r X P T (11 , ~ll M I T S, _; :-"' I 
tXT~~NAL !CUNOGV,SO~OGV 

Ud' G~ P f.'~ SP P1 I 
DIM··•·SIQI\ !TM!NI, A(N), 'HNI, S(IJI 

c••• US!:~ ~AXl"'UM LIKlLIHOOO ~Q~Ml\L G~IVt. SCORI~G ALGORITHM ANO 
C""'" hi: .>f-'r:r~sr v:-:cru,;; 
c••" 'IISr'C:TION IS USf_~l TO PP"lVIfl:O 1'1: ;~ITIAL f~!Jf-SS F0° TH'c 
c••" N~ WTCt, Pl\CHS!lN Mt_T-100 

3 
4 
c; 
6 
7 
ll 
g 

10 
11 
12 
13 
14 
p; 
16 
17 
111 
1q 
20 
21 
22 
23 
24 
21:: 

1 
2 
? 
4 
<; 

h 
7 

'I 
q 

1f1 
1 
2 

4 

5 ., 
7 

·~ 
q 

1} 
1! 
12 
13 
14 
1" 
F· 
17 
1R 
1q 
21) 
21 
2? 
23 
24 

1 
2 
:3 
4 
c:; 

f. 
7 
8 
g 



c 

c 
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GALL NEWTRIIP !FONn:;v,so•OGV,Rf-SP,~,R,C,M, IT~,MAX,•fJS,NU'1ITS,GUESS, 
lTH~fA,SORV,IFA!l) 

IF <IFAIL.EQ.ll 1,2 
C • "' "" 'J f:_ W T 0 N R A t- H S 0 rJ 0 FJ N 0 T r. 0 N V E R r, ~ 
1 ~ALL rwTE~~ !TNETA,SORV.SEM,TINFO,EXPTQT) 

~cTUi-IN 

c 
2 CALL :~ 0 S l ~ T ( M, IT r", /1 , H, 0 , T H F T /l, T IN F 0, [ X P l 0 T I 

SOPV=ABS (SOPVI 
SEM=1.0/S~~T!SO~VI 
h'ET 1JDN 
::No 
HJNCI10N 1-0NOGV (·~':SP,llM,A,R,C,M,TH>'Tlll 

INff(,tR RICSP!MI ,PIGHT 
DIMEN;)!Ot-. AIM), B!"tl, C (M), IP1PH 
DATA PI,~IGHT/3.141S92,1/ 

OATA XMAX,XMIN/7.~,-7.0/ 
c••• CALCULATES FikST O~~IVATIVE OF (OG-LIKELIHO~O ~UNCTIO~ OF 
c••• A R~SPONSE VECTOR FOR THE NOR~lll OGIVE MOOFL 
c 

SlJM=L.O 
~oor~I=1.G/SQPT!2.J"'Pll 

DO ? I=1,M 
IF (lTM!l).f:Q.O) r;o TO? 
TEMP=A!II"'(THETA-8(I)I 
I F II t=: M P • (, T. X MAX I T E M P= X M A X 
IF (lt:MP,LT.XMINI TF.MD=X~!N 

X=-Cit:MP•TEMPI/2.! 
ONMi;AT=ROOT 0 !"'A!Il"' !1.0-C! II )"EXP!X) 
OENOM=CCll+!1.0-C!III"'CDFN(T~Mo) 

lF (f<.'t.SP(l).E().i<IG;T) (,0 TO 1 
OENOM=-!1.0-0ENOMl 

1 SU!1=SUM+ (llNMRAT /Or~~!ClMI 
2 CONTINUE 

FONQC,V=SUI" 
~E Tlff<'~J 

I::.ND 
1-U~Cl!O~ SONOGV CR;SP,IT~,A.~.G.M,ThETlll 

INT~Gt~ ki::.SP(t-1) ,f<IGHT 
DIMENSION tl(M), 8!'1), C!tH, !P1!Ml 
DATA P!,RJGHT/3.1~1592,1/ 

OAIA XMAX,XMIN/7.~.-7.0/ 
cu• CALC! 1LAHS SE:.COt-.0 r:JfRIVATIVC: OF LOG-LIK~LIHOOO FUNCTIO'J 
c••• Of A RESPONSE VECTOR FOP THE NORMAL OGIVE ~OOFL 

SUM=U.O 
ROOTPI=1.0/SQRTC2.J"'PII 
00 2 I=1,M 
IF !!TM!l>.EQ.OI ·Go TO'.' 
TE~P!=A!Il•CTHETA-K!III 

IF !IEMP1.GT.XMAXl TEMP1=XMAX 
IF !lt:MP1.LT.WMINI TEMP1=XMIN 
X=-TtMP1•TEMP112.D 
TEMPc=ROOTPI"'C1.0-G!III•A!II•~XP(X) 

FIRNUM=TE:.MP2•TEMP2 
SECNUM=TI::.MP2•A!II"'TfMP1 
S 0 E ~10M= C (I) + ( 1 • 0- C ( I ) I • C OF N ( Tf MP 11 
fDtNOM=SOENOM"'SD~NOM 
IF (PESP(fi,EQ.RIGHT) GIJ TO 1 
FO~NUM=!1.0-SOE:.NOMl"'!1.Q-SOENOMI 
SOENOM=-!1.0-SDENOMI 

1 SUM=~UM-<FIRNUM/FDENOMI-!SECNUM/SOENOHI 

2 COI>JTINUE 

10 
11 
12 
13 
14 
15 
1~ 

17 
u 
1g 
2il 
21 
2? 
23 
24 

1 
2 
.) 

4 
5 
F, 

7 
II 
g 

10 
11 
12 
13 
14 
15 
11) 
17 
18 
lg 
20 
21 
22 
23 
24 
25 

1 
2 
3 
4 
5 
6 
7 
II 
q 

10 
11 
12 
13 
14 
1'> 
16 
17 
18 
iq 
2'J 
21 
22 
23 
24 
215 
2Fl 



1 

SfJ\IilbV=SlJM 
h' ;: r 1 J u ~; 

::_ 'J I) 

-72-

S I J 'F fill T I k ~:0 S T 4 T ( '1, IT ·~ , A , R • r;, T H ~ T A , T I 1, F G, "'X ;>T 0 T I 
DI"1' 'JS!O"' 1-I(MI, !'(~I, GU''I, !T'-11"'11 
OAT~ X~AX,XM!fi7.~,-7,JI 

oar~ ri1~.141~az/ 

I I r<f'~,=u, C 
rXDTLil=J,J 
K 0'J II =!l 

llf) ~ 1=1," 
lF (!lM(II,>rJ,OI Ll TG' 
l(r,U":t =K'JU~ T+: 
T; '1 -'=:: ( 1 I ~ ( T f1 ~ l A-n (I) I 
l f' ( l ·~ :> , (, f , X ·I A X I T f M 1-':: < M A X 
Jf' ( l•_MD,L T.X~I"ll Tf'MP=Yt-<1iJ 
f> = r: I 1 I + ( 1. 1]- C ( IJ I •- ~ G F 1\ ( T t "'PI 
(~ =:.. - p 
T > '1 '- =-- T ~. M r. ~ T f f' PI/ , ~ 

p ') I' r .• c = ( l • J I <; r; ·: T ( { • J .. " l l I '1- ( 1 • J - '~ ( i I I '1- r. ( : ) .. ;:: i n ( T ~- t' " I 
fT .r i::TI~-~-l+(•'P;;>I~:•p:.>;.>lM:-)I(''"':jl 
' X ·' T -~ 1 = ;:- Y '-' [ \J 1 + P 

r_ -, r t ·.tJ: 
~-,;>J 'l="Xtf',l/i<QUNT 
.-c I I" ' 

,, ) 

27 
28 
zg 

1 
? 
3 
4 

14 
E 
.iS 
• 7 
~· 

1~ 
2 1 
.,. 
'-'-



APPENDIX E 
LINPSCO FORTRAN PROGRAM LISTING 

PRUG~A, LJ~P~CO (lNPUl,OUTPUT,OATA,IPOOL,TAPE1=8ATA,TAPf2=I~OUL,TA 1 
lPEi,uUNCHl ? 

c••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 3 
C 0fFlNITIO~ Of VAPIARLFS USED I~ LI JPSCO 4 
c ? 

f=TH~ TA: THE ABILITY t.STIMAH- 6 " ~ 
ITEM: AN Ai.'kAY Of- THt ITEMS IN THE ITE'1 PO:JL 7 " .. 

c INcJPt Tl-1t NUMHH 1F ITU'lS IN fHF ITFM :JOOL 13 

c AI A~ AW~AY OF TH~ DISCRIMINATION PA~AMEl~~(Sl ASSJCIATEO WITH Q 

c tACH IT~M 1q 
c ~: AN ARRAY OF lHE 1If-fiCULTY nAPAMET~rs ASSOCIATEn WITH EACH ITEM 11 

MAXCAT: ~0. OF ~~SPONS~ CATEGQRIFS MINUS 1 FOR THt ITE~ IN Tb~ 12 " .. 
c IHM POOL W'"IICH HAS P.it MAXIMUM rW. OF RfSPOi~St 13 

CAlfGORIES 14 ,.. 
'J 

c INA!l: AI\ ARkAY OF THr ITEMS WHICH HAVE BEt:'! C.JMI"l!Slt:RED TO ALL 1S 
c 5118-J::CTS 16 
c M: I HE NUMHEP Of ITEMS IN THt. TEST 17 
c AOM ANO BOM: TH~ GRRAVS OF PAPA~ETERS &SSOCIATrD WITH THF ITlMS 1~ 

c IN INC:O 1g 
c INA!):;: Alii ARr;Ay OF'" THt. ITEMS USffJ 10 CALCifLATE THETA FnP A GIVEN 2f'l 
c SUBJeCT ( INC<'lS=IN,~D- !REJrCTIO"J AND 0'1IS<OIONSI WHE~F IO S 21 
c OF ~EJFCTEU 0~ OMITTtO IT~MS ARE SET TO ZEROI 22 
c IR~Sl.lf THE RESPONSE ViJTOP ')f- THE CURRENT ·.;uHJfCT 2~ 

c f-ICAT~ At\ A!<.RAY Of- THt hUM8;::P OF ~~ESPO"lSE CHEGOF'ItS MINUS 1 FOR 24 
c t.ACH ITH1 ADMINISIERt:O 25 
c P£<,>CtJTI ;;i::.PCE:NTAGE OF ITEMS ANSWE~EO qy A 'iURJECT FOP WHICH HiE 26 
c REST RfSPONSf HAS BE~N CHOSE~ 27 
c 0: A CONSTANT US~O TO CHANGt THE: METRIC OF THF'" LOGISTIC GRADED 2~ 

c MOUEL. 0=1.7 o~ 1.0; THE Of-FAULT V.ALIJE IS 1.0 2q 
c 30 
c••••••••••••••••••••••••••••••••••••••••••••••••••••••••~•••••••••••• 31 

COM"lON D 32 
UIMi..NSION ITEM(1Ctl), t.(:OG,10J, 11(100.1'Jl, INA0(100), I~I::J(10J), I 33 

1P.ESI-'(1001, ADM!10J,101, BOM!100,10), NA"ltl?l, IFORM(8), NCAT(1001, 34 
2 II'Oh'M1(t;l, INAOSf10Q), DESCI?4) 35 

INTEGER UPT1,0PT2,0°T4,AOIM,RDIM 36 
N=NC=O 37 

c••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 38 
c • 39 
CPFAD OPTIONS ANO PROGRA~ PAKAMETEF FROM INPUT FIL~ DATA IS ON TAPE2 + 40 
c • 41 
c••• ••• ••••••••••••••••••• ••••••.•• •••• •••••• ••• ••••••••,.•••••,.••• ...... 42 

1 
c 

2 

c 

IPOOL=Z 
READ 30, INUP,M,MAVCAT,OPT1,0PT2,0PT4,0,!0"1IT 
CALL CHKIN° (!NUP,M,OPT41 
IF !UoNE.1.7l D=i.C 
f<EAO .53, !IFORM1(Il,I=1,8l 
~tAn sz, I~CATIII,I=i,Ml 

INPUI Ilt."~S ANU TH'::IR PARAMETFRS 
IKI=AU!M(M~XCAf,OPT4l 

K=HQIM(MAXCAT,OPT4l 
DO 1 I=1,INUP . 
RE~U IIPO')L,IFORMll ITEM(ll,(AII,JJ),JJ=i,IKII,(A(!,Jt,J=1tKl 

READ 31, (!NAO!It,I=1,MI 
REA~ .52, !IREJ!Il,I=1,Ml 
READ .53, !IFO~M(!),I=1,8l 

REAO 34, OESC 
PRINt .55, INUP,~,IOMIT,OPTl,OPT2,0PT4,M~XC4T,n,IFO~M1,IFORM,OFSC 

IHOSi ITEM IO S W~ICH A~E IN THE RE.J~CTION VECTOR WILL RE SET 
TO ltRO. lFPO IHM Ifl S WILL AE SKIPPC:O 0 11RING COMPUTI\TIONS 
DO 2 !=1,1" 
IF !IREJ(I).EQ.11 INAD!Il=O 
IF IOPT2.EQ.11 GO TO 10 

4~ 

44 
4? 
4fi 
47 
4~ 

49 
50 
51 
52. 
53 
54 
55 
5fi 
57 
SR 
sq 
60 
61 
62 
63 
64 
65 
66 
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c 
c••• SEARCH FOR ITEMS ADMINISTERED IN POOL 

DO g J=1,t4 
IKI=ADIM!NCAT!J),OPT4l 
K=BOIM(NCAT(J),OPT4) 
IF (!NAO!J).NE.Ol GO TO 5 

c••• BLANK OR REJECTED ITEM fNCOUNTEREO 
DO 3 L=l,It<I 

3 AOMCJ,Ll=O.O 
00 4 L=l,l< 

4 BOMCJ,LI=O.O 
GO TO <3 

5 CONTI"!Uf:. 
c 

0 0 'I I= 1 , I NU P 
IF (lNAO(Jl.NE.lT'M(!l) GO TO 'I 
00 ~, l=1,IKI 

6 AO~(J,LJ=A(!,L) 

DO 7 L=1,K. 
7 BOMCJ,U =11CI,LI 

l>O TO g 
B CONT !NUt 

lNA[)(Jl=O 
g CONTINUE 

11 

12 
c 
c 
c••• 
c••• 
13 

14 
c 
c 
15 

16 

GO TU 1J 

All ITF~S IN POOL ~AVE 8EEN AD~INISTFPE~ SO POOL DOiS N~T 
N~tO T'J Bt SFARCHLJ 
DO 1...' I=1,,'1 
IKI~Au!MI~CATC!l,O~T4l 

K=R~lM(NCATCil,OPT~l 

DO :: JJ=t.IKI 
ADMCl,JJl=A<I,JJ) 
flO L:' J=1,'< 
ROM(I,Jl='l!I,Jl 
C 0 NT J "'UE 

1-'liNCI-l THr ITt t~ PA<;:A~EH_r·s EXl J~ATt..:S CO~PE S 0 '1NOING TO 1 HE IT::MS 
IN l~-'l Tt-.ST 
IF (llf->T1.~E.11 GO TO 1'5 
no 14 r=t,M 
IF (lt;AnCil.FG.Ol :;o TO 14 
IKl=AUI~C~CAT!lJ,ODf4) 

K='l[llM(NCAT!Il,OPT4l 
PUNCH 36 , IN A fl( ll , I f\. E J C U , ( A 0 ~ (! , J J l , J J = 1 , I K I l 
PUNCH .37, (QQM(I,Jl ,J=l,Kl 
CONTHUE 

f1 PUJl OUT THE !H'1S A"-10 THFih' PAF'A"1El[R.S 
00 !r III=1,t'1 
IKI~AniMC~CATClll),nPT4l 

K=BDlM(NCATCIIIJ,OPT~) 

PPINl 3'3, INAO(!!Il,IRE.JCI!Il,(A0M(Il!,JJl,JJ=1,IK!l 
PQJt,l 40, CROMCIII,Jl,J=1,Kl 
Pf?l'H 43 

c••••••••~·•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

c••• • 
k'rAO SUf1J<:CT F~OM TAPU, CAlCIJLAT~ THeTA, L!JOP BACK TO 100 UNTIL• 
THE~f AR~ NO MORE. SUBJECTS TO SCORE • 

• 
c•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

N= 0 
17 k'tAr (1,HQRM) NAM:O:,Ifi,CIRESPCIJ,I=1,M) 

IO=UNIT C 1 I 
IF (lO.LE, :Jl GO TO 18 

67 
63 
6<3 
70 
71 
72 
73 
74 
7~ 

76 
71 
7f>, 

7q 
80 
81 
82 
8~ 

84 
85 
86 
87 
88 
8<3 
90 
<31 
qz 
93 
q4 
95 
go 
q7 
<38 
qg 

100 
101 
102 
103 
104 
105 
106 
107 
108 
1Qq 
111) 
111 
112 
113 
114 
115 
116 
117 
118 
Hq 
12() 
121 
122 
123 
124 
125 
126 
127 
12€1 
12<3 
130 
131 
132 
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1-'RI" .3~, [0 
1>3 IF fTO, ~U. 01 f,Q TQ 29 
c 
c~~~ CHtG~ FJ~ VALID ~rSPONSES AND FOR SP~CIAL ~'S 00NSF VECTORS 

CALL CHKPSP IIRE~P,IOMIT,INAO,NCAT,M,NAMt,Il,!NAOSl 

c 
CALL r::HKVt:C (!l<t.Si-', INADS,NCAT,'1, ICHK,NrJFST,'II\NS) 
GO T0 (19,?1',2!,2~1, TC4K 

c~~~ ALL ITEMS OMITT~D 

1 g P R H, I 4 5 , N A M t ,I 0 
T=-<:u.oo 
Pf.f<Ct;J=-50.uC 
GO TO 2? 

c••• ALL v~sPo~sEs INCORRECt 
20 PRI\11 46, NAMi:,IO 

T-=-10,!) 
PfQr::NT=O.fl 
GO TO 22 

c••• ALL ~~SPG~SES COR~~CT 
21 P PI fll 4 7, NA Mt, I f1 

T=1:J,C 
PE Rr~d=1, 0 

c 
22 SFOFM=O,U 

NU"'IIS=C 
T INfrJ=O. 0 
GO Tf1 2R 

23 CONTlr.UE 
c 

c 
c 

P~RCNT=FLGAT(~BESTI/FLOAT(NANSI 

C••• Otfc~MIN~ WHICH "QD~L Tn USE 
IF (UPT4-21 24,25, 26 

24 CALL LOGROO <IRESP,AQM,4DM,M,NCAT,INAOS,,CJ1,SJJSFQQM,I~AIL,T,NUMI 

1 TS, TlNFO,SEI 
GO TO 27 

25 CALL NOGRAD IIf<~~D,AQM,BOM,~,NCAT,INAOS,.OOl,SO,SFORH,I~AIL,T,NUMI 

1 TS, T lNFO,SEI 
GO TO 27 

26 CALL NOMLOG IINESP,AOM,lOM,M,~CAT,INADS,.GJl,50,SFO~H,IFAIL,T,NUHI 
iTS, T lNFO,S::I 

c 
C••~ OUTPUT RtSULTS TO TAPt3 
27 IF 1!1-AIL.EO.OI GO TO 2~ 

C••• CONVlRG~NC~ NOT OHTAINE1 

c 

PRINI 41, NAHE,IO 
NC=NG+i 

28 WRIT~ (3,421 ~AMt,IO,PEOCNT,T,SFC~M,NANS,NUMITS,TINFO,Sf 

N=N+.!. 
GO TO 17 

c 
29 PRINI 44, N,NC 

STOF 
c 
30 FO~MAT (2!4,I1t2I1,1Xti1 9 F5,2,27X,I2) 
.H FORMAT (1bl5) 
32 f- OR"!AT (8!JI11 
33 FORMAT (811101 
34 FORMt:T (8A10) 
35 FO~MAT (T50,•LINPSCO•,I,T50•======•,I/////,T20,•LIN~AR POLYCHOTOHU 

1S Sr.ORING WITH TWn PARAM~TtR MOOELS•,/I/I,T4a•PSYCHOHET~ICS MfTHOO 
2S P~OGRAM•,I,T40~0FPA~TMENT Of- PSYCHOLOGY•,I,T40•UNIV~RSITY OF MIN 
3NESOIA•,t,T40•MPL~. MINN. 55~55•,!/1/,TZO,•INUP•,T27,•=•,z4,/,T20 
4.•MMAX•.T27,~=•I4.1.T20.•IOMIT•.T27,•=•.I4oloT20•0PT1•.T27•=•!4o/o 

133 
134 
135 
136 
13? 
1311 
131 
14(1 
141 
142 
143 
144 
145 
146 
147 
1411 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
15q 
16 f) 
161 
162 
163 
164 
165 
161'. 
1f7 
168 
16g 
170 
171 
172 
17~ 

174 
175 
176 
177 
1711 
179 
180 
181 
182 
183 
184 
18t; 
186 
187 
1811 
189 
190 
191 
19? 
193 
194 
195 
196 
197 
1911 



,Sf) 

J7 
38 
jg 

4~ 

1+1 

42 
4.l 
!f4 

45 
4'> 

~7 
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71 C: ~ ",. '' T :' •, T 2 7 • = •, l if, I, T ,, 0 • UP T 4 •, T 27 •=•, I 4 , I, T 2 0, • M A XC AT •, T 2 7, • =•, I 19q 
64,tr~~,•u•,T27,•=•,F4.1,/T21,•VA~IABLE FOR~AT•,• FOR POOL =•,~A10, 200 
7/T~O.•VA~lAULE FO~~AT ~OR OATR =•.~Al0,/T20,8A10,/T~O,~A10,!,T2J 9 8 201 
'IA10l 202 

F Ofl '1A I 
F 0 .. '·11\ T 
.- o~' ,,~.~ r 
F 0 f/'1 ;\I 

121 
F ::1 ~ '1 AT 
F 0~""1\ T 

1 A q l 
~OR '1, T 
F 0"'!'.'.1 
~ n >.>r·'lll 
~O~:"'ul 
F np Hd 

lki'.CT•l 
v ::J"' ,,, 11 r 

.:cT•I 
r ·•n 
I ~11 ·_ r;[ P 
I tJ I, r;. R 

!15,1X,I2,c(,1QFh.21 203 
(10F~.21 204 
(•PAPITY f~:;>QR O'J TAPE",1CJX,I21 205 
(/10X,•IT~~ 10 = •,rs,;x,•REJECTION =•,!3,/12X,•Az •,!OF&. 206 

207 
(12X,•rn •,!OF'>.21 201\ 
(1QX,•CO"<Vi...:~r;u,r;:.- NOT l'1TAI:<it'J F'W StH3JECT =•,c.ii10,• IO =•, 20q 

21!; 
( 1 Y, C: A l 'J, A '-l, f' S. C::, 2F l. <._, I 4, I 4, !.~ 7. 2 I 211 
(////) 212 
(1'JX,•CA::.f:; ;:lfllf) =·.F··· r;ASrS IJQT co~·Vt:PGE:J =•.rsl 213 
(l~X,•ALL ITEMS 0MI1Tf~ >c~ SURJ~Cl =•,21110,• 11 =•,A11 214 
(l~X,•SUqJL~T =•,2A1Q,• TG =•,Ag,• ~AS ALL ANSWE~S !~•,•COP 21~ 

211) 
(lGX,•SURJt~T =•.ZA1n,• 10 =•,Aq,• HAS ALL A~~WEgS C1R•,•PF 217 

2111 
21q 

!- \: ·~'c T1 0 1\ 4 S I M P.' lJ M C II T , I ..> T 4 I 1 
U" T4 2 

S • • "' 'J t I · "' r-: I N l <, T r< i.. 'l U 1 ' l f R D f' iJ. ._, A " II :1 r- T C: ~ S F (l ~ A G I V F t-.1 I T E "' 
Anr·~=t 

IF (rc:>T4.- ],3) AUI'1=~.U"'O:AT+1 

~· ~ r t 1 .. ~ r~ 

~. : J ') 
l',T"I·t" f-l.i"JCTFl"J 1'1lM P.UMCAf,:J"'l4) 
I f' f -. rJ ~ '< IF T 4 

c••t Ut.I•''I"Itlr'l Tl-'" NL'"'~EP fJ~ '"'11"/lhT':::'--:; F'J~ II GTV"f• Ilf"' 
Pl!'"'=~~u~Ckl 

~~ (l.f'T4.-J.~l ~DL"'=-NUM'::IlT+~ 

c "' 11: ~ r 

: r '! 

~l' j.'l ,,Tlt.f Cf1t<.lf,J-- (l:Jli"•"'•~JOJ1.} 

I'Jl.\,: Q f)'-'14 
::• .. "' ';H<:<~ ~~-·. cr«n.;::::, I'r TW_ !',nur ~4TI\ 

C'~'"'·~ lr .;• ~'-'~n ... I~ FC';•J'l, A iFS,;c.r.:. l~- P·d'JF!l A~"l TH~ ·'<CC, 'A'1 
~· .. J:l h.1LI--.J 
r: 

1 

2 

c 
4 

1 • ,) •' = L 

r~ rr•PJ~".L~.:col '' '". 
o" l··, I _., I'~I'D 

Ji"h;:·=: 
I F ! : •, L ;c , I ·~u P l G G T 0 ? 
P "' I' I c;, ", I t.l' P 

l' .,' '·'= 1 
I F ( ~ • L ·= • "': >-' T 4 • A 1\j lJ • J P T 4 • L i: • -~ I ', '1 1 l 3 
P'-'l'.l ;:,, (''>J4 

lt:R~=.:. 

I F ( I [- :> c; • :::- ·.l • : ) s T I D 

,.> ~. T r_;,, ". 

1u. ""t''" t• .Lr. 1"c•1 
!- C: .:C ·~ t\ 1 ! 1 (' l( , • 1 N F ll T C:: R >-' 0 '' : ~' Cl • I rr· M S II 0 "' I N I S T ::: R. c: [1 = "' , I S , I 1 0 X , • N 0 • 

1 MrJ::;r "';:: .L-_. r·.a. u• Ilc.":::; IN rrt-~1 PO'JL =•,rsl 
FC~MCJ (10X,•I~PUT EP~U~: O~'IJ~ 4 =•,J3,• JDE3 ~OT ca~RES•,•PON[) 

: TJ r,~:y c~o Tt-':.. AVC.:LA;ll 0 •'t":P'ltlSf "10'lcLS•I 
~ ,, ,) 

:;u·nn!JTII\;:: f'..Qt,PAO <!Rr_S",~•P• llH_"1S,~~C:AT,l'lf•O,EPS,"1!:.XIT,SFO~~·,IFAI 

1L,IHt IA,f-,1:'1JTS,Tl""C,:::;f I 
:. X r• ~·r.AL Ff1f<V'.(1,Sil~Vt,lJ 

l1 I:~~ :! :.; I C r, I t:t. S PI 1 ~ ·1 l , A < 1 u J, :: l , " {J..1j G, .: 0 l , N CAT ( ! 0 '! , ! N A 0 I 1." 0 I 

? 

~ 

4 
c; 

7 
'\ 
g 

11 
11 
1? 
n 
14 
1S 
H> 
17 
1iJ 
1q 
z: 
21 
2? 
23 
24 
25 
2f> 
27 

1 
2 
'I 
4 
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CALL 8ISt~T (FORV~O.IRESP,A,8,~ITFMS,NCAT,I~A~.~,GU~SSI S 
CALL ~EWT~A~ (FOWV~O,SORVNO,I~FSP,A,q,NITF~S,~CAT,I~AO,~A¥IT,c?S,~ ~ 

!UMIT~,GUlSS,THETA,SORV,JFAlll 7 
SFO"'"=-sovv 11 

lF CII-AIL.E'1.11 GO TO 1 g 
CALL ~Ol~f0 (A,~,~ITEMS,hCAT,T~Ar,TH~TA,TINral 1r 
SE=l.G/S~~TCARS(SO~VII 11 
~rru~~ 1? 

c 
1 TT~Fc=-9Y.gq 

RFTtiR'J 
t-. ~0 
t-U~<Cf!ON IVALIIE Cl'<tS~,NCAll 

C+H Cl1d'K:; J<t:<,P(H:~~t. f'lP SPECIAL CI\StS 
CH• IVillllr. P!:TU"NS ••• 1 IF lRc">P IS '!f5T ·~-.:;PO~Sl 
~·•• 2 IF I~fSP I~ WORST ~fSPONS~ 

3 OTHE' Plo/TSF 

IVI\Lt'£=3 
IF IIf.?.ESf-.EQ.l) IVALUE=1 
lF lHi.F.~P.ErJ.(NCATt11t !VALliE=? 
r<E. TIW'; 

SUY"'0UT!Nl RCAT1 (A,B,THETA,T~INBO,T~IN31,~,~TOZO,ETOZ1t 
c••• COMP~TES VALUES NtCESSAQY FOR THE CALCULATION OF TH~ DERIV
e••• ATIV~S Ot THE NORMAL O&IVF L~AOfn ~O~EL FU~ THE SP~CIAL CASF 
c••• WHttl I~t~r::- IS PH·. 8FST R!:.SPONSf: 
c 

T M I' J+< 0 ::: T t1 L T 1\ - !i 

T M I t~IJ 1 = 0 • 0 
Y=A•TMINBO 
P=CD~ N(Y I 
tT07C=~XPC-Y•Y!2."t 
t_TO!l=O.U 
RET UF N 
END 
S If '1 I-, U U T I k ~ C A PI ( £1 , B, I H t:. I A , T ~ IN R 0 , T '-II i~ -l1 , .:> • c T 0 Z 0 , E T 0 Zl l 

C+H COM<"'IITES VAlllfS NfCFSSACY f0° THE CALCULAli:JN Of TW DEP
c••• IVATIVES OF TH~ NO~MAL OGIVF GPAO~O ~ro=L ~0~ THF SPECIAL 
c••• CASC WHF~ IPESP IS THt WORST ~ESPONSE 

c 
TMINqG=O.O 
fMH~Ri=THt TA-8 
Y1=A•TMit-<H 
P=1. C-COF ~, (Y 1) 
trozu=o.o 
fTOZl=EXP(-Yt•Yl/~.01 

KEfUk'N 
END 
SU~~UUTihE QCATOT (A,RO,B1,THt:TI\,TMINeO,TM:~A!,P,ETOZO,ETOZ1t 

C+++ COMPIITES VALU!:S t-1!:-.Cf.SARY fOR- T'-if_ CI\LCl)LATI:J'J OF Ot:RIVATIVES Of 
c••• THt ~ORMAL OGIVE G~AOtO MODEL FOF ALL OTHt~ CnSES 
c 

T M I ~i 4 [J = T 11 ETA- R 0 
TMH,H1=THt.TA-t31 
Y=A•TMINI-H 
Yl=A•TMIN81 
P=COrN(YI-COF~(Ylt 

n 
14 
15 

17 
1 
2 
~ 

4 

h 
7 

II 
g 

11 
11 

1 
2 
3 
4 
c; 
h 
7 

11 

q 
1'1 
11 
1?. 
u 

1 
2 
3 
4 
~ 

(, 

7 
II 
g 

10 
11 
12 
13 

1 
2 
~ 

4 

"' 7 

A 
g 

tTOZil=EXP(-Y 4 Y/2.0l 1r 
tTOZ1=EXPf-Y1•Y112.0) 11 
Rf Tllf.'N 12 
END 13 
FUNCTION FOPVNO CI~FSP,I~AO,NITFHS,NCAT,A,~,THETAI 1 
DIM~NSION IRESP(10Q), l~A0(1GOI, NCAf(10CI, Af100,1Q), q(100,10) 2 

CH• CALCtlLATI:-5 THL fF ST DFPIVATIVE FOR THt: NtHI"AL OGTVF GRAOFO M'JOfL ~ 



c 
c••• 
2 

4 
c 

5 
c 

,... 
v 

~lJ1=C.O 

On ::; I=l,~ITE~S 

lF (lNAn(!l.t:Q.OI r,o TO 5 
K=l~~SPIII 

J=IVI\LUEll<,~CAl II)) 
GO f(1 (1,Z,31, J 

F't.') 0 IS !I~ST RE.~ 0 0NSt: 
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CALL k'CAI1 (A(!,1),3(l,KI,TH=TA,TMIN8C,T~PF31,o,ETOZC,=TOZ11 

GO TU 4 

IRtSP IS WJPST ~tSDONSl 

c; II L i... ~ C ~ 11\ (A ( I, 1 l , 'l (I, '< -1 I , T H ~ T to, T MUd J, 1 "'I 1\j '"li, P, t: T 0 Z J, f T 0 Z 11 
GO TO 4 

ALL JTH~~ ~~SFONS~3 

CALL = C A 1 0 T (A ( I, 1 I , U ( I, K I , fl { I , K ~ 1 I , 1 HE T A , T MIN~ G, T MINH 1 , P, E T 0 Z ~, E T 
1. 8711 

CO\JTl:'<UF 

IF (r.En.~.CI P=~.GOOl 
:, U r-< =:: tl '1 +A I I, 11 • P. T J Z 0 -E T 011 l ~'' 
CC N f I NUF: 

f fH\/'.:l=SUi~ISQk'T (£:,1J"3.142l 
~~ [ f 1 J "-' IJ 

r ~; :1 
~ 1J ~j r I l 0 ·~ <_; 11 ~' V "'0 < I ..( [ S >-' , I N A 0 , ~J l T f M:; , N C A T , A , 3 , T HE T A I 
L I M' 1\ S I 0 1\ I"' E 5 P ( 1. u S I , I t< A 0 { 1 0 l l , \J C A f ( 1 0 0 I , A ( 1 0 C , 1 ~ l , l ( 1 D J , .:. 0 l 
CIIL~'ILAT,::; Srf:O~!U O':f<'IVHIV~ J:"fJC' THE N'JO~AL or,rv~ G~AiJO:::n MOD>L 

Sl'M=C.O 
.~· 0 ~J T D 1 = 1 • CIS r:'q T ( ~. 0 • 3. 1 '• 2) 
r• 8 " l = 1 , •'d T r '-~S 
If- !INAll!II.Eu.Jl 'JO TG 5 
o< = I-:~ :::, P ( II 
J=IV'·LU" (1< 9 1\CIIT (!) l 
r, 'J T ,- ( 1 , 2, 3 l , J 

c••• l.'<r ~1° L> PC::ST PES:OJ'<S:. 
1 C A ll ,; C A T 1 { A ! I , 1 I , ~~ ( I , v I , T H ~ I II , T M I N 'i G , T ~ l N ;:; 1 , P , E 1 'J Z J , ~ T (1 Z 1 ) 

GO l r; 4 

c 
c• • "' I " : c; w I $ 1>1 J f' S l ~ ~ ', P 'l N S E 
2 ~ !\ L ;_ -< C n l "J (A { I, 1 l , l ( I, K -1 I , T Y ~ T 1'., T M I~. 8 ·~, T '1 IN Rl, P,!: T 'J L .) , ~ T 0 Z 11 

G 0 Tf' ·:. 

C•"'"' All 'lTH':t. ~f-5°0N~-S 
J C A'- L "' C A T 0 T ( A ( I , ~ I , fl ( l , '< l , 'l ( ~ , '< - 1 I , T H !::. T A ~ T ·~ I '19 ll , T M I 1\ [) 1 • P, E T 0 7 J , f T 

1.0 z !.I 
4 CO'Jll'•'J": 

IF !~.~~.~.~~ 0 ~0.~CG1 

S lJ •1 ~=;c. ( ;: , t I • '< U >J T PI • ( t T () 7 G -l T 0 7 11 I>=' 
SIJ'1:=-SIJM: •5LJM1 
:- lJ ~ ,• =- ( t. ( J , 1 I • • 3 I "'i) l 0 l of • ( ( T M l N P f • ~ T -:17 ) I - { T ·11 'II:H"' f T l7 1 l I I o 

~11'1=~=u'1+SlJ '11 +SUMZ 
5 CO"ll I rill[ 

s I') "' v '" s = s lJ '1 

~· ~=" r 'J" ~. 
~ 'W 
SlJI-l~'liJTit~- f,Cl~FO (A,d, '•ITr.MS,"'C:AT,I lAO,THt:TA,TINFOl 
U T M- '. S 11"' A ( 1 C 0 ,1 ,_;I , 'H :_ J il, ~')I , ~.·CAT { i u il I , IN AO ( 1 0 0) 

c••• ::o•Ft'IES J'IFOH"ATll'; F0 7 GQAIFn tJ::J-<MnL'oc~Iv~ MJOEL AT GTVFN 

4 
5 
f' 
7 
8 
q 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
2(' 

21 
22 
23 
24 
25 
25 
27 
211 
2q 
30 
31 

1 
2 
3 
4 
5 
6 
7 
'I 
q 

10 
11 
12 
13 
14 
1S 
16 
17 
18 
1q 
20 
21 
22 
2~ 

24 
2c; 
zr:, 
27 
2'1 
2q 
311 
31 
32 
3~ 

34 
3S 

1 
z 
3 
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C•H VALIJ~ OF TrElA 
c 

4 

s 
T!c~F'l=O.O 

~0UfP1=1.'J/SQPT ((:', '1•3.142) 
c••• LOOP rv~~ lTfMS 

f> 
7 
il, 

no 5 I=1,NITfi-•S J 
lF !lNAOtii,f~.OI ;o TO ~ 

c 
CH" lNITII\LIZATIO':--V!\LIJE:.S CALCULAHO FOP FTI<ST CAT[GO~Y OF ITtM I 

Y=All,U•tTHETA-HII,lll 

1'] 
1 ~ 
12 
1 ~ 
!.4 
lr; 

P 0 = Cfll- N! y l 
P1=J,l. 
t: TOZU=EXPt-Y•Y!2.Cll 
E:Toz:=o.o 
KATGI-'Y=O 

c••• LOQ> OVER ALL T~E:. CAlr&~RIES OF ITEM I 

1 t; 
17 
1>\ 
1q 
2~ 

21. 
2? 
2~ 

24 
2c; 
2F> 
27 
28 

1 ~ATG~Y=KATG~Y+1 

c 

p:Pf'-P1 
IF (P,ffl,J.OI P=[J.0001 
I-O~V~=Atl,1I•~OOT~I•t~lOlO-fT071l 

TINF0=T!NI-0+(FO~Vu•FO~VP)/P 

t TOZ1=ETOl!J 
P1=PO 

C {_>O 

IF (t<ATGRY-I~CATtii+l)) 2,3,4 .10 
c••• CU~qlNT CAT~GOKY U~DE~ CONSIOE:.RATION IS NOT O~E OF THE EXTRiMfS 31 
2 Y=A!I,1!•tT~ETA-HI[,KATGRYl) 32 

PO=C11FNCYI 33 
ETOZU=EXPt-Y•Y/2,01 34 
GO TO 1 3S 

c••• LAST CATtGORY OF AN IJEM IS Bf!NG CONSIUER~O 3~ 

J PO=:.u 37 
ETOZO=O.O 3~ 

GO TO 1 39 
c••• ALL CATEGORIES FU~ IT~M I HAV~ RF~N fXAM!N[O 40 
4 CONTINUF 41 
c 42 
5 CONTINUE 4~ 

RETUPN 44 
~NU 4? 
SUSPOUTIN~ LOGRAO !IR~SP,A,B,NITEMS,NCAT,INAO,EPS,~ITtR,SFORH,IFAI 1 
1L,ThcTA,NUMITS,TINFO,S~l 2 
~XTE~NAL FOPVLL,Sn~VLL 3 
OIMFNSION IRfSP(1~0), AC100,1GJ, 8!100 9 10), NCATC100J, INA0(100) 4 
CALL HIStCT tFD~VLL,IRESP,A,B,N!lEMS,NCAT,INAO,S,GU~SS) 5 
CALL NFWlRAP CFORVLL,SO~VLL,I~ESP,A,B,~ITF~S,NCAT,INAO,NITER,~PS,N 6 

1UM1TS,GUtSS,THETA,SORV,IFA!L) 7 
SFORM=-SDRV ~ 

IF CIFAIL.EQ,1J GO TO 1 g 
CALL LLINFO (A,8~N!TEHS,NCAT,INAO,THETA,Tl~FQ) 10 
SE=l.O/SQRT(ABS!SOQV)I 11 
~ETUPN 12 

c 13 
1 TINFO=-qq,gg 14 

SE=-Yq.qq 15 
RETUPN 16 
END 17 
SUBROUTINE CALCP !IRESP,INAO,NCAT,A,R,NITEHS,THETA,P) 1 
COMMON 0 2 
DIM~NSION IPESP(100l, INA0t100), NCATt1JO), A(10G,10) 9 P(100,2), 4 3 

1(100,10) 4 
c•••• CALCULAT~S UPPER AND LOWER P FOR EACH TTE~ WITH GIVEN ANSWER VfCT S 

00 4 I=1,~ITEMS n 
IF CINAOtli.(O,Ql ;o TO 4 7 
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J=I~t-SP(!I R 
IF (J,EQ,1) GO TO 1 q 
P!I,li=1.0/(1.0+£X~(-O•A(!,1l•(THETA-B(!,J-1)))) 10 
60 rn ~ 11 

1 P(I,1l=O.O 12 
2 IF (J,EQ. !NCAT(ll+1l I GO TO 3 13 

P!I,21=1.0/(1,Q+EXP!-O•A(I,11•!T~ETA-B(I,J)))) 14 
GO TO 4 1'5 

J P(!,CI=1.0 16 
4 CONTINUE 17 

RETtJRN 18 
~NO 19 
FU~Cl!ON FO~VLL !I~cSP,INAO,NITtMS,NCAT,A,g,THETAI 1 
COM"1CN 0 2 
0 I M t_ ~~ S I 0 N >:> ( 1 0 0 , 2 l , A ( 1 0 0 .1 0 l , R ( 1 0 0 t1 iJ I , I ~An ( 1 0 0 I , IRE S P ( 1 0 0 ) , - N 3 

1CATOOIJI 4 
CH-~' CALCULATt.S Fl~<Sl o: 0 IVATIVE OF LOG-LIKE FUNCTION S 

SUM=G.O n 
CALL CALCF !I~fSP,INAO,~CAT,A,R,NITEMS,THETA,o) 7 
00 1 I=1,~ITEMS R 
IF !INAO!Il.E!'.O) GO TJ 1 q 
SU~=~UM+A!lf11•(1,0-P(!,11-P(I,21) 10 

1 CONTINUE 1~ 

1-0RVLL=SUM•D 12 
~t.ru~~ 13 
lNJ 14 
t-Ur~CliO"l s;:JPVLL !I"~SP,Tt-<AO,NTEMS,NCI.T,A,~,THETAl 1 
C 0 '1 '1'1 N 0 2 
LlPF~.SIQN P(Hi0,2l, A!1u0,1'JI, 8(11)0,101, INAn(1001, IR~'"SI-'(1COI, N ~ 

1CAT!1.0DI 4 
c•.,. CALC'JLAHS SrCONfl DlRlVATIVE CF LOGLIKE FU"JCTIO'l S 

S A L L CAL C I=' ( I'~ t. S P, I "J A D, '' C A T , A , ~, ~'IT E M S , T HE T A , P l 
IJJ 1 I=l,"JITEMS 
1 F (Pi A IJ !I I • E Q. 0 I :; () l 0 1 
lJi=l.0- 0 (1,1) 

rJ c = 1 • J- P ( I , 2 I 
Pl=--'1 l,:?l-f-'(!,1) 
PI~F;.=2.0"'l1-1.0 

CJ I ~' F ~ = 2 • 0 "" t) <' - 1 • 0 
''1"''-'II,11'~']1 

P2="1!,2)•12 
S IJ '1 = ':) UM + (A (I, 1 I • • ~ It:' 11 • ( -n IFF 1 • ·' 1 + 0 IFF c • P ~- ( ( P 1-1< 21 • • C::) I 0 11 

1 COriTJNlJ:C 
SfJPVLL=n•y•SUM 
!<' f T I I'·' r1 
:.t>J 
S U '::l o 01 I T I 1\ .c u C A. 1 ( .\ , P. , I H c T A , I F '1 , N II '1 C H , 0 l 0 \01 ~ ~ , P ~J P "1::: '~ I 
c ')'11"f ., [1 

DIWr;SlQ~, >3(100,1Cl, Pl'lwt:~(1~:), PIJPt>E~(10) 

C:""" CflLCIILAHc; ~-'"S FO? ALL 'ESPON':J: CI\TfC;ORIES OF A GIVrN ITEM 

c 
PLOWI-k'(li=O.O 
GO ~ I=t,J\tJMCAT 
PUPPrK!Il=l.Oit1.:+cxot-o•A•<TY~TA-B<ITcH,IIIll 
PLJW~~(I+1l=PlJPPEP(II 

1 CONTHlUE 
PUDP~P(NUMCAT+11=1.0 

f.' t. I 'J f. r: 
FNU 
SURPCtJTIN"C Lll"JFO (A,B, ~-ITf:.MS,"'C•H.I'1AD,THFTA,TINFO) 

COMMOi'-. f) 

!liM"NSIOI'< AI1G0.1CI, rii:.OO.-t'JI, Nr:ATt10QI, INll0(1001 
U!M- ~:SION OLJPPER <:=)' 0 L J~~f: ,, ( 10) 

c••• C0'1P!JH_S Ii~F0f.!Mtl1lr:~1 HJ-' THe r,~I\!JfiJ LOGISTIC MOOt.L AT .\ G!Vd 
c•,.. VALIJt' Of T'iET A 

6 
7 
Q 

q 

1'1 
11 
12 
1~ 

14 
1'3 
lf· 
17 
B 
1q 
20 
21 

1 
? 
'~ 

4 
<; 

6 
7 
$1 

q 

10 
11 
12 
13 

1 
2 
~ 

4 
<; 

f, 
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c 
TlNFiJ=O.O 
DO :C I=1,1\ITF~S 

IF (1~-,jAOOJ.::r..Ol :;o TO 2 
C A L L PC A T ( A ( I , 1 ) , ;l , TI-H: T A , I , \ C 1\ T ( Il , '"'L 0 W L Q , P ll P P t:: R I 

c 
C••• LOOP OVFR ALL THt ~fSPQ~S~ rAlEGC~IES OF IT~M I 

NCATtG=NCAf!Il+1 

1 
2 

c 
1 

1 

2 

D 0 : J:: 1 , 1\ C ATE G 
QUPUtR=l-PUPPtR!Jl 
QLUW~P=l-PLCW,P(JI 

P=PUPPE?!Jl-PLOW[~(J) 

IF (P.EQ.C.Cl P=O.iJOJl 
F 0 '< V o = I) • A ( I , 1 I • ( p1! P P E ,,. ( J l • Q lH' 0 ' f.. - P l 0 W t K ( J ) ;~- 'J L ') W F R l 
T IN F 0 = T I'~ F ~ + ( F 0 ~ Vl • F D ~ V PI I P 
CO~T HlUF 
CONTlNIJt 
REriJ!;>N 
tNO 
SU!JI.'()tJTIN'- hG~'-LCJG !IR~~",A,f3, jfTc"1S,\jCAT,I'~I\lJ,E:.,s,M'\XIT,:;;FO'<M,IFAI 

1 L , I rlt- fA, Nli "1 IT :S, T I r iF 0, 'JEI 
fXTt:t<NAL FORV~:l 

OIM'-"r;::.ION li<i_SP!lciOI, li(100.1Jl, 'H1C0,10l, Nr.'\T!10J), INA0(1lJ0) 
CALL '-~IStCT !FDRVtJL,Ft.)o,A,H,NITf:MS,NCI\T,I'lAf1,5,GU~SHI,GllfSLO) 

C A L L S t C A 1\ T ( F 1J '< V ., L , b t S P , A , '1 • ~!I T ' '1 S , ~~ C A T , U l A 0, M A X I T , :_ o S , G U E. S H I , G IJ 
1tSLO,NUMlfS,THtTA,SORV,lt-AlLI 

SFORM=-SllPV 
IF !IFAIL.tC'.11 Gu 10 1 
CALL NLINFJ (l\ 9 il,rdTE:MS,NCAT,f'lACJ,TWTA,TPJFOI 
SE=!.O/SUPT!ARS(SJPVII 
!<ETIII<N 

f I NFO=-qy, ~q 
SE=-'lg.qg 
RE TUf-'t-; 
END 
FUNCfiON FnPVNL !I~rS 0 ,JNAO,NITFMS,NCAl,A,1,TH~TA) 

OIM£NSION IRESP!10Jl, l~AO!lOJI, NCAT(100), A!100,1Jl, q(10J,10) 
CALCULATES FF'ST llFPIVATIVf OF NOMINAL LOGI:>TIC f-IJNCTIO"' 
NOTLt FO~ THIS MODEL, TH[ A"S A~c THE SLOP= PARAMETFRS 

ANil THt "!"':! ARl THf INTFRC 10 PT PAI:(AME.TEPS 

SU"1=l!.O 
DO 2 I=!,~;IH_MS 

IF !INAO<II.EO.QI GO To 2 
XNUM=u.O 
OENOr-:=0.0 
NUMCIIT=NCtiT!Il+l 
00 .i.. J=l,NUMCAT 
CONSI=A!l,IRESP(III -A<I,JI 
ARG=A!I,JI"'T~FTA+~!I,Jl 

EZ=t.XP(ARGI 
XNU~=XNUM+CONST•t7 

DE NOM= DE NOt-!+ F 7 
CONTINUE 
SU~=~UM+XNUM/DE~OM 

CO NT! NUE 
FDRVNL::SUM 
RfTUf.>N 
END 
SUB~UUTINi:- "'L INFO (A,F!, "'lTtMS,'H-:AT,INAD,THETA,TINFO) 
DIMENSION A!1G0,1Gl, fJ(!.OOtlOI, NCAT!10JI, INA0!100l 
DIMFNSION E:!101 
COMPUTES INFOFMAll~~ ~07 THF NOMINAL LOGISTIC FUNCTION AT A 
GIV~N VALUi OF THLTA 

7 
A 
q 

1'1 
11 
12 
13 
14 
1"' 
1h 
17 
111 
1q 
21 
21 
2Z 
23 
24 
zc::; 

1 
2 
3 
4 
5 

"' 7 
II 
q 

10 
11 
12 
13 
14 
1S 
111 
17 

1 
2 
~ 

4 
s 
() 

7 
~ 
g 

10 
11 
12 
13 
14 
15 
in. 
17 
1R 
19 
20 
21 
22 
23 
24 

1 
2 
3 
4 
5 
n 



2 

c 

j 

4 

c••• 
c• •• 
c 

c 

I INFO=O.U 
LOOP OVEk THE ITEMS 
DO 4 I=1,111ITEMS 
IF (lNAD(li.EQ.OI :;o TO 4 
NCAT~G=NCAT(I1+1 
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COMPUTE THE OENOML~ATON UStO TO CALCULATE P ANO THE FIRST 
DERIVATIVE OF P--IT IS THE SA~E VALUE FOR ALL POSSIBLE RE
SPONSES TO ITEM I 
OENOM=!l.O 
00 1 K=1,NCATEG 
ElKI=tXP(A(I,KI"'TH~TA+B(J,KII 

DENO~=DENO~+E(K) 

CONTINUE 

SUM OVER ALL POSSI"lLE PESPQNS~s 
DO .~ J=1 1 NCATEG 
P=t:(JliOEI\OM 

CAL:ULATE THE FI~~T OE~IVATIVE 8F P 
0 i< v fJI! M = [) • 0 . 
ll 0 2 K= 1, '!CA H G 
[)'-~ v ~lf I M = D k v NU M +E. ( K I • ( A ( 1 , J I -A ( I • I( I I 
C0NliNUE 
F nf.(VP= (E (J I "'0~ VNUMI I ( Ot 'iOM•O.=NOI"l 

TIN~O=TTNFQ+(FORVP•FOPVPifP 

CO'iTINU':. 
co:n Ii'<IJ<: 
1-' E T tlfdJ 
':hO 
SUU~UUTIN~ CHK~SP (IRtSP,IUMIT,INAO,NCAT,NITEMS,NAM=,ro,INAOSI 
ui'FtSIOt-. I!;(E:.SP(1~JI, INA0(1QiJI, NCAll100), NAME(('l INAOS(lGO) 
Otlt ItS O"'ITTEO !EMS FOR A Sll"lJECT FFO~ LIST OF IT MS 
/lnMH.ISH.~t.,; (Pf'SIILTS R~TURN':::G IN INAD31 AND CHEf.K 1:) SEE 
IF .1Ll 0 tSPQNStS ;;=>E. VALID, I~ 'JOT A~J E:_;;>POR. i'FSSAGC. IS WRITfi:N 
A~W I HE Pf<OGPAM Hil!... TS 

'JO Z l=!,~liTEMS 

t< 1J'1CilT=NCAT <II +1 
IN~ns!Il=I~iiDlii 

IF (l,,:~SP(l}.Nf.]U'1ITI r.o TO 1 

lt' tlL1S I II= Q 
G 0 f C' 2 

Cf-'::.r:t< FO~' INVI'LIO "'E:SfJO'•SE 
IF <r:.Lt..IP'CSP(III .ANO.(If-'ESP(Il.LE.t\LJMCATII GO TO 2 
DPI•H ,~. ~AMi:.,ID.I"ES>-'(II,~'JMf:AT 

S T 'F' 

7 
6 
q 

10 
11 
12 
13 
14 
15 
16 
17 
1A 
19 
20 
21 
22 
23 
24 
25 
25 
27 
28 
29 
30 
31 
32 
33 
34 
3'5 
36 
37 

1 
2 
3 

.4 
5 
F, 

? 
R 
q 

1!J 
11 
12 
13 
14 
iS 
16 
17 
18 
1g 

2 CO "'T I'JU" 2::1 
.... >,T\jC.'J 21 

c 2? 
c 23 
3 F0"''111T llCX,•t~ROr IN O.HAt <:tJfJJt.~T = ",2A1Q,+ Fl = •,Ag,• 1-lAS IL 24 

:LEbAL q[~FONSt. =•.!3,11·JX,+?t:<:Pf)t-.J~i::S MUST "t."'•"' RFTWEf:.N 1 ANO NUMA 25 
cfD 01- GATr-GOF\IE.S =•,Ij,"' INCLt!SIVf•l 2h 

END 27 
S'Jf~"r~THJF CH!<'VE.C IIRrSr>,INAO,'lC'AT,NITi:MS,ICHI(,NBE.ST,NA"lSI 1 
tHM-:"SIO~; VESP(H:JI, liJAO(lJGI, :~CAT(1JO) 2 

C CHKV~c TFSTS T~E ~AW R~~P0NSF VfCTOP TO OETfR~INE IF 3 
C IF I I IS •JNE Of TH:C FOLLOWING TI-IR!_E CASES: 4 
c••• ALL '3t ::ll f<fSPUNS:. S ••• I CHI( S"T TO ~ 5 
c••• All WO~ST QESPONSE~ ••• !CHK SfT TO 2 6 
c••• t•t· Rt: ~(.:J"JSF S ••••• IGW< SE. T T n 1 7 
c••• JlH~~WIS[ ••••• ICHK S"l TO 4 8 



1 
c 

c••• 
c••• 
C"'""" 
C"""""' 
c 
c 

c 

c 

1 

2 
3 

N A NS= 0 
NWOR.S f=:J 
NBESI=O 
DO 1 I=1,t;ITEMS 
IF CINAOCII.EQ.OJ :;o TO 1 
NANS=I\IANS+1 
IF IIRESPCII .EQ.11 NBFST=NREST+1 

-83-

IF IIRESP<II .EQ.NCAT (II +11 NWORST=NWORST+l 
CONTINUE 

ICHK=4 
IF (NANS .f(J. 0 I ICHK=1 
IF I NWORST .EQ. NIH•<::. I ICHK=2 
IF (1--'REST.EQ.NANSI ICHK=3 
RFTUi<N 
END 
SUB~OUTINE BISECT CF1,I9ESP,A,A,NITEMS,NCAT,INAO,NIT,AMIO,BLASTI 
DIMfNSIOI\i IRESP(1UOI, Al100,10), ~(100,101, NCATC100), INA0(1CO), 

1Pf10t1,21 
CAL~lLATtS APPROXIMATE 700T OF F1 AY BISECTION,BISECTING THE INTER 
Nlf( t\U'1BE~ OF IT"'~ATlONSI TIMfS. AMID IS lEST CUR"'ENT GUESS AT T 
tlLA~>I IS THE .PREVIOUS VALUE. 0~=" AMID. IT IS USFD AS THf ">ECONO 
INITIAL GUESS FOR THE. SFCANT METHOD. 

INITIALIZE LEFT BOUND AND F1(80UN~I, AND RIGHT BOUNO,F1CBOU~0) 
BL=-?.0 
HD=-1.0 
BMlO=tJ.(l 
TL=FliiRE.SP,INAD,NITEMS,NCAT,A,B,BLI 
TP=Fl!IRESP,II\IAO,MITEMS,NCAT,A,A,BR) 
TEST ~OQ ~0 ROOT I~ INT~RVAL,dNO PETUPN IF NOT POSSIBLE 
IF llfL"'lPI.GT.O.H REliJR"J 
NOW CALCULATF HISlCT!Qj'jS NIT l IMFS 
DO,' 1=1,1\·IT 
T M 1 '-I= f- 1 C l"' E S P, I N A fJ , N I1 E. M S , N C A T , A , !1, B M I 0 I 
IF ((J"!HI""TU .GT.J.OI Gf1 TO 1 
!:H'=':'"'IO 
GO I U ? 

ll=f'H!J 
tlL=WIO 
Y"'l~=CRL+8RI/2.0 

CONT p:tJr:-
8L.\'>T=9R 
IF C I L • f' (,). T '1 I D I Hl AS T = 8 L 
RFf'_JJ:;N 

q 
10 
11 
12 
13 
14 
15 
16 
17 
H 
1Q 
20 
21 
22 
23 
24 

1 
2 
3 
4 
5 
6 
7 
ll 
q 

10 
11 
12 
13 
14 
11? 
16 
17 
18 
19 
2[1 
21 
22 
23 
24 
2'3 
26 
27 
211 
{'Q 

~~l.l 30 
!::;l!ii'<'UTlk ~~l"WT~A° CF.:.~F2,IRF:S>',A,R,~JIT"::MS~~JCAT~INAJ,NITER,E:f-'S,NUM 1 
1ITS,(,tJt:S~,T4fTA,~LJ?VtiFAILI 2 

UI'1.JSION F'fS 0 11f1'11, Af100.1fll, 8(100,10), NCAT<10JI, TNA0(1Uil) 3 
C CALCt•LATf:.~, ''COT UF F1 GIVEN ITS FIRST Or:PIVATIVE F2 ANO AN INITIAL 4 
C•"""" GU_':c<;. UTILI/ES 'IEWTO~J-;;>APH:;'J'JS ~ETHOO c:; 

c n 
C PHllALILi- 7 

NIJMtiS=Q 8 
TH!:Td=GtJf:.SS g 

C4
"""" LSOP UNTIL fR~ IS LE:SS THAN F 0 '> OR NUM~fR OF ITERATIONS BECQ~[S TO 10 

1 Sflf<IJ=F2{1RESP,INAil,~:ITt:'1S,"'CAT,A,B,THfTAI 11 
Ffl~V=f-1Clf.lfSP,H>iAIJ,NllE.'1S,NCAT,f..,B,THETAI 12 
FP~=tJRV/SORV 13 
THtTA=THtTA-ERR 14 
NIJM Il S=NU..,ITS+i 15 

C EXIT LOOP CRITERI0N 15 
IF ((NUMITS.LT.NIFRI .A'IO.CARSCERRI.GT.f:PSII r;o TO 1 17 

C••• LNO LOOP, TEST FO'< FAILURE AiJO StT :FAIL ifl 
IFAIL=O 1q 
lF (II•IS Ctf<RI .L T .t=>S) ~l TU_RN 20 



c••.• 
c••" 
c••• 
c••• 
c 

IFAIL=1 
THt.TA=-gg.gg 
SD'-'V-=Y-:!.'3° 
RE TIJ•'-'• 
ENO 
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SUgRGUTIN~ SlCANT (f1,I?lSP,A,A,NITEMS,~CAT,INAO,MAXIf,EPS,GU~SHI, 

lGUtSLO,NU~ITS,THtTA,SLOP[,lfAIL) 

D I M ~-' S I 0 N IRES P (1 .; rJl , A ( :!. J 0 t1 0 I , IH 1 0 0 t1 (I I , N CAT! 1 0 ~ I , IN A 0 ( 1 C 0 I 
USc.S THE SECANT M~ fHOO TO CALCIIL ATE THE ROOT, THETA, OF THE 
t-UNC I ION fl 
GIJ~<;HI ANO GUfSLU t.PE lHE TWO INITIAL GUESS~S AT TH'- >(QQT 
~E~Ul~EO ~y THE S~CANT METHOQ 

~JlJMII~=u 

THr f!<=GUt.SHI 
I LA<-:T=GUt.SLO 
~LQ~I=Fl!l~fSF,INOJ,Nil~MS,NCtT,A,B,TLASTI 

LrJ'J 0 lJt-.TIL COtJV'Cf.'G:O:NCt 1P NONCnNVrRGD~Cc IS ESTAflliSHfD 
F r; U, = ~-1 ! 1 :< f:..5 P, I~ A 0, ~'I Tf-_ MS, NC AT , A, B, THETA I 
IF !FrUP.f'1.FLASTI GO lf' 2 
SL'l"' =!TH:..TA-TLASTl/(f'CIJR-FLASTI 
CHA'if,:_=FCIJ~•St OPt: 
lL!\:I=THtTA 
1-LA':ol=fCUe> 

lH~l~=THtTA-CHA~G:.. 

IH"1 l I ', = 'JU"" ITS+ 1 
IF (L\IIS!CHA'JGr).(,T..:-P~'·'HD.NlJMIJ:,.LT.MAXITl GO TO 1 

11-:.IL=O 
SLW,=1.U/3LO~-'~ 

IF (.:<iS!CHMJGtl.L •• !:P;.I PEJIJ::>~~ 

:.;••-~' SFSI:.,l "'!:TYOr. DOE', t.OT CONVr~l,t: IN M.:\XIT IF~ATIONS 

If!\"1"L=1 

2 

c 
3 

!H~ T:.=-q'J.'=l'1 
SL!J..>>=-J9.-:lq 

f-' f T 'J"' '·i 

>'PI;'l 3 
IF.'.IL=! 
TH..-TA=-~5.'3H 

s l ~..,,-=-IllS. 'l-'3 
f.'~ f 1 J >' N 

' f-f"J<.:'HIT <L:X,•H('l~IT-:H!TnL SLOP" FOL~f) It\ fiQST Ot:RIVATIV'C FIJF .w.,•CUP 
:>)t'd .)UlJ; --:r.•, /LI(, •s:::.•:ANT f"' THCiJ CAN'lJT lc. IJSi'O.•I 

~ ,, 'l 

21 
22 
23 
24 
25 

1 
2 
3 
4 
5 

" 7 
~ 
g 

10 
11 
12 
u 
14 
15 
111 
17 
1~ 

1<) 
2J 
21 
2? 
2~ 

24 
2'3 
2~-

27 
2~ 

2~ 

30 
'31 
32 
3~ 

34 
3" 
3h 
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EFFECTS oF CoMPUTERIZED ADAPTIVE TESTING 
ON BLACK AND WHITE STUDENTS 

Because computerized adaptive or tailored testing has the capability 
of individualizing ability tests to the characteristics of an examinee, it 
would appear to have the potential for reducing group differences in test 
scores resulting from individual or group difference variables other than 
those that the test is designed to measure. These variables might include 
group differences in motivation, test-taking anxiety, or tendency to guess 
or to omit items. 

In conventional ability testing, items of the same difficulty are given 
to all examinees, regardless of their true ability levels. This reduces test 
reliability; consequently, the validity of the test may also be reduced in 
those groups which receive items inappropriate for their ability levels. Sub
groups of the general population often differ with respect to background 
variables other than ability which may affect their performance on ability 
tests; therefore, test items which are appropriate in content for one sub
group may be inappropriate for another subgroup. With adaptive testing, it 
is possible to administer only those items that are appropriate for each group 
being tested. The process of adapting the test to each individual may also 
result in differential psychological impact on examinees from different 
population subgroups. 

Prev,ious research has provided some evidence for these potential psycho
metric and psychological benefits to minority examinees using computerized 
testing. Pine and Weiss (1978) demonstrated through a computer simulation 
that a Bayesian version of an adaptive test could reduce test unfairness 
within a simulated employee selection situation. In a live administration of 
computer-administered conventional tests, Johnson and Mihal (1973) administered 
identical conventional tests to Black and White students by paper and pencil 
and by computer. White students scored significantly higher than Black 
students on the paper-and-pencil tests, but not on the computer-administered 
testa. 

In a study reported by Betz (1975, p. 24), two teats were administered by 
coMputer to a group of about 100 high school students, consisting of Black and 
White students. Both a conventional test and a pyramidal adaptive teat (Larkin 
& Weiss, 1974) were administered to each student; half the group received the 
conventional test first, and half received the adaptive test first. In addition, 
half the group received feedback after each item indicating whether or not 
their answers were correct (knowledge of results, or KR, condition); the 
other half received no feedback after each test item (no knowledge of results, 
or No-KR, condition). The design was, therefore, a 2x2x2 analysis of 
variance. The independent variables were (l) race--Black and White, 
(2) knowledge of results (KR)--immediate or none, and (3) order--conventional 
test administered first or second. The data were analyzed for the conventional 
test only; thus, the dependent variable in this analysis was number-correct 
score on the conventional test. 
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The results for the three-way analysis of variance showed that the only 
significant main effect was for race. However, there was a significant 
three-way OrderxRaceXKR interaction. When a conventional test was 
administered first under conditions of immediate feedback, the mean of 
the Black students (26.4) was not significantly different from the mean of 
the White students (26.0), as is indicated in Figure 1. 

Figure 1 
Hean Scores for Black and White Students Completing 

a 40-Item Conventional Test First and Second in 
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If this result can be replicated, it implies that race differences 
observed in test scores may be a function, not of differences in ability 
levels, but of differences in the psychological effects of the conditions 
of administration. These findings, although not completely replicating 
those of Johnson and Mihal (1973), do support their general conclusion that 
conditions of test administration might affect motivational conditions, 
which in turn may reduce race group differences to nonsignificant levels. 

The purpose of the present study was to replicate and to extend the 
previous findings that computerized administration of ability tests can 
increase the test scores and the test-taking motivation of minority examinees. 
Specifically, the present study compared a computerized adaptive test 
designed to minimize test bias with a similar conventional paper-and-pencil 
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test in order to investigate possible racial differences on the following 
variables: 

1. Test performance variables 
a. Ability test scores 
b. Standard errors of measurement 
c. Number of omitted responses 

2. Psychological reaction variables 
a. Reaction to knowledge of results 
b. Test-taking anxiety (nervousness) 
c. Motivation 
d. Tendency to guess. 

METHOD 

Subjeots 

Two hundred and thirty-four students from a Minneapolis high school 
were tested. Black and White students were about equally represented in the 
total group. A small amount of subject attrition occurred because of equip
ment failures and interruptions unrelnted to the testing procedure, thus 
resulting in incomplete data sets. The number of missins subjects differed 
for different analyses and therefore is reported separately for each analysis. 
Each student was tested during the course of a normal school day and received 
a McDonald's gift certificate worth $.50 for participating in the study. 

Design 

The design for this study was a five-way factorial with repeated 
measures on one factor; the other four variables were completely crossed. 
Table 1 summarizes the five independent variables. Each student was assigned 
sequentially to one of the bias-reduction (BR)xknowledge of results (KR)x 

Table 1 
Description of Independent Variables 

Independent Number of Type of 
Variable Conditions Conditions Variable 

Bias-Reduction (BR) 2 Bias-Reduced, Non- Crossed 
Bias-Reduced 

Knowledge of 2 Immediate Knowledge of Crossed 
Results (KR) Results, No Knowledge 

of Results 
Mode.of 2 Computer-Administered, Repeated 

Administration Paper-and-Pencil 
Order of 2 Paper-and-Pencil Test Crossed 
Administration First, Computer-

Administered Test First 
Race 2 Black 2 White Crossed 
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order conditions within his/her respective racial group. The student was 
then administered two vocabulary tests--one conventional paper-and-pencil 
test and one computerized adaptive test--in the appropriate order. The 
major dependent variable derived from these tests was the student's ability 
level estimate obtained by scoring procedures based on item characteristic 
curve (ICC) theory. The number of omitted responses in each test was also 
recorded for each student. In addition to the vocabulary tests, each student 
was administerec a test reaction questionnaire after each test condition. 

Indeoendent Variables 

Bias Reduction 

Item pool. The item pool consisted of 187 five-alternative multiple
choice word knowledge items gathered from several sources. Seventy-six of 
these items were developed and/or parameterized by Church, Pine, and Weiss 
(1978). Of these 76 items, 32 were written specifically as "Black-type" 
words; that is, it was assumed that the Black students would have greater 
familiarity with them than would the White students. Similarly, an additional 
17 items were chosen as "White-type" words. Examples of each of these item 
types are given in Appendix Table A. The items not taken from Church 
et al. (1978) were obtained from the University of Minnesota computerized 
adaptive testing vocabulary item pool (McBride & Weiss, 1974). 

For each item, item calibration procedures (see Church et al., 1978, 
pp. 19-22) yielded an index of bias and two standard ICC parameters 
(discriminating power, a, and item difficulty, b). The third ICC parameter, 
c, was set to .20 for all items, which is equal to 1 divided by the number 
of response alternatives. Bias was indexed by an ICC version of the Angoff 
and Ford (1971) elliptical distance measure of item bias (Martin, Pine, & 
Weiss, 1978). Since the elliptical distance index is highly correlated with 
the difference between the ICC item difficulties of the two contrasted 
groups, bias was indexed in the present study by the difference between 
the item difficulty (b) values for the Black and 1~ite groups. A positive 
value of the bias index indicates an item biased against the minority group, 
while a negative value indicates an item biased against the majority group. 
The calibrated itefl pool was then used to form two conventional paper-and
pencil tests and two computer-administered adaptive tests. 

Computerized adaptive tests. The computer-administered adaptive tests 
(CAT) were constructed using the stradaptive testing strategy (Weiss, 1973). 
All items were assigned to one of seven strata based on the difficulty (b) 
parameter. Appendix Table B gives the a and b parameters and bias index for 
each item in the stradaptive pool. 

To begin the stradaptive test, an initial stratum assignment was 
made by asking the students to rate themselves on verbal ability on a 3-point 
scale. Each student was asked the following question: 

Compared to other people, how good do you think your vocabulary is? 
1. better than average, 2. average, 3. below average. 

He/she \vas told to type a number from "1" to "3" accordingly. Students 
were then given the first item in Stratum 6, 4, or 2, depending on their 
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respective' self-ratings. In accordance with usual stradaptive item selection 
procedures, students were subsequently administered items from the next-more
difficult or next-less-difficult stratum, depending on whether the response 
to the previous item was correct or incorrect. Each stradaptive test was 
terminated after 20 items. 

Two forms of the adaptive test were constructed from the same item pool. 
In the bias-reduced (BR) adaptive test, items were arranged within each 
stratum in increasing order of bias. In the non-bias-reduced (NBR) adaptive 
test, items were arranged within each stratum in decreasing order of item 
discrimination,following recommendations for the construction of stradaptive 
tests (Weiss, 1974). Thus, in the BR condition, each item administered was 
the item with the lowest bias value still available in the appropriate stratum. 
In the NBR condition, each item administered was the most discriminating item 
remaining in the stratum. 

ConventionaZ paper-and-penaiZ tests. Two 20-item conventional paper-and
pencil (P&P) tests--one bias-reduced (BR) and one non-bias-reduced (NBR)--were 
constructed using items not used in the stradaptive test item pool. Item 
parameters and bias indices for these items are shown in Appendix Table C. 
The BR test included items with low positive or negative values of the bias 
index, ~hile the NBR test included items with higher positive values of the 
bias index. Each set of 20 items formed a peaked test, with item difficulty 
peaked at the level of difficulty of Stratum 4, the middle stratum. 

In order to equate conditions for the conventional paper-and-pencil and 
computer-administered adaptive tests as much as possible, items for the BR 
paper-and-pencil tests were selected to have approximately the same item 
bias values as the first few items that would be administered in each stratum 
of the BR adaptive test, and items for the NBR paper-and-pencil test were 
selected to have approximately the same item discrimination values as the 
first few items in each stratum of the NBR adaptive test. Consistent with 
this test-construction strategy, some items could be used in both the 
computerized tests and the paper-and-pencil tests as long as they were not in 
the same BR condition in both modes, since each student took the computerized 
and paper-and-pencil tests under only one BR condition. 

It was impossible to match exactly the item characteristics of the 20 !t~ms 
in the conventional paper-and-pencil tests to the 20 items actually administered 
by the computerized adaptive tests, since it could not be determined in 
advance exactly which 20 items would be administered in the adaptive test to 
each student. Consequently, in order to compare these two testing strategies, 
the item characteristics of the computer-administered adaptive tests were 
calculated after administration of the tests (see Table 2 below). 

Mode and o~a~~ of Adminiat~ation 

Each student completed a computer-administered test (adapted to his/her 
ability level) and a conventional paper-and-pencil test, both of whi~h were 
either bias-reduced (BR) or non-bias-reduced (NBR). Half of the students 
took the paper-and-pencil test first (Order 1), while the other half took 
the computer-administered test first (Order 2). 



-6-

The adaptive tests were computer administered by cathode-ray terminals 
(CRT) connected by telephone to a real-time computer system using procedures 
similar to those described by DeWitt and Weiss (1974). Each test item was 
presented separately on the CRT screen at the rate of 30 characters per 
second. Students were told that they could type a question mark in response 
to an item if they did not know the answer and wanted to omit it. 

The paper-and-pencil tests were administered in booklets especially 
prepared for this study. Students had ample time to complete the tests and 
were instructed to omit an item if they did not know the correct answer. 

Kno~ledoe of Results 

For half the students, immediate knowledge of results (KR) was 
administered after each test item, indicating whether or not the student's 
answer was correct; the other half received no information concerning the 
correctness of their answers (No-KR). 

For the computer-administered tests, either the word Correct or Incorrect 
appeared on the screen after the student responded. The student then typed 
the letter P (for proceed) on the CRT keyboard in order to have the next 
question presented. In the No-KR condition, the next question appeared 
immediately after the student's answer was typed. KR in the paper-and-pencil 
mode was given using a latent ink process. Students marked their answer 
sheets with a special pen causing a latent image,which was previously invisible, 
to appear. The letter Y appeared if the correct answer was marked; the letter 
N appeared for incorrect answers. 

Der;endent Variables 

Test Performance Measures 

Three test performance measures were investigated. Ability level 
estimates were obtained using a Bayesian scoring procedure similar to the 
one developed by Owen (1975; see also McBride & Heiss, 1976,and Brown & Feiss, 
1977, for applications of this ability estimation method). This scoring 
procedure provided a means of generating comparable scores for the conventional 
and adaptive tests. The posterior Bayesian variance, the second dependent 
variable used in this study, is the variance of the estimated ability score 
and can be considered an estimated standard error of estimate. The third 
dependent variable was the number of test questions omitted by each testee. 

Ps~choloaical ?ea~t~o~ 

The psychological reactions to each condition were assessed by administering 
test reaction questions consisting of brief versions of four scales designed 
to assess reaction to knowledge of results, nervousness, motivation, and 
tendency to guess (see Betz & Weiss, 1976, for a description of the development 
of the scales from which these questions were selected). The test reaction 
questions are shown by scale in Appendix Table D along with the scaled scores 
used to obtain scores on the four scales. A student's score for each scale 
was the average of the scaled scores for the student's responses to the items 
in the scale. 
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The test reaction items were administered to each student twice, once 
after each test condition (computer-administered and paper-and-pencil). 
Students in the No-KR condition were given only the Nervousness, Motivation, 
and Guessing scales. 

RESULTS 

Test Cha~oteristios 

Test Items 

To better interpret the meaning of any performance or motivational 
differences found between different testing conditions, it was important to 
examine the characteristics of the items administered under each testing 
condition. Because the computer-administered tests used a stradaptive 
strategy for item selection, it was not possible prior to administration to 
equate the item characteristics of the 20-item conventional paper-and-pencil 
tests to the 20-item computerized adaptive tests. As described earlier, 
items were divided between the paper-and-pencil and stradaptive item pools 
in order to equate, to the extent possible, item discriminations in the 
NBR condition and item bias in the BR condition. 

Table 2 shows the mean, standard deviation, minimum and maximum values 
of item discrimination (a), difficulty (b), and bias parameters for the items 
in the conventional paper-and-pencil test and for the items actually adminis
tered in the computerized adaptive test under both BR and NBR conditions. 
For example, the average discrimination for items actually administered'in the 
NBR adaptive test was 1.50, with discriminations of items administered ranging 
from about 1.00 to 2.27, These items also had a mean bias value of .72, 
indicating that the average item favored White students. For the conventional 
test in the NBR condition, the mean item discrimination was 1.57, with a range 
of 1.17 to 2, 2 7, 

Table 2 
Item Discrimination (a), Difficulty (b), and Bias Values for the 

Conventional Paper-and-Pencil Tests and the Computerized 
Ad~tEtive.Tests in Bias-Reduced and Non-Bias-Reduced Conditions 

Bias-Reduced Non-Bias-Reduced 
Test and (N•;l05) (N=106) 
Statistic a a Bias a b Bias 
Corrven t ional Test 

Mean 1.03 .02 -.05 1.57 .05 .83 
S.D. .47 .55 1. 34 .28 .71 .36 
Minimum .09 -1.48 -5.46 1.17 -1.48 .22 
Maximum 2.27 1.01 .74 2.27 1.46 1. 71 

Adaptive Test 
Mean .84 -.10 -.20 !.50 -.41 .72 
S.D. .45 • 91 1.22 .37 .59 .34 
Minimum .13 -1.61 -3.64 1.00 -1.51 .05 
Maximum 1. 96 2.04 1.29 2.27 .74 1.46 
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The data in Table 2 show that the strategy for item selection used in the 
BR condition did result in an adaptive test which was "bias-reduced," 
since the average bias value for items actually administered in the adaptive 
tests to students in the BR condition was -.20, which was lower than that for 
items administered in the NBR condition (mean= .72). 

Not surprisingly, since NBR items were selected on the basis of their 
discrimination parameters, the average item administered in the adaptive test 
under the NBR condition was more discriminating (mean a=l.50) than the average 
item in the BR condition (mean a=.84). This was also reflected in the higher 
range of discrimination values in the NBR test. 

In the conventional paper-and-pencil tests the item selection strategy 
resulted in the BR test having less "bias" against Black students (mean 
bias= -.05 compared to .83 in the NBR test), but it was also less discrimi
nating (mean a=l.03 versus 1.57 for the NBR test). While the average iten1 
bias in the BR paper-and-pencil test favored Black students, examination of 
Appendix Table C indicates that this was attributable to a few items with 
large negative bias indices and that more of the items had small positive 
values of the bias index (i.e., favored White students). These items, hovl
ever, had lower positive values of the bias index than most of the items in 
the NBR tests. Thus, while some of the items in the BR tests favored White 
students, the test items were, in general, more fair toward the Black students 
than the NBR tests. 

Measurement Precision 

Because increased item discrimination is related to increased item 
information, the NBR test might be expected to provide more precise ability 
estimates. In addition, previous research (Vale, 1975) has indicated that 
an adaptive test can yield more equiprecise measurement throughout the range 
of ability than a conventional peaked test. Using the Bayesian posterior 
variance as an estimate of the precision of measurement (Urry, 1977) at 
various levels of ability, Figures 2 and 3 provide support for both these 
expectations (numerical values for these figures are in Appendix Table E). 

Figure 2 shows the mean Bayesian posterior variance for intervals of 
the Bayesian ability scores in the NBR condition; more precise measurement 
(lower posterior variance) was obtained with the adaptive test except for 
students whose ability level centered around the level of difficulty where 
the conventional test was peaked. In this range (8=-.6 to .2) the conven
tional test had lower values of the Bayesian posterior variance. 

Figure 3 shows the Bayesian posterior variance as a function of ability 
level for the BR condition for both adaptive and conventional tests. Under 
this test administration condition, items were selected by the adaptive test 
in order of their bias index, rather than by their discriminations. As 
Table 2 shows, the average discrimination of items administered in the 
adaptive test was lower than that in the conventional test. This is reflected 
in higher mean levels of the Bayesian posterior variance for the adaptive 
test for values of ability greater than 8=-1.00. In spite of this item 
selection procedure in the adaptive test, it still achieved lower average 
levels of the Bayesian posterior variance than did the conventional test for 
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Figure 2 
Mean Bayesian Posterior Variance as a Function 
of Bayesian Ability Estimate for the Non-Bias

Reduced Adaptive and Conventional Tests 
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ability levels less than 8=-1.00. The adaptive test compared more favorably 
with the conventional test in the NBR condition (Figure 2), however, 
supporting earlier recommendations that items within strata should be selected 
by their discrimination values when using a stradaptive testing strategy 
(Weiss, 1974). 

Deoer:dent Variables 

Test Per[o~ance Variables 

Appendix Tables F, G, and H show the means and standard deviations 
of the Bayesian ability estimates, Bayesian posterior variances, and number 
of omitted responses, respectively, for all combinations of the independent 
variables. Appendix Table I contains the means and standard deviations of 
these three dependent variables for various combined groups. 

Abilit~ estimates. The results of the 2x2x2x2x2 repeated measures 
analysis of variance for the Bayesian ability estimates are shown in TablE~ 3. 
As this table indicates, the only statistically significant (p<.02) main 
effect was for race, with h~ite students scoring higher (means = -.61 and 
-.63 for the computerized adaptive and conventional paper-and-pencil tests, 
respectively; see Table I) than Black students (means = -.87 and -.85, 
respectively). The interpretation of this significant main effect must bE~ 
qualified, however, by a marginally significant three-way interaction between 
Race, KR, and BR (p=.07) and a four-way interaction between ~1ode, Race, KR, 
and BR (p<. 06) . 

Figure 4 shows the four-way interaction (since it subsumes the three--
way interaction) graphically by separately plotting the three-way interactions 
for both the computerized and paper-and-pencil administration modes. Fran 
this figure it can be seen that Black students did best in both testing modes 
when the test was bias-reduced and no knowledge of results was provided 
(BR, No-KR). In both tests this condition eliminated the main effect for 
race which existed in the other conditions. Black students obtained lowest 
mean scores (-1.02) in the paper-and-pencil test (Figure 4a) when the test 
was bias-reduced and knowledge of results was provided (BR, KR). On the 
computer-administered test in this condition (Figure 4b),mean score for the 
Black students was also relatively low. 

The four-way interaction appeared to result primarily from the diffe:c
ential effect of the administration conditions on mean scores of the 1\~ite 
students. As Figure 4a shows, highest mean scores were obtained for the 
White students on the paper-and-pencil test under the NBR and No-KR 
conditions. On the adaptive test (Figure 4b), however, the White students 
obtained lowest mean scores under these conditions. Comparison of Figures 
4a and 4b also shows a general tendency for the adaptive test to reduce mean 
differences due to the interaction of race and testing conditions, since for 
both racial groups there was less variability among mean ability level scores 
as a function of testing conditions for the adaptive test, despite higher score 
variability (see Appendix Tables E and I). 

C::nsisteyzep of abi Z1: ty estir>J2tes across r'?oCies. Of interest in comparing 
the computerized adaptive and conventional paper-and-pencil testing modes was 
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Table 3 
Results of the Analysis of Variance for Bayesian Ability Estimates 

Source of Variation 
Between Subjects 

Main Effects 
Race 
Order 
Knowledge of Results (KR) 
Bias Reduction (BR) 

Two-Way Interactions 
Race x Order 
Race x KR 
Order x KR 
Race x BR 
Order x BR 
KR X BR 

Three-Way Interactions 
Race x Order x KR 
Race x Order x BR 
Race x KR x BR 
Order x KR x BR 

Four-Way Interaction 
Race x Order x KR x BR 

Error 
Within Subjects 

Main Effect 
Mode 

Two-Way Interactions 
Hode x Race 
Mode x Order 
Mode x KR 
Mode x BR 

Three-Way Interactions 
Mode x Race x Order 
Mode x Race x KR 
Mode x Order x KR 
Mode x Race x BR 
Hode x Order x BR 
Mode x KR x BR 

Four-Way Interactions 

Degrees of 
Freedom 

1 
1 
1 
1 

1 
1 
1 
1 
1 
1 

1 
1 
1 
1 

1 
199 

1 

1 
1 
1 
1 

1 
1 
1 
1 
1 
1 

He an 
Square 

5.83 
.95 
.17 
.09 

1. 04 
.66 
.00 
.36 
.19 
.01 

.01 
1. 23 
2.93 

.49 

.51 

.88 

.00 

.14 

.10 

.43 

.02 

. 01 

.21 

.01 

.02 

.43 

.14 

F 

6.60 
1.08 

.19 

.10 

1.17 
.75 
.00 
.41 
.22 
.02 

.01 
1. 39 
3.31 

.56 

.57 

.02 

.92 

.68 
2.83 

.17 

.08 
1.40 

.07 

.15 
2.84 

.94 

P* 

.001 

.301 

.663 

.754 

.280 

.388 

.982 

.521 

.640 

.897 

.910 

.240 

.070 

.456 

.450 

.876 

.338 

.409 

.094 

.682 

.774 

.238 

.799 

.698 

.093 

.333 

Mode x Race x Order x KR 1 .05 .30 .583 
Hode x Race x Order x BR 1 . 06 . 39 . 532 
Mode x Race X KR x BR 1 .56 3.65 .057 
Mode x Order x KR x BR 1 .44 2.86 .092 

Five-Way Interaction 
Mode x Race x Order x KR x BR 1 .20 1.30 .255 

Error 199 .15 
*Estimated probability of error in rejection of the null hypothesis of no 
mean differences. 
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Figure 4 
Four-way Interaction of Mode of Administration, Race, 
Knowledge of Results (KR), and Bias Reduction (BR) 

for Bayesian Ability Estimates 
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the equivalence of the ability estimates obtained from the computerized and 
paper-and-pencil administrations. While the analyses of variance examined 
group level effects of test mode, it is also relevant to examine the similarity 
of rank orderings of individual student ability estimates across the two modes 
of test administration. 

Pearson product-moment correlations between the ability estimates from 
the computer-administered adaptive test and the conventional paper-and-pencil 
test indicated substantial, but far from perfect, agreement between the two 
estimates for the sample as a whole (r=.73), for Black students (r=.70), for 
White students (r=.74), for students taking the RR tests (r=.72), and for 
students taking the NBR tests (r=.73). These correlations were all signifi
cantly different from zero (p<.Ol), but did not differ significantly from 
each other. 

One probable reason for the moderate level of similarity of the ability 
estimates in the two modes of administration relates to the adaptive nature of 
the computer-administered tests. The distribution of students falling into 
various ability level intervals (see Appendix Table E), and the larger 
standard deviation of ability estimates in the adaptive test (S.D. = .80) 
as compared to the paper-and-pencil test (S.D. = .63), indicate that the 
adaptive test spread students out more on the ability continuum than did the 
conventional test. While ICC theory suggests that using Bayesian scoring 
ability estimates should not be dependent on the difficulty level of the 
items given, it appears that the peaked paper-and-pencil test was not able 
to locate people as well on the ability continuum if their ability levels 
were not near the point at which the test was peaked. 

Bayesian posterior variance. Table 4 shows the results of the five-way 
repeated measures analysis of variance for the Bayesian posterior variance 
scores. A highly significant (p<.Ol) main effect for the bias-reduction factor 
was found, indicating that errors of measurement were larger in the BR tests 
(see Table I). This is consistent with the greater average discrimination 
of items in the NBR tests. The data in Table I also show that for the NBR 
tests, in which the adaptive test selected available items which were most 
discriminating, the adaptive test provided more precise ability estimates 
than the paper-and-pencil tests. For the BR tests,there was no advantage 
of the adaptive test over the paper-and-pencil tests in terms of accuracy of 
ability estimates. The bias-reduction factor was also involved, however, in 
the significant RacexOrderXBR, ~1odeXBR, and ModeXOrderXBR interactions. In 
addition, a significant ModeXOrder effect was found. 

Figure 5 shows the RaceXOrderXBR three-way interaction. The increased 
precision obtained in the NBR conditions is clear in this figure, since lower 
values of the Bayesian posterior variance were obtained with the more highly 
discriminating items. The figure also shows that for the White group, 
posterior variances in the BR tests were smaller when the paper-and-pencil 
test was administered first (BR, P&P/CAT), while posterior variances were 
smaller in the NBR tests when the adaptive test was administered first 
(NBR, CAT/P&P). This pattern was reversed for Black students. In addition, 
the testing conditions had a greater effect on the Bayesian posterior variances 
for the White students. 
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Table 4 
Results of the Analysis of Variance for Bayesian Posterior Variance Scores 

Degrees of Mean 
~S_o~u~r~c_e~o~f~V~a~r~i~a~t~i~o~n~------------------~F~r~e~e~d~o~m~----~S~q~u~a~r~e~----~F------~
Between Subjects 

Main Effects 
Race 
Order 
Knowledge of Results (KR) 
Bias Reduction (BR) 

Two-Way Interactions 
Race x Order 
Race x KR 
Order x KR 
Race x BR 
Order x BR 
KR x BR 

Three-Way Interactions 
Race x Order x KR 
Race x Order x BR 
Race x KR x BR 
Order x KR x BR 

Four-Way Interaction 
Race x Order x KR x BR 

Error 
Within Subjects 

Main Effect 
Mode 

Two-Way Interactions 
Mode x Race 
Mode x Order 
Mode x KR 
Mode x BR 

Three-Way Interactions 
Mode x Race x Order 
Mode x Race x KR 
Mode x Order x KR 
Mode x Race x BR 
Mode x Order x BR 
Mode X KR x BR 

Four-Way Interactions 
Mode x Race x Order x KR 
Mode x Race x Order x BR 
Mode x Race x KR x BR 
Mode x Order x KR x BR 

Five-Way Interaction 

1 
1 
1 
1 

1 
1 
1 
1 
1 
1 

1 
1 
1 
1 

1 
199 

1 

1 
1 
1 
1 

1 
1 
1 
1 
1 
1 

1 
1 
1 
1 

.00 

.00 

.00 

.45 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.00 

.02 

.00 

.01 

.00 

.00 

.00 

.00 

.01 

.00 

.00 

.00 

.00 

.00 

.35 

.71 
3.06 

582.28 

.066 
1.58 

.02 

.67 
2.78 
2.30 

3.47 
4.69 

.33 

.03 

.15 

.so 

2.16 
13.17 

. 03 
6.01 

1.50 
.16 
.62 
.67 

9.32 
1. 74 

.54 
2.12 

.00 

.12 

.554 

.401 

.082 

.001 

.798 

.210 

.893 

.414 

.097 

.131 

.064 

.031 

.564 

.870 

.697 

.478 

.143 

.001 

.872 

.015 

.222 

.691 

.430 

.413 

.003 

.188 

.463 

.147 

. 959 

.725 

Mode x Race x Order x KR x BR 1 .00 .04 .849 
Error 199 .00 

*Estimated probability of error in rejection of the null hypothesis of no 
mean differences. 
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Figure 5 
Three-Way Interaction of Race, Order of Administration, 
and Bias-Reduction (BR) for Bayesian Posterior Variance 

(CP.Tf?&."P: .• 
order ~-- ...... · ·· ·· BR, .... ... . 

. . . · · · · ··· "ER; Order 1 (P&P /CAT) : ....... . • 
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BR 

order ____ .. 
N ' ·-- ·-.-=-~--: .. :::.: NBR 0 d 

- - ~ .r_eE_2_JCAT/P&P) --
Blacks Whites 

Racial Group 

All the other significant interactions for the Bayesian posterior 
variance measure were subsumed in the ModeXOrderxBR three-way interaction 
shown in Figure 6. 

These data show that the combination of bias-reduced administration and 
order of administration affected Bayesian posterior variances on the adaptive 
test. Specifically, when the adaptive test was administered first (Order 2), 
it had the highest average level of the posterior variance among all test 
administration conditions in the BR condition and the lowest level in the NBR 
condition. 

Numbe~ of omitted ~esvonses. Table 5 shows the results of the analysis of 
variance for the number of omitted responses. These data indicate a statistically 
significant (p<.02) main effect for KR,with students omitting more responses 
when KR was not given (see Table I). Examination of the statistically signifi
cant (p<.05) two-way interaction of the KR variable with the race factor 
(see Figure 7), however, indicates that this effect of KR on the number of 
omitted responses was largely due to its effect on the Black students. 
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Figure 6 
Three-\\Tay Interaction of Mode of Administration, 

Order of Administration,and Bias-Reduction (BR) for 
Bayesian Posterior Variance 

Order 2 (CAT/P&P) 

' ' 
' ' ' -

Bias-Reduced· Non-Bias-Reduced 

Bias-Reduction Condition 

As Figure 7 indicates, V.R had a differential effect on the Black students, 
but no effect on the White students. '\Then KR was administered, B]_ack students 
omitted fewer items (mean= 1.88) than when KR was not given (mean= 3.89). 
In comparison, White students omitted an average of 2.75 and 2.68 items under 
KR and No-KR conditions, respectively. 

The only other statistically significant interaction for omitted responses 
was the three-way interaction of ModeXRacexOrder (p<.05). This interaction, 
pictured in Figure 8, shows that Black and White students differed in the 
relative number of responses they omitted on the paper-and-pencil test 
depending on whether that test was taken first or second. For the Black 
students, the highest mean number of omitted responses as a group occurred 
when the paper-and-pencil test was taken second (Order 2); and the fewest, 
when this test was taken first (Order 1). For the Hhite students, the mean 
number of omitted responses on the paper-and-pencil test was highest when 
this test was given first (Order 1) and fewest when this test was given second 
(Order 2). In addition, the test administration variables resulted in slightly 
greater mean differences for the White students than for the Black students. 
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Table 5 
Results of the Anall':sis of Variance for Number of Omitted ResEonses 

Degrees of Mean 
Source of Variation Freedom Square F 2.* 
Between Subjects 

Main Effects 
Race 1 .25 .01 .914 
Order 1 14.08 .65 .419 
Knowledge of Results (KR) 1 123.64 5.76 .017 
Bias Reduction (BR) 1 7.20 .33 .563 

Two-Way Interactions 
Race x Order 1 14.93 .69 .405 
Race x KR 1 99.18 4.62 .033 
Order x KR 1 69.35 3.23 .074 
Race x BR 1 .00 .00 .993 
Order x BR 1 8.00 .37 .542 
KR x BR 1 39.93 1. 86 .174 

Three-Way Interactions 
Race x Order XKR 1 .75 .03 .852 
Race x Order x BR 1 3.90 .18 .671 
Order x KR x BR 1 37.89 1. 76 .186 

Four-Way Interaction 
Race x Order x KR x BR 1 1.72 .08 . 777 

Error 206 21.48 
Within Subjects 

Main Effect 
Mode 1 .48 .06 .811 

Two-Way Interactions 
Mode x Race i .47 .06 .813 
Mode x Order 1 .02 .00 .956 
Mode x KR 1 10.33 1. 24 .267 
Mode X BR 1 .26 .03 .859 

Three-Way Interactions 
Mode x Race x Order 1 38.53 4.63 .033 
Mode x Race x KR 1 23.71 2.85 .093 
Hade x Ord~r x KR 1 5.71 .68 .409 
Hade x Race x BR 1 5.34 .64 .424 
Mode x Order x BR 1 18.04 2.17 .143 
Mode X KR X BR 1 2.34 .28 .596 

four-Way Interactions 
Hode x Race x Order XKR 1 .45 .05 .816 
Mode x Race x Order X BR 1 8.70 1.04 .308 
Hade x Race x KR x BR 1 22.37 2.69 .103 
Mode x Order x KR x BR 1 3.68 .44 .507 

Five-Way Interaction 
Mode x Race x Order x KR X BR 1 .38 .05 .830 

Error 206 8.32 
*Estimated probability of error in 
mean difference. 

rejection of the null hypothesis of no 
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Figure 7 
'1'\m-\Vay Interaction of Race and Knowledge of 
Results (KR) for Number of Omitted Responses 
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Figure 8 . 
Three-Way Interaction of 

Administration, Race, and Order of Administration 
for Number of Omitted Responses 
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Psychological Reaction Variables 

Means and standard deviations of the psychological reactions scales for 
all experimental conditions are in Appendix Tables J, K, L, and M, respectively, 
for the Knowledge of Results, Nervousness, Motivation, and Guessing scales. 
The means and standard deviations of the four psychological test reactions 
scales for the combined Racial, Bias-Reduction, Knowledge of Results, Order of 
Administration, and Mode of Administration groups are given in Appendix Table N. 

Knowledge of Results. Table 6 gives the results of the analysis of 
variance of the scores on the reaction to Knowledge of Results scale. There 
was a statistically significant (p=.OOl) effect for race in the ANOVA of the 
reaction to Knowledge of Results scores, with Black students scoring higher 
on this scale than White students. This indicated a more negative attitude 
toward receiving KR after each item on the part of the Black students, i.e., 
they were more inclined to report that receiving KR made them nervous and 
interfered with their concentration. 

Table 6 
Results of the Analysis of Variance of the Knowledge of Results Scale Scores 

Degrees of He an 
Source of Variance Freedom Sguare F P.* 
Between Subjects 

Main Effects 
Race 1 11.25 12.59 .001 
Order 1 .39 .44 .509 
Bias Reduction (BR) 1 .06 .06 .804 

Two-Way Interactions 
Race x Order 1 .96 1.08 .302 
Race x BR 1 .10 .11 .742 
Order x BR 1 1.24 1.39 .242 

Three-Way Interaction 
Race x Order x BR 1 .92 1.03 .313 

Error 88 .89 
Within Subjects 

Main Effect 
Mode 1 .29 1.42 .236 

Two-Way Interactions 
Mode x Race 1 .00 .02 .899 
Mode x Order 1 .94 4.63 .034 
Mode x BR 1 .07 .35 .558 

Three-Way Interactions 
Mode x Race x Order 1 .27 1.31 .256 
Mode x Race x BR 1 .48 2.34 .129 
Mode x Order x BR 1 .23 1.13 .290 

Four-Way Interaction 
Hode x Race x Order X BR 1 .19 .91 .342 

Error 88 .20 
*Estimated probability of error in rejecting the null hypothesis of no 
difference in group means. 
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The ModeXOrder interaction was also statistically significant (p<.OS) 
and is illustrated in Figure 9. Students reported a more favorable attitude 
toward KR (i.e., lower mean scale scores) during the second test than during 
the first. This was particularly true when the paper-and-pencil test was 
administered second, which was the condition resulting in the most favorable 
reactions to KR. The data in Figure 9 also show that students' reactions to 
computer-administered KR were less affected by the order of its administration 
than ~•as paper-and-pencil-administered KR. 

:., ... 
:r:. 

:., 

.. 
:r:. 

:r. 
.:.... 

:r. 
..., 
~ 

·-::; 
:., 
"' ..., 
..., 

;3 

~ 

:::: 
.. 
:., 

::<:: 

Figure 9 
Two-Way Interaction of Mode of Administration and Order 

of Administration for the Knowledge of Res;Jl ts Scale Scores 
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:::::~o·:c"":/.sr::::ss. The means and standard deviations of responses on the 
~ervousness scale are reported in Appendix Tables K and N; Table 7 gives the 
results of the analysis of variance for this scale. 

The onlv ~ain effect that emerged as statistically significant (~<.05) 
was that of ~ode of administration, in which students reported that they ~•ere 
more nervous while taking the co5puter-administered test (mean = 2.02: see 
Table~) than thev were while taking the paper-and-pencil test (mean= 1.91). 
The :!odexOrder interaction was marginally siernificant (C'=. 076) and is shown in 
Figure 10. This figure shows that students reported lowest levels of nervousness 
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Table 7 
Results of the Anal:i:sis of Variance of Nervousness Scale Scores 

Degrees of Mean 
Source of Variation Freedom Sguare F 2.* 
Between Subjects 

Hain Effects 
Race 1 .65 .90 .344 
Order 1 .01 .01 .909 
Knowledge of Results (KR) 1 1.58 2.19 .140 
Bias Reduction (BR) 1 .60 .83 .364 

Two-Way Interactions 
Race x Order 1 1.34 1.86 .174 
Race x KR 1 .18 .25 .619 
Race x BR 1 1.44 2.00 .159 
Order x KR 1 .14 .19 .663 
Order x BR 1 5.37 7.45 .007 
KR x BR 1 .57 .79 .376 

Three-Way Interactions 
Race x Order x KR 1 1.01 1.40 .238 
Race x Order x BR 1 .38 .53 .468 
Race x KR x BR 1 .27 .38 .540 
Order x KR x BR 1 .09 .13 .717 

Four-Way Interaction 
Race x Order X KR X BR 1 3.17 4.41 .037 

Error 185 .72 
Within Subjects 

Hain Effect 
Mode 1 1.22 5.01 .026 

Two...:.vJay Interactions 
Hade x Race 1 .12 .50 .480 
Mode x Order 1 .78 3.19 .076 
Mode x KR 1 .07 .30 .584 
Mode X BR 1 .87 3.57 .060 

Three-Way Interactions 
Mode x Race x Order 1 .01 .03 .868 
Mode x Race x KR 1 .01 .05 .825 
Mode x Race x BR 1 .16 .66 .416 
Mode x Order x KR 1 .14 .56 .455 
Mode x Order x BR 1 .16 .64 .423 
Mode X KR X BR 1 .01 .02 .825 

Four-Way Interactions 
Mode x Race x Order XKR 1 .00 .00 .985 
Mode x Race x Order x BR 1 .15 .61 .435 
Mode x Race x KR x BR 1 .02 .09 .760 
Mode x Order x KR x BR 1 .04 .16 .689 

Five-Way Interaction 
Mode x Race x Order XKR X BR 1 .30 1.25 .265 

Error 185 .24 
*Estimated probability of error in 
mean differences. 

rejection of the null hypothesis of no 
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Figure 10 
Two-Way Interaction of Hade of Administration and 

Order of Administration for Nervousness Scale Scores 
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when the paper-and-pencil test (Order 1) was administered first in a pair of 
tests (mean = 1.85) and highest levels when they were subsequently transferred 
to the computerized adaptive test (mean= 2.06). However, when students were 
first administered the computerized test (Order 2), their reported levels of 
nervousness remained about the same across. both tests. 

Figure 11 
Two-Way Interaction of Mode of Administration 

and Bias-Reduction (BR) for Nervousness Scale Scores 
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The ModeXBR interaction was also marginally significant (p=.06). 
Inspection of the graph of this interaction (Figure 11) indicates that the 
students reported equal levels of nervousness in both BR and NBR tests when 
they were administered adaptively by computer. Hhen tests were administered 
by paper-and-pencil, however, lower levels of nervousness were observed in 
the BR condition. 

There was also a statistically significant (p=.007) OrderxBR interaction. 
Interpretation of this interaction is complicated by the presence of a four
way RacexOrderXBRXKR interaction (p=.037), which is shown in Figure 12. As 
Figure 12 shows, reported nervousness of Black and ~fuite students was differ
entially affected by the Order, KR, and BR test administration conditions. 
Black students reported lower levels of nervousness when the computerized 
adaptive test was administered first if the tests were administered in the BR 
mode (with or without KR) and when the NBR test was administered without KR; 
they reported highest levels of nervousness when the NBR adaptive test was 
administered first with KR. For the Black students, lowest levels of ner
vousness were reported in the BR, No-KR condition, regardless of test order. 
For the '•fuite students, order of administration did not affect their reported 
nervousness in the BR, KR condition; the NBR, No-KR condition resulted in 
lowest levels of reported nervousness when the paper-and-pencil test was 
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Figure 12 
Four-Way Interaction of Race, Order of Administration, 
Knowledge of Results (KR), and Bias-Reduction (BR) for 

Nervousness Scale Scores 
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administered first and highest levels of nervousness when it was admini.stered 
second. Order of administration also affected the Fhite students in opposite 
ways under the other two test administration condition combinations. 

Motivation. The means and standard deviations of responses on the 
Motivation scale are given in Appenuix Tables L and N; results of the analysis 
of variance for this scale are given in Table 8. Again, there was a statis
tically significant (p<.Ol) main effect for mode of administration, with 
students reporting that they were more motivated to perform well when they 
were taking the computer-administered test (mean = 2.99; see Table N) than 
when they took the paper-and-pencil test (mean= 2.86). 

The ModexOrder interaction was marginally significant (p=.071) fo~c this 
scale, but it was subsumed in the significant (p=.022) four-way ModeXOrderx 
RacexBR interaction. The two-way ModeXBR and RaceXOrder interactions 1Nere 
also statistically significant (p=.OOS and .021, respectively); these 'Nere 
also subsumed in the significant RacexOrderxl-fodeXBR interaction,which is 
shown in Figure 13. 
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Figure 13 
Four-Way Interaction of Hade of Administration, Race, 
Order of Administration, and Bias-Reduction (BR) for 

Hotivation Scale Scores 
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Figure 13 shows that reported motivation was uniformly lower for Black 
students in Order 2 (CAT/P&P) than in Order 1 (P&P/CAT). However, Order 2 
had a greater effect on motivation reported after the paper-and-pencil test 
administration than after administration of the adaptive test. For the Black 
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Table 8 
Results of the Analysis of Variance for Motivation Scale Scores 

Degrees of Mean 
Source of Variation Freedom Sguare F t?.* 
Between Subjects 

Main Effects 
Race 1 1.00 1.16 .283 
Order 1 .22 .25 .616 
Knowledge of Results (KR) 1 .20 .23 .628 
Bias Reduction (BR) 1 .00 .00 .997 

Two-Way Interactions 
Race x Order 1 4.68 5.41 .021 
Race x KR 1 .21 .24 .624 
Race x BR 1 .29 .34 .562 
Order x KR 1 .79 .91 .340 
Order x BR 1 .02 .03 .867 
KR x BR 1 .16 .19 .665 

Three-Way Interactions 
Race x Order x KR 1 1. 69 1. 96 .164 
Race x Order x BR 1 .39 .44 .506 
Race x KR x BR 1 .92 1.07 .303 
Order x KR x BR 1 2.34 2.70 .102 

Four-Way Interaction 
Race x Order x KR x BR 1 5.10 5.89 .016 

Error 185 .87 
Within Subjects 

Hain Effect 
Mode 1 2.17 14.04 .000 

Two-Way Interactions 
Mode x Race 1 .09 .59 .445 
Mode x Order 1 .51 3.31 .071 
Mode X KR 1 .25 1.64 .202 
Mode x BR 1 1. 25 8.09 .005 

Three-Way Interactions 
Mode x Race x Order 1 .02 .16 .689 
Mode x Race x KR 1 .31 2.01 .158 
Hode x Race x BR 1 .21 1. 33 .251 
Hode x Order x KR 1 .25 1.60 .208 
Hode x Order x BR 1 .13 .84 .360 
Hode X KR X BR 1 .01 .08 .783 

Four-Way Interactions 
Hode x Race x Order XKR 1 .17 1.10 .297 
Hode x Race x Order x BR 1 .83 5.35 .022 
Hode x Race x KR x BR 1 .01 .04 .833 
Hode x Order x KR x BR 1 .38 2.47 .118 

Five-Way Interaction 
Hode x Race x Order XKR X BR 1 .03 .20 .654 

Error 185 .15 
*Estimated probability of error in rejecting the null hypothesis of no 
mean differences. 
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students, lowest levels of motivation in both orders of administration were 
reported for the NBR paper-and-pencil test; highest levels of reported 
motivation were reported in Order 1 on the BR adaptive test. In general, 
order of administration had an opposite effect on White students; reported 
levels of motivation were higher for Order 2 than for Order 1. For Whites, the 
BR adaptive test resulted in lowest levels of reported motivation when it was 
administered second and highest levels when it was administered first. For 
both the Black and vfuite groups, the NBR adaptive test was the only testing 
condition for which order of administration did not affect reported motivation. 

Guessina. The means and standard deviations of responses on the Guessing 
scale are reported in Appendix Tables M and N, and the results of the analysis 
of variance for that scale are given in Table 9. 

Figure 14 
Three-Way Interaction of Mode of Administration, Race, and· 

Order of Administration for Guessing Scale Scores 

2.50 

2.40 

2.30 

2.20 

2.10 

/ 

2.0 

Blacks Whites 
Racial Group 



-27-

Table 9 
Results of the Anall:si• of Variance for Gueaaing Scale Score• 

Degrees of Mean 
Source of Variation Freedom Sguare F 12* 
Between Subjects 

Main Effects 
Race 1 .47 .63 .429 
Order 1 .51 .68 .412 
Knowledge of Results (KR) 1 .10 .14 .710 
Bias Reduction (BR) 1 .33 .44 .507 

Two-Way Interactions 
Race x Order 1 .00 .00 .953 
Race x KR 1 1. 73 2.31 .130 
Race x BR 1 . 05 .06 .800 
Order x KR 1 .21 .28 .596 
Order x BR 1 .18 .24 .627 
KR x BR 1 .25 .34 .562 

Three-Way Interactions 
Race x Order x KR 1 1.34 1. 79 .183 
Race x Order x BR 1 .22 .29 .591 
Race x KR x BR 1 .17 .22 .636 
Order x KR x BR 1 2.74 3.67 .057 

Four-Way Interaction 
Race x Order X KR X BR 1 .47 .63 .427 

Error 185 .75 
Within Subjects 

Hain Effect 
Hade 1 2.06 6.06 .015 

Two-Way Interactions 
Hade x Race 1 .34 1.01 .316 
Mode x Order 1 .00 .01 .936 
Mode XKR 1 .04 .11 .739 
Mode X BR 1 .85 2.52 .114 

Three-Way Interactions 
Mode x Race x Order 1 1.26 3. 72 .055 
Mode x Race x KR 1 .17 .50 .480 
Mode x Race x BR 1 .03 .08 .781 
Mode x Order x KR 1 .27 .79 .375 
Hade x Order x BR 1 1.53 4.51 .035 
Hade x KR x BR 1 .01 .04 .838 

Four-Way Interactions 
Mode x Race x Order XKR 1 .06 .19 .664 
Mode x Race x Order X BR 1 .00 .00 .963 
Mode x Race x KR x BR 1 .01 .04 .850 
Hade x Order x KR x BR 1 .22 .65 .421 

Five-Way Interaction 
Mode x Race x Order XKR X BR 1 .38 1.13 .290 

Error 185 .34 
*Estimated probability of error in rejection of the null hypothesis of no 

mean differences. 



-28-

Again, there was a statistically significant (p<.02) main effect for 
mode of administration, with all students reporting that they guessed more 
often on the conventional paper-and-pencil tests (mean = 2.34) than on the 
computer-administered adaptive tests (mean= 2.21; see Table N). The 
interpretation of this difference was complicated by the significant Mode:< 
RacexOrder interaction (p=.055), shown in Figure 14. In three of the four 
ModexOrder conditions,the Black students reported that they guessed less than 
did the lThite students. Lowest levels of guessing were reported by Black 
students on the computer-administered adaptive tests, particularly when the 
computerized test was administered first (Order 2). White students reported 
highest levels of guessing, on both the adaptive and paper-and-pencil tests, 
when the paper-and-pencil test was adNinistered first (Order 1); they 
reported lowest levels of guessing on both tests when the adaptive test \~as 
administered first (Order 2). 

The three-way ModeXOrderXBR interaction was also statistically signifi
cant (:7=.035) and is shown in Figure 15. The highest level of guessing was 
reported on the NRR paper-and-pencil test when it was administered first 
(Order 1). Lowest levels of guessing \~ere reported on the BR adaptive test 

Figure 15 
Three-Hav Interaction of Mode of Administration, 
Order of Administration, and Bias-Reduction (BR) 

for Guessing Scale Scores 
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'lhen it was administered first (Order 2). For three of the four comparisons 
between the adaptive and conventional tests, lower levels of guessing were 
reported on the adaptive tests; the exception was the BR adaptive test when it 
was administered first in the pair (Order 1). 

The three-way OrderxKRxBR interaction was also marginally significant 
(v=.OS7); Figure 16 shows the mean guessing scores for these test administration 
c~nditions. Highest levels of guessing were reported under Order 1 (P&P/CAT) 
when the NBR test was administered without KR; when the same test was admin
istered under the reverse order, lowest levels of guessing were reported. 

<1) 
H 
0 
u 

(fl 

Figure 16 
Three-Way Interaction of Order 
of Administration, Knowledge of 

Results (KR), and Bias-Reduction (BR) 
for Guessing Scale Scores 
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Relationshiv Between Ability Estimates and Psychological Reactions 

Table 10 shows the Pearson product-moment correlations between the 
Bayesian ability estimates for the conventional paper-and-pencil and 
computerized adaptive tests and corresponding scores on the psychological 
reaction scales for each test. These data show that the only psychological 
variable which was not related to ability scores was reported motivation. 
There was a small to moderate tendency for students who performed better on the 
tests to be less nervous (p=-.25 for the paper-and-pencil test; p=-.16 for 
the adaptive test) and to report less tendePcy to guess (p=-.30) for the 
paper-and-pencil test. The strongest relationship was between ability 
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scores and students' reactions to knowledge of results. Higher ability 
students felt better about receiving KR (r=-.44 for the paper-and-pencil test; 
r=-.38 for the adaptive test) than lower ability students. This is not 
surprising in the paper-and-pencil test, where lower ability students would 
receive more negative feedback on their performance; but the effect also held 
for the adaptive test, which should have provided comparable amounts of 
positive and negative feedback for high- and low-ability students. In all 
cases where the psychological variables related to the ability scores (i.1~., 
nervousness, reaction to knowledge of results, and guessing), the relationship 
between these vari3bles was stronger in the conventional paper-and-pencil 
test than in the computerized adaptive test. This may indicate a "homogenizing" 
effect on students' reactions to testing when tests are administered 
adaptively by computer. 

Table 10 
Correlations of Bayesian Ability Estimates on the Conventional 
Paper-and-Pencil (P&P) and Computerized Adaptive Tests (CAT) 

with Psychological Reactions Scale Scores 

Test 
P&P 
CAT 

Nervousness 
-.25** 
-.16* 

*p<. 05; **p<. 01 

Knowledge of 
Results (KR) 

-.44** 
-.38** 

DISCUSSION 

Motivation 
.03 

-.04 

Guessing 
-.30** 
-.05 

The results indicate that the bias-reduced strategy of test construction 
used in this study to reduce racial performance differences was partially 
successful. Although the BR tests contained some items which clearly 
favored Black students, the majority of the items represented only a 
reduction in the degree to which the items favored White students over the 
NBR tests. In general, the 1~ite students obtained higher ability estimates 
than the Black students. However, mean ability estimates for the Black 
students were comparable to those of the White students on both the conven
tional paper-and-pencil and computerized adaptive tests when the bias-reduced 
tests were given without the provision of KR. When KR was provided on 
the BR tests, Black students obtained significantly lower mean ability 
estimates than White students. 

This negative effect of KR appears to be contrary to the earlier 
reported data (Weiss, 1975) showing that KR itself eliminated mean racial 
differences in scores. What is similar between the two studies, however, 
is the finding that certain combinations of test administration conditions 
can reduce mean racial differences in ability estimates to nonsignificant 
levels. These results suggest that observed racial differences in verbal 
ability may be largely a function of test administration conditions, rather 
than a reflection of true racial differences. 

The differences in the effects of KR on the Black students in this study 
and in the previous study may have been the result of differences in the way 
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KR was administered. In the earlier study the KR administered to both 
groups was designed to be specifically meaningful to the Black students. 
That is, KR was administered in terms which were derived from Black high 
school students, such as "right on." This form of feedback may have been 
more motivating to the Black students than the more typical feedback terms used 
in the present study. Black students in this study did report less favorable 
reactions to KR than White students, indicating that it "made them nervous" 
and "inhibited their concentration," thus potentially interfering with 
their test performance. 

Another possible reason for the relatively high performance of Black 
students on the BR test under No-KR conditions and low performance under 
KR conditions relates to the item characteristics and difficulties of the 
tests. As mentioned above, the BR tests contatned some words which were 
more appropriate for Black students, but the majority of the words repre
sented only a reduction in the degree to which the items favored White 
students over the NBR test. Analysis of the nervousness reaction data 
indicated that the Black students were less nervous in the BR condition, 
presumably because some of the items appeared to be more appropriate for 
them. This effect was strongest for the paper-and-pencil test, as was 
the combined effect of bias-reduction and no knowledge of results for 
ability scores. While reduced nervousness may have aided performance on 
BR tests when No-KR was provided, BR performance was markedly reduced 
when KR was given, especially on the paper-and-pencil test. In the 
paper-and-pencil test this may have been due to the fact that the mean 
ability level for the Black students was lower than the ability level at 
which the conventional test was peaked. Thus, while the BR tests should 
have appeared to be easier for the Black students than the NBR tests, 
substantial negative feedback would have been received under the KR 
condition, possibly offsetting the positive psychological effects of 
taking the BR tests without receiving knowledge of results. When a Black 
student responded incorrectly to an item, in effect, the student was being 
told that he or she did not know the meaning of a "Black-type" word. It 
seems reasonable that negative feedback would have a stronger effect under 
these circumstances than in the NBR condition, an interpretation which is 
consistent with the result that Black students were less favorable to KR 
than Hhite students. 

This interpretation suggests that the motivational effects of KR may 
depend on the difficulty of the test for an examinee and, in oarticular, 
the proportion of negative versus positive feedback which the examinee 
receives. Figure 4 shows that for the Black students the negative effect 
of KR as provided in this study was stronger in the conventional paper
and-pencil test than in the computer-administered test. This may be due to 
the adaptive nature of the computer-administered test, which tends to equalize 
the amount of negative and positive KR each student receives, thus possibly 
reducing the adverse effects of negative KR. 

The measurement properties of the BR tests were not as good as those of 
the NBR tests. Because of their item selection strategy, the NBR tests were 
substantially more discriminating than the BR tests. Related to this 
increased item discrimination was the increased precision of ability estimates 
in the NBR tests as indexed by the Bayesian posterior variances of these 
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estimates. The lower levels of discrimination in the BR tests are consistent 
with the finding of Church et al. (1978) that "Black-type" words are less 
discriminating than more standard vocabulary test words for both Black and 
White students. 

The data also permit some conclusions regarding conventional and 
adaptive testing strategies. Correlations of ability estimates across 
the two testing modes found substantial (r=.73), but not perfect, agreement 
between individual ability estimates. The distributions of the two sets of 
estimates suggested that divergence from stronger agreement was in part due 
to the adaptive test spreading individuals out more on the ability continuum 
than did the peaked tests. This may reflect the better measurement in the 
tails of the distribution, which is typical of adaptive tests. More equi
precise measurement was apparent in this study when the computerized adaptive 
and conventional paper-and-pencil tests were both non-bias-reduced. Under 
this condition, the ability estimates from the computer-administered adaptive 
test had smaller posterior variances except in the range of abilities where 
the paper-and-pencil test was peaked. For the BR tests, the paper-and-pencil 
test was more precise except for low-ability students. This differential 
effectiveness of the adaptive test under BR and NBR conditions implies that 
the selection of items within strata in stradaptive tests should be on thE 
basis of item discriminations if the desired result is maximum precision, as 
has been suggested by Weiss (1974). 

The data also show (Figure 4 and Table 10) that computerized adaptive 
testing also reduced the effects of other variables (e.g., KR, BR) on mean 
ability test performance in comparison to conventional paper-and-pencil test 
administration. 

The clearest findings from the present study relate to the psychological 
effects of adaptive and conventional tests and the KR and BR variables on the 
two racial groups. The computer···administered adaptive test motivated both 
racial groups more than the conventional paper-and-pencil tests, as reflected 
in the significant main effect for the motivation dependent variable. The 
significant ModeXOrderxRaceXBR interaction for motivation scores (see Figure 13) 
indicated that under both BR and NBR conditions, the motivation level of the 
Black students was much lower on the paper-and-pencil test when it was taken 
second (Order 2). With the exception of the NBR adaptive test in Order 1, 
which was the only condition free of order effects, the Black students reported 
higher levels of motivation on the computerized adaptive test as compared to 
the paper-and-pencil test under both BR and NBR conditions. The strong order 
effect observed for the Black students was not generally found for the White 
students. For White students, motivation was highest for the adaptive test 
except when it was bias-reduced and was taken second. 

The generally higher levels of reported motivation on the computer
administered adaptive test for both groups, but especially for the Black 
students, may have been a joint function of the novel testing format and the 
adaptive nature of the test; the test should have appeared less difficult 
than the conventional paper-and-pencil test, which was peaked above both racial 
groups' mean ability levels. The fact that the computerized adaptive test was 
able to actually increase motivation when it was given second, in contrast to 
the apparent fatigue effect (especially for Black students) when the paper-and-
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pencil test was given second, is especially encouraging for the use of this 
mode of test administration. 

The data in Figure 13, and the marginally significant ModeXOrderXRace 
effect which it subsumes, suggest that the motivation of Black students 
suffered more when the paper-and-pencil test was given second. The data 
also suggested that Black students preferred to take the paper-and-pencil 
test first and the computerized adaptive test second, while White students 
preferred the opposite. This significant ModexOrderxRace effect appeared 
elsewhere in the results. For the number of omitted responses variable, 
Black students omitted the most items when the paper-and-pencil test was 
taken second (see Figure 8) and the fewest items when the paper-and-pencil 
test was taken first. The opposite was true for the White students. 
Similarly for the guessing variable (see Figure 14), Black students reported 
~uessing least (omitted more, were less motivated) when the paper-and-pencil 
test was administered second, while the White students guessed more when 
this test was administered first. These findings suggest that the differential 
sequential effect of the computer-administered and paper-and-pencil tests may 
be greater for the Black students. That is, once the novel computer-administered 
adaptive test had been given, the Black students seemed less interested in 
taking a conventional paper-and-pencil test. This would support the general 
conclusion of Johnson and Mihal (1973) that conditions of test administr2tion 
can affect test-taking motivation. 

Interestingly, while both Black and White students reported higher 
motivation on the computer-administered adaptive tests, they also reported 
more nervousness for this condition, as reflected in the significant main 
effect for the mode factor with the nervousness dependent variable. In fact, 
the significant ModexOrder interaction for nervousness (see Figure 10) 
indicated that when the computerized adaptive test was given first (Order 2), 
the increased nervousness carried over into the paper-and-pencil test, 
which was given second. When the paper-and-pencil test was given first 
(Order 1), nervousness was substantially lower until the computerized adaptive 
test was given, at which time it rose sharply. The higher reported motivation, 
but also nervousness, associated with administration of computerized adaptive 
tests suggests that during the administration of this test there was a general 
increased level of arousal or attention. 

A further possible advantage of the computerized adaptive test over the 
conventional paper-and-pencil test was that students reported more guessing 
on the paper-and-pencil tests, which may be due to the fact that the adaptive 
test presented more items closer to the student's ability level. This 
apparent advantage resulted from the fact that the point at which the paper
and-pencil test had been peaked was above the ability level of the students. 
It is supported by the finding that higher ability students, besides reporting 
less nervousness, also reported less guessing. 

A final interesting difference between the two modes of administration 
involves the differential relation of actual ability estimates to the various 
psychological reactions. Three of the four psychological dependent variables 
(reaction to knowledge of results, nervousness, and guessing) had statistically 
significant correlations with ability estimates in the expected direction. 
Thus, higher ability students reported more favorable reactions to knowledge 
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of results, less nervousness, and less guessing. In all three cases, the re
lationship between estimated ability levels and psychological reactions was 
stronger for the conventional paper-and-pencil test. This supports the 
important conclusion that the computer-administered adaptive test was success
ful in reducing the effects of extraneous variables on test performance and 
is consistent with the findings and interpretation above, which suggested 
that Black students were less tolerant of paper-and-pencil tests and that both 
groups were more motivated on the adaptive test. 

The data also showed racial differences in reactions to the prov1s1on 
of knowledge of results. While Black students felt less favorable about 
KR, as indicated earlier, a significant RacexKR interaction for the number 
of omitted responses score indicated that the presence of KR induced Black 
students to omit fewer items than under the No-KR condition. White students 
omitted the same average number of responses under both conditions. Thus, 
while KR made Black students more nervous, it also caused them to omit fewer 
responses. This implies that similar to the effects suggested above for 
computerized administration, the KR condition caused an increase in general 
arousal, or interest in one's performance. While this arousal could take 
the form of nervousness, reaction to KR was more favorable for both groups 
during the second test (see Figure 9), suggesting a familiarity effect. 

Conclusions 

Selection of items on the basis of an index of bias has been shown to 
reduce racial differences in mean performance on verbal ability tests when 
other variables, such as motivational factors, do not interfere with the 
effect. Since item selection based on bias-reduction alone can result in 
less precise measurement, simultaneous consideration of more traditional 
item statistics, such as item discrimination, should also be made in the 
development of bias-free tests. 

The differential motivational impact of computer-administered versus 
conventional paper-and-pencil tests was given strong support in this study, 
and therewereseveral indications that the psychological contrast between 
computer-administered and paper-and-pencil tests may differ for Black and 
White students. If this can be replicated, it may be possible to obtain 
more comparable motivational states across racial groups using computer
administered tests. In addition, the reaction to provision of knowledge 
of results differed for Black and White students. 

This study has shown that ability test scores, and the reactions of 
different groups to ability tests, are to some extent a function of the 
conditions under which these tests are administered. The results support 
earlier studies on the effects of test administration conditions on both 
ability test scores and psychological reactions to testing (e.g., Betz & 
Weiss, 1976; Prestwood & Weiss, 1978). These data imply the need for further 
study of the effects of test administration conditions on members of minority 
groups to determine those administration conditions which maximize their 
ability estimates either directly or through their effects on the psychological 
environment of testing. 
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APPENDIX: SUPPLEMENTARY TABLES 

Table A 
Examples of Vocabulary Items 

Items from Black Literature and Black Psychologist 

Ranking 
1. Hurdering 
2. Exchange of insults 
3. Pig's intestines 
4. Fried cow's tail 
5. Olympic event 

Shiv 
1. 
2. 
3. 
4. 
5. 

Politician 
Genius 
Book 
Drifter 
Knife 

Gatemouth 
1. Gossiper 
2. Doorway 
3. Jazz musician 
4. Dog 
5. Fat person 

Swag 
1. 
2. 
3. 
4. 
5. 

Construction worker 
Beggar 
Corrupt politician 
Stolen goods 
Garbage 

"h'hite" type items from vlebster Is Seventh Collegiate Dictionary 

Borsch Torte 
1. Overcoat 1. Cake 
2. Dog 2. Twist 
3. Porter 3. Shirt 
4. Soup 4. Crime 
5. Chamber 5. Answer 

Afghan Gefilte Fish 
1. Alien 1. Type of fish 
2. Harbor 2. A game 
3. Canvas 3. Food 
4. Vista 4. A sport 
5. Blanket 5. Sucker 

Items from Standardized Vocabulary Tests 

Accumulate Reinforce 
1. Become cloudy 1. Speak loudly 
2. Get angry 2. Come again to 
3. Get dirty 3. Revise 
4. Imitations 4. Apply again 
5. Claws 5. Hake stronger 

Oppressed Capitulate 
1. Wrinkled 1. Entitle 
2. Expressed 2. Surrender 
3. Husically talented 3. Behead 
4. Disowned 4. Put in charge 
5. Put down 5. Congratulate 



Item a 
Stratum 7: 
( 15 items) 
152 2.87 
162 1. 58 
166 1.19 

1256 1.12 
114 1.05 

1276 1.03 
1229 1.01 
1220 . 90 
1249 . 64 
1264 . 'iS 
1206 . 28 
1232 .26 
1245 . 22 
1257 .22 
1278 .22 

Stratum 6: 
(17 -items) 
1291 2.08 
1303 1. 52 

4 3 l. 49 
1274 1.44 
1243 l. 22 
1317 1.19 

188 1.18 
1201 .98 
1240 . 97 
1222 . 90 
1217 .74 
121 'i . 72 
1279 . 68 
1438 . 64 
1309 .48 
130'i l. 31 

52 1. 70 

Stratum 5: 
(32i-tem~) 

112 2.22 
106 I. 61 

14'30 I. 27 
116 I. 26 

b 

l. 70 
l. 57 
2. 07 
l. 52 
2.34 
l. 60 
2.40 
l. 90 
2. 31 
2.54 
l. 54 
3.18 
3.98 
l. 61 
3. 43 

l. 02 
1.14 
1.00 
1. 21 
1. 23 
1. 26 

.95 
l. 01 

.91 
l. 29 
1. 27 
1. 26 
1. 05 
l. 36 
I. 10 
I. 14 
l. 46 

. 32 
• '>I 
.'iO 
.88 

Table B 
Item ~umbers, Discrimination (a), Difficulty (b), and Bias Parameters for Items in the 

Vocabul<l_!L_Stradaptive Item Pool (e=.20 for All Items) 

Bias 

.35 
-.18 

.08 

.96 

.06 
1. 02 

-1.20 
.26 

1. 53 
. 52 
.09 

-3.36 
-4.44 
-3.08 
-3.97 

l. 39 
1. 07 
1. 57 
1. 28 
1. 28 
l. 03 
1. 01 

.34 

.74 
1. 37 

.88 
l. 35 
1. 61 

.22 
-.30 
1. 03 

.90 

.86 

.63 
l. lh 

.HY 

Item a b Bias Item a b Bias Item a b 
Stratum 5, cont'd.: Stratum 4, cont'd.: Stratum 3, cont'd.: 
1300 --r-.f2---.11 .64 111s 1.16 -.os .95 1281 .84 -.38 
1227 1.19 .34 .90 1429 1.11 .24 1.26 1408 .82 -.31 
1290 1.18 .34 .72 628 1.09 -.22 .76 1412 .81 -.60 
1425 1.17 .68 .85 1289 1.08 .17 1.39 202 .81 -.47 
1251 1.11 .84 2.00 1228 1.07 .26 .19 1287 .73 -.47 
1219 1.10 .38 .41 191 1.05 -.02 .24 88 .62 -.59 
1244 1.06 .39 .51 1423 1.02 .01 .60 1248 .35 -.50 

127 1.05 .55 .52 1298 1.01 -.28 .60 1301 .28 -.53 
1265 1.03 .32 1.55 1284 1.01 -.09 .94 
1213 .98 .47 1.12 SOl 1.00 .03 .27 
1321 .96 .68 .52 1260 .99 .24 -.12 
1325 .87 .69 1.09 1313 .89 -.23 .47 
1225 .84 .48 .40 1268 .85 -.00 .11 
1238 .79 .64 2.97 1231 .85 .25 .77 
1497 .76 .45 1.04 1324 .84 -.10 .76 
1280 .75 .34 .16 1236 .76 -.26 .51 

95 .70 .40 1.40 1208 .74 .22 .92 
648 .59 .87 .66 63 .69 .11 .30 
237 .48 .88 -.32 1316 .65 .25 1.46 

1204 
322 

1202 
1242 
1223 
1216 

173 
235 

51 

.43 

.41 

.33 

.09 

.09 
l. 01 
1.68 
1. 38 
1. 76 

Stratum 4: -----
(3 5 items) 

. 52 

.82 

.65 

.80 

.84 

. 57 

.33 

.86 

.68 

27 2.10 -.27 
123 2.03 .07 

1410 1.79 -.14 
1419 1.54 -.13 
1422 1.50 .01 

190 1.46 -.24 
1426 1.36 -.09 
1207 1. 34 . 16 

47 I. 32 .27 
1420 

5 
1413 

1. 32 
i.L"> 
l. 21 

. 01 
-.26 

.25 

.41 1252 .56 -.11 -.54 
1.33 1299 .53 -.03 -.20 
-.10 199 .52 -.04 .54 

-4.57 101 2.07 .16 .62 
-5.46 

. 59 

.99 
1.03 
1. 09 

. 59 
• 2 5 
.98 
. 7 5 

1.04 
. 34 
. 91 
.44 

-. 20 
1. 20 
.no 

1. 11 

Stratum 3.: 
czs-items)-

96 1.79 -.42 
23 1.42 -.45 

1320 
1323 

86 
28 

1293 
1414 
1403 

32 
1212 
1304 
1246 
1421 
129') 
1 ')t n 
l J l\.1 

lh 

1. 31 
1. 20 
1.16 
1.12 
1. 07 
1. 04 
l. 04 

.96 

.95 

.94 

.94 

.93 

.92 

.()() 

.90 

-.62 
-.40 
-.36 
-.74 
-.47 
-. 7 3 
-.89 
-.59 
-.87 
-.31 
-.88 
-.42 
-. 77 

.85 
-.80 

. 74 
1.18 

.60 

.68 

.88 
1.00 

. 64 

.70 
1.09 

.94 
1.33 

.77 

. 62 

.23 
I. 08 

. y, 
l. 2 5 

Stratum 2: 
(16 items) 
1407 1.78 

65 1. 29 
1409 1.25 
1259 1. 20 

182 1.14 
25 1.12 

1405 1. 09 
1282 1.08 
1235 . 79 
1311 .77 
1262 . 76 
1322 . 74 

19 .73 
1312 .62 
1318 .60 
1406 . 53 

Stratum 1: 
(iT-items) 
1400 
1404 
1402 

122 
1234 

71 
66 

1272 
1275 
1239 

240 

1.49 
1. 32 
1.13 
1. 10 

.90 

.75 

. 69 

.63 

. 56 

. 52 

. 41 

-1.42 
-1.06 
-1.15 
-.91 

-1.47 
-1.30 
-1.04 
-.91 
-.94 

-1.22 
-.94 
-.96 

-1.20 
-.91 

-1.05 
-.92 

-1.64 
-1.57 
-1.79 
-1.91 
-1.83 
-1.94 
-1.64 
-1.59 
-2.04 
-1.66 
-1.95 

Note. For till' hias-n'dun'd adaptive test, the items we>re orden'd within- eacl;-;.;-(:-~;-t-u-m~ incr-~~~ing ,;-rde~--;.;-fbias. 

Bias 

1. 40 
1.11 
1. 01 

.88 
1.05 
1. 30 

-1.11 
-.21 

. 59 

.54 

.92 

.30 
.70 
.96 
.59 
.79 
.01 

1. 35 
-.35 
1.02 

.73 

.82 
1.06 

.08 

.26 

.44 

. 58 

.77 

.66 
2.05 
-. 20 

.30 
-.03 
-. 36 
3.73 

I 
w 
00 
I 
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Table C 
Item Numbers, Discrimination (a)' Difficulty (b), and Bias Parameters for Items 

in the Vocabulary Pencil-and-PaEer Tests 

Non-Bias-Reduced Bias-Reduced 
Item No. a b Bias Item No. a b Bias 

52 1. 70 1. 46 .90 1204 .43 .52 .41 
1302 1. 50 .87 1. 21 1414 1. 04 .73 .70 
1418 1. 52 .13 .84 501 1. 00 .03 .27 

189 1. 78 . 60 1. 71 1211 2.27 .18 .28 
85 1.54 .29 .39 1223 .09 . 84 -5.46 
22 1. 42 - .13 .90 1260 .99 .24 - .12 

311 1. 50 .12 .22 47 1. 32 .27 - .20 
1305 1. 33 1.14 1.03 1240 .97 .91 .74 

105 1. 37 - .40 1.12 181 1.17 - . 66 .65 
1401 1. 59 -1.48 . 37 1401 1. 59 -1.48 . 37 
1411 1.85 .09 1. 24 191 1. 05 - .02 .24 
1254 1. 68 - .60 .95 1323 1. 20 - .40 .68 

285 1. 48 . 35 . 74 1201 .98 1. 01 .34 
1415 1. 29 - . 69 .76 1219 1.10 .38 .41 
1416 2.04 - . 21 .74 1228 1. 07 .26 .19 
1211 2.27 .18 .28 1244 1.06 .39 .51 

51 1. 76 .68 1.09 311 1. 50 .12 .22 
522 1. 36 .12 .62 1299 .53 - .03 - .20 
121 1.18 - . 92 .89 1235 . 79 - .94 .01 
181 1.17 - .66 . 65 1248 .35 - .50 -1.11 



Table D 
Test Reaction Questions, by Scale 

Scaled Score Knm.;rledge of Results Scale 

1 ._: 

2 0 
3 0 
4 ... 

DID RECEIVING FEEDBACK AFTER EACH 
QUESTION INTERFERE WITH YOUR ABILITY 
TO CONCENTRATE ON THE TEST? 

NO, NOT AT ALL 
YES, SOMEWHAT 
YES, MODERATELY SO 
YES, VERY MUCH SO 

DID GETTING FEEDBACK AFTER EACH 
QUESTION MAKE YOU NERVOUS? 

1 0 NO, NOT AT ALL 
2 [j YES, SOMEWHAT 
3 0 YES, MODERATELY SO 
4 0 YES, VERY MUCH SO 

--------------·-------
Scaled Score Nervousness Scale 

WERE YOU NERVOUS WHILE TAKING THE 
TEST? 

1 ~ NOT AT ALL 
2 0 SOMEWHAT 
3 0 MODERATELY SO 
4 0 VERY MUCH SO 

DID NERVOUSNESS WHILE TAKING THE TEST 
PREVENT YOU FROM DOING YOUR BEST? 

4 0 YES, DEFINITELY 
3 0 YES, SOMEWHAT 
2 [] PROBABLY NOT 
1 0 DEFINITELY NOT 

Scaled Score Motivation Scale 

DID YOU CARE HOW viELL YOU DID ON THE 
TEST? 

4 C1 I CARED A LOT 
3.2 0 I CARED SOME 
2.4 0 I CARED A LITTLE 
1. 6 0 I CARED VERY LITTLE 

. 8 (] I DIDN'T CARE AT ALL 

Scaled Score Motivation Scale (cont'd.) 

1 0 
2 0 
3 0 
4 0 

DID J_"CU FEEL CHALLENGED TO DO AS 
WELL AS YOU COULD ON THE TEST? 

NOT AT ALL 
SOMEWHAT 
FAIRLY MUCH SO 
VERY MUCH SO 

WERE YOU INTERESTED IN KNOWING 
f.lFETHER YOUR ANSWERS WERE RIGHT OR 
WRONG? 

4 0 I HAS VERY INTERESTED 
3 [] I HAS MODERATELY INTERESTED 
2 0 I HAS SOMEHHAT INTERESTED 
1 [] I DIDN'T CARE AT ALL 

Scaled Score Guessing Scale 

4 
3.33 
2.67 
2 
1. 33 

.67 

.8 
1.6 
2.4 
3.2 
4 

ON HOW MANY OF THE QUESTIONS DID YOU 
GUESS? 

[] ALMOST ALL OF THE QUESTIONS 
[] MORE THAN HALF OF THE QUESTIONS 
Q ABOUT HALF OF THE QUESTIONS 
[J LESS THAN HALF OF THE QUESTIONS 
0 AU10ST NONE OF THE QUESTIONS 
0 NONE OF THE QUESTIONS 

HOW OFTEN WERE YOU SURE THAT YOUR 
ANSWERS TO THE PUESTIONS WERE COR
RECT? 

0 1. ALMOST ALWAYS 
[] 2 . MORE THAN HALF OF THE TIME 
0 3. ABOUT HALF OF THE TIME 
0 4. LESS THAN HALF OF THE TIME 
0 5. ALMOST NEVER 

I 
~ 
0 
I 
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Table E 
Means and Standard Deviations of Bayesian Posterior Ability Estimates 
as a Function of Ability Estimates for Adaptive and Conventional Tests 

in Non-Bias-Reduced and Bias-Reduced Conditions 

Bayesian 
Ability Non-Bias-Reduced Condition Bias-Reduced Condition 
Estimate Conventional Adaptive Conventional Adaptive 
Interval Test Test Test Test 

Lo Hi N He an S.D. N He an S.D. N He an S.D. N He an S.D. 
-2.0 -1.81 0 7 .080 .006 2 .169 .002 6 .114 .016 
-1.8 -1.61 2 .103 .000 2 .089 .012 8 .195 .017 4 .131 .012 
-1.6 -1.41 7 .116 .013 6 .092 .026 12 .180 .035 6 .122 .028 
-1.4 -1.21 19 .114 .016 8 .078 .008 10 .158 .037 6 .142 .033 
-1.2 -1.01 14 .ll5 .018 9 .077 .009 10 .189 .031 9 .134 .013 
-1.0 - .81 20 .106 .025 13 .092 .024 13 .174 .043 8 .177 .054 
- .8 - .61 12 .098 .023 16 .082 .008 ll .143 .018 6 .152 .033 
- .6 - .41 8 .089 .021 15 .103 .034 4 .130 .012 9 .160 .031 
- .4 - .21 8 .088 .015 9 .106 .037 12 .150 .014 15 .180 .027 
- .2 - .01 ll .073 .046 7 .093 .007 15 .114 .062 10 .136 .100 

. 0 .19 4 .086 .008 10 .097 .028 3 .132 .016 8 .184 .029 

. 2 .39 4 .079 .003 3 .082 .017 4 .128 .005 7 .227 .054 

.4 .59 2 .087 .008 1 .068 .000 1 .140 .000 5 .233 .024 

.6 .79 0 0 3 .139 .008 0 

. 8 .99 0 0 2 .155 .005 2 .289 .028 
1.0 1.19 2 .139 .009 0 0 0 
1.2 1.39 0 1 .134 .000 0 0 
1.4 1.59 0 0 0 0 
1.6 1. 79 0 0 0 0 
1.8 2.00 0 1 .209 .000 0 1 .204 .000 
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Table F 
Means and Standard Deviations of Bayesian Ability Estimates 

for all Combinations of the Independent Variables 

Bias-Reduced Non-Bias-Reduced 
Knowledge No Knowledge Knowledge No Knowledge 
of Results of Results of Results of Results 

Group Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 
and Mode P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P 
Blacks 

CAT 
N 15 13 13 13 15 13 12 14 
Mean -.94 -.86 -.59 -.90 -.88 -.81 -1.13 -.82 
S.D. 1.02 .95 1.07 .93 .84 .94 .57 .58 

P&P 
N 15 14 13 14 15 13 12 14 
Mean -1.05 -.98 -.51 -.73 -.79 -.99 -.91 -.84 
S.D. .66 .77 .81 .62 .48 .71 .50 .62 

Whites 
CAT 

N 12 15 11 14 14 15 15 15 
Mean -.75 -.32 -. 77 -.56 -.58 -.60 -. 72 -.63 
S.D. .67 .78 .66 .88 .64 .74 .75 . 70 

P&P 
N 13 14 11 13 14 15 15 13 
Mean -.66 -.40 -1.04 -.58 -.78 -.68 -.42 -.55 
S.D. . 68 .54 .51 .62 .45 .50 .67 .57 

Table G 
Means and Standard Deviations of Bayesian Posterior Variances 

for all Combinations of the Independent Variables 

Bias-Reduced Non-Bias-Reduced 
Knowledge No Knowledge Knowledge No Knowledge 
of Results of Results of Results of Results 

Group Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 
and Mode P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P 
Blacks 

CAT 
N 15 13 13 13 15 13 12 14 
Mean .15 .17 .16 .16 .09 .11 .09 .08 
S.D. .04 .04 .04 .04 .02 .04 .01 .02 

P&P 
N 15 14 13 14 15 13 12 14 
Mean .18 .16 .16 .15 .10 .11 .10 .10 
S.D. .04 .04 .03 .03 .03 .02 .02 .01 

Whites 
CAT 

N 12 15 11 14 14 15 15 15 
Mean .15 .19 .15 .20 .11 .09 .09 .08 
S.D. .03 .06 .03 .06 .04 .02 .02 .01 

P&P 
N 13 14 11 13 14 15 15 13 
Mean .17 .14 .17 .15 .11 .09 .10 .10 
S.D. . 04 .03 .03 .04 .02 .02 .03 .03 
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Table H 
Means and Standard Deviations of Number of Omitted Responses 

Under All Combinations of the Independent Variables 

Bias-Reduced Non-Bias-Reduced 
Knowledge No Knowledge Knowledge No Knowledge 
of Results of Results of Results of Results 

Group Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 
and Mode P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P 
Blacks 

CAT 
N 15 13 13 13 15 13 12 14 
Mean 3.00 1. 38 3.08 3.38 2.13 1. 23 4.33 4.50 
S.D. 3.57 2.02 2.93 3.50 2.62 1.92 4.10 2.98 

P&P 
N 15 14 13 14 15 13 12 14 
Mean 2.07 2.86 1.77 4.50 1.87 .23 4.42 5.00 
S.D. 4.50 4.79 2.89 6.21 2.82 .60 5.45 6.67 

Whites 
CAT 

N 12 15 11 14 14 15 15 15 
Mean 3.17 2.27 2.73 3.00 2.21 1. 73 3.33 3.60 
S.D. 4.49 2.28 2.80 2.42 2.72 1. 98 4.62 3.18 

P&P 
N 13 14 11 13 14 15 15 13 
He an 3.46 1. 93 2.82 2.46 5.21 2.27 2.53 2.85 
S.D. 5.08 2.76 3.84 3.50 6.23 4.25 4.27 4.26 



-44-

Table I 
Means and Standard Deviations of Dependent Variables for the Combined 

Racial, Bias Reduction, Knowledge of Results, 
Order of Administration, and Mode of Administration Groups 

Posterior Number 
Bayesian Scores Variance of Omits 

Combined GrouEs N Mean S.D. N Mean S.D. N He an S.D. 
Racial 

B1acks 
CAT 108 -.87 .86 108 .12 .05 108 2.87 3.14 
P&P 110 -.85 .66 110 .13 .04 110 2.83 4. 75 

Whites 
CAT 112 -.61 .72 112 .13 .06 112 2.73 3.12 
P&P 108 -.63 .58 108 .13 . 04 108 2.94 4.36 

Bias Reduction 
Bias-Reduced 

CAT 107 -.70 .88 107 .17 .05 107 2. 72 3.03 
P&P 107 -.74 ,68 107 .16 .03 107 2.73 4.31 

Non-Bias-Reduced 
CAT 113 -.76 .73 113 .09 .03 113 2.87 3.24 
P&P 111 -.74 .58 111 .10 .02 111 3.03 4.80 

Knowledge of Results 
Knowledge of Results 

CAT 112 -. 71 .83 112 .13 .05 112 2.14 2.78 
P&P 113 -.79 .62 113 .13 .04 113 2.49 4.29 

No Knowledge of Results 
CAT 108 -.76 .78 108 .13 .05 108 3.47 3.34 
P&P 105 -.69 .64 105 .13 .04 105 3.30 4.81 

Order of Administration 
P&P/CAT 

CAT 107 -.79 .80 107 .12 .04 107 2.97 3.50 
P&P 108 -.76 .63 108 .14 .04 108 2.98 4.52 

CAT/P&P 
CAT 112 -.68 .81 112 .14 .06 112 2.65 2.74 
P&P 110 -. 72 .63 110 .13 .04 110 2.78 4.60 

Mode of Administration 
CAT 220 -. 73 .80 220 .13 .05 221 2.78 3.12 
P&P 218 -.74 .63 218 .13 .04 218 2.88 4.55 



Group 
and Mode 
Blacks 

CAT 
N 
Mean 
S.D. 

P&P 
N 
Mean 
S.D. 

Whites 
CAT 
ll 
He an 
S.D. 

P&P 
N 
Mean 
S.D. 
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Table J 
Means and Standard Deviations of 

Knowledge of Results Scale Scores 

Bias-Reduced Non-Bias-Reduced 
Group Order 1 Order 2 Order 1 Order 2 

and Mode P&P/CAT CAT/P&P P&P/CAT CAT/P&P 
Blacks 

CAT 
N 14 13 13 12 
Mean 1.89 1. 73 1.81 2.08 
S.D. .90 .90 .80 1.18 

P&P 
N 13 14 15 13 
Mean 2.31 1. 64 1.83 1. 69 
S.D. 1. 03 .72 .79 .75 

Whites 
CAT 

N 12 13 12 14 
Mean 1. 38 1.58 1. 38 1. 54 
S.D. .43 .61 .53 .54 

P&P 
N 11 14 13 12 
Mean 1.46 1. 29 1. 31 1. 46 
S.D. .47 .47 .44 .54 

Table K 
Means and Standard Deviations of the Nervousness Scale Scores 

Bias-Reduced Non-Bias-Reduced 
Knowledge No Knowledge Knowledge No Knowledge 
of Results of Results of Results of Results 

Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 
P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P 

14 13 13 14 13 12 12 14 
2.46 1.85 2.00 1. 75 1.85 2.29 2.25 1. 93 

.91 .69 .54 .51 .75 .72 .72 .80 

15 14 13 14 15 13 12 14 
1. 93 1.89 1. 73 1. 57 1. 90 2.27 2.21 1. 96 

. 94 1. 08 .70 .76 .71 .75 .78 .80 

12 13 11 12 12 14 14 13 
2.08 2.00 2.18 1.83 1. 96 1. 93 1. 71 2.23 

.63 .68 .46 .62 .66 .62 .47 .56 

12 14 11 13 14 14 13 13 
1.88 1. 96 1.86 1. 73 1. 75 2.14 1. 58 2.15 

. 64 .66 .so .60 .55 .82 .70 .56 
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Table L 
Means and Standard Deviations of the Motivation Scale Scores 

Bias-Reduced Non-Bias-Reduced 
Knowledge No Knowledge Knowledge No Knowledge 
of Results of Results of Results of Results 

Group Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 
and Mode P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P 
Blacks 

CAT 
N 14 13 13 14 13 12 12 14 
Mean 3.52 2.66 2.90 3.14 3.02 3.27 3.17 2.83 
S.D. .56 . 92 .49 .81 .47 .45 .48 .74 

P&P 
N 15 14 13 14 15 13 12 14 
Mean 3.37 2.34 2.90 3.17 2.96 2.62 3.02 2.66 
S.D. .64 .88 .61 .81 .66 .52 .60 . 70 

Whites 
CAT 

N 12 13 11 12 12 14 14 13 
Mean 2.62 3.07 2.63 2.98 2.87 2.86 3.12 3.15 
S.D. .77 .71 .51 .56 .88 .82 .94 .59 

P&P 
N 12 14 11 13 14 12 13 13 
Mean 2. 77 3.01 2.92 2.75 2.68 2.69 2.78 3.03 
S.D. .98 .52 .83 .56 .91 .76 .95 .48 

Table M 
Means and Standard Deviations of the Guessing Scale Scores 

Bias-Reduced Non-Bias-Reduced 
Knowledge No Knowledge Knowledge No Knowledge 
of Results of Results of Results of Resu:Lts 

Group Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 Order 1 Order 2 
and Mode P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P P&P/CAT CAT/P&P 
Blacks 

CAT 
N 14 13 13 14 13 12 12 14 
Mean 2.44 2.08 2.15 1.87 2.10 2.24 2.24 1. 97 
S.D. .78 .52 .59 . 86 .76 .54 .70 .67 

P&P 
N 15 14 13 14 15 13 12 14 
He an 2.32 2.37 2.07 2.33 2.20 2.58 2. 77 2.12 
S.D. .86 .71 .66 .96 .80 .72 .58 .69 

Whites 
CAT 
N 12 13 11 12 12 14 14 13 
Mean 2.35 2.12 2.27 2.48 2.07 2.30 2.29 :2.37 
S.D. .66 .72 .69 .49 .53 .62 1.02 .69 

P&P 
N 12 14 11 13 14 12 13 13 
Mean 2.30 2.19 2.27 2.48 2.48 2.18 2.63 2.27 
S.D. .93 .53 .97 .53 .79 .87 .87 .48 
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Table N 
Heans·and Standard Deviations of the Test Reaction Scale Scores for the Combined 

Racial, Bias Reduction, Knowledge of Results, 
Order of Administration, and Hode of Administration Groups 

Knowledge 
of Results Nervousness Motivation Guessing 

Combined Groups JIJ Mean S.D. N Mean S.D. :V Mean S.D. N Mean S.D. 
Racial 

Blacks 
CAT 52 1. 8il .93 105 2.04 .73 105 3.06 .67 105 2.14 .69 
P&P 57 1. 85 .84 llO 1. 93 .83 llO 2.88 .74 llO 2.33 .77 

1\fhites 
CAT 51 1. 4 7 .52 101 1. 98 .59 101 2.92 .74 101 2.28 .69 
P&P 50 1. 37 .47 104 1. 88 .65 102 2.83 .75 102 2.35 .77 

Bias Reduction 
Bias-Reduced 

CAT 52 1. 65 .75 102 2.02 .66 102 2.96 .72 102 2.22 .68 
P&P 54 1. 67 .79 106 1. 82 .75 106 2. 91 .77 106 2.29 .78 

Non-Bias-Reduced 
CAT 51 1. 70 .82 104 2.01 .68 104 3.03 .70 104 2.20 . 70 
P&P 53 1.58 .67 108 1. 99 .73 106 2.81 .71 106 2.40 .75 

Knowledge of Results 
Knowledge of Results 

CAT 103 1. 68 .78 103 2.05 .72 103 2.99 .75 103 2.22 .64 
P&P 105 1. 63 .73 lll 1. 96 .78 109 2.82 .78 109 2.33 .79 

No Knowledge of Results 
CAT 103 1. 98 .61 103 3.00 .67 103 2.20 .74 
P&P 103 1. 84 .70 103 2.90 .70 103 2.36 .75 

Order of Administration 
P&P/CAT 

CAT 51 1. 63 .73 101 2.06 .68 101 3.00 .70 101 2.24 .72 
P&P 53 1. 74 .81 105 1.85 

CAT/P&P 
.71 105 2.93 .78 105 2.38 .82 

CAT 52 1.72 .84 105 1. 97 .66 105 2.99 .72 105 2.17 .66 
P&P 54 1. 51 .63 109 1. 96 .78 107 2.79 .70 107 2.31 .72 

Hode of Administration 
CAT 103 1. (,8 .78 206 2.02 .67 206 2.99 .71 206 2.21 .69 
P&P 107 1. 63 .73 214 1. 91 . 74 212 2.86 .74 212 2.34 .77 
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RELATIONSHIPS AMoNG AcHIEVEMENT LEVEL EsTIMATES FROM 
THREE ITEM CHARACTERISTIC CuRVE ScoRING METHODS 

With the advent of computerized instruction and testing, and the con
current reduction in costs of minicomputer systems, it has become feasible 
to use item characteristic curve (ICC) response models to estimate students' 
achievement levels, based on responses to classroom tests. This feasibility 
has been demonstrated recently in an experimental context (Bejar, Weiss, & 
Kingsbury, 1977; Reckase, 1977), and computer programs for implementing 
these scoring methods have been made available (Bejar & Weiss, 1979). 
These technological advances should be paced by theoretical advances if 
perspective is to be maintained and the maximum possible return from advanc
ing technology is to be insured. 

When ICC response models are employed within a classroom situation, 
estimates of the achievement level of any student may be obtained in a 
number of different ways (Bejar & Weiss, 1979). The two most widely used 
scoring methods are the maximum-likelihood (M-L) estimators (Lord & Novick, 
1968) and the Bayesian estimators (Lindgren, 1976). Estimates obtained by 
a M-L procedure will be asymptotically consistent and unbiased. The prop
erty of consistency implies that as the number of items answered by an 
individual increases toward infinity, the difference between the M-L 
estimate of a student's achievement level (§) and the actual value of the 
parameter (8) will approach zero. Therefore, as a test becomes very long, 
an estimate of the achievement level will approach the actual achievement 
level. The property of unbiasedness implies that if several M-L estimates 
of an achievement level are made, the mean of the estimates will equal the 
actual 8 value. These properties are highly desirable from a statistical 
point of view. 

Although estimates obtained using a Bayesian procedure (e.g., Owen, 1975) 
allow the incorporation of prior information into the achievement level 
estimation process, they are somewhat biased. This bias in the Bayesian 
achievement level est.imates has been demonstrated by McBride and Weiss (1976) 
in a series of computer simulations. In each case the Bayesian scoring 
method was shown to provide 8 estimates with average values different from 
the true 8 levels that gave rise to the response pattern. Thus, individuals 
with a high true achievement level received an ability estimate that was 
lower than the true 8 value, and individuals with a low true 8 level received 
a 8 estimate somewhat higher than the true value. The bias increased as the 
estimated 8 became more discrepant from the true 8 level. 

Both M-L and Bayesian scoring methods allow the use of all of the 
information contained in the testee's responses to all the items in the test 
in order to arrive at the final estimate of the testee's achievement level. 
However, the Bayesian algorithm devised by Owen (1975) is somewhat affected 
by the order of the items in the test; that is, scoring the responses in a 
different order will result in a different estimate of trait level (Sympson, 
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1977). On the other hand, the M-1 estimators are independent of the item 
order. In general, in a test of finite length, a single response pattern may 
receive differing achievement level estimates solely as a function of the 
differences between the scoring methods. 

Samejima (1969) has noted that M-L estimates for individuals will differ 
as a function of the underlying response model. More importantly, though, 
she has pointed out that ordering of individuals' trait level estimates will 
change as a function of the response model assumed in the scoring method. 
Bejar and Weiss (1979) have also noted, within a two-parameter ICC model, 
that a difference in the ICC scoring method used will result in different 
trait level estimates for the same pattern of responses to the same test 
items. These investigators used all possible response patterns in a hypo
thetical five-item test to illustrate differences among three different methods 
for estimating trait levels; however, there is some question whether the dif
ferences found within the hypothetical data set used will generalize to live
testing data sets. According to ICC response theory, not all response vectors 
are equally likely. Because the hypothetical data sets used in the Samejima 
(1969) study and the Bejar and Weiss (1979) study were highly improbable--
each possible response pattern occurred once--results from real data sets may 
reflect different levels of similarity among the results of different ICC 
scoring methods. 

If differences in ordering of individuals as a function of the ICC 
scoring method are found in real data sets, such results will have direct 
consequences for educators who are preparing to implement a testing system 
utilizing ICC theory and procedures. In an educational situation, the order
ing of individuals according to their responses on tests is of paramount 
importance. For this reason, it is important to determine the degree of 
disparity in achievement level estimates based on the different methods of 
scoring item responses using ICC theory. Similarly, since test response 
patterns can be scored by using one, two, or three of the parameters describ
ing the ICC, different levels of similarity among 8 estimates may be obtained 
by different scoring methods using each of the models. 

The recent experimental applications of adaptive testing strategies in 
educational settings. (e.g., Bejar, Weiss, & Gialluca, 1977; Brown & Weiss, 
1977) may open the way to the use of shorter, more precise individualized 
tests in future classrooms. Since the Bejar and Weiss (1979) and Samejima 
(1969) data suggest that short tests may result in differences among 
achievement levels estimated by different scoring methods, it is imperative 
that the implementation of adaptive testing systems be accompanied by a 
knowledge of the differences among the achievement level estimates resulting 
from different scoring strategies for adaptively administered achievement 
tests. A beginning toward the development of this knowledge is simply the 
recognition that differences do exist among the various scoring methods and 
that these differences may have an impact on rankings of the individual 
students in the classroom. The present study was designed to investigate 
these differences through additional analyses of the data reported by Bejar 
and Weiss (1979) and Samejima (1969) and through analysis of data from the 
administration of conventional and adaptive tests. 
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Method 

The three scoring methods described by Bejar and Weiss (1979) were compared 
across three different ICC response models. The three scoring methods were (1) 
maximum likelihood using a normal probability function (M-L normal), (2) maximum 
likelihood using a logistic probability function (}1-L logistic), and (3) Owen's 
Bayesian scoring method using a constant prior with a mean of 0 and a standard 
deviation of 1.0. The three ICC response models were (1) the one-parameter 
model, in which test items differ only in terms of their difficulties (Rasch, 
1960); (2) the two-parameter model, in which items may differ in terms of their 
difficulties and discriminations (Lord & Novick, 1968); and (3) the three
parameter model (Lord & Novick, 1968), in which items may differ in terms of 
difficulties, discriminations, and "guessing" parameters. 

Test Data 

Data used were from three different sources: (1) the hypothetical test 
and the s~~uctured set of response patterns used by Bejar and Weiss (1979), (2) 
a conventional classroom achievement test, and (3) a computer-administered 
adaptive achievement test. 

Hypothetical response patterns. Using the example provided by Bejar and 
Weiss (1979), achievement level estimates were obtained for each possible 
response pattern to a hypothetical five-item test for which the parameters for 
each of the three response models were assumed to be known. The parameter 
values for the hypothetical test using the three-parameter model are shown in 
Table 1. All 32 possible response patterns were generated for these five items 
(see Table 2). Since M-L scoring methods cannot score response patterns with 
all items answered correctly or all items answered incorrectly, analyses were 
confined to the 30 response patterns scorable by all three scoring methods. 

Table 1 
Item Parameters for a Hypothetical Five-Item Test 

Assuming a Three-Parameter ICC Response Model 

Discrimination Difficulty Lower Asymptote 
Item (a) (b) (c) 

1 1. 00 -2.00 .10 
2 1. 50 -1.00 .10 
3 1. 00 0.00 .10 
4 1.50 1. 00 .10 
5 1. 00 2.00 .10 

Conventional test. Data were obtained from the administration of a 
conventional classroom achievement test to a group of 200 undergraduate 
college students in an introductory biology course at the University of 
Minnesota. Estimates of the parameters of the three-parameter ICC model were 
available for 39 of the 55 items administered in this particular examination 
(see Bejar, Weiss, & Kingsbury, 1977). 
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The item parameter estimates were obtained using a method operationalized 
by Urry (1976). The procedure performs a direct conversion of the classical 
item parameters to obtain estimates of the discrimination (a) and difficulty 
(b) parameters and uses the value that minimizes a x2 statistic as an estimate 
of the "guessing" (a) parameter. Estimates are further refined by an ancillary 
correction procedure. Estimates of the parameter values for this examination 
were based on the responses of approximately 1200 people to each item. Final 
parameter estimates are shown in Appendix Table A. 

Adaptive test. To determine whether the process of adapting a test to an 
individual's level of achievement might also affect the extent to which the 
different scoring methods yielded similar achievement level estimates for a 
group of individuals, additional data were obtained from the live administra
tion of a computerized stratified adaptive (stradaptive) test. Utilizing the 
item pool from which the conventional test was drawn, this test was adminis
tered to a group of 200 volunteer students from the same biology course (Bejar, 
Weiss, & Gialluca, 1977). 

The parameter estimates for the items in the stradaptive item pool were 
obtained from previous administrations of conventional classroom examinations. 
The ICC item parameter estimation procedure was the same as that used for the 
conventional test. The number of individuals on which the parameter estimates 
were based ranged from 638 to 998, depending on the original time of adminis
tration of the item. The parameters of the items in the stradaptive item pool 
are shown in Appendix Table B. The stradaptive test used a variable termination 
rule which terminated the test when an individual's ceiling stratum (Weiss, 
1974, p. 46) had been identified. Test lengths actually taken by individuals 
varied from a minimum of 9 items to the maximum of 50 items. 

SaoPing and Analysis 

Hypothetical test. Each of the 32 response patterns was scored by each 
of the three scoring methods (M-L normal, M-L logistic, and Bayesian) using 
the parameter values from Table 1. This represented an application of the 
three-parameter model. In order to use the two-parameter model, each of the 
response vectors was again scored with each scoring method; but the value of 
c for each item was set to zero (values of a and b for each item remained the 
same as in Table 1). To apply the one-parameter model, each response pattern 
was again scored by each scoring method; but the value of a for each item was 
set equal to 1.00, and the value of c was set to zero (values of b again 
remained as in Table 1). 

To determine the extent to which the scoring method employed in achieve
meEt level estimation affected the. rank ordering of the 32 response patterns, 
two analyses were performed. First, for each response model, differences 
among the scoring methods were examined by determining for each pair of 
scoring methods (1) the number of response patterns which were given different 
rankings, (2) the magnitude of the greatest difference in ranking, and (3) the 
average difference in ranking across all response patterns. Secondly, the 
degree of agreement among the scoring methods was quantified by obtaining 
values of Kendall's Tau (a rank order correlation coefficient) between 
achievement level estimates obtained from each pair of scoring methods within 
each response model. To the extent to which these correlations differed from 
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1.0, the scoring methods involved may be said to give divergent rankings of 
the same response patterns. 

ConventionaZ and adaptive tests, Conventional and adaptive test response 
patterns from the 200 subjects were scored by each of the three scoring methods 
at various points in the test. Scores were obtained after each three-item 
block in the test. Thus, this procedure produced scores based on the admin
istration of 3 through 39 items in the conventional test and 3 through 48 
items in the adaptive test, in increments of 3 items. This scoring was done 
first under the assumption of the three-parameter model,using the available 
item parameter estimates from Appendix Tables A and B. To investigate scoring 
by the two-parameter model, the scoring procedure described above was again 
employed (i.e., all response patterns were scored by each of the three scoring 
methods at each of a number of different test lengths). However, the para
meters were edited so that although a and b for each item remained the same 
as in Appendix Tables A or B, c for each item was set to zero. Scoring by the 
one-parameter model was also done at 3-item increments for each test; but item 
parameter values were edited so that a for each item was set equal to 1.00, 
c for each item was set equal to zero, and b for each item remained as in 
Tables A or B. 

Correlations were then calculated separately for the one-, two-, and three
parameter data between achievement level estimates generated by each pair of 
scoring methods at each of the 13 different test lengths between 3 and 39 items 
for the conventional test, and at each of the 16 different test lengths from 3 
to 48 items for the adaptive test. To the extent that any correlation differed 
from 1.0, it might be said that at that particular test length the two scoring 
methods gave achievement level estimates that differed by more than a linear 
transformation. 

ResuZts 

HypotheticaZ Test 

One-parameter model. The achievement level estimates obtained for each 
of the possible response patterns from each of the scoring methods, assuming 
a one-parameter ICC response model, are shown in Table 2. The response 
patterns in which all items were answered correctly [1,1,1,1,1] and in which 
all items were answered incorrectly [0,0,0,0,0] have been omitted because the 
M-L estimates for these response patterns are positive and negative infinity, 
respectively. To make the comparison among scoring methods easier, the 
estimates have been ordered in terms of the ranking of the Bayesian achieve
ment level estimates. 

For the one-parameter model, the Bayesian achievement level estimates 
differed from the M-1 normal estimates in rank order for 17 of the 30 
response patterns. The average difference in ranking of a response pattern 
between the two methods was .43. The greatest difference in ranking between 
scores derived from the two models was a difference of 1.5 ranks. 

The Bayesian estimates differed from the M-L logistic estimates in rank 
order for 28 of the 30 response patterns. The average difference in rank order 
was 2.07. The largest difference in ranking was 4.5 positions. This result 
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was confounded, however, by the large number of tied ranks obtained by the M-L 
logistic scoring method; there were only 4 unique scores for the 30 response 
patterns. By contrast, the Bayesian method gave nnique 8 estimates to all 30 
response patterns. 

Table 2 
Achievement Level Estimates and Rank Orders for 

Bayesian and Maximum-Likelihood (M-L) Scoring Methods 
Assuming a One-Parameter ICC Response Model 

Response Ba:lesian M-L Normal M-L Logistic 
Patterna Estimate Rank Estimate Rank Estimate Rank 

1,1,1,0,1 1. 05 1 1. 59 2 1. 61 3 
1,1,0,1,1 1. 00 2 1. 38 3 1. 61 3 
1,1,1,1,0 . 97 3 1. 62 1 1. 61 3 
1,0,1,1,1 .84 4 1.09 4 1. 61 3 
0,1,1,1,1 . 58 5 .79 5 1. 61 3 
1,1,0,0,1 .54 6 .69 6 .51 1o.5b 
1,0,0,1,1 .47 7 . 51 s.5b .51 10.5 
1,0,1,0,1 .42 8 .51 8.5 .51 10.5 
1,1,0,1,0 . 38 9 . 51 8.5 .51 10.5 
1,1,1,0,0 .34 10 .51 8.5 .51 10.5 
0,1,0,1,1 .27 11 .29 12 .51 10.5 
1,0,1,1,0 . 27 12 .33 11 .51 10.5 
0,0,1,1,1 .24 13 .20 14 .51 10.5 
0,1,1,0,1 .21 14 .26 13 .51 10.5 
0,1,1,1,0 . 07 15 .07 15 .51 10.5 
1,0.0,0,1 .01 16 -·. 07 16 -.51 20.5 
0,0,0,1,1 -.03 17 -. 20 17 -.51 20.5 
0,1,0,0,1 -.15 18 -.26 18 -.51 20.5 
0,0,1,0,1 -.16 19 -. 29 19 -.51 20.5 
1,0,0,1,0 -·. 21 20 -.33 20 -.51 20.5 
1,0,1,0,0 -.33 21 -.51 22.5 -.51 20.5 
1,1,0,0,0 -.33 22 -.51 22.5 -.51 20.5 
0,0,1,1,0 -.34 23 -.51 22.5 -.51 20.5 
0,1,0,1,0 -.35 24 -.51 22.5 -.51 20.5 
0,1,1,0,0 -.47 25 -.69 25 -.51 20.5 
0,0,0,0,1 -.53 26 -. 79 26 -1.61 28 
0,0,0,1,0 -.78 27 -1.09 27 -1.61 28 
0,0,1,0,0 -.97 28 -1.38 28 -1.61 28 
1,0,0,0,0 -1.02 29 -1.62 30 -1.61 28 
0,1,0,0,0 -1.05 30 -1.59 29 -1.61 28 

aThe response patterns [0,0,0,0,0] and [1,1,1,1,1] are not included 
because M-L estimates cannot be obtained for these response 
patterns. 

bTies were assigned the average of the ranks that the tied estimates 
would span if they were not tied. 

The ranks of the M-L normal estimates differed from those of the M-L 
logistic method for 28 of the 30 response patterns. The average difference 
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in rank order was 2.00, and the maximum difference in ranking was 4.5. Again, 
the small number of unique ranks assigned by the M-L logistic method partially 
accounted for this difference; the M-L normal method gave unique 8 estimates 
to 24 of the 30 response patterns. 

It is evident from these data that using the one-parameter model, the 
three scoring method~ resulted in different 8 estimates. Although there were 
only relatively small differences in the rank ordering of the 8 estimates be
tween the Bayesian and the M-L normal methods, all 8 estimates generated by the 
Bayesian method were uniformly closer to zero than those of the M-L normal 
method. The differences were particularly large at the extremes, where the 
differences were as much as .50 score units on the achievement metric for the 
[1,1,1,0,1] and [0,1,0,0,0] response patterns. The tendency of the Bayesian 8 
estimates to be closer to zero was also evident in comparison to the M-L logis
tic method. However, because of the tendency of the M-L logistic method not 
to provide different 8 estimates for different response patterns, differences 
approaching .50 units were evident between the two methods for response 
patterns obtaining 8 estimates near the mean (e.g., response pattern [1,0,0,0,1]). 

Using the one-parameter model, the M-L logistic scoring method resulted 
in different 8 estimates for different numbers of items answered correctly. 
Thus, 8 estimates of 1.61 were obtained for all response patterns in which only 
4 items were answered correctly; 8 estimates of .51 were given to all response 
patterns in which 3 items were answered correctly; 8 estimates of -.51 were 
obtained for all patterns with 2 correct answers; and 8 estimates of -1.61 were 
assigned to all patterns with only 1 correct answer. It should be noted that 
the items were all of differing difficulties (see Table 1). Thus, the one
parameter M-L logistic scoring method provides 8 estimates based on the 
number of items answered correctly, but does not take into account the dif
ficulties of the items; all response patterns with the same number-correct 
score will result in the same 8 estimates, regardless of whether easy or 
difficult items are answered correctly. This property of the one-parameter 
M-L logistic scoring method is the basis for the use of number-correct score 
in the Rasch (1960) one-parameter logistic ICC model. By contrast, both the 
M-L normal and Bayesian scoring methods resulted in different 8 estimates 
for items of differing difficulty; in these scoring methods the difficulties 
of· items answered correctly or incorrectly are taken into account in esti
mating 8 levels. 

TWo-parameter mocel. The estimates of achievement level for all the 
possible response patterns (except [0,0,0,0,0] and [1,1,1,1,1]) for the two
parameter response model are shown in Table 3; for these data the Bayesian 
estimates differed from the M-L normal estimates in terms of rank order in 
16 of 30 instances. The average difference in rank position between the two 
methods was .65; the maximum difference in the ranking of the two methods was 
a difference of 3 positions. 

The Bayesian estimates differed from the M-L logistic estimates in rank 
order for 28 of the 30 response patterns, and the average difference in rank 
position was 1.93. The maximum difference in rank was 4.5 positions. 

The M-L normal estimates differed from the M-L logistic estimates in 
terms of rank order for 28 of the 30 response patterns, and the average 
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difference in rank position was 1.63. The largest discrepancy in the rankings 
was a difference of 4.5 positions. 

Response 
Patterna 

1,1,0,1,1 
1,1,1,1,0 
1,1,1,0,1 
0,1,1,1,1 
1,1,0,1,0 
1,0,1,1,1 
1,1,0,0,1 
0,1,0,1,1 
1,0,0,1,1 
1,1,1,0,0 
0,0,1,1,1 
0,1,1,1,0 
1,0,1,1,0 
0,1,1,0,1 
1,0,1,0,1 
0,0,0,1,1 
0,1,0,1,0 
1,0,0,1,0 
0,0,1,1,0 
0,1,0,0,1 
1,0,0,0,1 
0,0,1,0,1 
1,1,0,0,0 
0,0,0,1,0 
0,1,1,0,0 
1,0,1,0,0 
0,0,0,0,1 
0,1,0,0,0 
0,0,1,0,0 
1,0,0,0,0 

Table 3 
Achievement Level Estimates and Rank Orders for 
Bayesian and Maximum-Likelihood (M-L) Scoring 

Methods Assuming a Two-Parameter ICC Response Model 

Bayesian 
Estimate Rank 

M-L Normal 
Estimate Rank 

M-L Logistic 
Estimate Rank 

1.09 
1. 08 

.93 

. 64 

.63 

.62 

. 51 

.41 

.39 

.31 

.30 

.28 

.23 

.17 

.11 

.11 

.00 
-.06 
-.11 
-.15 
-.24 
-.28 
-.29 
-.38 
-.42 
-.58 
-.64 
-.89 

-1.06 
-1.16 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
1s.sb 
15.5 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

1.42 
1.63 
1. 24 

.93 

.78 

. 61 

.60 

.so 

.30 

.42 

.13 

.39 

.17 

.23 

. 03 
-.13 
-.03 
-.17 
-.30 
-.23 
-.39 
-.50 
-.42 
-.61 
-.60 
-. 78 
-.93 

-1.24 
-1.42 
-1.63 

2 
1 
3 
4 
5 
6 
7 
8 

11 
9 

14 
10 
13 
12 
15 
17 
16 
18 
20 
19 
21 
23 
22 
25 
24 
26 
27 
28 
29 
30 

1.60 
1. 60 
1.19 
1. 60 

.84 
1.19 

.46 

.84 

.46 

.46 

.46 

.84 

.46 

.46 

.00 
-.46 

.00 
-.46 
-.46 
-.46 
-.84 
-.84 
-.46 

-1.19 
-.46 
-.84 

-1.60 
-1.19 
-1.60 
-1.60 

2 
2' 
4.5 
2 
7 
4.5 

11.5 
7 

11.5 
11.5 
11.5 

7 
11.5 
11.5 
15.5 
19.5 
15.5 
19.5 
19.5 
19.5 
24 
24 
19.5 
26.5 
19.5 
24 
29 
26.5 
29 
29 

aThe response patterns [0,0,0,0,0] and [1,1,1,1,1] are not included 
because M-L estimates cannot be obtained for these response 
patterns. 

bTies were assigned the average of the ranks that the tied estimates 
would span if they were not tied. 

As in the case of the one-parameter model, it was again apparent that the 
three scoring methods resulted in different estimates of achievement levels. 
Estimates obtained from the Bayesian method showed the same tendency toward 
more moderate estimates (i.e., estimates closer to zero) that was exhibited 
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using the one-parameter model. This result occurred when the Bayesian scoring 
method was compared with either of the M-L scoring methods. The magnitude of 
the discrepancies between the Bayesian estimates and the M-L normal estimates 
was almost exactly the same as with the one-parameter model. Comparison 
between the Bayesian estimates and the M-L logistic estimates was again made 
difficult by the fact that the M-L logistic method sorted the 30 response 
patterns into only 9 different achievement levels. However, differences 
between the estimates appeared to be greater for response patterns which re
ceived extreme achievement estimates than for those which received moderate 
estimates. 

The observation that the M-L logistic method yielded 9 different achieve
ment levels indicates that the number of correct responses is no longer a 
sufficient description of the M-L logistic achievement level estimate using 
the two-parameter model. In fact, as the data in Table 3 indicate, the 
sufficient indicant of the M-L logistic achievement level estimate using the 
two-parameter model was the discrimination of the items answered incorrectly 
in a testee's response pattern. This finding has been reported earlier by 
Samejima (1969) and indicates that the difficulty of items answered correctly 
or incorrectly has no effect on achievement level estimates obtained using the 
two-parameter M-L logistic scoring method. 

Three-parameter model. The estimates of achievement level for each of ·the 
response patterns when a three-parameter item characteristic response model was 
assumed are shown in Table 4. It may be seen from this table that the M-L 
normal scoring algorithm failed to converge on an estimate for 7 of the 30 
response patterns. The M-L logistic algorithm failed for 9 of the 30 patterns. 
These failures occurred when the likelihood function was too flat to allow 
the algorithm (a Newton-Raphson procedure; see Bejar & Weiss, 1979, pp. 10-11) 
to determine the point of maximization within 100 attempts. In this test the 
likelihood function was flattened because of the addition of the lower asymp
tote parameter, c, the "pseudo-guessing" parameter. The effect of this para
meter is to lower the amount of information obtained from any single response, 
thereby flattening the likelihood function. 

For both M-L scoring methods the nonconvergences occurred for the 6 
response patterns which were given the lowest 8 estimates by the Bayesian method 
(the value of -8.77 for the M-L normal method represents an artificial con
vergence). In addition, both M-L methods failed for the [0,1,0,1,1] response 
pattern, which represents the responses of an individual who answered easy 
items (Items 1 and 3) incorrectly and difficult items (Items 4 and 5) correctly. 
The M-L logistic scoring method also failed to converge for the [0,1,0,1,0] 
response pattern, in which incorrect responses were given to the items with lower 
discriminations and correct responses were given to the higher discriminating 
items. As Table 4 shows, because the Bayesian scoring method does not use an 
iterative procedure, 8 estimates were obtained for all 30 response patterns. 

Due to these convergence failures, it was appropriate to examine the 
differences in the three scoring methods' rankings by including in the rankings 
only those response patterns for which 8 estimates were obtained by all three 
methods. These curtailed rankings are shown as Rank 2 in Table 4. 
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Table 4 
Achievement Level Estimates and Rank Orders for 

Bayesian and Maximum-Likelihood (M-L) Scoring 
Methods Assuming a Three-Parameter ICC Response Model 

Bayesian M-L Normal M-L Logistic Response 
Patterna Estimate Rank Rank 2h Estimate Rank Rank 2 Estimate Rank Rank 2 

1,1,1,1,0 
1,1,0,1,1 
1,1,1,0,1 
1,1,1,0,0 
1,1,0,1,0 
0,1,1,1,1 
1,1,0,0,1 
0,1,1,1,0 
1,1,0,0,0 
1,0,1,1,1 
0,1,1,0,1 
1,0,1,1,0 
1,0,1,0,1 
0,1,1,0,0 
1,0,1,0,0 
0,1,0,1,1 
0,1,0,1,0 
0,1,0,0,1 
1,0,0,1,1 
0,1,0,0,0 
1,0,0,1,0 
1,0,0,0,1 
1,0,0,0,0 
0,0,1,1,1 
0,0,1,1,0 
0,0,1,0,1 
0,0,1,0,0 
0,0,0,1,1 
0,0,0,1,0 
0,0,0,0,1 

. 91 

.60 

. 53 

. 23 

.16 

.02 
-.15 
-.27 
-.33 
-.33 
-.49 
-.53 
-.69 
-.60 
-.77 
-.83 
-.92 

-1.00 
-1.04 
-1.05 
-1.09 
-1.15 
-1.17 
-1.31 
-1.35 
-1.39 
-1.42 
-1.70 
-1.71 
-1.72 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

16 
17 
18 
19 
20 
21 

1.58 1 
1.20 2 

.98 3 

.37 5 

.58 4 
-.59 8 
-.33 6 
-. 71 9 
-.47 7 
-.96 12 
-. 77 10 
-.99 13 

-1.01 14 
-.82 11 

-1.03 15 
Nee 

-2.31 22 
-1.45 16 
-1.68 19d 
-1.46 17 
-1.68 19 
-1.68 19 
-1.69 21 

NC 
NC 
NC 

-8.77 23 
NC 
NC 
NC 

1 
2 
3 
5 
4 
8 
6 
9 
7 

12 
10 
13 
14 
11 
15 

16 
19 
17 
19 
19 
21 

1.56 
1.34 

.89 

.41 

.58 
1.33 
-.35 

.51 
-.49 
-.99 
-.57 

-1.06 
-1.09 
-. 79 

-1.14 
NC 
NC 

-1.44 
-1.60 
-1. so 
-1.63 
-1.63 
-1.65 

NC 
NC 
NC 
NC 
NC 
NC 
NC 

1 
2 
4 
7 
5 
3 
8 
6 
9 

12 
10 
13 
14 
11 
15 

16 
18 
17 
19.5 
19.5 
21 

1 
2 
4 
7 
5 
3 
8 
6 
9 

12 
10 
13 
14 
11 
15 

16 
18 
17 
19.5 
19.5 
21 

aThe response patterns [0,0,0,0,0] and [1,1,1,1,1] are not included because 
M-L estimates cannot be obtained for these response patterns. 

bRanking of response patterns for which all three methods obtained estimates. 
cThe M-L estimation algorithm failed to converge on a unique maximum. 

dTies were assigned the average of the ranks that the tied estimates would 
span if they were not tied. 

Using these curtailed rankings, the Bayesian estimates differed in rank 
order from the M-L normal estimates for 15 of 21 response patterns. The average 
difference in rank position between the two methods was .95. The largest 
difference in ranks was 3. The Bayesian estimates also differed from the M-L 
logistic estimates for 14 of 21 response patterns. The average difference in 
ranks between these methods was .95 ranks, and the maximum difference was 3. 
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The M-1 normal ranking differed from the M-1 logistic ranking for 10 of 
21 response patterns. The average difference between the rankings of the 
estimates derived from the two scoring method rankings was .81. The largest 
difference in rank order was 5. 

The most obvious effect of the addition of the third parameter was that 
the achievement level estimates obtained by each of the three scoring methods 
were consistently lower than those obtained using the one- and two-parameter 
models. This result may be explained by the fact that the third parameter 
indicates the ease with which an item might be answered correctly without any 
knowledge of the subject matter. As the level of this parameter increases, 
the weight given to a correct answer is decreased for each of the scoring 
methods; therefore, the final e estimates are lower. 

For the response patterns for which each of the scoring methods obtained 
an achievement level estimate, the tendency for the Bayesian scoring method 
to result in more moderate estimates than either of the M-1 methods was still 
evident, as it was under the one- and two-parameter models. Also, the tendency 
for the discrepancies between the estimates to be higher for response patterns 
in which the estimates were quite different from zero was still apparent, 
particularly in the comparison between the Bayesian method and the M-1 normal 
method. For example, for the 3 response patterns giving rise to the most 
extreme 8 estimates--[1,0,0,1,0], [l,O,O,O,l], and [1,0,0,0,0]--the average 
difference between the estimates was .55 score units; for the 3 response 
patterns for which the 8 estimates were closest to zero--[1,1,0,1,0], 
[0,1,1,1,1], and [1,1,0,0,1]--the average difference between the estimates 
was .41 score units. 

The M-1 logistic estimates using the three-parameter model were not as 
obviously related to the discriminations of items answered incorrectly as 
in the two-parameter data. Thus, the three-parameter data permitted the 
first clear comparison of the differences between the Bayesian and M-1 logistic 
estimates. In general, the Bayesian 8 estimates tended to be less extreme 
(e.g., closer to zero) than the M-1 logistic 8 estimates, similar to the 
comparison between the Bayesian and M-1 normal estimates. However, there 
was no trend for the estimates for the response patterns with extreme 8 
estimates to diverge to a greater extent than those with moderate 8 estimates, 
as in the comparison between the Bayesian and M-1 normal estimates. 

Relationships among models and methods. Values of Kendall's Tau among 
achievement level estimates generated by the three scoring methods within each 
response model are shown in Table 5. The highest correlation between scoring 
methods was between the Bayesian method and the M-1 normal method for 
both the one-parameter and two-parameter models (Tau=.963 and .948, respec
tively). For the three-parameter model, the most similar ranks were obtained 
by the two M-1 methods (Tau=.918). For all three models, the least similar 
sets of rankings were derived from the Bayesian and M-1 logistic methods. 
When the second and third parameters were added to the response models, there 
was a tendency for the correlations between pairs of scoring methods to become 
more similar as the correlations between the M-1 logistic ranks and those 
of the other two scoring methods increased. At the same time, there was a 
decrease in the similarity of rankings produced by the Bayesian and M-1 
normal methods. Using the three-parameter model, the three pairs of correla-
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tions tended to cluster around a Tau of .90, accounting for about 81% common 
variance in the pairs of rankings produced by the three scoring methods. 

Table 5 
Values of Kendall's Tau Among Achievement Estimates from 

Three Scoring Methods for Each ICC Response Model 

Scoring Methods 

Bayesian vs. M-L Normal 
Bayesian vs. M-L Logistic 
M-L Normal vs. M-L Logistic 

ConventionaZ Test 

Response Model 
One-Parameter Two-Parameter Three-Parameter 

.963 

.864 

.876 

.948 

.873 

.898 

.906 

.893 

.918 

Convergence faiZures. The data from the hypothetical test indicated that 
the M-L scoring methods failed to obtain achievement level estimates under 
certain circumstances. M-L scoring methods will be unable to converge for 
response patterns which include either all correct answers or all incorrect 
answers. In addition, there were other response patterns with likelihood 
functions that did not have a single obvious maximum. These kinds of response 
patterns will also result in convergence failures. 

Table 6 
Percentage of Maximum-Likelihood Convergence Failures 

for Conventional Test Data with Varying. Numbers of Items (N=200) 

Percentage of Convergence Failures 
One-Earameter model Two-Earameter mod~l Three-Earameter model 

Number of M-L M-L M-L M-L M-L M-L 
Items Normal Logistic Normal Logistic Normal Logistic 

3 63 63 63 63 66 65 
6 27 27 27 27 29 30 
9 17 17 17 17 17 17 

12 13 13 13 13 13 13 
15 10 10 10 10 10 10 
18 8 8 8 8 8 8 
21 8 8 8 8 8 8 
24 6 6 6 6 6 6 
27 5 5 5 5 5 5 
30 4 4 4 4 4 4 
33 4 4 4 4 4 4 
36 1 1 1 1 1 1 
39 1 1 1 1 1 1 

Table 6 shows the percentage of individuals for whom the M-L scoring 
methods did not converge on a unique achievement level estimate for each test 
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length and response model, using conventional test response data. The M-L 
scoring methods failed to obtain achievement level estimates for almost two
thirds of the response patterns at the shortest test length (3 items), regard
less of the response model or the scoring method used. At a test length of 6 
items, the convergence failure rate varied between 27% and 30% of the response 
patterns. For both 3-item and 6-item tests, there were no differences in the 
percentage of convergence failures between the M-L normal and M-L logistic 
scoring methods within the one-parameter and two-parameter models. Similarly, 
there were no differences between these two models regardless of scoring 
method. For both M-L logistic and M-L normal scoring methods, the three
parameter model resulted in slightly more convergence failures than the one
and two-parameter models, for 3- and 6-item tests. 

For conventional tests of 9 or more items, there were no differences 
among models or methods of scoring in the rate of convergence failures. The 
percentage of convergence failures dropped consistently with increasing test 
length. But even for relatively long tests (e.g., 30 items), 4% of the 200 
response patterns failed to converge within 100 iterations. At the longest 
test length (39 items), 1% of the response patterns failed to yield convergent 
estimates for all methods and models of M-L scoring. 

One-paPameteP model. Appendix Table C shows Pearson product-moment 
correlations among scores derived from each pair of the three scoring methods 
for test lengths of 3 to 39 items, in steps of 3 items; these correlations were 

l. 00 

.95 

.90 

.85 

.80 

. 75 

Figure 1 
Correlations Between Achievement Level Estimates as a Function 

of Test Length for Conventional Test Data Using a Two-Parameter Model 
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based on only those cases for which the M-L scoring estimates converged. As 
the data show, the minimum correlation was r=.9741 for scores from the M-L 
logistic and Bayesian methods for a 3-item test. The maximum r was .9967 for 
scores from the M-L normal and Bayesian methods for an 18-item test. There 
was no general trend in the data either as a function of test length or scor
ing method. In all cases, for tests greater than 3 items, more than 97% of 
the variance in a scoring method was common with the other scoring methods. 

Two-parameter modeZ. Figure 1 shows the correlations between scores 
derived from the three scoring methods when the data were scored by the two
parameter model (numerical values are in Appendix table C). In general, the 
correlations were slightly lower than when the data were scored using only 
the difficulty parameter information. For the two-parameter data, the minimum 
correlation was .9629 between the M-L logistic and Bayesian methods, at a test 
length of 3 items. The highest correlation was .9958 between the M-L normal 
and M-L logistic methods for a 3-item test. As Figure 1 shows, there was a 
slight trend toward higher correlations as test length increased. For the two
parameter data, 97% of the variance in scores was common between all pairs of 
methods for test lengths greater than 6 items. 

Three-parameter modeZ. Figure 2 shows the correlations among the achieve
ment level estimates obtained from each of the scoring methods at test lengths 
from 3 to 39 items when the data were scored using a three-parameter ICC 
response model (numerical values are in Appendix Table C). It can be seen 

Figure 2 
Correlations Between Achievement Level Estimates as a Function 

of Test Length for Conventional Test Data Using a Three-Parameter Model 
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from Figure 2 that the correlations among the three scoring methods were 
considerably lower for the three-parameter model at test lengths of 15 items 
or less than they were when only one or two parameters were used to score the 
data. The lowest correlation was r=.7917 for the M-1 logistic versus Bayesian 
comparison for tests of 3 items; the highest correlation was r=.9967 for the 
M-1 normal versus M-1 logistic comparison for tests of 39 items. The lowest 
correlations occurred uniformly for 3-item tests, with large increases into 
the r=.90 range for all correlations for 6-item tests. There was a general 
trend for all correlations to increase with increasing test length, except 
for a slight drop at 12 items associated with the M-1 logistic method. There 
were only very small differences among correlations at test lengths of 27 
or more items. There was a general tendency throughout the data for scores 
from the M-1 logistic and Bayesian methods to correlate lowest, with the 
trend most pronounced at shorter test lengths. For the three-parameter data, 
97% of the variance in each scoring method was common with the other scoring 
methods for tests 15 items or more in length. 

Summary. The data show a general decrease in similarity among scores 
as more parameters were used to score the items. The addition of the discri
mination parameter tended to reduce correlations among scoring methods slightly 
for tests of less than 9 items in length; however, there were no large differ
ences between scoring methods for the two-parameter data. When the "guessing" 
parameter was added, there was a marked decrease in similarity among scores 
associated with the M-1 logistic method for tests shorter than 18 items; 
relationships between the M-1 normal scores and the Bayesian scores remained 
high, although they were somewhat lower for most test lengths than with two
parameter scoring. 

Adaptive Test 

Convergence failures. Table 7 shows the percentage of response patterns 
for which the M-1 scoring methods failed to obtain an achievement level 
estimate at each test length from 3 to 48 items using each response model. 
These data show that there were no consistent differences between the M-1 
logistic and M-1 normal scoring methods and no differences at all between 
these methods ~sing the one- and two-parameter response models. 

Under each response model, 20 to 38% of the response patterns resultecl in 
estimation failures for the shortest test length. Fewer estimation failures 
were noted at longer test lengths. For the one- and two-parameter models, no 
convergence failures were observed for any test length greater than 9 items. 
Under the assumption of the three-parameter model, more convergence failures 
were noted than for the simpler response models for test lengths up to 33 
items. No convergence failures were observed at any test length greater than 
33 items. 

These results were not completely comparable to convergence failures 
observed for the conventional test because of the stradaptive variable length 
termination. At longer test lengths the number of testees on which the per
centages were based dropped steadily as the ceiling stratum for individuals 
was determined. This variable termination criterion may add an unknown amount 
of bias to comparisons made between the conventional and adaptive tests in 
this study. 
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·Table 7 
Percentage of Maximum Likelihood Convergence Failures 
for Adaptive Test Data with Varying Numbers of Items 

Percentage of Convergence Failures 
One-parameter Two-parameter Three-parameter 

Number Number model model model 
of of M-L M-L M-L M-L M-L M-L 

Items Individuals Normal Logistic Normal Logistic Normal Logistic 

3 200 20 20 20 20 38 30 
6 200 6 6 6 6 9 11 
9 200 1 1 1 1 4 6 

12 185 0 0 0 0 1 2 
15 169 0 0 0 0 1 2 
18 143 0 0 0 0 1 2 
21 127 0 0 0 0 2 3 
24 108 0 0 0 0 0 0 
27 97 0 0 0 0 1 1 
30 83 0 0 0 0 2 1 
33 79 0 0 0 0 1 0 
36 67 0 0 0 0 a 0 
39 60 0 0 0 0 0 0 
42 56 0 0 0 0 0 0 
45 51 0 0 0 0 0 0 
48 47 0 0 0 0 0 0 

One-parameter model. Appendix Table D shows Pearson product-moment 
correlations between achievement level estimates derived from each pair of the 
three scoring methods for test lengths of 3 to 48 items. These correlations 
were based only on those individuals for whom the M-L scoring methods did not 
fail to converge and for whom the test continued to the specified test length. 
The data show that the lowest observed correlation was .9927 for scores from 
the M-L logistic and Bayesian methods for a test length of 3 items. The high
est observed correlation was .9998, between scores from the M-L logistic and 
M-L normal methods at the 9-item test length and from the M-L normal and 
Bayesian methods at all test lengths between 24 and 45 items. For all test 
lengths, more than 97% of the score variance for each scoring method was common 
with every other scoring method. 

Two-parameter model. Figure 3 shows the correlations between achieve
ment level estimates derived from each pair of the three scoring methods as 
a function of test length, assuming a two-parameter response model (numerical 
values are shown in Appendix Table D). These correlations were, in general, 
slightly lower than those observed under the one-parameter model. The lowest 
observed correlation was .9854, between scores obtained from the M-L logistic 
and Bayesian methods for a test length of 3 items. The highest observed 
correlation was .9996, between scores from the M-L logistic and M-L normal 
methods, also at a test length of 3 items. Again, at all test lengths, more 
than 97% of the score variance in a scoring method was common with every other 
method. As with the one-parameter model, no general trend was noted in the 
data as a function of test length, other than a very slight tendency for the 
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correlation between scores from the M-L normal and M-L logistic methods to 
decrease as the test length increased; but even at the longest test length 
observed (48 items), this correlation was still .9892. Figure 3 shows a 
slight tendency toward lower correlations between the Bayesian and M-L methods 
for the 3-item test length, ·followed by very consistent correlations at all 
longer test lengths. 

Figure 3 
Correlations Between Achievement Level Estimates as a Function 

of Test Length for Adaptive Test Data Using a Two-Parameter Response Model 
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Three-parameter model. Figure 4 shows the correlations between scores 
obtained from each pair of the three scoring methods as a function of test 
length for the three-parameter model (numerical.values are in Appendix Table 
D). It is evident from this figure that the very consistent and high cor
relations observed under the assumption of the one- and two-parameter models 
were not observed when the three-parameter model was assumed, particularly for 
shorter test lengths. The lowest correlation observed under the assumption of 
the three-parameter model was .8444, between scores from the M-L logistic and 
Bayesian models at the 6-item test length. The highest correlation observed 
was .9997, between estimates from the M-L logistic and M-L normal methods at 
the 3-item test length. There was a general tendency for the correlations 
among the scores obtained from each pair of the three scoring methods to become 
higher and more consistent at longer test lengths. There was, however, no test 
length for which more than 97% of the score variance was common among the three 
scoring methods. This is the only combination of testing method and response 
model examined in this study for which this common variance criterion was not 
met at any test length. 
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Figure 4 
Correlations Between Achievement Level Estimates as a Function of 
Test Length for Adaptive Test Data Using a Three-Parameter Model 
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At test lengths of 21 items or more, the M-L logistic and Bayesian scoring 
methods produced the least similar scores. For test lengths between 12 and 18 
items, the lowest correlations were associated with the M-L normal and Bayesian 
scoring methods. Between 3 and 9 items, however, the lowest correlations were 
again associated with the M-L logistic and Bayesian comparison. Thus, these 
data show a general tendency for the Bayesian 8 estimates to be consistently 
less similar to the M-L estimates than were the 8 estimates for the two M-L 
scoring methods. 

Summary. These data show a tendency toward greater dissimilarity among 
scores obtained from the three scoring methods when more complex response models 
were used to score the item responses from the adaptive test data. The use of 
a varying discrimination parameter in the two-parameter model reduced all ob
served correlations slightly (.0062 on the average), and the correlations 
between M-L logistic scores and Bayesian scores most noticeably (.0073 on the 
average). When a nonzero "guessing" parameter was used in the three-parameter 
model to obtain achievement level estimates, correlations among scores from 
the three different scoring methods decreased to a much greater extent (.0350 
mean decreaseh with the greatest decrease again being observed in correlations 
between scores from the M-L logistic and Bayesian methods (.0460 mean decrease). 
The three-parameter results showed less similarity among the scores obtained 
from the three scoring methods than either the one- or two-parameter results 
for each test length; differences among the achievement level estimates for 
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the one- and two-parameter models might be called unimportant, since correla
tions between the estimates were consistent for tests of reasonable lengths 
and tended to differ very little from 1.0. The three-parameter response model 
yielded consistently lower correlations between scores obtained using the three 
scoring methods; these correlations did not approach 1.0, even for long test 
lengths. 

Comparison of Conventional and Adaptive Data 

For the one-parameter model, correlations between scores obtained through 
the three different scoring methods were uniformly high; but those obtained 
from the adaptive testing procedure tended to be slightly higher than those 
obtained from the conventional testing procedure, for all test lengths. Using 
the one-parameter model with conventional test data, the average correlation 
observed between scores obtained from all pairs of scoring methods across all 
test lengths was .9920; for the adaptive test data, the average correlation 
was .9990. 

Under the assumption of the two-parameter model, there was still a trend 
for the correlations between scores to be higher for data from the adaptive 
testing procedure than for data from the conventional testing procedure; but 
this trend was not as strong as that observed under the assumption of the one
parameter model. For the two-parameter model, the average observed correlation 
between scores from the three scoring methods across all test lengths for the 
conventional test was .9900. For the adaptive test data, the average correla
tion was .9929. 

Under the assumption of the three-parameter model, the mean correlation 
between scores from the three scoring procedures for all test lengths was .9799 
using responses to the conventional test and .9582 using responses to the 
adaptive test. Under this response model, the trend was for the scores obtained 
from the conventional test to be more consistent across the three scoring models 
than the scores obtained from the adaptive test. This trend is the opposite of 
the trend observed for the one- and two-parameter models. 

One further point is of interest for the comparison of the adaptive and 
conventional testing procedures. Tables 6 and 7 show that the adaptive test 
data resulted in fewer M-1 convergence failures than the conventional test 
data at every comparable test length. This difference resulted in 40% to 100% 
fewer observed estimation failures for the adaptive testing procedure. For 
the one- and two-parameter models, no estimation failures were observed at any 
test length greater than 9 items for the adaptive test data; for the conven·
tional test data, estimation failures were observed at every test length up 
to 39 items, the longest test length examined. Using the three-parameter model, 
no estimation failures were observed at any test length greater than 33 items 
for the adaptive test data; but failures were observed for the conventional 
data up to the longest test length of 39 items. 

Discussion and Conclusions 

The data show that under certain conditions, the three ICC-based scoring 
methods will result in different achievement level estimates. Trends evident 
in the hypothetical test data were, in some cases, clarified by the analysis 
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of the conventional and adaptive test data. The data from the hypothetical 
five-item test clearly illustrated that e estimates from the one-parameter 
logistic model scored by maximum likelihood are directly related to the number 
of items answered correctly, regardless of the difficulties of the items an
swered correctly or incorrectly. It is this property of the one-parameter 
logistic model which permits the Rasch model to use the number-correct score 
within an ICC framework. When all three scoring methods were applied to the 
same data, however, the results indicated that the M-1 logistic scoring meth-
od in the one-parameter case ignored information that allowed differentiation 
among dissimilar response patterns having the same number-correct score. From 
an ICC point of view, promising fuller use of test response information, the 
one-parameter M-1 logistic scoring method is no more informative than the number
correct score which it reflects, at least for short tests similar to the five
item hypothetical test. When the three scoring models were applied to live
testing data from both conventional and adaptive tests, correlations among 8 
estimates derived from the one-parameter model were quite high, regardless of 
test length. Thus, in the live-testing data, the fact that the M-1 logistic 
scoring method ignored the item difficulties did not seriously affect its 
performance in comparison to the other two scoring methods. 

When the hypothetical test data were scored using both the difficulty and 
discrimination parameters, the M-1 logistic method still did not use the item 
difficulties in arriving at 8 estimates. In this case, the M-1 logistic 8 
estimates were associated,not with number-correct scores, but with the item 
discriminations; individuals who incorrectly answered items of the same dis
crimination, but with differing difficulties, all received the same 8 estimate. 
Again, both the Bayesian and M-1 normal scoring methods provided differential 
and highly correlated 8 estimates, which took into account both the response 
pattern data and the item difficulties and discriminations. In live-testing 
data, in which all possible response patterns are unlikely to occur (as they 
did in the hypothetical test data), this trend again seemed to lack practical 
importance. In both the adaptive and conventional test data scored by the two
parameter model, correlations among 8 estimates were very high, regardless of 
test length. 

Both the one-and two-parameter hypothetical data illustrated the tendency 
of the Bayesian 8 estimates to be regressed toward the mean. That is, the 
Bayesian scoring method provided lower 8 estimates for scores above the mean 
and higher 8 estimates for scores below the mean, in comparison to the two M-1 
scoring methods. This trend continued in the three-parameter data, although 
both rank-order and product-moment correlations remained high, as in the former 
two analyses. This result, however, has implications for the use of the Bayesian 
scoring method in any applied situation in which the absolute, as opposed to 
relative, level of the 8 estimates is of importance. Since the Bayesian scoring 
method tends to restrict the range of 8 estimates by imposing a normal distri
bution on them, 8 estimates beyond ±2.0 will rarely be obtained. The result 
is likely to be a tendency for this scoring method to fail to identify and/or 
to distinguish accurately among testees with extreme 8 estimates. 

The dissimilarities among the three scoring methods became most evident 
when the data were scored using the three-parameter model. The major dissimi
larity, evident in all three data sets, was between the Bayesian and M-1 logistic 
methods. In the adaptive test data, the Bayesian scoring method produced 8 
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estimates which had lowest correlations with one of the two M-1 methods at 
all test lengths. For conventional tests of less than 15 items and for adap
tive tests at all the lengths used in this study, these differences were 
substantial, indicating markedly different orderings of individuals, as in 
the hypothetical test data. 

The three-parameter data also illustrated two other trends. First, the 
hypothetical test data showed a tendency toward lower e estimates when the c 
parameter was included in scoring. A second, and more practically trouble
some, trend was the tendency toward more convergence failures with the three
parameter data. This result was obvious in both the hypothetical test data 
and the live-testing data. The tendency toward convergence failures for the 
M-1 scoring methods was most obvious in the conventional test; the number of 
convergence failures in the adaptive test was considerably less than in the 
conventional test when number of items was equal. This occurred because 
adaptive tests tend to locate for each testee the region of the item pool in 
which the testee will answer about half of the items correctly and half incor
rectly. Thus, except for the rare individual for whom the adaptive test item 
pool is completely inappropriate in difficulty, adaptive tests will result in 
response patterns that are more likely scorable by M-1 methods. This is not 
true of fixed-item peaked conventional tests, which must be targeted for a 
specific population e level and which may be too easy or too difficult for 
substantial numbers of testees, resulting in response patterns not scorable 
by M-1 methods. 

Choosing a Scoring Method 

These data show that in an adaptive test or in a situation in which a 
short conventional test is being administered, the choice of one of the ICC
based methods over another may pave an impact on the ranking of the students 
in a course of training. For these situations, it is important that educators 
choose a scoring method most aligned to their philosophy of grading. To 
determine the "correct" scoring method to use, the underlying philosophies of 
the different scoring methods may be viewed by examining the relationship of 
the scores obtained from a particular method to the ICC response model under
lying the test. 

This can be illustrated with the hypothetical test used in the example 
of the two-parameter model, which was borrowed, in part, from Samejima (1969). 
Because the item parameters for this test were known, the way in which each 
scoring method depends on the item difficulty and discrimination parameters 
of the items answered by the testees may be examined. From inspection of 
Table 3 for the two-parameter data, it can be seen that the Bayesian strategy 
gave results most similar to a number-correct scoring strategy, since it 
ordered individuals almost perfectly with respect to number correct. However, 
higher rankings resulted with the Bayesian scoring method for individuals 
correctly answeringmoredifficult (high b) and more discriminating (high a) 
items. A disadvantage of this scoring approach, however, is that more weight 
is given to the early items in the test. 

The M-1 normal rankings can be characterized as being dependent upon 
both the a and b parameters, but the dependence is less easily described than 
that of the Bayesian strategy. The M-1 normal estimates tended to reward 
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correct answers to difficult items or correct answers to more discriminating 
items and to penalize inconsistent response patterns (that is, incorrect 
answers to easy items and correct answers to difficult items). The M-1 logis
tic rankings for this response model were independent of the difficulty of 
the items answered correctly or incorrectly. As pointed out earlier, rankings 
were totally dependent on the discriminatory power of the items answered in
correctly by the individual (see Samejima, 1969, for the theoretical rationale). 

It appears, therefore, that under the two-parameter response model, the 
M-1 normal scoring method allows the most freedom from number-correct scoring 
and makes the most use of the parameter values of the items. If educators feel 
that this "philosophy" is in accord with their own, then it is the one that 
should be used; if it is not, one of the other scoring methods may serve better. 

In addition to this "philosophy of scoring" approach, some of the other 
characteristics of the scoring methods should be considered. For instance, 
the Bayesian method allows the use of prior information in obtaining an achieve
ment level estimate. If this prior information is accurate, this might be an 
advantage for obtaining good 8 estimates from a short test. Prior information 
is not useful for M-1 estimation. But if available prior information is not 
correct, the M-1 scoring methods will be more accurate than the Bayesian method. 

One final difference between the Bayesian and M-1 scoring methods may be 
of some importance to educators. 1{hen individuals are able to answer test 
questions correctly by guessing, as in a multiple-choice test, the three-para~ 
meter ICC response model is most appropriate for scoring the test responses. 
Using this response model, M-1 scoring methods will fail to converge on a 
unique 8 estimate in some cases. For conventional test response data (Table 
6), the percentage of such failures remained rather high under both M-1 scoring 
methods (at least 5%) until more than 27 items had been administered. At no 
test length did all cases converge in the conventional test data. 

The adaptive testing procedure fared better in this respect (Table 7). 
After the adaptive administration of only 9 items, neither M-1 scoring method 
failed to obtain 8 estimates in more than 3% of the cases. Further, all re
sponse patterns resulted in convergent 8 estimates at all test lengths greater 
than 33 items. 

These results suggest that an educator might take two courses of action 
to avoid the estimation failures of M-1 scoring methods. One approach is to 
use a Bayesian scoring method, but with cognizance of its tendency to regress 
all 8 estimates toward the mean. The other solution, of course, is to use an 
adaptive testing procedure in conjunction with either M-1 scoring method. 

In the final analysis, however, the choice of scoring method should be 
based on the validity of scoring methods in the prediction of external criteria. 
This study has demonstrated that, at least under the three-parameter ICC model, 
different scoring methods will provide different 8 estimates. Given this 
knowledge, the question becomes one of studying the validity of the scores 
obtained from the different scoring methods with respect to relevant external 
criteria in order to determine whether the observed differences result in the 
differential predictability of criterion performance. 
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Appendix: Supplementary Tables 

Table A 
Parameter Estimates for Items in the Conventional Test 

Item No. No. Testees a b (] 

3060 1323 .86 -1.31 .29 
3067 1217 1.07 -.76 .21 
3065 1324 1.17 -1.66 . 39 
3056 1134 .71 .89 .26 
3063 1084 .91 1.51 .37 
3073 1314 1. 43 -1.57 .31 
3058 1283 1.05 -.43 . 44 
3274 1274 .85 -1.05 .26 
3271 1166 .95 1. 32 .30 
3055 1265 1.71 -.65 .24 
3072 1177 1. 02 • 65 .32 
3057 1285 1. 20 -1.35 .26 
3064 1287 . 94 .86 .24 
3069 1247 .88 -.01 .48 
3054 1258 1. 29 -.93 .31 
3066 1057 1.05 .53 .31 
3268 1211 .97 -.28 .18 
3267 1285 1.02 -1.22 .23 
3272 1274 1. 06 -.81 .37 
3070 1252 .95 -1.28 .22 
3008 891 .96 -1.75 .18 
3019 782 1.31 .29 .29 
3062 1215 1.47 .43 . 30 
3061 1078 .85 1. 57 .30 
3262 1275 .81 .47 .45 
3263 1092 . 99 2.29 .53 
3447 1266 1.18 .93 .32 
3443 1264 1. 07 -1.64 .37 
3438 1095 . 70 .21 .27 
3448 1294. 1.40 .73 .30 
3435 1258 . 83 -.61 .42 
3439 1091 1.36 .64 .32 
3436 1018 1.12 1. 59 .41 
3449 1138 .91 1. 26 .14 
3440 957 1.52 2.00 .30 
3437 1147 1. 95 .66 .28 
3427 773 .92 1.51 .26 
3445 1282 1.19 .44 .34 
3444 1139 .88 . 78 .38 
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Table B 
Item Number, Number of Testees in Parameterization Group, Discrimination (a), Difficulty (b), and 

Guessing (o) Parameters for Items in the StradaEtive Item Pool 

Item N a b 0 Item N a b 0 Item N a b 0 

Stratum 9 (15 items) Stratum 6 (19 items) Stratum 3, cont. 
3209 740 2.50 2.29 .29 3047 608 1. 66 .44 .29 3011 864 1. 32 -.86 .20 
3417 539 2.50 3.00 .35 3079 952 1. 61 .27 .35 3435 1258 .83 -.61 .35 
3033 328 1. 54 2.44 .35 3213 900 .93 .52 .35 3216 809 1. 27 -.62 .18 
3440 957 1. 52 2.00 .30 3041 716 1. 51 .23 .35 3054 1258 1. 29 -.93 .31 
3251 523 2.50 2.39 .35 3062 1215 1. 47 .43 .30 3221 938 1. 25 -.52 .17 
3406 519 1. 31 2.48 . 35 3405 770 1.40 .55 .32 3049 814 1.15 -. 71 .18 
3045 680 1. 02 2.48 .27 3445 1282 1.19 .44 .34 3255 657 1.14 -. 72 .26 
3242 613 .94 2.40 .35 3218 500 .82 .58 .12 3067 1217 1.07 -. 76 .21 
3407 564 1. 02 2.41 .29 3019 782 1. 31 .29 .29 3246 656 1.10 -.72 .28 
3263 1092 .99 2.29 . 35 3207 915 . 7.0 .46 .28 3022 620 1. 01 -.48 .30 
3241 756 .91 2.09 .17 3431 780 . 70 .28 .34 3272 1274 1.06 -.81 .35 
3414 368 .88 2.29 . 32 300P 844 1. 24 .52 .35 3017 950 .99 -.58 .16 
3402 401 .83 2.44 . 35 3046 626 1.18 .24 .22 3076 1054 .94 -.73 .21 
3247 718 .82 2.42 . 35 3042 626 1.15 .37 .27 3224 869 .80 -.so .37 
3228 396 . 67 2.49 . 31 3050 713 1.13 .35 .18 Mean 1. 22 -.68 .22 
He an 1. 33 2.39 .32 3066 1057 1. 05 .53 . 31 

3034 639 1. 01 .37 .28 Stratum 2 (20 items) 
Stratum 8 (20 items) 3262 1275 .81 . 4 7 .35 3023 667 2.40 -1.15 . 35 
3409 602 2.50 1. 28 . 00 3438 1095 .70 .21 .27 3202 922 1. 81 -.99 .21 
3234 220 2.50 1. 73 .00 He an 1.14 .40 .29 3415 915 .85 -.96 .35 
3018 953 .89 1. 25 . 35 3245 885 1. 34 -. 96 .21 
3204 505 1.14 1. 66 . 35 Stratum 5 (15 items) 3236 667 1. 26 -1.20 .33 
3422 589 l. 47 1. so . 35 3282 1037 2.06 -.02 .35 3020 915 1. 23 -1.28 .17 
3411 767 1. 36 1. 23 . 35 3220 896 1. 79 -.03 .26 3028 677 1.12 -1.26 .35 
3250 373 .91 1. 94 .29 3005 831 1. 43 .11 .35 3226 941 1.09 -.98 .20 
3206 410 . 74 1. 51 .21 3425 649 1. 36 .17 .23 3210 895 1.04 -1.22 . 35 
3410 427 1. 30 1. 34 .31 3039 908 1.12 .12 .00 3239 960 1. 04 -1.13 .21 
3429 780 1. 25 1. 24 .28 3214 809 1.12 .03 .23 3013 880 1.00 -.97 .35 
3419 342 1. 23 1. 48 .25 3412 664 1.12 .19 .35 3267 1285 1.02 -1.22 .23 
3421 750 1.17 1.15 . 35 3051 752 1. 29 .21 .28 3257 928 .98 -1.02 .25 
3436 1018 1.12 1. 59 .35 3279 969 . 99 .01 .28 3070 1252 .95 -1.28 .22 
3271 1166 .95 1. 32 .30 3403 626 .99 .18 .19 3036 872 .92 -1.18 .16 
3061 1078 .95 1. 57 .30 3069 1247 .88 -.01 .35 3014 907 .86 -1.24 .14 
3427 773 .92 1. 51 .26 3211 628 .88 .01 .13 3060 1323 .86 -1.31 .29 
3449 1138 .91 1. 26 .14 3002 929 . 82 .13 .14 3274 1274 .85 -1.05 .26 
3063 1084 .91 1. 51 .35 3426 870 .68 .07 .22 3238 837 .82 -1.06 .21 
3074 671 . 84 1. 79 .35 3423 682 .66 .16 .27 3032 857 .77 -1.06 .27 
3420 541 .68 1. 62 .35 He an 1.15 .09 .24 Mean 1.11 -1.13 .26 

Stratum 7 (20 items) Stratum 4 (13 items) Stratum 1 (17 items) 
3408 451 2.50 1. 05 . 31 3256 649 2.31 -.33 .26 3077 1053 2.50 -1.39 .20 
3437 1147 1. 95 .66 .28 3430 903 1.15 -.30 .29 3027 667 1. 67 -1.38 .35 
3258 911 1. 24 .81 .35 3031 851 1. 47 -.33 . 35 3443 1264 1. 07 -1.64 .35 
3432 595 1.72 . 67 .35 3254 653 3.38 -.17 .22 3249 910 .9l -1.69 .17 
3048 589 1. 35 . 66 .33 3237 895 1. 54 -.37 .18 3428 899 .90 -1.56 .35 
3413 832 1. 40 .76 .35 3404 897 .65 -.29 .35 3073 1314 1. 43 -1.57 .31 
3448 1294 1. 40 .73 . 30 3244 854 1. 35 -.44 .23 3205 908 1. 25 -1.53 .19 
3439 1091 1. 36 . 64 .32 3058 1283 1. OS -.43 .35 3078 1060 1. 24 -1.65 .35 
3219 520 1. 23 .62 . 21 3240 702 .98 -.28 .15 3057 1285 1. 20 -1.35 .26 
3072 1177 1. 02 . 65 .32 3268 1211 .97 -.28 .18 3065 1324 1.17 -1.66 .35 
3277 892 1. 00 1. 04 .35 3208 850 . 76 -.16 .12 3235 906 1.15 -1.40 .28 

3035 772 .90 .68 .28 3006 676 .77 -.37 .33 3029 957 1.13 -1. so .28 

3433 657 1. 35 .86 .30 3259 879 . 69 -.41 .20 3201 902 1.07 -1.34 .23 

3447 1266 1.18 .93 . 32 Hean 1. 23 -.32 .25 3008 891 .96 -1.75 .18 

3064 1287 .94 .86 .24 3252 898 .79 -1.77 .35 

3230 895 .90 .87 .35 Stratum 3 (19 items) 3003 914 .96 -1.76 .34 

3444 1139 .88 .78 .35 3021 906 1. 96 -.49 .21 3044 913 .87 -1.42 .15 

3012 653 .75 .80 .35 3217 893 1. 06 -.48 .14 Mean 1.19 -1.55 .28 

3260 877 .71 . 84 .28 3038 951 1.71 -.93 .00 
3056 1139 .71 .89 .26 3055 1265 1.71 -.65 .24 
Mean 1. 22 . 79 .31 3215 887 1. 59 -.82 .23 



Table C 
Correlations Between Achievement Level Estimates from Three Scoring Methods at Various Test Lengths for 

Conventional Test Data Scored by One-, Two- and Three-Parameter Models 
(N=2ooa) 

One-Parameter Model Two-Parameter Model 
MLL MLL MLN MLL MLL MLN Three-Parameter Model 

Number vs. vs. vs. vs. vs. vs. MLL vs. MLN MLL vs. Bayes MLNvs.Bayes 
of Items N MLN Bayes Bayes N MLN Bayes Bayes N T' N T' N T' 

3 75 .9955 .9741 .9832 75 .9958 .9629 .9749 70 .8957 71 .7917 70 .9852 
6 146 .9831 .9867 .9964 146 .9874 .9776 .9876 140 .9463 141 .8994 142 .9881 
9 167 .9847 .9892 .9957 167 .9864 .9858 . 9921 167 .9890 167 .9797 167 • 9892 I 

12 174 .9858 .9888 .9859 174 .9619 174 .9527 174 .9828 
N 

.9959 174 .9868 . 9920 ........ 

15 181 .9893 .9904 .9963 181 .9889 .9881 .9939 181 .9953 181 .9792 181 .9846 I 

18 184 .9920 . 9926 .9967 184 .9918 .9910 .9951 184 .9960 184 .9800 184 .9822 
21 184 .9912 . 9920 .9966 184 .9916 .9912 .9947 184 .9950 184 . 9877 184 .9882 
24 188 .9921 .9935 .9960 188 . 9924 .9922 .9947 188 .9953 188 .9901 188 .9905 
27 191 .9918 .9905 .9957 191 .9919 .9890 .9944 191 .9953 i91 .9900 191 .9909 
30 192 .9928 .9912 .9959 192 .9927 .9897 .9950 192 .9953 192 .9932 192 .9961 
33 192 .9935 .9915 .9961 192 .9934 .9897 .9952 192 .9957 192 .9938 192 .9963 
36 198 . 9946 .9925 .9958 198 .9945 .9907 .9948 198 .9961 198 .9943 198 .9954 
39 198 .9954 .9928 .9958 198 .9951 .9911 .9948 198 .9967 198 .9948 198 .9960 

aDifferences in N from 200 represent nonconvergent ~ases in M-L scoring. 



Number 
of Items 

Table D 
Correlations Between Achievement Level Estimates from Three Scoring Methods at Various Test Lengths for 

Adaptive Test Dat_<! Score_d_lry: One-, Two-, and Three-Parameter Models 

One-Parameter Model Two-Parameter Model Three-Parameter Model 
MLL vs. MLN MLL vs. Bayes MLN vs. Bayes MLL vs. MLN MLL vs. Bayes MLN vs. Bayes MLL vs. MLN MLL vs. Bayes MLN vs. Bayes 

N r N r N r N r N r N r N r N r N r 

3 159 .9992 159 .9927 159 .9960 159 .9854 159 .9854 159 .9871 108 .9997 141 .9334 124 .9456 

6 188 .9995 188 .9978 188 .9988 188 .9923 188 .9923 188 .9933 174 .8628 177 .8444 182 .9563 

9 198 .9998 198 .9986 198 .9991 198 .9946 198 .9946 198 .9950 189 .9970 189 .9315 192 .9479 

12 185 .9997 185 .9984 185 .9989 185 .9920 185 .9920 188 .9937 182 .9228 182 .9243 184 .8832 

15 169 .9997 169 .9989 169 .9995 169 .9923 169 .9923 169 .9941 166 .9382 166 .9599 168 .9154 

18 . 143 . 9997 143 . 9990 143 . 9995 143 . 9930 143 . 9930 143 . 9944 150 . 9478 140 . 9520 142 . 9226 

21 127 .9995 127 .9989 127 .9996 127 .9924 127 .9924 127 .9946 123 .9883 123 .9617 125 .9711 

24 108 .9995 108 .9990 108 .9998 108 .9915 108 .9915 108 .9946 108 .9846 108 .9201 108 .9485 

27 97 .9995 97 .9990 97 .9998 97 .9914 97 .9914 97 .9951 96 .9880 96 .9534 96 .9702 

30 83 . 9995 83 . 9990 83 . 9998 83 . 9909 93 . 9909 83 . 9944 81 . 9830 82 . 9536 81 . 9769 

33 75 .9994 75 .9990 75 .9998 75 .9910 75 .9910 75 .9946 74 .9827 75 .9566 74 .9766 

36 67 .9994 67 .9989 67 .9998 67 .9900 67 .9900 67 .9948 67 .9810 67 .9624 67 .9815 

39 60 .9993 59 .9989 60 .9998 60 .9900 60 .9900 60 .9946 60 .9804 60 .9648 60 .9822 

4?. 56 . 9995 45 . 9990 56 . 9998 56 . 9907 56 . 9807 56 . 9946 56 . 9800 56 . 9656 56 . 9823 

45 51 . 9994 51 . 9990 51 . 9998 51 . 9906 51 . 9906 51 . 9946 51 . 9806 51 . 9669 51 . 9828 

48 47 .9994 47 .9988 47 .9997 47 .9892 47 .9892 47 .9933 47 .9765 47 .9598 47 .9784 

I 
N 
00 
I 
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measuring change in achievement levels. However, if achievement tests given 
at different points in the course of instruction tap different achievement 
dimensions, the use of ICC approaches and/or change scores from these tests 
not desirable. This problem is investigated in two studies designed to 
determine whether or not achievement 
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during a sequence of instruction actually measure the same achievement 
dimensions. 

To investigate possible changes in dimensionality between different 
points in instruction, aspects of the dimensionality of achievement test data 
were examined prior to instruction, at the peak of instruction, and up to a 
month following the peak of instruction. Data used were conventional and 
adaptive achievement test data administered to students in a general biology 
course at the University of Minnesota. 

Results raised questions about the utility of the pretest-test paradigm 
for measuring change in achievement levels, since a comparison of ICC 
parameter estimates indicated that a change in the dimensionality of achieve
ment had occurred within the short (4-week) period of instruction. This 
change was also observed using a factor analytic comparison. 

Use of the test-posttest paradigm to measure retention was supported, 
since a regression comparison of students' achievement level estimates did not 
indicate any significant change in the achievement metric up to 1 month after 
the peak of instruction. The significance of this result for the use of 
adaptive testing technology in measuring achievement is described. 

Implications of these studies and the use of ICC theory in the 
measurement of achievement, as well as some potential limitations in terms 
of generalizability of these results, are discussed. 
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EFFECT OF PoiNT-IN-TIME IN INSTRUCTION 

ON THE MEASUREMENT OF AcHIEVEMENT 

The measurement of achievement is a considerably more complex problem 
than the measurement of ability. Whereas ability levels develop over long 
periods of time and remain relatively stable with exposure to different en
vironments, achievement levels characteristically result from exposure to 
specific instructional or training environments. Although these instructional 
environments may span relatively long periods of time, such as the 2- to 4-year 
periods required for training in many skilled fields, instructional decisions 
are more typically made on the basis of instructional periods of several weeks 
or a few months. In the extreme case, as in computer-assisted instruction, 
the instructional environment designed to modify individuals' achievement levels 
may be as short as a few minutes. Thus, achievement is a dynamic variable 
which may change over very short time intervals. 

The Pretest-Test Paradigm 

Because achievement levels should be sensitive to instruction, it may be 
desirable to measure achievement (1) prior to instruction, (2) at the end (or 
peak) of instruction, and (3) some time after the completion of instruction. 
The measurement of achievement prior to instruction is accomplished by means 
of pretests, designed to determine a student's level of achievement before ex
posure to the instructional environment. To determine whether instruction has 
had an effect, a pretest-test paradigm may be used, in which group or individ
ual gain scores are computed to demonstrate the effects of the instruction. 

The pretest-test paradigm for measuring achievement has at least two major 
problems. First, both individual and group change scores have been shown to 
be highly unreliable (Cronbach & Furby, 1970) unless the pretest and peak-of
instruction test measurements are each extremely precise. Second, it is 
necessary to administer two tests covering the same material to students. If 
the same test is administered prior to instruction and at the peak of instruc
tion, students may not be motivated to respond optimally to both tests; thus, 
precision of measurement on the tests may be lowered. At the same time, 
students may remember test items from the pretest, find the answers to those 
items in the course materials, and then perform better on the second test than 
they would have performed had they not seen the test items prior to instruction. 

On the other hand, if different tests are used prior to instruction and 
at the peak of instruction, the serious problem of developing parallel tests 
arises. This is compounded by the necessity to obtain very precise measure
ments, which may result in pretests and peak-of-instruction tests measuring 
different aspects of the achievement variable in the quest for highly precise 
measurements. 

A potential solution to these problems in the pretest-test paradigm lies 
in the application of techniques of item characteristic curve (ICC) theory 
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(Lord & Novick, 1968) to the measurement of achievement. Achievement test 
items calibrated using ICC theory (e.g., Bejar, Weiss, & Kingsbury, 1977) will 
all be on the same metric. Thus, selection of ICC-calibrated items from the 
same item pool to constitute pretests and peak-of-instruction tests will, in 
theory, eliminate the need for the construction of parallel tests. In addition, 
placing all the items on the same metric by using ICC item parameters will elim
inate the need to repeat the same items at the two testings, since (again in 
theory) any subset of items from the precalibrated pool will measure the same 
variable as any other subset of items. Thus, items for pretests and for peak
of-instruction tests can be selected from the ICC-calibrated pool on the basis 
of content considerations resulting in effectively parallel measurements. 

ICC theory can also be applied to the pretest-test paradigm of achievement 
measurement through the use of adaptive testing to increase the precision of the 
achievement measurements, thus possibly permitting the use of individual or 
group gain scores. Research by Bejar and Weiss (Bejar & Weiss, 1978; Bejar, 
Weiss, & Gialluca, 1977) in an achievement testing context shows that ICC-based 
adaptive tests produce measurements which are considerably more precise than 
those of conventional achievement tests, supporting similar findings in the 
ability-testing literature (e.g., McBride & Weiss, 1976; Vale, 1975; Vale & 
Weiss, 1975). 

Before ICC theory can be applied in the pretest-test paradigm of achieve
ment measurement, however, it must be demonstrated that data obtained in this 
paradigm meet the assumptions of the theory. Specifically, since most ICC
based techniques require unidimensionality, it must be shown that both pretests 
and peak-of-instruction tests are essentially unidimensional or that, in gen
eral, the dimensionality of the two tests is the same. In addition, it must 
be demonstrated that the latent space in the two tests does not change. That 
is, even though both the pretest and the peak-of-instruction test are unidi
mensional, it is possible that they are measuring achievement on different 
dimensions. If this is the case, item parameters estimated at one point in 
instruction would not be usable at the other point in instruction. 

The Test-Posttest Prn>udiiJ!!i 

Just as measured achievement is expected to change in level from pretest 
to peak of instruction, it is also expected that it should remain stable for 
some time after instruction. Thus, it is appropriate to investigate whether 
measured achievement levels deteriorate over short or long periods of time in 
order to determine the permanency of the instructional effect demonstrated by 
the pretest-test data. Such a demonstration would require the test-posttest 
paradigm in which the peak-of-instruction test is followed at some point in 
time by the administration of a posttest. 

Because the test-posttest paradigm for measuring constancy of achievement 
may be implemented with either the parallel tests approach or the repeated 
tests approach, it has exactly the same problems as the pretest-test paradigm. 
Similarly, the use of ICC theory and adaptive testing may be brought to bear 
on these problems if the peak-of-instruction and posttest data meet the re
quirements of these approaches. Thus, similar kinds of data must be generated 
to investigate the use of these approaches in an achievement context. 

The use of adaptive testing in the measurement of achievement--whether at 
pretest, peak of instruction, or posttest--raises an additional problem which 
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requires investigation. To realize the potential gains in the measurement of 
achievement in increased precision (Bejar, Weiss, & Gialluca, 1977), higher 
validity (Bejar & Weiss, 1978), and shorter testing times (Brown & Weiss, 1977), 
adaptive tests should be administered by computer. In achievement environ
ments with large numbers of students, there may not be sufficient numbers of 
adaptive testing terminals so that each student can be tested at the peak of 
his or her instruction. Thus, it may be necessary for students to have their 
achievement measured at some point beyond the peak of instruction. A similar 
situation exists in self-paced instructional environments, where students may 
not take achievement tests exactly at the peak of instruction due to procras
tination or influences beyond their control (e.g., unavailability of equipment). 
In both cases, it is an important question whether achievement measured after 
the peak of instruction is measured on the same dimension as achievement mea
sured at the peak of instruction. 

Objectives 

The studies reported below were designed to investigate several questions 
relevant to the implementation of ICC theory in pretest-test and test-posttest 
paradigms for measuring achievement. The data also have some bearing on the 
practical questions involved in the use of adaptive testing in measuring 
achievement within the realistic constraints of instructional environments. 

STUDY 1: RELATIONSHIP OF TEST CHARACTERISTICS PRIOR TO INSTRUCTION 

AND AT PEAK OF INSTRUCTION 

This study was designed to investigate two questions concerning test char
acteristics of a test used to measure achievement at the peak of instruction 
when it was applied to a population of testees measured prior to instruction: 

1. Are ICC item parameters estimated from data obtained prior to 
instruction quantitatively equivalent to parameters estimated , 
at the peak of instruction? This question is concerned with~ 
whether the ICC metric maintains its interval properties during 
the course of instruction. 

2. Do tests used to measure achievement prior to instruction (i.e., 
pretests) measure attributes from the same latent space as tests 
used to measure achievement at the peak of instruction? This 
question is concerned with whether the responses of the two pop
ulations (pretest versus test) can be described by a common 
latent space. 

If the responses to both of these questions are affirmative, the results may 
be taken as support for the pretest-test paradigm. These results would also 
have implications for the power of the unidimensional ICC model for measuring 
achievement during the course of instruction. If major differences are found 
in the characteristics of the tests used to measure achievement prior to and 
at the peak of instruction, the foundation of the pretest-test paradigm for 
measuring achievement would be weakened in many applications and the use of the 
ICC model to measure growth in achievement would be limited. 
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Method 

Test Data 

Prior to instruction. The testing sessions that provided the prior-to
instruction data were classroom examinations administered on the first day of 
class during the fall academic quarter of 1977 to all students attending class 
for Biology 1-011, General Biology, at the University of Minnesota. (For a 
description of the course and testing procedures, see Bejar, Weiss, & Kings
bury, 1977.) Data were obtained from 1,294 students. The test administered 
at this time consisted of 40 multiple-choice items sampled from all of the 7 
content areas covered in the course; these items were taken from a larger pool 
of items developed for this course. 

Peak of instruction. The peak-of-instruction test data were obtained from 
two sources so that two different types of questions could be answered. The 
first question concerned whether item parameter estimates obtained from prior
to-instruction testing were similar to estimates obtained for the same items 
at peak-of-instruction testing. Peak-of-instruction parameter estimates were 
used that were obtained from test data supplied by individuals enrolled in the 
same course during five earlier academic quarters, since it would be inappro
priate to administer the same items twice to the same individuals. These cal
ibration samples averaged between 700 and 1,000 students. (For the exact 
number of subjects responding to each of the items for calibration, see Kings
bury & Weiss, 1979, p. 26.) 

The second question concerned whether the factor structure underlying 
students' responses changed as a function of instruction. To answer this ques
tion, student reponse data were used which were collected on a 55-item midquar
ter examination administered 4 weeks after the pretest, as one of the course 
requirements, to approximately the same group of students who took the pretest. 
Approximately 1,200 students completed the 55-item midquarter examination. 
Each student was required to omit 5 items in the examination; consequently, 
data for each item were based on about 1,000 students. 

Item Parameter Analysis 

Item parameterizat-ion. Estimation of ICC item parameters for the peak
of-instruction data is described in detail in Bejar, Weiss, and Kingsbury 
(1977). In brief, a computer program developed by Urry (1976) was used to fit 
a three-parameter logistic ogive for each item-administered to the testees. 
Items were rejected by the parameter estimation program if they failed to reach 
certain minimal standards with respect to their discrimination value (a) and 
lower asymptote (a). Thus, values for the index of discriminatory power (a), 
(b), and probability of attaining a correct answer with no knowledge of the 
subject (c) were obtained for each item that surpassed the minimum standards. 
Specifically, an item was rejected if during the first stage of the parameter 
estimation process the value of its a parameter estimate was less than .80 or 
the value of its c parameter estimate was greater than .30. 

This procedure was applied separately to both the prior-to-instruction 
data and the peak-of-instruction data. The results, for each of the 40 items 
administered at both points in instruction, were two comparable estimates of 
the ICC parameter values, varying only because of sample fluctuation and the 
difference in the instructional level of the two groups. 
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Comparison of item parameter estimates. If the latent space is constant, 
the parameter estimates from the prior-to-instruction and the peak-of-instruction 
groups should differ no more than the estimates obtained from two samples at the 
same level of instruction. To provide a basis of comparison for the prior-to
instruction versus peak-of-instruction correlations, ICC item parameter esti
mates were computed from two groups of students in the same course during two 
earlier quarters who answered a comparable group of items at the peak of instruc
tion (the peak/peak group). The peak/peak data were partially reported before 
by Bejar, Weiss, and Kingsbury (1977), who reported the peak/peak correlations 
for the a and b parameter estimates for 18 items obtained from responses of 
approximately 900 testees in each sample. Appendix Table A shows item numbers 
and parameter estimates of the items used to investigate sampling variation in 
parameter estimates obtained from the two groups at the peak of instruction. 
Also in this table are the times of administration of the items to the students. 

To compare ICC parameter estimates obtained prior to instruction with 
those obtained at the peak of instruction, Pearson product-moment correlations 
were computed between item parameter estimates obtained at the two time periods 
(prior/peak correlations) separately for the a, b, and c parameters. The 
three correlations obtained were also computed in the two samples which were 
at the peak of instruction (peak/peak correlations). For each of the three 
parameters, the prior/peak and peak/peak correlations should differ only to 
the extent that the individuals differed in their test performance when the 
group was tested prior to instruction compared with their performance when 
tested at the peak of instruction, as reflected in the ICC item parameters. 

To determine whether the prior/peak correlations differed significantly 
from the peak/peak correlations, Fisher's z~-transformation was applied to the 
prior/peak correlations and a confidence interval was constructed around each 
correlation (Neter & Wasserman, 1974). If these intervals included the ob
served peak/peak correlations, the hypothesis that the obtained correlations 
might come from the same population could not be rejected. If a confidence 
interval around the prior/peak correlation did not include the value of the 
observed peak/peak correlation, it could be concluded that the differences be
tween the observed correlations were probably not due to sampling fluctuation. 
If the peak/peak correlation fell above the upper limit of the prior/peak con
fidence interval, this would imply that the ICC parameters were not invariant 
between the prior-to-instruction sample and the peak-of-instruction sample. 
This variability of parameter values would indicate that the two samples re
flected different populations and that the ICC parameters estimated in the 
peak-of-instruction population were not sufficient to describe the responses 
of individuals in the prior-to-instruction population. 

Factor Structure 

Of the items administered in the pretest, 21 were sampled from the content 
areas taught in the first portion of the course; these content areas were then 
tested on the first midquarter examination, which was administered later in 
the course. The items were used to investigate the factor structure prior to 
instruction. 

Twenty-one items tapping the same content areas were chosen arbitrarily 
from the first midquarter examination, which was administered to the same indi
viduals 4 weeks after the pretest. The students' responses to these items 
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were used to examine the factor structure underlying performance at the peak 
of instruction. Items administered at the pretest and at the first midquarter 
were sampled from the same content areas, but different items were used at the 
two points in time. 

For each of these groups of items, the same procedure was followed to ob
tain the final factor structure. First, all student responses were scored "0" 
if incorrect or "1" if correct. Second, these recoded responses were used to 
obtain tetrachoric correlations among the items through the TETRACHORIC sub
routine in the Statistical Package for the Social Sciences (Nie, Hull, Jenkins, 
Steinbrenner, & Bent, 1970). The two resultant correlation matrices were then 
factor analyzed using the FACTOR subroutine from the same statistical package. 
The final factor solutions were obtained using a principal axis solution; the 
initial communality estimates were the squared multiple correlations of each 
variable with all the other variables. The factor solutions, which were arbi
trarily limited to five factors, were iterated until the differences in suc
cessive communality estimates were negligible. This procedure provided the 
final solutions. 

The two final factor solutions were then compared for similarities and 
differences in terms of the number of salient factors, the strength of each 
factor, and the amount of variance in the item intercorrelations accounted for 
by the factor solutions. To the extent that observed differences between the 
two solutions were minor, it could be inferred that the underlying factors 
contributing to testee responses were the same prior to instruction and at the 
peak of instruction. To the extent that major discrepancies were observed be
tween the solutions, it could be inferred that differences existed in the 
structure of achievement at the two points in instruction. 

Results 

Item Parameters 

Parameter estimates for each of the 40 items administered in the prior-to
instruction achievement measure are shown in Table 1, along with parameter 
estimates for the same items obtained from groups of testees at the peak of 
instruction. From this table it can be seen that 14 of the items failed to 
meet the minimal standards of the estimation procedure when administered prior 
to instruction and 5 items failed when administered at the peak of instruction. 
Four items were rejected in both instances. After all of the rejected items 
were removed from consideration, 25 items remained for the correlational analy
sis. 

The bivariate plots of a, b, and c parameter estimates from the two cal
ibrations are shown in Figures 1, 2, and 3, respectively. It can be seen from 
these figures that the relationships between the sample estimates of the para
meter values were weak, at best. Figure 1 shows a correlation of -.12 for the 
a parameter, indicating a slight tendency for high values of a at peak of in
struction to be associated with low values prior to instruction. 

The correlation of r=.64 for the b parameter data show a tendency for high 
values of b prior to instruction to be associated with high values at the peak 
of instruction. However, almost all the data points in Figure 2 are below the 
main diagonal, indicating a tendency for items to be more difficult prior to 
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Table 1 
Parameter Estimates of Items Calibrated 

Prior to Instruction and at the Peak of Instruction 

Item Prior to Instruction Peak of Instruction 
Number a b c a b c 

3035 1. 21 2.53 .28 .90 .68 .28 
3241 1.89 2.87 .48 .91 2.09 .17 
3816 1.72 -.26 .51 
4013 1.02 .79 .38 1. 76 -1.88 .16 
3809 1.12 .70 .35 1.27 -.61 .53 
4010 1.25 .00 .43 . 88 -1.82 .23 
3817 
3803 
3210 1. 04 -1.22 .40 
3837 1.10 1.13 .29 1.09 -1.59 .25 
3235 1.17 1.38 .49 1.15 -1.40 .28 
3808 .99 -1.00 . 30 
4033 . 90 2.23 .38 
3812 .85 1.92 .33 .82 -.63 .13 
3424 
3821 .90 -.92 .43 
3244 1.00 2.52 .47 1.35 -.44 .23 
3013 .91 1.18 .38 1.00 -.97 .39 
3065 1. 55 .03 .46 1.17 -1.66 . 39 
3909 1.34 .77 .38 
3922 . 76 2.33 .28 .64 -.26 .30 
3415 .85 -.96 .41 
3428 .90 -1.56 .40 
3067 .98 1.15 .33 1.07 -.76 .21 
3272 .83 1.45 .40 1.06 -.81 .37 
3908 1.15 .07 . 31 
3435 1.85 1.43 . 39 .83 -.61 .42 
4005 
3426 1.03 2.68 .44 . 68 .07 .22 
3031 .75 2.54 .24 1.47 -.33 .39 
4006 1.01 2.53 .47 .84 -.59 .16 
3069 .85 1.11 .45 .88 -.01 .48 
3211 .88 .01 .13 
3905 .98 . 35 .20 
4015 .76 2.26 .31 2.03 -1.62 .12 
3403 .93 1. 38 .33 .99 .18 .19 
3000 3.06 2.46 .21 1. 24 .52 .36 
3445 .73 2.50 . 39 1.19 .44 . 34 
3218 2.44 2.18 .30 . 82 .58 .12 
4001 1.44 2.49 . 29 1.47 -1.14 .13 
Note. Missing values indicate that item was rejected 

by the item calibration procedure. 

instruction than at the peak of instruction. The data in Table 1 indicate 
that prior to instruction only one of the item b values was negative (an easy 
item), but at peak of instruction more than half the items had negative b values. 
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Figure 1 
ICC Discrimination (a) Parameter Values Estimated 

Prior to Instruction and at Peak of Instruction (r=-.12) 
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Figure 2 
ICC Difficulty (b) Parameter Values Estimated 

Prior to Instruction and at Peak of Instruction (r=.64) 
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Figure 3 
ICC Lower Asymptote (c) Parameter Values Estimated Prior to Instruction 

And at Peak of Instruction (r=.04) 
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The data in Figure 3 indicate essentially no relationship (r=.04) between 
the c parameters estimated at the two points in time. As expected, however, 
there was a general tendency for guessing parameter values to be higher prior 
to instruction than at the peak of instruction. 

Table 2 
Correlations Between Item Parameter Estimates for 

Prior/Peak and Peak/Peak Data 

Data a b c 
Prior/Peak -.12 .64 .04 
Peak/Peak .63 .96 .41 

The prior/peak correlations (based on item parameter data in Table 1) are 
shown in Table 2, along with the peak/peak correlations (based on data in Appen
dix Table A) obtained from separate samples on other items drawn from the same 
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testing pool. Using the z "'-transformation, 95% confidence intervals were com
puted for each of the prior/peak correlations with the following results: 

1. For the index of item discrimination, a, the lower limit of the 95% 
confidence interval around the prior/peak correlation was -.50; the 
upper limit was .30. The peak/peak correlation for this parameter 
was .63, which was beyond the bounds of the confidence interval. 

2. For the index of item difficulty, b, the limits of the 95% confidence 
interval were .31 and .81. The peak/peak correlation was .96, which 
was beyond the limits of the confidence interval. 

3. For the index of the lower asymptote of the ICC, c, the limits of 
the 95% confidence interval were -.37 and .55. The peak/peak cor
relation, .41, fell within the bounds of the confidence interval. 
It should be noted that the correlation between the estimates of 
the a-parameter was quite low, even in comparable samples, account
ing for less than 20% common variance. 

Factor' StY'uctuY'e 

Item intercorrelation matrices for the two 21-item subsets are in Appendix 
Table B. Final values of the communality estimates are shown in Table 3. The 

Table 3 
Final Communality Estimates 
Used in Factor Analysis of 

Pretest and First Midguarter Examination 
First 

Item Pretest Midguarter 

1 . 351 .929 
2 .024 .166 
3 .191 .233 
4 .476 .140 
5 .127 .960 
6 .052 .411 
7 .198 .134 
8 .378 .218 
9 .068 .279 

10 .079 .495 
11 .242 .345 
12 .093 .250 
13 .709 .198 
14 .031 .451 
15 .225 .346 
16 .379 .487 
17 .110 .192 
18 .265 .188 
19 .092 .553 
20 .034 .365 
21 .171 .114 
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mean communality estimate for the pretest items prior to instruction was .20; 
the mean communality estimate for the first midquarter items at the peak of 
instruction was .34. About one-third of the variance for the average test item 
at the peak of instruction was accounted for by the common factors, compared 
to one-fifth of the variance for the average item prior to instruction. Con
sequently, there was more unique variance in the items administered prior to in
struction than in the items administered at the peak of instruction. 

Eigenvalues for the final factor solutions are presented graphically in 
Figure 4 (factor loadings are in Appendix Table C). It can be seen that sub
sequent to the first factor, the eigenvalues for each factor were quite simi
lar. For the first factor, though, the eigenvalue obtained from the items 
administered at the peak of instruction (4.67) was more than twice the value 
obtained from those administered prior to instruction (2.04). Thus, although 
both sets of items had a dominant first factor, in the peak-of-training data a 
stronger first factor was evident; in the prior-to-training data a weak single 
factor accounted for achievement. 

Figure 4 
Eigenvalues of Factors Obtained Prior to Instruction (Pretest) 

and at Peak of Instruction (First Midquarter Examination) 
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Conclusions 

The correlational analysis indicated that the ICC parameters obtained from 
two samples differing in instruction were more discrepant than was to be ex
pected from observing correlations among parameters obtained from samples at 
the same point in instruction. Further, for two of the ICC parameters--dis
crimination (a) and difficulty (b)--the prior/peak correlations were found to 
be significantly smaller than the peak/peak correlations. These findings imply 
that the latent space underlying testee responses changes enough between the 
beginning and the peak of instruction so that the test responses cannot be de
scribed by a single latent continuum; items change, not only with respect to 
their ability to differentiate testees at different levels of the trait con
tinuum (discrimination), but also with respect to their relative difficulties. 
The findings imply that in order to describe test item responses obtained both 
prior to and at the peak of instruction with a single latent trait model, the 
unidimensional model that was considered adequate to describe performance at 
the peak of instruction would need to be expanded to a multidimensional model 
developed from both sets of data. 

This conclusion is supported by the comparative factor analyses. These 
analyses showed a major difference in the strength of the first factor under
lying testee responses in the few weeks of instruction between the pretest and 
the peak of instruction. Students' test item responses were not, to as great 
an extent, related to the first factor during the pretest. Again, the impli
cation is that students were not responding to the same influences to the same 
degree on the pretest and on the midquarter examination. 

These findings, taken as a whole, imply that the pretest-test paradigm 
may be invalid in some instances simply because the tests might not be tapping 
the same underlying achievement variable. This may account, in part, for the 
lack of reliability of change scores reported in many studies (e.g., Cronbach 
& Furby, 1970; Harris, 1963). It is suggested that the underlying factor 
structures in testee responses be explored whenever possible before importance 
is attributed to any pretest-test measure of change. 

STUDY 2: STABILITY OF ACHIEVEMENT ESTIMATES 

AFTER THE PEAK OF INSTRUCTION 

The stability of achievement estimates measured after the peak of instruc
tion is important for at least two reasons. First, it is frequently necessary 
to measure the achievement levels of some individuals at a different time than 
others. Students occasionally miss examinations for a variety of reasons and, 
therefore, take the examination at a point which may not be at their peak of 
instruction. Where tests are given by computers (e.g., as in adaptive testing), 
there may not be sufficient terminal equipment available to test all students 
immediately at the peak of instruction. It is thus important to determine 
whether the passage of time after the completion of instruction affects achieve
ment level estimates. 

Measuring an individual after the peak of instruction is 
problem in research studies attempting to measure retention. 
the pretest-test paradigm, the test-posttest paradigm used to 

also a common 
Similar to 
measure reten-
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tion assumes that the same achievement variable is being measured and that 
the passage of time does not change the nature of achievement. Thus, it is 
again relevant to determine whether achievement level estimates obtained after 
the peak of instruction are systematically related to those obtained at the 
peak of instruction. 

If it is hypothesized that performance of individuals tested some time 
after the peak of instruction is a function of the same latent space that in
fluences performance at the peak of instruction, several outcomes would be 
expected when individuals' achievement levels estimated from tests given at 
different times are compared. If the unidimensional latent space remains stat
ic with the passage of time, achievement estimates for individuals measured at 
different points in time after the peak of instruction should differ only as 
a linear function of the time of testing after the peak of instruction. For in
stance, if a group of individuals passed through a particular instructional 
sequence were tested at the end of instruction, and then at a later date 
were brought back to be tested again on the same material, a single linear 
transformation would be expected to equate each individual's scores on the two 
tests if the same unidimensional trait space was in operation at both times of 
testing. This would occur because the metric underlying the trait space would 
have retained its interval properties (Lord & Novick, 1968) with the passage 
of time and no further instruction would have occurred that might change the 
ordering of the individuals in terms of achievement level. 

Further, if the same group were brought back for additional tests at lat
er dates, a linear trend should be found in the comparison of any two testing 
periods, provided that the latent space did not change. If the latent space 
did vary, a linear relation between the two measures of achievement level would 
not be expected. Thus, if a linear relationship is not observed between scores 
obtained at and after the peak of instruction, the conclusion can be drawn that 
two different traits were being evaluated at the two testing times. 

This study was concerned with determining whether the unidimensional 
space defining achievement at the peak of instruction was sufficient to describe 
achievement after the peak of instruction. 

Method 

Testing Procedure 

Testing at the peak of instruction was a requirement for students enrolled 
in the same undergraduate survey course in biology as in Study 1. The peak
of-instruction test data were from the required first midquarter examinations 
administered in a 2-day period to all students enrolled in the course in the 
fall academic quarter of 1976 and in the winter quarter of 1977. 

Testing after the peak of instruction was implemented by the Computerized 
Adaptive Testing Project using volunteers from the same biology classes. 
These volunteers were given extra points toward their final course grade for 
participating in the research and were told that their level of performance on 
the computer-administered biology test would have no effect on their final 
grades. This testing began on the day following the midquarter examination 
and continued for approximately 1 month. 
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Peak-of-instruction testing (the required first midquarter examination) 
consisted of the conventional paper-and-pencil administration of 55 multiple
choice questions concerning the first three content areas in the course-
"Chemistry," "The Cell," and "Energy." (For a more complete discussion of the 
course content and testing procedure, see Bejar, Weiss, & Kingsbury, 1977.) 

The after-peak-of-instruction test (the second, voluntary test) was a 
computer-administered stradaptive test (Weiss, 1973) consisting of a maximum 
of 50 individually selected items chosen from the same item pool that was used 
to construct the required midquarter, including the same three content areas. 
(For a complete description of this testing procedure, see Bejar, Weiss, & 
Gialluca, 1977). The data used for this study were from 253 students from 
the fall quarter testing for whom achievement estimates from both tests and 
the date of the later test were available. 

Since the adaptive and conventional tests were selected from the same con
tent area pools, these two tests should have measured the same underlying di
mension if the passage of time did not affect the latent space; and although 
differences in the precision of measurement between the two testing procedures 
were present (Bejar, Weiss, & Gialluca, 1977), they should not have affected 
the outcome of the present study. 

Scoring 

Peak-of-instruction achievement level estimates were obtained by scoring 
the students' midquarter item response data with the scoring program LINDSCO 
(Bejar & Weiss, 1979),which is designed to score conventional tests using item 
characteristic curve models. After-peak-of-instruction achievement estimates 
were obtained by scoring the stradaptive response vectors with the program 
ADADSCO (Bejar & Weiss, 1979),which is designed to score adaptive tests with 
item characteristic curve models. Since the maximum-likelihood logistic scor
ing method used in both programs is the same, the achievement level estimates 
obtained from the two programs are directly comparable. 

Analysis 

To determine whether the same latent space was operative after instruction 
that was operative at the peak of instruction, individuals' achievement levels 
at the peak of instruction were regressed on their achievement estimates after 
the peak of instruction. Since the later testing occurred over a period of a 
month, it was possible to analyze the effect of the passage of time on the re
lationship between achievement estimates. Since after-peak-of-instruction 
testing occurred only on weekdays, the weekends served as natural break points 
to divide the total group of students into four subgroups, each of which was 
tested during a different week in the month following the peak of instruction. 
Table 4 shows the total number of students tested each quarter, as well as the 
number tested in each week following the first midquarter examination. 

If the time of testing after peak of instruction affects the latent space 
underlying testee responses, this effect may be studied by examination of the 
regression lines of peak testing on later testing using data from each of the 
4 weeks of testing. To the extent that these regressions are parallel (i.e., 
exhibit no interaction between achievement level at the peak of instruction 
and the time of after-peak-of-instruction testing) and exhibit stable linear 
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Table 4 
Total Number of Students Tested Each Quarter and 

Number Tested in Each Week Following Peak of Instruction 
(First Midquarter Examination) 

Quarter 
Group Fall Winter 

Week 1 54 54 
Week 2 83 90 
Week 3 87 35 
Week 4 29 6 
Total 253 185 

trends, it may be concluded that the latent space is stable and that the 
achievement metric was unchanged with the passage of time. As the time between 
testings lengthens, if increasing deviations from parallelism and/or linearity 
are observed, it may be concluded that the underlying trait space changed with 
the passage of time after instruction. Thus, both the parallelism and linearity 
of the regression of peak-of-instruction achievement level estimates on achieve
ment level estimates obtained from after-peak-of-instruction testing were in
vestigated. 

Parallelism of regressions. For each of the 4 weeks of testing following 
the test administered at the peak of instruction, a separate regression line 
was obtained to predict individuals' later achievement levels from their peak
of-instruction achievement level estimates, using the subprogram REGRESSION 
contained in the Statistical Package for the Social Sciences (Ni~Hull, Jen
kins, Steinbrenner, & Bent, 1970). In addition, the overall regression line 
was obtained, including all individuals regardless of the date of the later 
testing. 

To statistically examine the parallelism of the regression lines from the 
4 weeks following the classroom examination, it was necessary to determine 
whether the individual lines fit the data any better than the single overall 
regression line. This analysis used a test statistic described by Neter and 
Wasserman (1974). The statistic which determines whether the full model (F; 
the four individual regression lines) substantially reduced the sum of squares 
due to error (SSE) in the restricted model (R; the single overall regression 
line) in this application is 

W = SSE(R) ~ SSE(F) ~ SS~(F) , [l] 

where N equals the number of individuals tested. 

W is distributed as an F (6, N-8) distribution, and a significant value 
implies that the full model of four individual regressions is significantly 
more precise than the single restricted model. If the value of W is not sig
nificant, it implies that predictions of the students' achievement levels at 
the peak of instruction are just as good if the week of the later testing is 
ignored. 
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If the value of the statistic in Equation 1 is statistically significant, 
the individual regression lines are different in some respect from the overall 
regression line; it is then appropriate to test directly whether the individual 
regression lines differ significantly in slope. This may again be done through 
the use of Equation 1. In this instance, the restricted model becomes a single 
regression equation predicting individuals' later achievement estimates from 
their achievement estimates at the peak of instruction and from the week of the 
later testing. The full model uses these two predictors and adds the inter
action of the two predictors to the model. A significant value for the sta
tistic indicates a significant interaction between the predictor variables, 
indicating that the individual regression lines are not parallel. A signifi
cant result from this analysis would indicate a change in the latent space. 

These analyses were implemented for both the fall quarter testing group 
and the winter quarter testing group in order to examine the stability of the 
results across independent groups. 

Polynomial trend analysis. For each week of testing following the peak 
of instruction, it was desired to determine whether a linear trend existed and 
was sufficient to describe the prediction of the after-peak-of-instruction 
achievement estimate from the achievement estimate obtained at the peak of in
struction. This was operationalized by fitting a fourth-degree polynomial 
regression equation to the data for each week of testing and separately deter
mining the significance of each of the terms in the equations. To the extent 
that these regression equations exhibited an increasing trend toward curvi
linearity as the time between testings increased, it could be inferred that 
the latent space was changing with time, causing a disruption in the interval 
properties of the original metric. If no such trend was observed, it could be 
concluded that the latent space remained stable as a function of time. 

Regression equations were obtained from the REGRESSION subprogram in the 
Statistical Package for the Social Sciences (Nie, Hull, Jenkins, Steinbrenner, 
& Bent, 1970). Similar to the previous analysis, this analysis was imple
mented for both fall and winter quarters to permit replication of the results 
in independent groups. 

Results 

Parallelism of Regressions 

Figure 5 shows individual regression lines obtained from each week of 
testing following the peak of instruction in the fall quarter (Figure Sa) and 
the winter quarter (Figure 5b), as well as the restricted regression line 
across weeks. Table 5 shows the sum of squares due to error and other descrip
tive statistics for each of the regression lines shown in Figure 5. 

Using these sums of squares, the test for coincidence of regression in 
Equation 1 resulted in an F-value of 1.48 for the fall quarter data. This 
value, with 6 and 245 degrees of freedom, had a probability of occurrence by 
random fluctuation of .10<p<.25. For the winter quarter data, the observed 
F-value was .90, with 6 and 177 degrees of freedom. The probability of obtain
ing an F-value at least this extreme by random fluctuation was p>.25. 
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Figure 5 
Regression Lines for Each Week Following Peak of Instruction 

(First Midquarter Examination) 
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Table 5 
Number of Subjects, Sum of Squares Due to 

Regression, and Sum of Squares Due to Error for 
Week-by-Week Regressions and for Common Regressions, 

for Fall and Winter Quarters 

Quarter Sum of Sguares 
and Week N Error Regression 
Fall Quarter 
Week 1 54 21.88 23.76 
Week 2 83 33.50 23.52 
Week 3 87 41.32 36.70 
Week 4 29 12.54 15.11 
Common 253 113.24 103.26 

Winter Quarter 
Week 1 54 20.77 13.32 
Week 2 90 58.34 39.94 
Week 3 35 12.83 20.75 
Week 4 6 1.10 .78 
Common 185 95.88 76.28 

Neither obtained F-value was large enough to justify rejecting the null 
hypothesis. This finding implies that the individual regression lines ob
tained by taking the time lapse after the peak of instruction into account pre
dicted later scores no better than the single overall regression line. Since 
the lines did not differ significantly, it was not necessary to test for par
allelism among individual regression lines. 

Polynomial Trend Analysis 

Table 6 shows the significance of each polynomial term for the separate 
regression equations from each week of testing following the peak of instruc
tion, for fall and winter quarters. This table shmvs that during the fall 
quarter, the linear term in the regression equation was significant, with a 
value of p<.OOl in every week of testing. In only one instance was any other 
term's contribution to prediction significant at any reasonable significance 
level (i.e., p<.05): The quadratic term in the regression equation calculated 
from the fourth week of testing showed a significant c~ntribution. 

For the winter quarter the linear trend was again significant at the .001 
level for the first 3 weeks of testing. The fourth week of testing resulted 
in the only nonsignificant linear trend in either quarter; this was probably 
due to the fact that the regression equation for the fourth week was based on 
only six students. It can also be seen that the quadratic term (the square of 
the peak achievement level estimate) in the regression equations obtained for 
each of the first 2 weeks of testing was a significant (p<.05) predictor of 
later performance for the winter quarter data. This trend was not evident in 
the third week of testing. Thus, a statistically significant quadratic trend 
was observed in the winter quarter data, but this trend did not increase as the 
time between testings increased. No other high order term contributed signifi
cantly to the prediction of later achievement level in either the fall or win
ter quarter data. 



-19-

Table 6 
Statistical Significance Level of Each Term of the Fourth Degree 

Polynomial Regression Equation Predicting Later 
Performance from Performance at the Peak of 
Instruction for Fall and Winter Quarters 

Quarter 
and Week N 

Fall Quarter 
Week 1 54 
Week 2 83 
Week 3 87 
Week 4 29 

Winter Quarter 
Week 1 54 
\'leek 2 90 
Week 3 35 
Week 4 6 

Linear 

p<.OOl 
p<.OOl 
p<.OOl 
p<.OOl 

p<.OOl 
p<.OOl 
p<.OOl 

.167 

Quadratic 

.358 

.588 

.510 

.042 

.010 

.018 

.260 
a 

aResults not reported due to small N. 

Discussion 

Cubic 

. 927 

.326 

.525 

.748 

.671 

.833 

.541 
a 

Quartic 

.693 

.134 

.518 

.402 

.600 

.589 

.207 
a 

Since the regression lines obtained in the different weeks of after-peak
of-instruction testing did not differ significantly from one another, the re
sults of these analyses did not support the hypothesis that the achievement 
metric changed as a function of the time lapse between the peak of instruction 
and later achievement testing. The data indicate that the trait space was 
stable to the limit of the power of this analysis. It can also be seen from 
the data (see Figure 5) that student achievement measured after the peak of 
instruction was shifted in a linear manner from that measured at the peak of 
instruction; this is indicated by the nonzero intercepts and nonunit slopes of 
the overall regression lines from both quarters. The difference may be due to 
a lack of motivation or preparation for the after-peak-of-instruction tests, 
since that testing was voluntary and the scores on that test had no effect on 
students' course grades. In both quarters, however, there was no evidence of 
any change in the latent space with the passage of time. 

The polynomial trend analysis indicated that in each week of testing fol
lowing the peak of instruction, the maximum-likelihood estimates of achieve
ment level at the peak of instruction were a significant linear predictor of la
ter achievement levels. This finding was consistent across academic quarters. 
For the fall quarter the quadratic trend was significant only in the final 
week of testing. For the winter quarter the quadratic trend was a significant 
predictor in the first 2 weeks of testing, but not in the third week. These 
inconsistent findings imply that the quadratic trend observed may be a sample 
artifact. 

The results from this analysis indicate that the only polynomial trend 
that acted as a consistent indicant of achievement was the linear term. It 
is, therefore, probable that the metric underlying individual testee response 
had not changed in any increasingly nonlinear manner, as would be expected if 
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the time between testings systematically affected the metric along which 
achievement was being measured, since no such systematic trend was noted. 

Conclusions 

The consistent findings of the analyses of the effect of time of after
peak-of-instruction testing on the measurement of achievement are as follows: 

1. A single linear regression, using only prior performance as a pre
dictor, was as efficient for the prediction of later performance 
as were four regression lines that took into account the time 
elapsed between peak of instruction and later testing. 

2. The linear prediction trend was consistently significant in each 
week of testing following the peak of instruction. 

3. No nonlinear prediction trend was consistently significant across 
all weeks of testing. 

4. No significant increase in the significance of nonlinear prediction 
trends was observed with the increase of time elapsed between peak 
of instruction and later testing. 

These findings lead to the conclusion that there was no evidence to sup
port the hypothesis that the achievement variable changed as a function of the 
time lapse between peak of instruction and measurement of an individual's 
achievement level. The unidimensional ICC-based variable that had been used to 
measure achievement of individuals at the peak of instruction seemed to ade
quately describe the achievement of individuals as much as a month after the 
peak of instruction . 

. · 
IMPLICATIONS AND LIMITATIONS 

Implications 

The results of these studies have implications for the measurement of 
achievement using both the pretest-test and test-posttest paradigms. The data 
suggest that there may be metric problems in the application of ICC item para
maters based on peak-of-instruction data to pretest data. Both the item dif
ficulty and discrimination parameters estimated at the pretest (prior to in
struction) differed substantially from those estimated at the peak of instruc
tion. This result was reinforced by factor analyses of item sets obtained 
prior to instruction and at the peak of instruction; the variance accounted 
for by the first factor was considerably less at the pretest than it was at 
the peak of instruction. The implication of these results is that ICC-based 
pretest and peak-of-instruction achievement measurements may not be on the same 
dimension. Thus, the achievement variable measured at the pretest may be a 
different variable than that measured at the peak of instruction. 

The importance of this finding, if it can be replicated in other data 
sets, is to call into question the utility of the pretest-test model for mea
suring gains in achievement. If the pretest achievement variable is, in fact, 
a different variable from that measured at the conclusion of instruction, it 
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is inappropriate to compute individual or group gain or change scores as indi
cants of growth in achievement. Such change scores would be completely useless 
in providing reliable estimates of growth in achievement levels because of the 
differences in the variables involved at the two points in time. 

Contrary to the negative implications of these data for measuring achieve
ment in a pretest-test paradigm, results of the second study support the use of 
an ICC-based test-posttest paradigm for the measurement of retention, at least 
within the !-month time interval studied. Data from the second study showed 
that ICC-based achievement level estimates taken as much as a month after the 
peak of instruction were consistently linearly related to achievement level es
timates taken at the peak of instruction. Thus, the data indicate that these 
posttest measurements were on the same ICC metric as the peak-of-instruction 
achievement level estimates. The data did show a level difference in the achieve
ment estimates, but this might have resulted from design aspects of the study. 
Should future studies replicate this result (with or without the level differ
ence), the data imply that gain (or loss) scores measuring retention after the 
peak of instruction may be meaningfully determined using ICC-based approaches. 

The positive findings from the after-peak-of-instruction data also are in 
support of the potential of computerized adaptive testing for applications in 
the measurement of achievement. The data indicated linear relationships among 
ICC-based achievement level estimates obtained up to 4 weeks after instruction. 
Thus, even with limited availability of testing terminals, which might be char
acteristic of adaptive testing in certain instructional environments, it may 
be possible to obtain equivalent achievement estimates for students tested as 
long as a few weeks after the material was covered in a course. This should 
minimize the cost of an ndaptive testing system and make its use economically 
feasible for classrooms of all sizes. Further research will be necessary, of 
course, to determine whether the observed mean differences in student p~rfor
mance after the peak of instruction were due to the motivational factors char
acteristic of voluntary participation. 

Lim1: tations 

Both of the studies reported above were done within the context of a sin
gle undergraduate survey biology course. This limits the generalizability 
of the studies in several ways. For example, the weak factor structure noted 
in students' responses prior to instruction may be due to the fact that this 
was an introductory course. It is very possible that a more advanced course 
might show a strong prior-to-peak-of-instruction factor structure which is 
similar to the peak-of-instruction factor structure. In addition, different 
items drawn from the same content pool were used in the prior-to-instruction 
and peak-of-instruction factor comparisons. Future studies should compare the 
factor structures of the same items prior to instruction and at the peak of 
instruction. 

Further limitations in the constancy of the testing procedures might have 
added some biases to the conclusions drawn. The pretest measure was required 
of all students attending the first lecture of the class, but it did not affect 
students' grades in the course. The first midquarter examination (peak-of-in
instruction test) was required of all students in the course and did have a 
bearing on the students' grade in the course. The after-peak-of-instruction 
measure was a voluntary test which allowed students to add extra credit points 
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to their course grade. In addition, this test was a computer-administered 
stradaptive test, whereas the first two tests were administered in convention
al paper-and-pencil format. These differences, both methodological 'and moti
vational, may have added some unknown amount of bias to the results of the 
studies. Thus, replication of these studies in other instructional environ
ments, and with revisions in the research design, is appropriate. 
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APPENDIX: SUPPLEMENTARY TABLES 

Table A 
Parameter Estimates for Items Used in 

Study of Peak/Peak Parameter Corres_eondence 

First Administration Second Administration 
Item Parameter Parameter 

Number Test* a b c Test* a b c 

3002 WF .82 .13 .14 SF .87 .12 .27 
3034 ~VI 1.01 .37 .28 Sl .85 -.29 .13 
3038 Wl 1. 58 -.56 .28 Sl 1.20 -1.06 .16 
3201 Wl 1.07 -1.34 . 23 Sl .85 -1.74 .18 . 
3206 Wl .74 1. 51 .21 Sl .75 1.57 . 32 
3216 W1 1. 27 -.62 .18 S1 1.17 -.60 .15 
3218 W1 .82 .58 .12 S1 .80 .34 .14 
3237 WF 1.54 -.37 .18 SF 1. 58 -.11 .43 
3241 W1. 1.12 2.48 .24 S1 .91 2.09 .17 
3414 Wl .88 2.29 .32 S1 1.40 1. 96 .30 
3651 W2 .81 2.27 .44 S2 .95 2.31 .52 
3812 W2 .74 -.66 .11 S2 .82 -.63 .13 
3909 W2 1.34 .77 .38 S2 .90 1.12 .36 
4006 WF .84 -.59 .16 SF 1.05 -.19 .27 
4036 WF 1. 24 -.61 .23 SF .95 -1.30 .17 
4044 WF .80 -.12 .38 SF .80 -.60 .13 
4229 WF 1.36 -.45 .38 SF 1.64 -. 92 .17 
4238 WF .83 1. 54 .42 SF .83 1.47 .43 

*W=Winter Quarter 1976; S=Spring Quarter 1976; 1=First 
Midquarter Examination; 2=Second Midquarter Examination; 
F=Final Examination 



Table B 
Interitem Correlations among 21 Items Selected from Pretest (Lower Triangle) 

and First Midguarter Examination (UEEer Triangle) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 

1 -- 23 32 21 28 03 18 06 20 20 39 39 18 40 34 27 08 26 32 16 22 
2 11 -- 25 14 13 16 16 12 15 20 16 09 15 26 22 27 08 16 25 11 03 
3 -11 02 -- 15 28 22 22 16 23 16 22 24 06 15 29 31 12 12 29 12 11 
4 04 -02 13 -- 15 14 13 06 08 19 14 23 -02 20 14 24 19 12 18 15 11 
5 11 00 01 OS -- 55 25 34 36 37 39 21 21 26 38 25 23 12 39 13 21 
6 01 -03 OS 07 OS -- 18 21 28 21 23 19 19 21 25 27 20 22 39 -04 10 
7 02 06 03 10 00 10 -- 11 23 00 19 15 15 13 13 19 10 06 29 13 12 
8 07 -07 09 12 OS 12 17 -- 33 22 26 22 15 16 20 28 16 11 30 07 15 I 

N 
9 00 01 -05 -04 12 01 -02 04 -- 27 30 19 24 08 21 28 19 19 31 14 17 0' 

I 
10 07 02 03 03 18 OS 04 01 08 -- 26 15 27 35 23 34 14 15 38 17 10 
11 19 01 01 06 12 -03 08 23 08 09 -- 26 19 33 35 33 14 27 40 09 20 
12 11 -03 03 12 OS 00 08 11 -02 04 16 -- 14 13 18 28 23 22 22 12 10 
13 17 06 15 57 14 13 20 24 -01 04 22 14 -- 26 24 15 -01 20 30 02 06 
14 -04 03 10 OS -02 04 01 02 -05 06 03 -03 11 -- 22 16 06 12 42 -01 11 
15 24 -02 03 19 13 01 15 23 02 -02 22 09 24 09 -- 36 13 22 38 -05 22 
16 06 00 10 08 04 00 11 12 04 12 08 14 11 03 03 -- 19 28 45 19 21 
17 -01 00 01 04 -10 14 01 04 -10 -01 03 02 06 -01 -03 -13 -- 16 19 19 16 
18 20 01 08 21 06 00 19 14 -01 07 06 17 21 OS 11 17 08 -- 29 12 OS 
19 03 OS 01 04 07 08 18 OS -09 -06 OS 03 00 01 04 10 02 09 -- 03 24 
20 03 07 04 04 09 -02 01 10 00 07 OS 10 11 16 07 -01 06 08 -02 -- 15 
21 19 03 02 09 07 06 16 03 06 -04 10 07 15 -03 11 -OS 06 19 -01 02 

Note. Item numbers are arbitrary; different items were selected from the same content areas at both 
Pretest and First Midquarter. 



-27-

Table C 
Five-Factor Solutions Prior to Instruction (Pretest) 

and at Peak of Instruction (First Midguarter Examination) 

Factor 
Variable 1 2 3 4 5 

Prior to 
Instruction 

1 .32 .38 -.26 .00 -.18 
2 .04 .OS -.06 .01 -.13 
9 .16 -.18 .18 -.01 .03 

11 .54 -.40 -.03 -.11 -.12 
15 .21 .19 -.01 -.22 -.01 
17 .14 -.09 -.00 .13 .09 
18 .32 .03 .10 .29 -.01 
19 .41 .08 .14 .11 .41 
22 . 02 .17 .01 -.19 . 04 
23 .12 .12 .12 -.18 -.05 
24 .36 .26 -.04 -.09 .19 
25 .27 .11 .08 . 04 -.03 
27 .75 -.32 -.11 -.18 -.03 
29 .11 -.10 .07 -.05 .06 
30 .41 .15 -.12 -.03 .15 
32 .25 .15 .51 -.04 -.17 
33 .06 -.14 -.15 .24 .08 
36 .41 .08 . 07 .20 -.22 
37 .12 • OS .12 .24 -.04 
38 .16 .01 -.01 -.06 . 07 
39 .25 .11 -.24 .15 -.11 

Peak of 
Instruction 

1 .59 . 68 -.08 -.33 .01 
4 .36 .11 -.04 .16 .00 
7 .44 . 07 .10 -.03 -.15 

10 .31 .12 .15 .03 .07 
13 .70 -.46 -.04 -.48 .15 
14 .49 -.38 -.06 -.03 -.14 
16 .33 -.01 .09 -.07 -.11 
19 .41 -. 20 . 07 . 07 -.01 
22 .49 -.16 .13 . 03 -.02 
25 .51 -.07 -.10 .23 .40 
28 .58 .07 -.05 -.04 -.04 
31 .43 .15 .19 -.05 -.10 
34 .36 -.04 -.22 .12 .04 
37 .48 .16 -.39 .OS .20 
40 .54 .01 -.13 -.00 -.19 
41 .60 . 04 .20 .28 -.11 
43 .31 -.08 .30 .00 .02 
46 .38 .10 .06 .14 -.11 
49 .69 -.05 -.16 .19 -.08 
52 .20 .12 .46 .01 . 32 
55 .31 .03 .12 -.07 -.01 
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AN ADAPTIVE TESTING STRATEGY FOR 
MASTERY DECISIONS 

During the past 15 years, considerable interest in the psychological and 
educational measurement community has been directed toward the evaluation of 
student competency in various fields of study. In the simplest case, compe
tency in a field has been operationalized as some minimum skill level above 
which a student is declared a "master" and below which a student is declared 
a "nonmaster." Mastery testing has been developed as an implementation of the 
more general criterion-referenced test interpretation model formulated by 
Glaser and Klaus (1962) and expanded upon by many since then (e.g., Hambleton, 
Swaminathan, Algina, & Coulson, 1978; Popham, 1971; Popham & Husek, 1969). 

"Mastery" has typically been defined by subject matter experts as the min
imum percentage of items that a student should be able to answer from a given 
set of test items in order to be classified as proficient. Therefore, a stu
dent who correctly answered only the minimum acceptable percentage of items on 
a test of this type would be declared a master, and a student who correctly 
answered one item less would be declared a nonmaster in the subject matter area. 
So that all of the mastery decisions made would be comparable, mastery testing 
has traditionally required all students to answer the same set of test questions. 

This approach to mastery testing has several problems. First, a student 
whose test score is far above the specified cutoff score would be said to be 
a master of the subject matter; similarly, a student whose score was just bare
ly above the cutoff score would also be declared a master, but presumably that 
decision would be made with less confidence. Thus, classical mastery testing 
results in different levels of intuitive confidence for students whose raw 
scores fall at different distances above or below the cutoff, which results in 
decisions with different dependabilities for students with different raw scores. 

This problem has been discussed on the group level by Livingston (1972) in 
a study discussing the reliability of criterion-referenced tests as a function 
of the mean score level of the testee group. Hambleton and Novick (1973) and 
Davis and Diamond (1974) have specified methods to develop cutoff rules designed 
to yield certain desired ratios of false positive and false negative decisions 
through the use of the differential accuracy of decisions made at different raw 
score levels, but little research has been directed toward equalizing the con
fidence levels in decisions made by a mastery test across all levels of per
formance. Hambleton and Novick (1973) have suggested that the use of Bayesian 
point estimation of students' mastery scores might improve the accuracy of mas
tery decisions; it will be shown in this report that the use of Bayesian con
fidence interval estimates may be useful in equalizing the confidence in de
cisions made across all levels of observed performance. 

A second problem with the classical mastery testing paradigm is that each 
student tested is given the same set of test questions, even though the set of 
questions may be inappropriate for any reasonably precise measurement at some 
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achievement levels. In the mastery testing area, attempts have been made to 
adapt the test to each student (e.g., Ferguson, 1970); but these attempts have 
almost universally assumed that all items administered were of equal quality. 
It is possible,through the use of item characteristic curve (ICC) response 
theory (Lord & Novick, 1968), to distinguish between items which yield differ
ent amounts of information concerning different trait levels. 

Several authors (e.g., Bejar, Weiss, & Gialluca, 1977; McBride & Weiss, 
1976; Urry, 1977) have demonstrated that adaptive testing procedures using ICC 
response theory can reduce test length with no reduction in measurement pre
ClSlon. These testing procedures adapt the difficulty and information charac
teristics of each individual's test by drawing from large item pools items 
that are matched to the individual's estimated trait level. These results in
dicate that by making use of all of the information available about the test 
items and the individual's estimated achievement levels, the application of 
adaptive testing procedures using ICC response theory to a traditional mastery 
testing situation might result in a decrease in the test length needed to make 
confident decisions concerning each individual's mastery status. 

Ob,_,--iec:tives 

This report describes the design and application of an adaptive mastery 
testing strategy that eliminates these problems of the traditional mastery test
ing approach. The adaptive mastery testing strategy is designed to reduce the 
average test length for each student, while equalizing the level of confidence 
in decisions made across the entire range of the achievement continuum. This 
report compares the performance of the conventional and adaptive mastery testing 
procedures within the context of one course of instruction in terms of effi
ciency, information characteristics, and level of correspondence between mas
ery decisions. 

The Adaptive Mastery Testing Procedure 

The adaptive mastery testing (AMT) procedure is designed to administer 
achievement test items selected from a classical mastery test, but not all items 
are administered to each student. The test items administered to a given stu
dent are selected to provide the most information concerning the achievement 
level of that student. Mastery decisions are made with a specified degree of 
confidence for each student,using a cutoff point prespecified on the achievement 
continuum. 

There are three important components of the AMT procedure. The first in
volves converting the mastery level to the achievement metric. The second com
ponent is the item-selection technique used to determine which items should be 
administered to a specific student. The final component of the AMT strategy 
involves the manner in which the mastery decision is made and the degree of con
fidence that can be placed in the decision once it has been made. 

,\!:;_sr:ery :md the Achie'Jement Metric 

The classical mastery testing procedure specifies a percentage of the items 
on a test that must be correctly answered by a student in order to be declared 
a master. Using ICC theory, it is possible to generate an analogue to the "per
centage" cutoff of classical theory for use in adaptive testing. This is nee-
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essar~ since in an adaptive test each individual will tend to answer about 50% 
of the items correctly, given a large enough item pool, because the items ad
ministered will be selected to be close to the individual's achievement level 
(Vale & Weiss, 1975; Weiss, 1973). The ICC analogue of proportion correct is 
based on the use of the test characteristic curve (TCC). The TCC is the func
tion that relates the ICC achievement continuum to the expected proportion of 
correct answers that an individual at any achievement level may be expected to 
obtain if all of the items on the test were administered. 

For this study the assumption was made that a three-parameter logistic 
ogive would describe the functional relationship between the latent trait 
(achievement) and the probability of observing a correct response to any of the 
items on the test. This assumption yields a TCC of the following form: 

n 
ECPI 8) L: 

[

c.+ (1- c.) 
& & 

( 

exp[l.7a.(b.-8)] \] 

exp[l.7ai(b: &8)]+1 7 [1] 

where 

E(P,8) 

i=l 

the expected value of the proportion of correct answers observed 
on the test, given an achievement level; 
the estimate of the ICC discrimination parameter for item i; 

b. the estimate of the ICC difficulty parameter for item i; 
& 

c. the estimate of the lower asymptote of the ICC for item i; 
& 

n the number of items on the test; and 
8 a given achievement level. 

Thus, as Equation 1 indicates, the expected proportion correct at a given level 
of achievement (8) is the average, over all items in the test, of the probabili
ty of a correct response for each item, given the three ICC item parameters for 
each item and assuming a logistic ICC. 

This monotonically increasing function permits relating any achievement 
level to its most likely proportion correct or, more importantly in this con
text, determining the achievement level (8) which will most probably result in 
any given proportion of correct answers. An example of the use of the TCC in 
determining an achievement level that is comparable to a desired "percentage" 
cutoff is shown in Figure 1 using a hypothetical TCC. To determine a level of 
achievement that corresponds to, for example, a 70% mastery level on the test 
items which comprise the TCC, these steps would be followed: 

1. Draw a horizontal line (line A in Figure 1) from the P=.7 mark on 
the vertical (expected proportion correct,or P) axis of the TCC plot 
to the TCC. 

2. Drop a vertical line (line B) from the point of intersection of the 
TCC and the horizontal line drawn in Step 1 to the horizontal (achieve
ment level, or 8) axis. This point (8 ) on the achievement level axis m 
is designated the mastery level using the achievement metric. 
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Figure 1 
Hypothetical Test Characteristic Curve Illustrating 
Conversion from a Proportion Correct Mastery Level 

to the Achievement Metric 

-4.0 -3.0 -2.0 1.0 2.0 

Achievement Level (8) 

4.0 

3. The cutoff point specified in Step 2 may now be used to make mastery 
decisions in place of the P=.7 mastery level originally specified. 
Once the mastery level is expressed in the achievement metric (8), 
rather than in terms of proportion correct, it is no longer necess
ary to administer all the items in the test to obtain an achievement 
level estimate for an individual--and a corresponding mastery de
C1S1on. An achievement level estimate can then be obtained using any 
subset of items from the original test, provided that the individual's 
item responses are scored with a method that will put the achievement 
level estimate on the same metric as the TCC. Any ICC-based scoring 
procedure (Bejar & Weiss, 1979), in conjunction with the original item 
parameter estimates, will result in an achievement level estimate 
which will be on the 8 metric. 

This procedure allows conversion of any desired proportion correct mastery 
level to the 8 metric. Once this transfer is made, ICC theory and adaptive 
testing strategies may be used to increase the efficiency of mastery testing 
techniques. 

Adaptive Item Selection and Scoring 

To make mastery testing a more efficient process, the objectives of the 
AMT strategy were (1) to reduce the length of each student's test by elimi-
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nating test items which provided little information concerning the student's 
achievement level and (2) to terminate the AMT procedure after enough infor
mation had been obtained so that the mastery decision could be made with a 
high degree of confidence. 

To operationalize the first objective, items were selected to be adminis
tered to student at each point during the testing procedure on the basis of the 
amount of information that the item provided concerning the student's achieve
ment level estimate at that point in testing. The administration of the test 
item which provides the most information concerning the student's present achieve
ment level estimate should provide the most efficient use of testing time. A 
procedure that selects and administers the most informative item at each point 
in an adaptive testing procedure was described by Brown and Weiss (1977), and 
this procedure was used in the present study. This procedure uses an adaptive 
maximum information search and selection (MISS) technique for the sequential 
selection of test items to be administered to each individual. 

Item selection. The information that an item provides at each point along 
the achievement continuum can be determined from the ICC parameters of the item. 
Using the unidimensional three-parameter logistic ICC model (Birnbaum, 1968) to 
describe responses to the five-alternative multiple-choice items used in this 
study, the information available in any item is (Birnbaum, 1968, Equation 20.4.16) 

where 

I. (8) 
~ 

I. (8) 
~ 

a. 
~ 

c. 
~ 

D 

( 1-c . ) D 2 a~ \jJ 2 
[ DL . ( 8) ] I { \jJ [DL . ( 8) ] + c . IJI 2 
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the information available from item ~ at any achievement level 8; 

the ICC discrimination parameter of the item; 

the lower asymptote of the ICC for the item; 

1.7, a scaling factor used to allow the logistic ICC to closely 
approximate a normal ogive; 
ai(8- bi)' where bi is the ICC difficulty parameter of the item; 

the logistic probability density function; and 

the cumulative logistic function. 

If it assumed that the achievement level estimate (e) is the best estimate 
of the true achievement level (8), item information levels of each of the items 
~ot yet.administered can be evaluated using§ at any point during the test. The 
lte~ ~h1ch has the highest information value at the individual's current level 
of.8 1s thus c~osen to be administered next. Appendix A (adapted from Brown & 
We1ss, 1977) g1ves an example of the use of the MISS procedure to select items. 

t d Es;imat~~n of 8. For th~s study a Bayesian estimator (Owen, 1969) of the 
s u ent s.ac 1evement level (8) was used. Details of the scoring procedure have 
been.provlded by Brown and Weiss (1977, pp. 4-5); Bejar and Weiss (1979) have 
prov1ded an explanation and scoring programs for Owen's method. 
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Owen's e estimation procedure has been shown to yield biased estimates of 
trait levels (Kingsbury & Weiss, 1979; Lord, 1976; McBride & Weiss, 1976). , 
This bias may be attributed to the assumption of a normal distribution of e in 
the population made by Owen's procedure (Lord, 1976) and/or to inappropriate 
prior information concerning 6 on the individual level (Kingsbury & Weiss, 1979). 
The bias inherent in this scoring method may render the MISS technique less 
efficient than it would be under optimal conditions, and thereby may reduce the 
efficiency of the AMT technique as a whole. 

To use MISS under optimal conditions, e estimates should be obtained through 
the use of a maximum likelihood estimation technique, which yields asymptotical
ly efficient estimates (Birnbaum, 1968). Maximum likelihood 8 estimation tech
niques are not able, however, to obtain trait level estimates for consistent 
item response patterns (either all correct or all incorrect responses) or for 
item response patterns for which the likelihood function is extremely flat. 
Owen's Bayesian scoring method will yield an estimate for any response pattern. 
The inability of the maximum likelihood procedures to estimate e for some re
sponse patterns mitigates against the use of a maximum likelihood estimation 
procedure in this situation, since it would be necessary to assign arbitrary e 
estimates during the early stages of item selection and scoring. Thus, the 
Bayesian scoring procedure was used in order to obtain e estimates for each 
student after each item .administered by the adaptive testing procedure, even 
though some efficiency might have been lost in the AMT due to the bias inherent 
in the estimation procedure. Use of the Bayesian 8 estimation procedure in 
this study also allowed the use of easily interpretable Bayesian confidence in
tervals to make the mastery decision. 

Bayesian Confidence Intervals: Making the Mastery Decision 

Any achievement level estimate (§) obtained using ICC-based scoring of any 
subset of the items from the original test and their ICC item parameters will 
be on the same metric as the TCC for the original t~st. This allows immediate 
comparison between any achievement level estimate (8) and any point on the 
achievement metric (e.g., 8 ). However, two different subsets of items may re-m 
sult in achievement level estimates that are not equally informative. For ex
ample, if one test consisted of many items that were too easy for a given indi
vidual and the other used the same number of equally discriminating items at 
about the appropriate difficulty level for that individual, the second test 
would yield a much more accurate achievement level estimate for that individual. 
Achievement level estimates that are on the same metric are comparable if their 
differential precision is taken into account. To do this, confidence interval 
estimates for the G's should be compared instead of the point estimates (B). 
For this reason, the AMT strategy makes mastery decisions with the use of Bayes
ian confidence intervals. 

After each item was selected using MISS and administered to a student, a 
point estimate of the student's achievement level (S) was determined using 
Owen's Bayesian scoring algorithm and the responses obtained from all items 
previously administered. Given this point estimate and the corresponding var
iance estimate for the 8, also obtained using Owens' procedure (see Brown & 
Weiss, 1977, Equations 3 and 5, pp. 4-5), a Bayesian confidence interval may 
be defined such that: 

e. 
" 

1 

1.96( a~)~ 

" 
< e < e . + 1. 9 6 ( & ~ ) ~ , with p 

" " 
.95, [3] 
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where A e . 
& 

= the Bayesian point estimate of achievement level calculated follow
ing item i, 

the Bayesian posterior variance estimate following item i, 

and e = the true achievement level. 

This statement may be interpreted as meaning that the probability that the true 
value of the achievement level parameter, e, is within the bounds of the confi
dence interval is .95. Alternatively, it might also be concluded with 95% con
fidence that the true parameter value (e) lies within the confidence interval. 
Confidence intervals at differing confidence levels can be constructed using 
appropriate z-values from a normal distribution in place of the 1.96 in Equa
tion 3. 

After this confidence interval has been generated, it can be determined 
whether or not e , the achievement level earlier designated as the mastery lev-

m 
el using the TCC (see Figure 1), falls outside the limits of the confidence 
interval. If it does not, another item is administere~ to the student, and the 
confidence interval is recalculated using the updated e and its updated vari
ance. This procedure continues until, after some item has been administered, 
the confidence interval calculated does not include e , the mastery level on . m 
the achievement continuum. At this point testing is terminated, and a mastery 
decision is made. If the lower limit of the confidence interval falls above 
the specified mastery level, e , the student is declared a master. If, on the 

m 
other hand, the upper limit of the confidence interval falls below e ' the stu-m 
dent is declared a nonmaster. Given a finite size item pool, the testing pro
cedure may, in some cases, exhaust the item pool before a decision can be made. 
This will occur for students with e values close to em. It is possible to make 

a mastery decision for these students based simply on whether the Bayesian point 
A 

estimate of their achievement level (e) is above or below em. However, for 

these students, mastery decisions will not be made with the same confidence lev
els as those made for students for whom the confidence interval falls completely 
above or below em· 

Illustration 

Figure 2 shows the result of the AMT procedure for two hypothetical test
ees, A and B. Achievement level point estimates (§) and error bands, which 
indicate the appropriate Bayesian confidence intervals, are shown for each 
testee after each item was administered. An arbitrary mastery level, e = .50, 

m 
was chosen for this example; normally, however, the mastery level would be de
termined by the TCC transformation of an existent proportion correct mastery 
criterion. 

For Testee A,the first e estimate was below e , but the confidence inter
m 

val around this estimate contained e . Thus, the e estimate was not precise m 
enough to make a confident decision; consequently, testing continued for Test
ee A. After each item was administered, a new e estimate and a corresponding 
confidence interval were calculated. For the first 6 items administered to 



-8-

Testee A, the confidence interval around the e estimate contained ~, and test
ing continued. After the administration of the 7th item, the entire confidence 
interval around the e estimate for Testee A was above em. This implied that 
the e estimate was precise enough to allow a confident decision to be made for 
Testee A. Testee A was declared a master at this point, and testing was termi
nated. 

Figure 2 
Example of the AMT Procedure: Achievement Level Point Estimates and 

Bayesian Confidence Intervals after Each Item Administered to 
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For Testee B, the same type of procedure was followed. For the first 13 
A 

items administered to Testee B, the confidence interv~l around e contained em. 
The 14th item administered to Testee B resulted in a 8 and confidence interval 
which fell completely below Sm· At that point, testing was terminated and Tes
tee B was declared a nonmaster of the subject area. 

It should be noticed that Testee A had a final 8 estimate (e~l.9) that was 
much closer to the mastery level than the final 8 estimate for Testee B 
(~~ -.30). Therefore, much more precise measurement was needed for Testee B 
than for Testee A to make mastery decisions with comparable confidence levels, 
and several more items were administered to Testee B than to Testee A, to ob
tain the additional precision needed in order to make the mastery decision. 

Method 

The AMT strategy was evaluated using real-data simulation (Weiss, 1973). 
In this approach, test item response data obtained from the administration of 
a conventional paper-and-pencil multiple-choice achievement test were used to 
simulate the administration of the AMT strategy. That is, items were selected 
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by the AMT strategy for each student from the conventional test already adminis
tered. Item responses obtained in the conventional test were used by the'AMT 
strategy and scored as described above. If a mastery decision could not be 
made after a given item was used, another item from the conventional test was 
selected by the MISS approach, and the previously obtained item response was 
used by the AMT strategy. This procedure was continued until the AMT strategy 
could make a mastery decision or until all items in the conventional test pool 
had been administered. 

Subjects and Tests 

Item response data were obtained from trainees undergoing the Weapon Me
chanics course at the Lowry Air Force Base Technical Training Center during 
1977 and 1978. This course is computer-managed,and trainees proceed at their 
own pace through 13 well-specified blocks of instruction. During each block, 
several tests are given from which mastery decisions are made. Trainees are 
given several attempts to pass each test in each block. 

For this study two block tests of different lengths were arbitrarily chosen 
to investigate the properties of the AMT procedure. Specifically, data used 
were the item responses of 200 trainees to the first test in the first block of 
instruction (Test 11) and the item responses of 200 trainees to the first test 
in the third block of instruction (Test 31). These tests consisted of 30 and 50 
conventionally administered 5-alternative multiple-choice items, respectively. 
Only the trainees' performances in their first attempt to pass the tests were 
used for this study. 

Fitting the ICC Response Model 

Estimation of item parameters. The procedure used for the estimation of 
the three item parameters of the logistic ICC response model was developed by 
Urry (1976). This procedure obtains initial estimates for the discrimination 
(a) and the difficulty (b) parameters for an item through the use of a direct 
conversion of the classical item parameters and the individuals' raw scores 
(number correct). A value of the lower asymptote parameter (c) is found which 
minimizes a X2 goodness-of-fit statistic for the item. These initial values 
are made more precise through the use of an ancillary correction procedure 
(Fisher, 1950). To obtain more precise estimates of the parameters, the entire 
procedure is repeated replacing the individuals' raw scores with Bayesian modal 
estimates (Samejima, 1969) of their achievement levels. 

Urry's item parameterization method excludes items which meet any of the 
following rejection criteria during the first stage of the procedure: 

1. a less than .80, 
2. b less than -4.00 or greater than 4.00, and 
3. c greater than .30. 

If an item is excluded on the basis of one of these criteria during the initial 
stage of the parameterization procedure, it receives no parameter estimates in 
either stage of the procedure. These restrictive criteria are removed after 
the first phase of the calibration, and no further culling of the items is done. 
Thus, the final values of the parameter estimates for those items which survive 
the first phase are not constrained by the rejection criteria. 
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Evaluating the [it of the model. To examine the usefulness and appropriate
ness of the unidimensional three-parameter logistic ICC model with data of the 
type provided by the Weapon Mechanics course, two questions were investigated: 

1. Does factor analysis of the intercorrelations between item responses 
result in only a single common factor? That is, is the use of a uni
dimensional model justified by the presence of only a single nonrandom 
dimension? 

2. Do parameter estimates obtained from these data correspond to the 
range of parameter estimates obtained in previous studies that have 
shown this type of model to be useful in increasing testing efficiency? 

To answer the first question, principal axis factor analyses were performed 
separately on the data from Test 11 and Test 31. Matrices of item intercorre
lations (phi coefficients) were calculated from the raw item-response data for 
the 200 trainees on each of the tests using the PEARSON CORR computer subroutine 
from the Statistical Package fo~ the Social Sciences (SPSS; Nie, Hull, Jenkins, 
Steinbrenner, & Bent, 1970). 

The resultant 30 x 30 (Test 11) and 50 x 50 ('fest 31) item intercorrelation 
matrices were each factor analyzed by the iterative principal axis factor analy
sis subroutine from SPSS. The initial communality estimate for each of the items 
was the squared multiple correlation of the item with all other items in the 
test. The analysis iterated until successive communality estimates differed by 
a negligible amount. 

To determine the amount of random variation in the final factor-analytic 
solutions, parallel analyses were conducted following the suggestion of Horn 
(1965). This entailed factor analyses of sets of random data that were gener
ated to parallel the original data, using the same number of "items" and "sub
jects." Eigenvalues obtained for factors in the random data were used to de
termine whether factors obtained from the analysis of the real data were "true" 
factors or residual factors. If the eigenvalue of a factor obtained from the 
real data was larger than that for the corresponding random-data factor, the 
real-data factor was considered to be a true factor; but if the eigenvalue was 
similar to that obtained from the random-data factor, then the real-data factor 
was considered to be a residual factor of no real importance. 

To answer the second question posed above, the parameter estimates ob
tained for these two tests were compared to the estimates obtained in two other 
studies (Bejar, Weiss, & Kingsbury, 1977; Brown & \veiss, 1977) that used a uni
dimensional three-parameter logistic ICC model to attempt to improve testing 
accuracy in achievement testing situations. Further comparisons were made be
tween the parameter estimates obtained from the present data and the guidelines 
expressed by Urry (1977) to indicate whether the use of an adaptive testing item 
pool will improve the quality or efficiency of trait measurement. Urry's guide
lines are as follows: 

1. The a parameter estimates of the items in the pool should exceed .80. 
2. The b parameter estimates should be widely and evenly distributed be-

tween -2.00 and +2.00. 
3. The c parameter estimates should be less than .30. 

To the extent that parameter estimates obtained from Tests 11 and 31 followed 
Urry's guidelines and showed close correspondence to other item pools that have 
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proven to be useful in adaptive testing, it could be concluded that the items 
used in this study would show some usefulness with the unidimensional three
parameter ICC model. 

Simulation of AMT 

In order to simulate the AMT strategy, a computer program was designed to 
"administer" the one item in the item pool (which included all of the items 
from the conventional test not rejected by the calibration procedure) providing 
the most !~formation at a trainee's current level of e. Each trainee began the 
test with 8 of 0.0 and a prior variance of 1.0. The trainee's response taken 
from his/her original responses to the conventional test was used by the Bayes
ian scoring routine to produce a new 8 estimate. Then the item with the most 
information at this new § was chosen to be administered next. (No item was ad
ministered more than once to a trainee.) A new 8 estimate was found using the 
trainee's response to this item, and then another item was chosen based on the 
new e estimate. 

A The program continued to choose items to be administered until the trainee's 
e was shown to be either above or below a given mastery level, e ' with a pre-m 
specified degree of confidence. A 95% Bayesian symmetric confidence interval 
was calculated around the trainee's S after each item was administered. The 
AMT strategy continued until this confidence interval failed to include the pre
specified mastery level; when this occurred, the AMT procedure was terminated. 
A lower limit of three items was set for the length of the AMT to avoid anomalous 
results that might occur from making mastery decisions based on a small number 
of item responses. For trainees for whom a mastery decision could not be made 
with the AMT procedure before all items were administered, mastery was deter
mined by whether the final e was above or below em. 

During the simulation, three different mastery levels were used correspond
ing to proportion correct mastery levels of P=.7, .8, and .9. These mastery 
levels were calculated from the TCC for each test, as described above. To max
imize the comparability between the conventional and adaptive mastery testing 
strategies, the conventional test was truncated to include only the items which 
were not rejected by the calibration procedure. In addition, the conventional 
test was scored by Owen's Bayesian scoring method, and the same mastery levels 
were used for both testing strategies. 

Comparison of Efficiency: AMT versus Conventional Testing 

If the AMT strategy were a more efficient testing procedure than the con
ventional mastery testing procedure, it would reduce test length while adminis
tering items with high enough information to maintain a very high correlation 
between decisions made by the AMT and the conventional approach. Consequently, 
to determine whether the AMT procedure reduced the number of items given to 
trainees without reducing the quality of the mastery decisions made for those 
trainees, three criteria were evaluated separately for Test 11 and Test 31 for 
the AMT and conventional testing procedures at each of the mastery levels: 

1. The mean number of items administered to trainees, 
2. The mean information obtained after all items were administered, and 
3. Relationships between mastery decisions made at the termination of 

the testing by the AMT and conventional procedures. 
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Figure 3 
Eigenvalues of the First 10 Common Factors Extracted From Item 

Intercorrelations for Test 11 and Test 31 and for Parallel Random-Data Factors 
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In addition, to examine the characteristics of the two testing procedures more 
closely, the mean information obtained from each procedure was plotted for each 
testing strategy as a function of the achievement level estimate for each mas
tery level. 

Results 

Applicability of the ICC Model 

Factor analysis. Eigenvalues of the first 10 factors extracted from 
item intercorrelations for Test 11 and Test 31 and the random data parallel 
analysis for each test are shown in Appendix Table B-1; these values are plotted 
in Figure 3. For Test 11 (Figure 3a) the first three factors had higher eigen
values than their corresponding random-data factors. However, only the first 
factor differed substantially from the corresponding random-data factor. Thus, 
for Test 11 it was not unreasonable to infer that only the first factor was a 
"true" factor underlying trainees' responses, since the eigenvalues of the 
other factors resembled those of the random factors and the first factor account
ed for more than three times the amount of common variance than any other factor. 

For Test 31 (Figure 3b) the eigenvalues of the first five factors extracted 
each exceeded the eigenvalues of their corresponding random factor, but only 
the first two factors exceeded the random-data values by a substantial amount. 
The first factor accounted for 20.5% of the common variance extracted by the 
10-factor solution, and the second factor accounted for 6.2% of the common 
variance. No other factor accounted for more than 5% of the variance. These 
data indicate that there were probably two real factors underlying trainees' 
responses to Test 31. This two-factor solution might indicate that a multi
dimensional latent trait model should be postulated to explain trainees' re
sponses to Test 31. However, because the first factor accounted for over three 
times as much variance as the second factor, the unidimensional model could 
still be used; data presented by Reckase (1978) indicate that if a dominant 
first factor exists, items calibrated using a unidimensional model will adequate
ly measure that first factor. 

Estimation of the ICC parameters. Tables 1 and 2 show the ICC parameter 
estimates obtained for each of the items in Test 11 and Test 31, respectively. 
Of the items in the conventional test, 17% (5 items) from Test 11 were rejected 
by the parameterization procedure, while 24% (12 items) were rejected for Test 31. 
These losses are comparable to losses observed during other investigations of 
achievement tests using this parameterization procedure; Bejar, Weiss, and 
Kingsbury (1977) lost 22% of their total pool during item parameterization, and 
Brown and Weiss (1977) lost 13% of their total pool. 

For Test 11, values of the a parameter estimates ranged from .63 to 4.69, 
with a mean of 1.48 and a standard deviation of .98. Values of the b parameter 
estimates ranged from -2.35 to 1.32, with a mean of -.98 and a standard devia
tion of 1.01. Values of the c parameter estimates ranged from .00 to .49, with 
a mean of .27 and a standard deviation of .138. 

For Test 31, values of estimates of the a parameter ranged from .63 to 
3.42, with a mean of 1.16 and a standard deviation of .65. Values of the b para
meter estimates were from -1.86 to 3.18, with a mean of -.58 and a standard 
deviation of 1.08. The c parameter estimates ranged from .00 to .77, with a 
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Table 1 
ICC Item Parameter Estimates for the Items in Test 11 

Item Number 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

a 
Discrimination 

__ a 

.81 

.92 

.66 

.70 
2.75 
1.77 
1. 52 

.63 
1. 38 
1. 70 
1.17 

.67 
1.46 

.75 

.65 
1.08 
4.69 
2.16 
2.16 
1. 32 
1. 21 

3.58 
1.04 

.83 
1. 31 

b 
Difficulty 

-.88 

-1.58 
-1.06 
-1.18 
-1.98 

.81 

.26 

-1.89 
-1.64 
-1.01 
-1.61 
-1.90 
-.74 
-.93 

-1.24 
-1.71 

.98 
-1.51 
-1.55 

.56 
-1.54 

-2.35 
1. 32 

-1.69 
-.46 

(! 

Lower Asymptote 

.22 

.18 

.37 

.36 

.12 

.49 

.48 

.29 

.31 

.37 

.25 

.29 

. 27 

.12 

.20 

.36 
0 

.16 

.19 

.30 

.36 

.46 

.09 

.43 

~issing values indicate that the item was rejected by the para
meter estimation procedure. 

mean of .28 and a standard deviation of .16. For both of these tests the para
meter estimates obtained were well within the range established by two earlier 
studies that examined achievement tests using the same item parameterization 
method (Bejar, Weiss, & Kingsbury, 1977; Brown & Weiss, 1977). 

Examination of the item parameter estimates obtained from Test 11 and 
Test 31, using Urry's guidelines for a good adaptive testing item pool, indicated 
the fo).lowing: 

1. For both Test 11 and Test 31, 76% of the items had a values exceeding 
.80, while the average value for both tests exceeded 1.00. 

2. The b values were fairly widely and evenly distributed between -2.0 
and 1.0, but the distribution was rather sparse above 1.0. Consider
ing the small numbers of items in the two item pools, the distribution 
of the b values seems appropriate, though the pools might have been 
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Table 2 
ICC Item Parameter Estimates for the Items in Test 31 

a b c 
Item Number Discrimination Difficult~ Lower As~mEtote 

a 
1 
2 .70 -1.40 .33 
3 3.39 -1.86 
4 1. 95 3.18 .77 
5 .88 -1.78 .37 
6 .65 - .82 .14 
7 .71 - .68 .39 
8 .81 -1.85 .38 
9 .66 -1.84 .35 

10 
11 1.18 -.74 .37 
12 
13 .95 -.90 .36 
14 2.55 -1.39 .01 
15 
16 .94 -.44 .13 
17 1.13 -1.43 .23 
18 .92 -.46 .38 
19 1.03 -.49 .13 
20 .79 .26 .16 
21 .80 -1.04 .35 
22 1.01 -.65 .15 
23 .80 -1.11 .19 
24 .79 .98 .27 
25 
26 1. OS .09 .41 
27 .95 -.23 .39 
28 1.11 -1.64 .20 
29 1. 54 -1.56 .14 
30 .73 -.44 .11 
31 .63 -1.54 .06 
32 
33 .95 .40 .17 
34 1. 20 1.13 .45 
35 1.07 .45 .27 
36 3.42 -1.74 
37 
38 
39 
40 
41 
42 
43 1. 04 -. 77 .37 
44 1.18 -.49 .39 
45 1. 03 -.97 .36 
46 .74 -1.83 .21 
47 1.08 -.56 .38 
48 1. 02 .80 .37 
49 .83 .29 .42 
50 1. 70 1.06 .33 

aMissing values indicate that the item was rejected by the parameter 
estimation procedure. 
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slightly too easy to meet Urry's second guideline. However, Urry's 
guidelines were proposed for ability tests for which it is desired to 
measure precisely across a wide range of ability, whereas the data of 
this study were from a mastery achievement test for which it was de
sired to classify students on either side of a mastery level. Thus, 
the distribution of b values would not be expected to conform with 
Urry's second recommendation. 

3. Fifty-six percent of the items in Test 11 and 47% of the items in 
Test 31 obtained c estimates below .30. The average c estimate for 
each test was less than .30. 

Thus, in light of Urry's guidelines and the earlier studies,examination of the 
item parameters obtained indicated that the parameter estimates obtained from 
Test 11 and Test 31 were similar to those obtained for items which had previous
ly been used to improve achievement measurement; consequent!~ the items were 
appropriate for investigating the AMT strategy. 

Conversion of the Mastery Level to the ICC Metric 

The ICC item parameter estimates for each test were used in Equation 1 to 
obtain the TCC for each test. Figure 4 shows the resulting TCC for Test 11 
(Figure 4a), using item parameters for the 25 items that survived the cali
bration procedure, and for Test 31 (Figure 4b), based on the 38 items for which 
parameter estimates were available on that test. Conversion of the proportion 
correct mastery levels (P=.7, .8, and .9) to the achievement metric (8) are 
also shown. 

Test 11 had a slightly steeper TCC than did Test 31, reflecting the higher 
average discrimination of its items. The lower average b level of the Test 11 
items (i.e., easier items) is reflected in the fact that the TCC for Test 11 is 
shifted to the left along the achievement level, or 8, axis in comparison to 
Test 31. The relatively equal average c parameters for the two tests are re
flected in the values of the TCC at 8=-4.0. 

For Test 11 the P=.7 mastery level was converted to 8=-.90 on the achieve
ment metric, the P=.8 mastery level was converted to 8=-.23, and the P=.9 mas
tery level was converted to 8=.75. For Test 31 the P=.7 mastery level was con
verted to 8=-.48; the P=.8 level, to 8=.12; and the P=.9 level, to 8=.91 on the 
achievement metric. It can be seen that for both tests the conversion was non
linear, reflecting the gain in potential discriminability resulting from con
sideration of the unique operating characteristics of each item. 

Test Length 

Table 3 shows the mean number of items, the average amount of information 
obtained from each item administered, and the number of individuals from vari
ous subsamples under the AMT and conventional strategies at each of the three 
different mastery levels. The four subgroups for which these data are presented 
are (1) the total group of trainees, (2) the groups of trainees declared masters 
by the relevant testing procedure, (3) the groups of trainees declared nonmas
ters by the relevant testing procedure, and (4) the groups of trainees for which 
the AMT procedure made decisions with full confidence (i.e., trainees for whom 
the mastery level, 8 , fell outside the 95% confidence interval at some point 

m 
during the test and terminated the AMT procedure). Frequency distributions of 
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Figure 4 
Test Characteristic Curves for Test 11 and Test 31, with Conversion 

of Three Mastery Levels (P=.7, .8, and .9) from the Proportion
Correct Metric to the Achievement Metric 
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numbers of items administered for each of these subgroups are in Appendix Table 
B-2 for Test 11 and Appendix Table B-3 for Test 31. 

Table 3 
Sample Size (N), Mean Test Length (L), and Mean Information Per Item (I) 

for AMT and Conventional (Conv) Test for Tests 11 and 31 at 
Three Mastery Levels for Total GrauE and Three SubgrouEs 

Test, 
Mastery 
Level, Grou 

and High 
Testing Total Master~ tlQnma5ter~ Confiden!;;e 
Strategy N L I N L I N L I N L I 
Test 11 

P=. 7 
Conv 199 25 .29 172 25 .28 27 25 .39 154 25 .30 
AMT 199 12.8 .32 174 12.3 .28 25 16.4 .52 154 9.2 .36 

P=.8 
Conv 199 25 .29 135 25 .29 64 25 .30 100 25 .40 
AMT 199 17.4 .29 126 17.4 .28 73 17.4 .32 100 9.9 .55 

P=.9 
Conv 199 25 .29 43 25 .so 156 25 .23 132 25 .27 
AMT 199 13.1 .34 34 20.8 .so 165 11.5 .27 132 7.0 .38 

Test 31 
P=.7 

Conv 200 38 .22 127 38 .18 73 38 .28 122 38 .21 
AMT 200 21.8 .30 134 19.4 .26 68 26.4 .36 122 11.4 .44 

P=.8 
Conv 200 38 .22 73 38 .15 127 38 .26 117 38 .24 
AMT 200 23.4 .26 74 27.7 .20 126 20.9 .32 117 13.1 .41 

P=.9 
Conv 200 38 .22 27 38 .12 173 38 .23 151 38 .24 
AMT 200 14.7 .23 28 38 .12 172 10.9 .30 151 7.2 .40 

Total group. For the total group of trainees responding to_Test 11, the 
AMT procedure reduced the average number of items administered (L) substan
tially at every mastery level. The minimum reduction in number of items admin
istered that was noted was for the P=.8 mastery level, where test length for 
the conventio~al test was 25 items, compared to a mean test length for the AMT 
procedure of L=l7.4 items; this reduction of 7.6 items represents a minimum 
test length reduction of 30.4% of the conventional test length. The maximum 
test length reduction was 48.8% of the conventional test (12.2 items) when a 
mastery level of P=.7 was used. For the same group of trainees, a gain in the 
average amount of information (I) obtained from each item administered was 
noted for the AMT procedure at the P=.7 and P=.9 mastery levels. The gains in 
information per item administered were .03 information units (IU), or a 10% 
increase at the P=.7 mastery level, and .OS IU, or a 17% increase, at the 
P=.9 mastery level. 

For the total group of trainees responding to Test 31, the same two trends 
were noted. First, test length was reduced with the use of the AMT procedure 
at each mastery level. The minimum reduction of test length was noted with the 
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use of the P=.8 mastery level, for which the conventional test length of 38 items 
was reduced to a mean AMT length of L=23.4 items--a reduction of 38.4% in mean 
test length. The greatest reduction in test length was noted for the .9 mastery 
level at which the mean AMT length was 14.7--a reduction in test length of 
61.3%. 

The second trend was that the AMT procedure provided more information with 
each item administered than the conventional test for all mastery levels. The 
smallest increase in information was .01 IU per item (a 5% increase), for the 
P=.9 mastery level. The largest gain in the mean information per item was .08 
IU (a 36% increase), for the P=.7 mastery level. For mastery levels P=.8 and 
P=.9, the percent reduction in test length under AMT was greater for Test 31 
than that noted for Test 11. The increase in information per item noted for 
AMT was greater for Test 31 than for Test 11 at all three mastery levels. 

Appendix Tables B-2 and B-3 show that test lengths for the AMT procedure 
for different trainees were quite variable. For most of the trainees, either 
a very long test (as long as the conventional test) was needed,or a very short 
test (8 items ·or less) was sufficient. This U-shaped distribution of test 
lengths was obtained for both Test 11 and Test 31 across all mastery levels. 

Mastery groups. When only those trainees were considered who were judged 
to be masters for Test 11 at one of the mastery levels by the AMT or the con
ventional testing procedure, test length reduction was again noted for the AMT 
procedure at all three mastery levels. For mastery levels P=.7 and P=.8, adap
tive tests for those in the mastery group were approximately the same mean 
length as those for the total group; but for mastery level P=.9 adaptive tests 
for the mastery group were much longer (20.8 versus 13.1 items on the average). 
In comparison with the conventional test, for the AMT procedure in the mastery 
group alone the minimum test length reduction was 4.2 items, or 16.8% of the 
conventional test length of 25 items, at the P=.9 mastery level; and the maxi
mum test length reduction was 12.7 items,or 50.8% of the conventional test 
length, at the P=.7 mastery level. 

The AMT procedure and the conventional testing procedure provided almost 
identical mean amounts of information (I) for items administered to the mastery 
groups, even though the A}IT procedure administered fewer items at each mastery 
level. However, for these groups interpretation of the differences in mean 
information (I) is obscured by the fact that the two different testing proce
dures gave trainees with different achievement levels mastery status. A clear
er comparison of information provided by the two testing procedures is shown 
below. 

For the groups of trainees labeled as masters for Test 31, test-length re
duction was observed with the use of AMT for only two of the three mastery 
levels examined. At the P=.7 mastery level, mean test length was reduced by 
18.6 items, or a reduction of 48.9% of the conventional test length, by use of 
AMT. For the P=.8 mastery level the mean test length was reduced by 10.3 items, 
or a reduction of 27.1% of the conventional test length. For the P=.9 mastery 
level the AMT procedure never reached a decision of mastery in less than 38 
items, the length of the conventional test. 

For Test 31, the ~MT procedure resulted in higher mean information per 
item than the conventional test for the P=.7 mastery level (a difference of 
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.08 IU per item, or a 44% increase over the conventional test) and the P=.8 mas
tery level (.05 IU per item higher,a 33% increase). At the P=.9 mastery level 
the conventional test and the adaptive test administered items with equal aver
age information. 

As the mastery level became higher, for both Test 11 and Test 31 there was 
a trend for greater numbers of items to be administered before a decision of 
mastery could be made. This resulted from the fact that the higher mastery 
levels fell above the steepest portion of the TCCs, as is shown in Figure 4. 
This would imply that the entire conventional test would have more difficulty 
discriminating among trainees at these mastery levels; consequently, the AMT 
procedure would have to use more of the items from the conventional test in or
der to determine whether a trainee was above or below the higher mastery levels. 
This trend may be clearly seen in Appendix Tables B-2 and B-3. For each test, 
trainees were placed in the mastery group for mastery level P=.7 with a wide 
range of test lengths. As the mastery level was raised, trainees were more 
likely to be declared masters only after a larger number of items were admin
istered, until for Test 31 at the P=.9 mastery level, all those who were de
clared masters took all of the items in the item pool before the mastery decision 
was made. 

Nonmastevy gvoups. For the trainees who were declared nonmasters for Test 11, 
using either the adaptive or conventional testing procedures, reductions in 
test length were observed at every mastery level with the AMT procedure. The 
smallest reduction in test length, 7.6 items, was observed for the P=.8 mastery 
level and accounted for 30.4% of the conventional test length. The largest re
duction is test length was 13.5 items at the P=.9 mastery level, or 54% of the 
conventional test length. At each mastery level for Test 11, more mean infor
mation was obtained from each item administered to the nonmasters by the AMT 
procedure than by the conventional procedure. The smallest increase in infor
mation per item was .02 IU (a 6.7% increase), for the P=.8 mastery level. The 
largest increase in mean information was .13 ~U (a 33.3% increase) per item,for 
the P=.7 mastery level. 

For the trainees declared nonmasters for Test 31, reductions in mean test 
length were again noted with the AMT procedure at each mastery level. The min
imum mean decrease in test length was 11.6 items, or 30.5% of the conventional 
test length of 38 items, at the P=.7 mastery level. The maximum reduction in 
average test length was 27.1 items, or 71.3% of the conventional test length, 
at the P=.9 mastery level. As the criterion level increased, the number of 
items needed by the AMT procedure to make the nonmastery decision steadily de
creased. 

For the nonmastery groups administered Test 31, the mean information per 
item was higher at each mastery level for the AMT procedure than for the con
ventional testing procedure. The minimum increase in information was .06 IU 
(a 23% increase) per itemadministered,for the P=.8 mastery level; and the maxi
mum increase observed was .8 IU per item (a 28.6% increase), for the P=.7 mas
tery level. 

Across both Tests 11 and 31, there was a tendency for the adaptive test 
to administer fewer items before making a decision of nonmastery as the mastery 
level increased. The sole exception to this trend was observed for Test 11 at 
the P=.8 mastery level, which showed a slight increase in the number of items 
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administered when compared with the P=.7 mastery level for that test. For both 
tests a higher mean information was obtained for each item administered by the 
AMT procedure at each mastery level. No consistent trend was noted in the dif
ferences in average information per item across mastery levels for the two tests. 

High-confidence groups. The high-confidence groups included only those 
trainees for whom the AMT procedure terminated with full confidence, i.e., 
trainees for whom the Bayesian confidence interval failed to include the mas
tery level at some test length at or before the exhaustion of the items from 
the conventional test item pool. For Test 11 the AJ1T procedure terminated with 
high confidence for a minimum of 50% of the group of trainees, at the P=.B mas
tery level. The.largest high-confidence group was 77% (N=l54) of the total 
group of trainees, at the P=.7 mastery level. 

Test length was reduced considerably by the AMT procedure at all criterion 
levels for the high-confidence groups. The minimum reduction in mean test length 
was observed for the P=.B mastery level and was 15.1 items, or 60.4% of the con
ventional test length. The largest mean reduction in test length observed was 
18 items, or 72% of the conventional test length, at the P=.9 mastery level. 
Modal test length for the high-confidence groups for Test 11 at all mastery levels 
was 3 items (see Appendix Table B-2), or only 12% of the length of the conven
tional test (an 88% reduction). The AMT procedure produced greater mean infor
mation per item at each mastery level. The smallest observed increase was .06 
IU (a 20% increase) per item administered, for the P=.7 mastery level. The 
largest mean increase was .15 IU per item (a 37.5% increase), at the P=.B level. 
For Test 31 the minimum number of trainees in the high-confidence group was 117, 
or 58% of the total group, at the P=.B mastery level. The largest high-confi
dence group was 151, or 76% of the total trainee group, for the mastery level 
P=.9. 

Test length for the AMT procedure was much shorter than the conventional 
test at each criterion level. The smallest reduction in mean test length was 
24.9 items, or 65.5% of the conventional test length, for the P=.B mastery lev
el. The largest average reduction in test length was 30.8 items, or 81.1% of 
the total conventional test length, for the P=.9 mastery level. Similar to 
Test 11, modal test lengths for Test 31 were quite short: 4 items for the P=.7 
mastery level, 5 items for the P=.B mastery level, and 3 items (for 57% of the 
high-confidence group) at the P=.9 mastery level. 

The AMT procedure produced higher mean information per item than the con
ventional testing procedure at all mastery levels. The m1n1mum increase in 
mean information per item was .16 IU (an increase of 66.7% over the mean infor
mation provided by the conventional test), for the P=.9 mastery level. The 
maximum mean information increase that was observed was .23 IU per item (a 112% 
increase), for the P=.7 mastery level. 

For both Test 11 and Test 31 the AMT procedure made confident decisions for 
between 50% and 77% of the total group at each mastery level. For the trainees 
in the high-confidence groups, the average adaptive test length ranged from 19% 
to 39% of the original conventional test length, while modal test lengths were 
only 8% to 6% of the conventional test length (i.e., over 90% reduction). Also, 
the adaptive testing procedure resulted in 20% to 119.5% increase in the mean 
amount of information obtained per item over the conventional test. The in
crease in mean information per item was greater for Test 31 than for Test 11 
at all criterion levels. 
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Correspondence Between Decisions 

Table 4 shows the Pearson product-moment (phi) correlations between the 
decisions made by the AMT and conventional testing procedures across all three 
criterion levels for Test 11 and Test 31. The lowest correlation observed was 
.67, for Test 11 at the P=.9 mastery level. The highest correlation was .97, 
for Test 31 at the P=.8 mastery level. The correlations between mastery de
cisions for Test 31 were higher than for Test 11 at all mastery levels. In ad
dition, the average decision variance in common between the two testing proce
dures was 79% of the total decision variance. 

Table 4 
Phi Correlations Between Mastery 

Decisions Made by AMT and 
Conventional Testing Procedures for 

Test 11 and Test 31, at Three 
Mastery Levels 

Test 

Test 11 
Test 31 

[':; . 7 

. 91 

. 93 

Mastery Level 
P=.8' P=.9 

.88 .67 

. 97 .94 

To examine more completely the correspondence in decisions made by the AMT 
and conventional procedures, Table 5 shows joint frequency distributions of de
cisions for the two testing procedures at each of the three mastery levels for 
Test 11 and Test 31. The lowest level of agreement between the M1T and conven
tional testing procedures was noted for Test 11 at the P=.9 mastery level, where 
the two testing procedures agreed for 178, or 89.4% of the 199 trainees tested. 
The highest level of agreement was 98.5%, for Test 31 at the P=.8 and P=.9 mas
tery levels. Across both tests and all criterion levels, the two procedures 
agreed for 95.9% of the trainees tested. For the longer test (Test 31) the two 
procedures agreed for 97.9% of the trainees, and for the shorter test (Test 11) 
the two procedures agreed for 94.0% of the trainees. 

Table 5 
Joint Distributions of Mastery Decisions Made by AMT and 

Conventional Tests 11 and 31 at Three Mastery Levels 

Mastery Level Test 11 Test 31 
and AMT Decision Mastery Nonmastery Mastery Nonmastery 

P=. 7 
AMT Mastery 171 3 126 6 
AMT Nonmastery 1 24 1 67 

P=.8 
AMT Mastery 125 1 72 2 
AMT Nonmastery 10 63 1 125 

P=.9 
AMT Mastery 28 6 26 2 
AMT Nonmastery 15 150 1 171 
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Information Functions 

Figures 5 and 6 show the information obtained by Conventional Tests 11 and 
31, respectively, a~d adaptive testing procedures as a function of estimated 
achievement level (8). (Points plotted in these figures are based on mean infor
mation obtained from trainees within a plus or minus .1 range around a given§; 
numerical values of information are shovm in Appendix Table B-4.) Figures 5 and 
6 each show three adaptive testing information curves--one for each mastery 
level examined--and one conventional test curve. 

Figure 5 shows that Test 11 was poorly designed to make mastery decisions 
at middle-range mastery levels (§ between -.5 and +.5, or proportion correct of 
about P=.75 to P=.85), since the test's information was predominantly concen
trated at low achievement levels (§<-1.0), with an information spike caused by 
a single highly discriminating item (Item 28; see Table 1) at about 1.0 on the 
achievement continuum. Information functions for the AMT strategy at each of 
the three mastery levels closely approximated the conventional information func
tion in the region near each respective mastery level (S=.S, -.2, -9). In ad
dition, as achievement level moved away from the mastery levels, the AUT infor
mation functions fell below the information function for the conventional test, 
particularly at the lower achievement levels. Further, as the difference be
tween the achievement.level and the mastery level increased, the difference in 
amounts of information used by the AMT procedure and the conventional procedure 
tended to become larger. However, for the P=.S mastery level an upturn in the 
information function occurred below the -1.3 achievement level, and the differ
ence in information between the conventional and adaptive procedure decreasedA 
s~ightly. The same type of upturn was noted for the P=.9 mastery level, for e 
levels below -1.1. 

Figure 6 shows that for Test 31 the conventional test information function 
was monotone decreasing within the observed range of trainees' achievement levels. 
This implies that Test 31 provided its most precise measurement at low achieve
ment levels and that differences between the two testing procedures should be 
most noticeable at low achievement levels. The AMT information functions for 
Test ~1 in Figure 6 reinforce the trends noted in Test 11 for each of the mas
tery levels. That is, 

1. The AMT information functions each closely approximated the convention
al test information function in the region of the achievement continuum 
near the appropriate mastery level. 

2. For achievement levels beyond the region near the mastery level, the 
AMT information function was lower than the conventional test infor
mation function. 

3. The difference in information between the MIT and conventional testing 
procedures was greater for achievement levels further from the speci
fied mastery level, up to a point. 

4. At the lower end of the achievement continuum (8<-.5), an increase in 
the amount of information provided by the AMT procedure was noted for 
each of the mastery levels examined. The point on the 8 continuum at 
which the upturn was noted was lower for each successively lower cri
terion level. 

For Test 31 one additional result was noted that did not appear in the Test 11 
AMT data: For both the P=.S and P=.9 criterion levels, a final downturn in the 
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Figure 5 
Mean Obtained Information ab a Function of Estimated Achievement 

Level for AMT and Conventional Test 11 at Three Mastery Levels 
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information functions for the AMT procedure was observed at the lowest obtained 
S levels. This implies that the observed upturns in information may have been 
one side of an information spike, possibly caused by the minimum limit of three 
items placed on the AMT procedure. 

Discussion and Conclusions 

The unidimensional three-parameter logistic ICC model was fit to two con
ventional tests that were previously used to make mastery decisions in a mili
tary training course. Data originally gathered during the training course 
were used to evaluate, in real-data simulation, the efficiency of the proposed 
adaptive mastery testing (AMT) procedure in terms of the number of items admin
istered, the information obtained, and the degree of agreement between the AMT 
and conventional testing procedures. The AMT procedure was simulated assuming 
three different mastery levels, stated in terms of the achievement metric, 
through the use of the test characteristic curves (TCCs) for the two conven
tional tests. The results of these simulations indicated that the proposed 
AMT procedure reduced the number of items administered during the average test, 
while at the same time making decisions which were very much the same as those 
made by the conventional testing procedure. 

The AMT procedure reduced the average test length for the entire group of 
trainees by 30% to 61% of the conventional test length. The reductions in test 
length observed varied across different mastery levels for both of the conven
tional tests. When specific subgroups of the samples were considered, mean 
test length reductions of up to 81% of the items in the conventional test were 
again observed in almost every subgroup examined at each mastery level and for 
both tests. The only subgroup for which no test length reduction was observed 
for the AMT strategy was the group passing Test 31 at the highest criterion lev
el (P=.90 correct). For the groups of trainees for which the AMT procedure was 
able to make high-confidence decisions, AMT mean test lengths were 60% to 81% 
shorter than the conventional tests across all mastery levels examined. Fur
ther, high-confidence decisions were made for 50% to 77% of the trainees at 
each mastery level. 

At each mastery level for each test,agreement was high between the deci
sions made by the adaptive and conventional testing procedures. The two pro
cedures made the same decision for approximately 96% of the cases across all 
circumstances. Using the larger item pool (Test 31), the two procedures agreed 
for about 98% of the cases. The lowest agreement level observed was approxi
mately 89%. 

At each mastery level examined, the information functions observed for the 
adaptive tests closely approximated the information functions obtained for the 
relevent conventional test at achievement levels close to the mastery level,and 
fell below the conventional test information functions for more extreme achieve
ment levels. For the achievement levels very different from the mastery level, 
the difference between the information functions for the two testing procedures 
reached a maximum; and at the most extreme achievement levels the difference in 
information decreased slightly. 

Thus, the AMT procedure was shown to make mastery decisions very similar 
to those made by the conventional testing procedure,while administering fewer 
items, by using the information in the item pool that was available to make 
high-confidence decisions. 
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The test-length reduction observed using the AMT procedure may be attrib
uted to two characteristics of the procedure. First, the AMT strategy adminis
tered to a trainee only those items which provided the most precise measurement 
at the trainee's current level of e. Second, the AMT procedure terminated the 
test as soon as enough information was available to make a decision at a pre
determined level of confidence concerning the trainee's mastery level. The 
termination rule allowed the test to terminate prior to the exhaustion of the 
item pool, if enough information was available in the items, and the item ad
ministration procedure presented the most informative items early in the test
ing session. 

Each of these characteristics of the AMT procedure can be more clearly seen 
by examination of the Bayesian point estimates and the associated confidence in
tervals obtained from a trainee's responses after each item administered by the 
AMT and conventional testing procedures. One such record is shown in Figure 7 
for a trainee responding to Test 11. The § estimates plotted in Figure 7 in
clude 95% Bayesian confidence intervals for the 8 estimate after the first item 
and after every third item administered thereafter for both AMT and convention
al procedures (even though the confidence interval was not used for making the 
mastery decision with the conventional procedure). 

Figure 7 
Achievement Level Estimates for Trainee 14 after Each Item Administered by AMT 

and Conventional Testing Procedures for Test l~with 95% Bayesian Confidence 
Intervals Indicated after Every Third Item (P=.7 Mastery Level) 
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It may be seen from Figure 7 that both testing procedures made a nonmastery 
decision for the trainee (i.e., determined that the trainee's true achievement 
level fell below the specified mastery level), even though both procedures 
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estimated the trainee's achievement level as being above the mastery level for 
the first few items. The conventional test 8 estimates were above the mastery 
level for the first 7 items; the adaptive test 8 estimates dropped below the 
mastery level after only 2 items. The AMT procedure made the mastery decision 
after administering 9 items, compared with the conventional test length of 25 
items. At each test length greater than a single item, the Bayesian confidence 
interval around the conventional test 8 estimate was larger than the confidence 
interval around the AMT 8 estimate. This indicates the greater measurement pre
cision available to the AMT procedure due to the adaptive item administration 
procedure. 

Further, it may be noted in Figure 7 that the conv~ntional test strategy 
finally resulted in a Bayesian confidence interval that fell completely below 
the mastery level after 19 items were administered (still over twice the test 
length of the adaptive test); but since the conventional testing procedure does 
not terminate even after this high-confidence level is reached, 6 more items 
were administered before the test ended. This illustrative example showed that 
the AMT procedure was far more economical than the conventional procedure in 
terms of test length,due to the adaptive item selection procedure and the use 
of the Bayesian confidence interval as a termination mechanism. 

Additional Advantages of the AMT Strategy 

The ICC-based adaptive mastery testing strategy described in this report 
has several other advantages over conventional testing procedures used to make 
mastery decisions. As has been demonstrated with these data, use of the ICC 
metric and related achievement estimation procedures can result in mastery de
cisions for most trainees (50% to 77%) with known and predetermined levels of 
confidence. Coupled with appropriate design of mastery testing item pools using 
ICC concepts, the percentage of high-confidence decisions could be substantially 
increased until mastery decisions could be made for virtually all students at 
the same high and predetermined level of confidence. Design of such mastery 
testing item pools would include a concentration of highly discriminating items 
around the mastery level, plus sufficient numbers of highly discriminating items 
elsewhere along the achievement continuum to permit high-confidence decisions 
to be made for all students. Actual numbers of items required at various dis
crimination levels could be estimated using Owen's Bayesian scoring procedure 
and information on the difficulties and discriminations of items to estimate in 
advance the values of the Bayesian posterior variance (which is used to construct 
the Bayesian confidence intervals used in the AMT procedure) at the expected 
levels of e. 

If the mastery testing item pool is not designed in advance to permit high
confidence decisions for each student, the AMT procedure still permits the test
er to determine the confidence level of each mastery decision made, even if it 
is not a high-confidence decision. This can be determined by locating the dis
tance of the mastery level, 8 , from the student's estimated achievement level, m 
8. This distance can then be treated as a standardized deviation from the mean 
of a normal distribution, with a variance equal to the estimated posterior var
iance; and .50 plus the area of the portion of the normal distribution included 
in that deviation will then give the confidence level for a given mastery deci
sion for that student. In this way, a confidence level for the mastery decision 
can be attached to each such decision. As a result, instructional decisions 
based on lower confidence level mastery decisions can be made more tentatively. 
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A further advantage of the ICC-based AMT strategy is that it can be exten
ded to the multiple-content area mastery testing problem with further savings in 
test administration time. In many training environments, it is desirable to 
measure mastery on a number of learning objectives at the same point in time. 
Using conventional testing procedures to measure mastery on 6 objectives, for 
example, the student would have to take 6 different tests with a fixed number 
of items, for a potential total of over 100 items. However, since the AMT strat
egy utilizes the same item selection and scoring procedures that Brown and Weiss 
(1977) used in their intercontent branching adaptive testing strategy, the AMT 
strategy can operate in the same fashion; all that differs is the intrasubtest 
termination rule. Thus, in the multicontent branching AMT strategy, the achieve
ment level estimates used to make the mastery decisions in each of a number of 
content-based mastery tests would be used to serve as entry points for beginning 
testing (using appropriate multiple regression equations) in subsequent mastery 
tests in the battery. If there is any correlation between mastery decisions 
made on the separate subtests, the use of an intercontent branching AMT should 
result in substantial additional savings in testing time over that obtained by 
use of the AMT strategy in each subtest separately. 

The AMT procedure described above, or an improved version, should thus be 
extremely useful in a training sequence in which many subject areas are taught 
and tested within a short time, thus putting a premium on testing time. A self
paced instructional setting in which a student is given more than one attempt 
to demonstrate mastery of a content area with a single test may also benefit 
from an AMT procedure that would allow students to take different items on each 
attempt, thus avoiding the problem of students merely "learning" the test, with
out learning the subject matter. 

The AMT procedure should be tested in an actual classroom situation. Fur
ther research should also be conducted to determine whether conventional mastery 
testing or the AMT procedure result in mastery decisions which more accurately 
predict external performance criteria. 
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Appendix A 

Illustration of MISS Procedure for Choosing Items for AMT 

The essential characteristics of the adaptive testing strategy employed in 
this study have been described in previous sections. However, to understand the 
method more completely, it is helpful to see the results of its application with 
an actual testee. 

Figure A-1 shows estimated item information curves for six items from Test 1. 
(There would probably be many items in the test, but only six were chosen to sim
plify the illustration.) The height of the information curve at a given achieve
ment level (S) indicates the amount of information provided by the item. Most 
of the items are fairly "peaked"; that is, they provide information over a rel
atively narrow range of the achievement continuum. While the information curves 
overlap to some degree, different items provide different amounts of information 
at a given point on the achievewent continuum. The guiding principle for the 
adaptive procedure is to administer the item which provides the most information 
at the current achievement estimate (e). 

2.0 

1.5 

1.0 

0.5 

Figure A-1 
Estimated Item Information Curves for Six Items from Test 1 
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For a testee beginning Test 1, the initial achievement estimate was 8=0; 
this is shown by the vertical dashed line in Figure A-1. Of the six items i~ 
the example, only three items had essentially nonzero information values at 8=0; 
these values, shown by the horizontal dotted lines in Figure A-1, were .95 for 
Item 5, .60 for Item 15, and .10 for Item 12. Applying the rule that the item 
selected is the one which provides the most information at the current §, 
It~m 5 would be selected for administration. 
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Figure A-2 shows the revised value of 8=.46 derived from the Bayesian 
scoring routine, assuming that a correct answer was given to Item 5. The con
f~dence interval surrounding this e is assumed to contain the mastery level, 
so testing wpuld continue. The information curve for Item 5, which !as al
reaqy administered, is not shown in Figure A-2. At the new value of 8, only 
Items 15 and 12 provide significant values of information. Since Item 15 has 
an information value of .60 and Item 12 has a value of .20, Item 15 would be 
selected as the second item to be administered to this testee. 

Figure A-2 
Estimated Item Information Curves for Five Items from Test 1 
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Assuming that the testee had correctly answered Item 15, the value of e 
would increase to .92. The confidence interval around this ~ewe still contains 
the arbitrary mastery level, so testing would continue. At 8=.92, only Item 12 
would provide significant amounts of information, and it would be administered 
next. Thus, at each step during the testing procedure, the item which provides 
the most information concerning the testee's current level of e is administered. 
In a larger item pool, testing would continue in this fashion until it was pos
sible to make a mastery decision with a prespecified level of confidence, at 
which point the test would terminate. 



Appendix B 

Supplementary Tables 

Table B-1 
Eigenvalues of the First 10 Common Factors Extracted 
from Item Intercorrelations for Test 11 and Test 31, 

and for Parallel Random-Data Factors 

Test 11 Test 31 
Real Random Real Random 

Factor Data Data Data Data 

1 6.14 1. 75 10.23 2.04 
2 1. 85 1.61 3.08 1.90 
3 1.60 1.52 2.10 1. 84 
4 1.41 1. 51 2.06 1.82 
5 1.38 1.50 1.82 1. 76 
6 1. 30 1.39 1.68 1.72 
7 1.24 1. 33 1.58 1.62 
8 1.16 1. 28 1.49 1.58 
9 1.15 1.25 1.38 1. 56 

10 .97 1.20 1. 31 1.48 

Table B-2 
Frequency Distributions of Number of Items Administered 

AMT Procedure from Test 11 by Mastery Subgroup for 
Each Masterl Level (P=.7 2 .8, and .9) 

Grou 
Nu,mber of 

by 

High 
Items Total t1asterx Nonmasterl Confidence 

Administered P=.7 P=.8 P=.9 P=.7 P=.8 P=.9 P=.7 P=.8 P=.9 P=. 7 P=.8 P=.9 

3 43 54 45 39 39 4 15 45 43 54 45 
4 1 1 24 1 1 24 1 1 24 
5 36 1 10 36 1 10 36 1 10 
6 1 3 1 3 1 3 
7 10 3 17 10 8 3 9 10 3 17 
8 13 2 2 13 1 1 2 13 2 2 
9 3 2 3 2 3 2 

10 1 1 1 
11 7 6 7 6 7 6 
12 1 3 1 .3 1 3 
13 3 2 3 2 3 2 
14 1 2 1 1 1 1 2 1 
15 3 2 2 1 2 3 2 
16 1 1 1 1 1 1 1 1 1 
17 1 7 4 6 1 1 4 1 7 4 
18 7 2 7 2 7 2 
19 4 6 1 1 3 6 1 4 6 1 
20 4 4 4 
21 1 3 1 3 1 3 
22 2 2 2 2 2 2 
23 1 3 1 3 1 3 
24 7 9 7 8 1 7 9 
25 55 105 67 44 68 26 11 37 41 10 6 
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Table B-3 
Frequency Distributions of Number of Items Administered by AMT Procedure 

From Test 31 b~ Master~ SubgrouE for Each Master~ Level (P=.7 2 . 8 2 and • 9) 

Grou 
Number of High 

Items Total Master~ Nonmastery Confidence 
Administered P=.7 P=.8 P=.9 P=.7 P=.8 P=.9 P=.7 P=.8 P=.9 P=. 7 P=.8 P=.9 

3 7 7 86 7 7 86 7 7 86 
4 27 1 11 27 1 11 27 1 11 
5 4 15 7 4 15 7 4 15 7 
6 8 6 6 7 1 6 6 8 6 6 
7 10 10 4 10 7 3 4 10 10 4 
8 6 4 2 5 1 4 2 6 4 2 
9 6 3 1 5 1 3 1 6 3 1 

10 7 6 7 5 4 2 2 7 7 6 7 
11 1 10 4 3 1 7 4 1 10 4 
12 1 4 3 1 1 3 3 1 4 3 
13 2 8 2 2 8 2 2 8 2 
14 5 1 2 4 1 1 2 5 1 2 
15 3 2 3 2 3 2 
16 5 2 2 5 2 2 5 2 2 
17 2 6 1 5 1 1 2 6 
18 3 6 1 5 2 1 3 6 
19 4 4 1 1 3 3 1 1 4 4 1 
20 2 1 1 1 1 2 1 
21 3 4 2 1 4 3 4 
22 2 2 2 
23 5 2 4 1 2 5 2 
24 1 5 1 1 2 3 1 1 5 1 
25 1 1 1 1 1 1 
26 
27 1 1 1 1 1 1 
28 1 1 1 1 1 1 
29 3 1 1 3 3 1 
30 1 2 1 2 1 2 
31 2 1 1 1 1 2 1 
32 1 1 1 
33 1 1 1 1 1 1 
34 2 2 2 
35 1 1 1 
36 1 2 2 1 2 2 1 2 2 
37 1 2 1 2 1 2 
38 78 83 49 43 4'0 28 35 43 21 



Table B-4 
Mean Information (I) Obtained by AMT and Conventional Testing Procedures for Tests 11 and 31 

At Three Mastery Levels (P=.7, .8, and .9) for Trainees with Various Achi~vement Level 
A 

Estimates (8), and Number of Trainees (N) at Each Achievement Level 

Test 11 Test 31 
AMT AMT 

A 

e Range Conventional (P=.7) (P=.8) (P=. 9) Conventional (P=.7) (P=.8) (P=.9) 
Lo Hi I N I N I N I N I N I N I N I N 

-2.000 -1.800 12.15 1 
-1.799 -1.600 11.88 5 7.42 2 23.44 2 19.58 1 
-1.599 -1.400 11.59 3 10.27 7 6.20 7 4.47 4 18.08 1 10.10 8 4.82 4 
-1.399 -1.200 10.58 3 10.46 4 4.46 12 3.19 7 15.53 10 9.36 12 7.23 10 8.00 6 
-1.199 -1.000 8.87 10 8.93 6 6.56 4 1.60 4 12.31 9 9.19 11 6.57 8 
-.999 -.800 7.47 4 7.68 6 7.17 11 10.11 18 10.07 7 4. 71 22 10.36 4 
-.799 -.600 6.61 12 6.63 10 6.69 10 2.34 47 9.30 21 9.35 21 5.80 28 2.17 25 
-.599 -.400 5.41 10 5.51 9 5.56 10 2.53 25 8.79 15 8.78 15 7.61 12 1.24 24 
-. 399 -.200 4.65 14 4.73 9 4.68 18 3.05 20 8.46 19 8.43 17 8.40 17 1. 70 58 
-.199 .000 4.04 21 3.79 16 4.03 18 3.68 10 8.06 18 -8.06 15 8.04 17 3.96 22 

I 
w 

.001 .200 3.73 15 2.69 24 3. 72 20 3.64 15 7.58 12 7.57 4 7.51 12 6.10 11 "' I 

.201 .400 3. 72 19 2.21 47 3. 71 9 3.73 13 6.96 15 5.83 15 6.95 12 6.89 4 

.401 .600 4.91 19 4.69 4 4.60 9 4.56 12 6.48 16 3.88 23 6.50 14 6.51 8 

.601 .800 8.86 22 8.80 11 8.37 16 9.41 9 6.05 7 2.60 18 6.00 6 6.00 6 

.801 1.000 17.01 16 14.40 1 15.81 9 16.09 9 5.78 6 2.93 5 5.61 9 5.74 6 
1.001 1.200 16.45 9 13.94 3 17.33 7 5.24 11 1. 97 27 4.67 13 5.18 10 
1.201 1.400 6.35 3 6.10 2 4.89 6 3.51 8 4.86 6 
1.401 1.600 3.70 3 1.29 39 1.29 39 3.16 3 4.05 4 2.20 7 3.84 3 
1.601 1.800 1.63 5 1.41 8 2.94 5 3.41 1 
1.801 2.000 2.13 5 
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EFFICIENCY OF AN ADAPTIVE lNTER-SUBTEST BRANCHING STRATEGY 

IN THE MEASUREMENT OF CLASSROOM ACHIEVEMENT 

The development of adaptive testing technology has traditionally taken 
place within the context of ability measurement. Indeed, much of the adaptive 
testing research has been concerned with the application of the various adap
tive testing strategies to the measurement of a single unidimensional ability 
domain (e.g., Betz & Weiss, 1974, 1975; Larkin & Weiss,- 1974, 1975; Lord, 1977; 
McBride & Weiss, 1976; Urry, 1977; Vale & Weiss, 1975; Weiss, 1973). More re
centl~ Bejar and Weiss (1978); Bejar, Weiss, and Gialluca (1977); Bejar, Weiss, 
and Kingsbury (1977); and Kingsbury and Weiss (1979) have demonstrated the ap
plicability of these unidimensional adaptive testing strategies to the measure
ment of classroom achievement. Frequently, however, achievement tests include 
items drawn from several distinct content areas. Hence, the assumption of uni
dimensionality of the entire set of items constituting an achievement test may 
be untenable, and the application of unidimensional testing strategies inap
propriate. 

Although Reckase (1978) has shown that the first factor of a multidimen
sional achievement test will be related to the item characteristic curve (ICC) 
item parameter estimates from the three-parameter ICC model, in many cases the 
first factor will account for only a small portion of the common variance of 
the achievement test items, and even smaller portions of the total variance of 
the test. Thus, application of a unidimensional ICC model to a multidimension
al achievement test will result in achievement level estimates that reflect 
achievement on only a small subset of course content. In addition, the diag
nostic information regarding a student's performance on specific course content 
areas is lost to both student and instructor by measuring achievement on only 
one dimension. 

In an attempt to design an adaptive testing strategy that would reduce 
testing time, yet retain the capability of providing students and instructors 
with scores on the separate subtests in an achievement domain, Brown and Weiss 
(1977) proposed a testing strategy specifically designed for achievement test 
batteries that are composed of multiple content areas. It included provisions 
for adaptive branching between subtests as well as for adaptive item selection 
within subtests, in an attempt to adapt the test battery to each examinee most 
efficiently. Brown and Weiss (1977) applied the combined inter-subtest and 
intra-subtest adaptive strategy in a real-data simulation using a military 
achievement test battery. They observed a mean reduction in test battery length 
of nearly 50%, accompanied by a minimal loss in psychometric information. 

Purpose 

The present study investigated the efficacy of this adaptive testing strat
egy when it was applied to a classroom achievement test in a different kind of 
testing environment. Further, this study evaluated the relative contributions 
of the intra-subtest item selection and inter-subtest branching strategies in 
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terms of 
1. The number of items administered in each subtest of the battery 

and in the test as a whole, 
2. Reduction in test length when compared to the length of a convention

ally administered examination, 
3. Correlations between achievement estimates derived from the adaptive 

strategies with those obtained from the conventional examination, and 
4. Effects of adaptive administration on psychometric information. 

In addition, this study in~luded an investigation of the effects of using the 
adaptive inter-subtest branching strategy developed from one set of data on a 
different data set, using a double-cross-validation design. 

METHOD 

Procedure 

Test Items and Subjects 

Real-data simulation techniques were applied to the item responses of 800 
students who were administered the final examination in General Biology, Biol
ogy 1-011, an introductory lecture and laboratory class at the University of 
Minnesota, during the fall academic quarter of 1977, and to the responses of 
another 800 biology students from winter quarter of 1978. 

Each of these final examinations was 110 items long and was administered 
conventionally by paper and pencil at the end of the academic quarter. However, 
each student was directed to answer only 100 of the questions and was free to 
omit any 10 items of his/her choice. Additionally, only the responses to those 
items from five content areas--Chemistry, Cell, Energy, Reproduction, and Ecol
ogy--were used for thi~ study. The numbers of items in each content area dif
fered slightly across the two quarters; the distribution of items across con
tent areas for the two quarters is shown in Table 1. Each of these five con
tent areas formed a subtest used for the branching strategy discussed below. 

Item Parameterization 

Items were parameterized within content areas using Urry's (1976) ESTEM 
computer program for latent trait item parameterization employing the three
parameter logistic model. This program provides estimates of the ICC item 
discrimination (a), item difficulty (b), and lower asymptote (c) parameters. 

Urry's item parameterization program calculates item parameter estimates 
using a two-stage procedure. In the first stage, initial item parameter esti
mates are determined for all items. However, these initial item parameter 
estimates are not reported for an item if one or more of the following condi
tions holds: (1) a < .80, (2) b < -4.00, (3) b > 4.00, or (4) c > .30. In 
the second stage, item parameters are recomputed for all items that are not ex
cluded by the criteria applied in the first stage. In this stage, item parame
ter estimates are reported without restrictions (e.g., c may be greater than 
.30 for some items in the second stage) for all items not excluded in the first 
stage. 

The items were parameterized at the peak of training; that is, items in 
each content area were parameterized using test data obtained soon after in-
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struction in that content area took place. Items in content areas Chemistry, 
Cell, and Energy were parameterized at the time of Midquarter 1 (MQl), and 
items in content areas Reproduction and Ecology were parameterized at the time 
of Midquarter 2 (MQ2). Item parameter estimates were obtained from classroom 
examination data from winter quarter of 1976 through spring quarter 1977. The 
minimum sample size for parameter estimation for any one item was 844; most 
item parameter estimates were based on data from 1,000 to 2,000 students. 

Conventional Test 

A conventionally administered test was used for comparison with the adap
tive testing strategies. The subtests were administered in the same order for 
both the conventional and adaptive strategies. In the conventional test all 
items within each subtest were administered sequential!~ with all students tak
ing all the items, and all items were administered in the same order. There 
was, then, no· differential entry point for the subtests when administered con
ventionally. Bayesian scoring (Owen, 1975) was used for each of the convention
al subtests, using a mean of 0.0 and a prior variance of 1.0 as the initial pri
or estimate of the Bayesian score for each subtest. 

Adaptive Tests 

As in the Brown and Weiss (1977) study, an adaptive testing strategy 
utilizing both inter-subtest adaptive item selection and intra-subtest branch
ing was used, in conjunction with a variable termination criterion. This was 
done in order to reduce to a minimum the number of items administered to each 
student, while causing minimal change in the measurement characteristics of 
the whole test. 

As in the conventional test, a Bayesian achievement estimate (S) was ob
tained for each student after the administration of every item. Item selection 
within each subtest was based on the concept of item information as described 
by Birnbaum (1968). Items were selected within a subtest for each student by 
computing the value of item information for every unadministered item at the 
current level of § for that student. The item selected for administration was 
the item that had the highest item information value at that level of 8; once 
an item was administered to a student, it was eliminated from the subtest pool 
of available items for that student. The selected item was administered, the 
student's response was scored, and a new 8 estimate was obtained. Then a new 
item was selected, and the procedure was repeated. 

Testing continued within each subtest until one of the following conditions 
occurred: (1) all the items within the subtest pool were administered; or (2) no 
item remaining in the pool provided information at the current level of 8 that 
exceeded some predetermined small amount of information. Two such values of 
information were used in this study: .01 and .05. Further detail regarding 
item selection and achievement estimation can be found in Brown and Weiss (1977). 

Inter-Subtest Branching 

Subtest ordering. Following the proposal by Brown and Weiss (1977), linear 
multiple regression was used to determine the order of administration of the sub
tests. Brown and Weiss, however, ordered subtests based on the linear regres-
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sian of number-correct scores. In this study a Bayesian achievement estimate, 
using an assumed normal prior distribution with a mean of 0.0 and a variance of 
l.O,was calculated for each student on each of the five subtests of the final 
examination. These five scores were then intercorrelated, and their intercor
relation matrix was used as the basis for inter-subtest branching. This pro
cedure was used for the data from each of the two academic quarters separately. 

The highest bivariate correlation was selected from this intercorrelation 
matrix (for each quarter), and one of the two subtests was arbitrarily desig
nated to be administered first; the other was administered second. Multiple 
correlations were then computed using these two subtests as predictor variables 
and each of the other subtests, in turn, as the criterion variable. The subtest 
having the highest multiple correlation with the first two subtests was desig
nated as the third test to be administered. This procedure was repeated to se
lect the fourth subtest to be administered, selecting that subtest which had 
the highest multiple correlation with the previous three subtests. This process 
was continued until all five subtests were ordered and was repeated separately 
for each of the two quarters. 

Differential subtest entry points. After administration of the first sub
test, each student's entry points for the second and subsequent subtests were 
differentially determined. For the first subtest each student's prior achieve
ment level was assumed to be 8 = 0.0. That is, it was assumed that the student's 
achievement level was at the mean of the estimated 8 distribution, since there 
was no previous information to indicate otherwise. The initial item administered 
from the first subtest was that item providing the most information at 8 = 0.0; 
hence, all students began the first subtest with the same test item. 

The entry point into the item pool for the second subtest was determined 
from the bivariate regression of scores from Subtest 2 on Subtest 1 and the 
student's 8 at the end of Subtest 1 (S 1). The value of 81 for each student was 
entered into the bivariate regression equation for predicting the second subtest 
score from the score on the first subtest. This yielded an estimate for that 
~tudent's score on Subtest 2, which was then used as the initial Bayesian prior 
8 for intra-subtest item selection in Subtest 2. The item that provided the 
most information at this predicted level of 8 was administered as the first item 
in the second subtest. The squared standard error of estimate from the bivari
ate regression equation was used as an estimate of the initial Bayesian prior 
variance of this entry-level achievement estimate. 

Determination of the entry point for the third and subsequent subtests was 
simply a generalization of the method used for the second subtest. In general, 
the student's final achievement level estimates from all n previously adminis
tered subtests were entered into the multiple regression equation for predicting 
the next (n + 1st) subtest score from scores on the previous n subtests. This 
predicted achievement level estimate was used as the initial Bayesian prior 8 
for intra-subtest branching within that subtest. The squared standard error 
of estimate from each regression was used as the initial Bayesian prior variance 
for each subtest. 

Corrected regression equations. In addition to the classical multiple re
gression equations, a second set of equations was used to determine entry-level 
achievement estimates for each subtest. This second set of equations was ap
plied to the data from fall and winter final exams in exactly the same manner 
as described above; the only difference between the two procedures was in the 
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way the equations were obtained. The results from use of the two kinds of re
gression equations were then compared. 

The use of the second set of regression equations was studied because 
classical regression techniques were somewhat inappropriate for this set of data. 
In the general linear model of regression, the expected value of the dependent 
variable y is expressed as the "best" (in the least squares sense) weighted sum 
of p independent variables x.(i=l, ... , p). It is assumed that y is randomly 

& 

distributed with n independent observations y .(j=l, ..• , n), with common vari
J 

ance a2
, and that the independent variables x. are measured without error 

1.-

(Neter & Wasserman, 1974). 

However, the original Bayesian S values used in this regression, obtained 
for each subtest of the final exam, were not measured without error. Indeed, 
for each of these Bayesian estimates, there was a corresponding value for the 
Bayesian posterior variance, which can be interpreted as an index of the vari
ation inherent in the estimate itself. Hence, any classical regression proce
dure using these estimates is somewhat in error. 

Lawley and Maxwell (1973) and Maxwell (1975) have discussed the effects 
such errors have on the regression equation and the multiple correlation co
efficient. In their discussions, the general linear equation is expressed as 

y. 
J 

ex + B (x . - x ) + . . . + 
1 ,] 1 1 

B ( X. 
p JP 

where 

ex is a constant; 
B's are the partial regression coefficients; 
x. is the mean of x .. over all j; and 

1.- J& 
e . is the random error of measurement 1.'n y 

J < j' 

x)+e., 
p J 

The estimation equation, found by the method of least squares (where L .e~ is 
J J 

minimized), can be written as 

y. 
J 

Y . + B (x . - x ) + . . . + B (x . 
J 1 J1 1 P JP X ) ' p 

[1] 

[2] 

where y. is the mean of then observations of y (J' = 1 ) d · h J 'j , ... , n an yj 1.s t e 

predicted value of the dependent variable y .. 
J 

Given that X is a matrix of order n x p of X values (deviation scores 

xji- xi)' the vector of regression weights is estimated by 

where Y is a column vector of elements y. and X~ is the transpose of X. 
J 

The error variance a 2 (where e . = y . - y . ) is estimated by 
e J J J 
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s 2 =E. e. 2 I (n- 1) 
e J J ' 

[4] 

and the estimates of the error variances of the S's are given by the respective 
diagonal elements of the covariance matrix 

cov (S) = (X'X) 1 s 2 
e . [5] 

The above equations assume that the independent variables are measured 
without error. To the extent that this is not true, the estimates of their 
variances will be inflated. That is, the diagonal elements of the matrix ~'X 

will be larger than they should otherwise be. In addition, since the x's are 
random variables chosen as plausible predictors of y, it is possible (even 

probable) that the estimate of error variance s 2 (Equation 4) will be an over-e 
estimate of the true error variance of they .'s. 

J 

The first of these effects comes into play when estimating the values of 
the regression coefficients in Equation 3. Because that equation involves the 
inverse of the matrix ~'~, the regression coefficients are necessarily under-

estimated. Both of the effects mentioned above play a part in the estimation 
of the covariance matrix in Equation 5. There can never be certainty that these 
effects will cancel out each other. Maxwell (1975) cautions: 

In summary we see that inadequate specification of y and errors of 
measurement in the x's lead to a situation in which the tests of sig
nificance provided for the classic model are of dubious validity in 
most social science applications. At best we can claim that, if e. 

J 
are calculated and found to be approximately normally distributed, a 
significant multiple correlation coefficient would indicate some de
pendence of y on a weighted sum of the x's. But the relative sizes 
of the regression weights would be suspect and the magnitude of the 
multiple correlation coefficient in particular would be the point to 
note. (pp. 52-53) 

Both Lawley and Maxwell (1973) and Maxwell (1975) show how such errors of 
measurement in the x's can be handled by stating the model in factor analytic 
terms and proceeding from there. Essentially, the set of predictor variables 
is reduced to a "best" set of statistically independent variables (i.e., the 
factors), and then the dependent variable is predicted from these. Specifically, 
the analysis proceeded as follows: 

where 

The maximum likelihood estimate of the correlation matrix is given by 

E* = A* A*' + '¥* 
~ ~ ' [6] 

L* (of order 1 + p) includes the dependent variable y together with the 

p independent variables, 
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A* is a (1 + p) x k matrix of factor loadings of all the variables on 

the k factors, and 

~* is a diagonal matrix of residual variances. 

Partitioning ~* as 

[7] 

where A~ contains the loadings of y on the factors and A contains the corres
-1 

pending loadings of the x's, yields the regression equation 

Estimating the factors f in this equation (see Maxwell, 1975, p. 59) yields 

the new regression equation 

(8] 

[ 9] 

where r = A~ ~- 1 A is a diagonal matrix. In this approach, the square of the 

multiple correlation coefficient for the y's predicted from the x's is given by 
the communality of y in the maximum likelihood factor analysis. 

For this study, maximum likelihood factor analyses were performed separate
ly on the 3 x 3, 4 x 4, and 5 x 5 I* matrices corresponding to the 2, 3, and 
4 independent variable cases, respectively (the dependent variable y is al
ways included in the I* matrix). The matrices from a one-factor solution were 
obtained in each case and Equation 9 was calculated for predicting scores on 
Subtests 3, 4, and 5, respectively, from the scores on all previously adminis
tered subtests. 

To examine the effect of using the corrected (versus the classical) regres
sion equations, the subtests were administered in the same order for inter
subtest branching as they were for the classical equations. Since factor anal
yses cannot be performed when the number of variables is less than three, the 
classical regression equations were used for the prediction of Subtest 2 scores. 

Since the square of the multipl~ correlation coefficient (R) was given by 
the communality of y in these analyses, the standard error of estimate (SEE) was 
computed using the formula 

SEE = s v' 1 - R2 

y [10] 

Cross-ualidation. Since this study was a real-data simulation of various 
testing strategies, the regression equations developed from students' subtest 
scores during any one academic quarter were used in the inter-subtest branching 
strategy simulated from students' item responses from that same quarter. As 
with any application of multiple regression techniques, the estimates of the 
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b-weights and the multiple correlation coefficient were likely to be inflated 
due to sample-specificity. To the extent that this was true, the inter-subtest 
branching strategy would be nonoptimal for any subsequent sample of students. 

To investigate the extent to which variance in the multiple correlation 
coefficients and the b-weights affected the efficacy of the inter-subtest branch
ing strategy employed here, a double-cross-validation design was used. Both 
the fall and winter quarter samples served as independent development groups, 
and both sets of regression equations (classical and corrected) were obtained 
separately for each group. Then, the equations developed from the fall data 
were used in the simulation with the data from both the fall and winter quarters 
and correspondingly for the equations developed from the winter data. The re
sults obtained in this way allowed for a direct investigation of the extent to 
which the efficacy of the adaptive strategies was affected by cross-sample dis
crepancies in the regression equations. 

Adaptive Intra-Subtest Item Selection 

Brown and Weiss (1977) compared the results obtained from the entire test
ing strategy combining both intra-subtest item selection and inter-subtest 
branching with those obtained when the tests were conventionally administered. 
In this study the effects of the variable termination criterion in the intra
subtest item selection strategy were separated from those of the inter-subtest 
branching strategy, and the relative contributions of these aspects of the adap
tive strategy were determined. 

Consequently, a third set of testing conditions was simulated. Here, the 
five subtests were treated as independent sets of items. Instead of branching 
from one subtest to the next using the regression-based inter-subtest branching 
strategy, each subtest was considered to be a self-contained test. As in the 
conventional test, Bayesian scoring was used; and a mean of 0.0 with a variance 
of 1.0 was used as the initial prior S for each of the five subtests. Items 
within each subtest, however, were selected according to the intra-subtest item 
selection scheme described above, and the variable termination information cri
terion values of .01 and .05 were used. Hence, the only difference between 
these tests and the other sets of adaptive tests was that inter-subtest branch
ing was not utilized here. 

Dependent Variables 

The important question in this study was not "Can test length be reduced 
by adaptive testing?" but rather "Can test length be reduced and adequate levels 
of measurement precision be maintained?" It would be pointless to reduce test 
length by 20%, 30%,or more if much of the measurement accuracy was sacrificed 
in the process. 

Correlations of Achievement Level Estimates 

One means of investigating the extent to which measurement precision was 
preserved or lost by the adaptive testing strategy is correlational analysis; 
that is, how well did the achievement estimates on the adaptive tests correlate 
with those on the conventional tests? For this study these correlations were 
obtained for each of the subtests across all testing conditions. 
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Information 

The degree to which measurement precision is lost through test-length re
duction may also be assessed by inspection of the relevant subtest information 
curves. The adaptive subtest information curves were obtained as follows: 

A student's final 8 was obtained for any one subtest after testing termi
nated for that subtest. Then, the item information function (Birnbaum, 1968) 
was evaluated at that student's final 8 for each item that was administered 
adaptively. These item information values were then summed across all items 
administered to the student in that subtest in order to obtain the adaptive 
subtest information curve for that student. 

The conventional subtest information curves were obtained in essentially 
the same way, except that the item information functions were evaluated at the e arising from administration of the conventional subtest, and they were summed 
over all the items in the subtest pool. 

When a final § had been obtained for every student, the students were 
grouped into 20 nonoverlapping intervals on the basis of their e values from 
either the conventional or adaptive test. The mean subtest information value 
(over all students within an interval) was obtained for each of the 20 intervals 
separately for the conventional and adaptive tests; these mean values were then 
plotted at the midpoint of each interval in order to obtain the subtest infor
mation curves. 

RESULTS 

PPeZiminapy Results 

Item PaPametePs 

Table 1 presents the means and standard deviations for estimates of the 
latent trait item parameters a, b, and c. Also included are the number and 
percentage of items from the final exams for which parameter estimates could 
be obtained. Individual item parameter estimates, by subtest, are shown in 
Appendix Tables A and B for the fall and winter data, respectively. 

Table 1 shows that item parameters were obtained for 94% (or 46) of the 
49 items available on the fall quarter final exam. This retention rate ranged 
from 85% of the items in the Chemistry subtest to 100% of the items in the Cell, 
Energy, and Reproduction subtests. The winter quarter final exam exhibited a 
somewhat lower retention rate, with 84% (or 31) of the 37 available items yield
ing parameter estimates. The Ecology subtest suffered the largest loss (75% 
retention), although closer inspection revealed that this was a loss of only 
1 of the 4 original items; no subtest lost more than 2 items. In terms of ab
solute numbers of items, the winter quarter item pool was somewhat smaller 
than that from fall quarter: 31 parameterized items compared to 46. 

The overall mean b parameter for the fall quarter item pool (-.22) was 
slightly lower than that for the winter quarter pool, b =.02. The mean a 
parameters of 1.80 and 1.81 and c parameter of .40 were essentially identical 
for the two pools. 
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Table 1 
Means and Standard Deviations of Normal Ogive Item Discrimination (a), 

Difficulty (b), and Lower Asymptote (c) Parameter Estimates for the 
Fall and Winter guarter Final Exams bX Sub test 

Percent 
Number of Items of Items 

Quarter and Avail- Parame- Parame- a b c 
Subtest able terized terized Mean SD Mean SD Mean SD 

Fall 
Chemistry 13 ll 85 1. 56 . 44 -.49 .78 .32 .09 
Cell 9 9 100 1. 84 .41 .23 1. 34 .45 .09 
Energy 9 9 100 2.27 .47 -.05 1..02 .42 .13 
Reproduction 11 11 100 1. 64 .57 -.13 • 92 .40 .14 
Ecology 7 6 86 1. 73 .36 -.80 .67 .44 .07 
Total 49 46 94 1. 80 .51 -.22 • 99 .40 .12 

Winter 
Chemistry 10 8 80 1.77 • 37 -.29 .82 .29 .07 
Cell 6 6 100 1. 69 .26 -.09 1.06 .38 .07 
Energy 8 7 88 2.22 .49 .21 .79 .45 .14 
Reproduction 9 7 78 1. 53 .32 .25 1. 22 .47 .11 
Ecology 4 3 75 1.81 .54 .08 1.64 .51 .24 
Total 37 31 84 1. 81 .44 . 02 1. 00 .40 .14 

Ordering of Subtests 

The intercorrelations of Bayesian ability estimates from the five subtests 
in each quarter are shown in Table 2. For the data from fall quarter, these 
inter-subtest correlations ranged from .289 (between Ecology and Energy) to 
.433 (between Cell and Chemistry). The range of correlations was somewhat larg
er for the winter quarter data; the lowest correlation was .160 (between Cell 
and Ecology) and the largest correlation was .496 (between Chemistry and Energy). 

Since the highest correlation was between Chemistry and Cell in the fall 
data and between Chemistry and Energy in the winter data, the Chemistry subtest 
was designated to be administered first in each case; the Cell subtest was 
administered second for the fall quarter equations and the Energy subtest was 
administered second for the winter quarter equations. 

Table 2 
Intercorrelations of Bayesian Ability Estimates 

on the Five Subtests of the Fall (Below Diagonal) 
and Winter (Above Diagonal) guarter Final Exams 

Subtest 

Chemistry 
Cell 
Energy 
Reproduction 
Ecology 

Sub test 
Chemistry Cell Energy Reproduction Ecology 

----~1~~--------~;~~------~;!~---- :~~i :i~~ .347 .189 
.388 .344 .321 ------ 221 
. 387 . 302 . 289 . 302---------. -----
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For the fall quarter data,multiple regression equations were obtained using 
the Chemistry and Cell subtests as independent variables and each of the other 
subtests, in turn, as the dependent variable. Because the Energy subtest had 
the highest multiple correlation with these first two subtests, it was chosen 
as the third subtest to be administered. This procedure was repeated to select 
the fourth and fifth subtests for administration. The same process was carried 
out using the winter quarter data. 

Appendix Table C shows the intermediate classical regression equations 
used to choose the order of administration of the subtests for both fall and 
winter quarters. 
lowing sequence: 
winter equations 
Ecology. 

For the fall equations the subtests were ordered in the fol
Chemistry, Cell, Energy, Reproduction, and Ecology. For the 
the order was Chemistry, Energy, Cell, Reproduction, and 

Table 3 shows the classical (or uncorrected) regression coefficients, mul
tiple correlation coefficients, and standard errors of estimate for the sets 
of regression equations from both the fall and winter'data. These equations 
were those used for inter-subtest branching. 

Table 3 
Regression Coefficients, Multiple Correlation Coefficients (R), and 

Standard Errors of Estimate (SEE) for the Classical Regression Equations 
from the Fall and Winter Quarter Final Exams 

Quarter and 
Criterion 
Subtest 

Fall 
Cell 
Energy 
Reproduction 
Ecology 

Winter 
Energy 
Cell 
Reproduction 
Ecology 

Regression Coefficients for Scores 
on Previously Administered Subtests 

Chemistry Cell 

.400 

.328 . 272 

.240 .190 

. 221 .llO 

.461 

.276 

.258 .129 

.102 . 026 

Energy 

.140 

.089 

.305 

.203 

. 052 

Repro
duction 

.128 

.103 

Corrected Equations 

Regres-
sion 

Constant R SEE 

.137 .433 .680 
-.009 .464 .768 

. 204 .455 .707 
-.029 .446 .665 

.056 .496 .637 
-.144 .525 .620 

.134 .432 .761 

.112 . 278 .595 

The corrected regression coefficients, multiple correlation coefficients, 
and standard errors of estimate from the fall and winter final exams are given 
in Table 4. The factor loadings and estimates of communalities used to compute 
these equations are given in Appendix Table D. It should be noted that the 
factor analytic techniques could not be applied, of course, unless there were 
at least three variables in the regression equation. Hence, for the cases in 
which there were only two variables, e.g., one predictor subtest and one cri
terion subtest, the classical (or uncorrected) regression equation was used. 
Therefore,the first and fifth lines in Table 4 match exactly the first and 
fifth lines, respectively,of Table 3. 
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Table 4 
Regression Coefficients, Multiple Correlation Coefficients (R), and 

Standard Errors of Estimate (SEE) for the Corrected Regression Equations 
from the Fall and Winter guarter Final Exams 

Regression Coefficients for Scores 
Quarter and on Previously Administered Subtests Regres-
Criterion Repro- sian 

Sub test Chemistr_l Cell Energy duct ion Constant R SEE 

Fall 
Cell .400 .137 .433 .680 
Energy .538 .446 -.008 • 594 .698 
Reproduction .345 .279 .216 .206 .552 .662 
Ecology .266 .195 .152 .152 -.024 .523 .633 

Winter 
Energy . 461 .056 .496 .637 
Cell .416 .461 -.132 .644 .557 
Reproduction .296 .230 .295 .153 .504 .729 
Ecology .119 .088 .113 . 051 .127 .303 .590 

Comparison of the entries in Table 3 with those in Table 4 reveals that 
the Lawley-Maxwell method of correction for multiple regression equations did 
indeed increase the sizes of both the multiple correlation coefficient and the 
regression coefficients. Inspection of the fall quarter data, for example, 
shows that the corrected multiple correlation coefficients increased from 
R = .464, .455, and .446 toR= .594, .552, and .523, respectively; there were 
corresponding decreases in the sizes of the standard errors of estimate. The 
b-weights also increased in size, with the largest increases occurring in those 
equations with the fewest independent variables. For example, when the Energy 
subtest was the criterion, the regresssion coefficients for the Chemistry and 
Cell subtests increased from b = .328 and .272 to b = .538 and .446, respectively. 

A similar effect was observed with the winter quarter data. Here, the cor
rected multiple correlation coefficients increased from R = .525, .432, and .278 
toR= .644, .504, and .303, respectively; again, there were corresponding de
creases in the sizes of the standard errors of estimate. All but one of the 
b-weights increased in size; the b-weight for the Reproduction subtest in the 
final equation decreased from .103 to .051. 

Test Length 

Mean Test Length 

Table 5 presents the mean numbers of items administered in each of the 
five subtests and in the total test for the conventional test and for the adap
tive test using adaptive intra-subtest item selection but no inter-subtest 
branching. 

Conventional test. During the actual final exam in each quarter, students 
were free to omit any 10 (of 110) items of their choice. To the extent that 
students omitted some of the items with ICC parameters that were selected for 
inclusion in these simulation item pools (i.e., from the five content areas--
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Chemistry, Cell, Energy, Reproduction, and Ecology), the number of items for 
which student responses were available varied across students. Thus, in these 
five content areas, students answered from 37 to 46 of the parameterized items 
in fall and 23 to 31 items in winter. Consequently, the conventionally admin
istered test was,on the average, 43 items long for the fall quarter data and 
28.55 items long for the winter data. 

Table 5 
Number of Items Administered in the Five Subtests of the Fall and 

Winter Quarter Final Exams with No Inter-Subtest Branching 

Subtest 
and Data 

Chemistry 
Fall 
Winter 

Cell 
Fall 
Winter 

Energy 
Fall 
Winter 

Reproduction 
Fall 
Winter 

Ecology 
Fall 
Winter 

Total Test 
Fall 
Winter 

Conventional Test 
Range 

Mean SD Min Max 

10.21 
7.48 

8.50 
5.64 

8.09 
5.91 

10.46 
6.69 

5.73 
2.82 

43.00 
28.55 

. 91 

.72 

.71 

.60 

. 95 
1.01 

. 84 

.56 

.50 

.38 

1.77 
1. 60 

6 
4 

5 
3 

4 
2 

7 
3 

3 
2 

37 
23 

ll 
8 

9 
6 

9 
7 

ll 
7 

6 
3 

46 
31 

Adaptive Intra-Subtest Item Selection: 

Mean 

9.13 
6.59 

6.93 
4.73 

5.96 
4.67 

8.78 
4.93 

5.24 
1. 95 

36.04 
22.87 

Termination Criterion 
.01 .05 

SD 

1.41 
1.16 

. 89 

. 85 

1. 03 
. 95 

1. 08 
1.09 

. 74 

.21 

2.46 
2.47 

Range 
Min Max 

5 
3 

3 
2 

3 
2 

4 
1 

2 
1 

28 
14 

11 
8 

8 
6 

9 
7 

11 
7 

6 
2 

42 
29 

Mean 

8.09 
5.85 

5.68 
4.26 

5.15 
4.30 

7.67 
4.04 

4.07 
1. 07 

30.67 
19.52 

SD 

1. 59 
1.16 

1.10 
.71 

. 88 
1.03 

1. 33 
.80 

1. 20 
.26 

3.17 
2.12 

Range 
Min Max 

4 
2 

3 
2 

2 
2 

4 
1 

2 
1 

22 
12 

11 
8 

7 
5 

8 
7 

10 
5 

6 
2 

41 
26 

The discrepancy between the two quarters in the numbers of items available 
in the conventional test for this study was fairly evenly distributed across 
all five subtests, so that the relative size of each subtest remained about the 
same (see Table 1). That is, Chemistry and Reproduction were the longest sub
tests, and Ecology was consistently the shortest. 

Adaptive intra-subtest item selection. In these sets of tests, the intra
subtest item selection strategy was employed with a variable termination cri-

"' terion, but no inter-subtest branching scheme was used. That is, a prior 8 of 
0.0 with an estimated variance of 1.0 was used as an entry point in each of 
the five subtests. Table 5 shows data on test lengths obtained for each sub
test under the two termination criteria used in this study (item information 
of .01 and .05). During the fall quarter the length of the total test battery 
averaged 36.04 items under the more stringent termination criterion, .01, and 
30.67 items under the termination criterion of .05. For winter quarter these 
figures were 22.87 and 19.52, respectively. 
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In all cases the maximum number of items administered under this adaptive 
strategy represented some reduction in total test battery length. For the fall 
data no student answered more than 42 items under the .01 termination criterion; 
and the shortest adaptive test was only 28 items long. For the .05 criterion 
the longest test was 41 items; the shortest was 22. For the winter quarter data 
these figures were 29 and 14 for the .01 termination criterion and 26 and 12 
for the .05 criterion. 

Inter-subtest branching. When the inter-subtest branching strategy was 
employed in addition to the adaptive intra-subtest item selection strategy and 
variable termination criterion, test length was reduced even further. Tables 
6 and 7 show the mean test lengths under these conditions, when both the class
ical and corrected regression equations were developed on the data from the 
fall and winter quarters, respectively. Data for the Chemistry subtest (the 
first subtest administered) are the same in the two tables because the initial 
8 was assumed to be 0.0 with a variance of 1.0 for all students and was constant 
for the first subtest,regardless of branching strategy used (e.g., no branching 
versus inter-subtest branching). 

For both the .01 and .05 termination criterion, the addition of the inter
subtest branching strategy generally resulted in shorter tests; the exception 
was the Ecology subtest with a .05 termination criterion under all testing con
ditions. However, in comparison to the results from use of intra-subtest branch
ing only (see Table 5), this reduction was slight--never more than one item for 
the total test. The data also show that the branching strategy utilizing the 
corrected regression equations resulted in tests that were shorter than when 
the classical regression equations were used, although the difference was very 
slight. For example, under the .01 termination criterion, the classical fall 
quarter regression equations resulted in·a total test battery length of 35.61 
items for the fall data and 35.15 items when the corrected regression equations 
were used (Table 6). When the .05 termination criterion was used, the classi
cal fall quarter equations resulted in a mean test battery length of 30.33 
items versus 30.10 items for the corrected equations. There was a tendency for 
the corrected equations to result in higher standard deviations of numbers of 
items administered in the total test than did the classical equations; this 
was due to the tendency toward shorter minimum total test lengths. Similar re
sults were observed when the winter quarter equations were used (see Table 7). 

Cross-validation. There was very little difference between total test 
lengths in the development groups and in cross-validation; the differences 
which were found were usually in the direction of shorter tests when the re
gression equations were cross-validated on data from the other quarter. For 
example, when the classical regression equations developed on winter quarter 
data were applied to that same data, mean test length was 22.64 and 19.90 for 
termination criteria of .01 and .05, respectively (see Table 7). When the 
cross-validated classical fall quarter equations were applied to that winter 
data (Table 6), however, the means were 22.58 and 19.68, respectively. There
sults for the classical regression equations applied to the fall quarter data 
were mixed. When the results from the sets of corrected equations were com
pared, they favored the cross-validated condition whenever a difference was 
found. 



Table 6 
Number of Items Administered in the Five Subtests of the Fall and Winter Quarter Final Exams 

for the Adaptive Test with Intra-Subtest Item Selection and Inter-Subtest Branching 
Using Classical and Corrected Regression Eguations from Fall Data 

Classical Equations: Corrected Equations: 
Termination Criterion Termination Criterion 

. 01 • OS .01 • OS 
Sub test Range Range Range Range 
and Data Mean SD Min Max Mean SD Min Max Mean SD Hin Max Mean SD Min Max 

Chemistry 
Fall 9.13 1.41 5 ll 8.09 1.59 4 ll 9.13 1.41 5 11 8.09 1.59 4 11 
Winter 6.59 1.16 3 8 5.85 1.16 2 8 6.59 1.16 3 8 5.85 1.16 2 8 

Cell 
Fall 6.78 .84 4 8 5.54 1. 34 2 8 6.78 . 84 4 8 5.54 1. 34 2 8 
Winter 4.64 .79 2 6 4.07 .89 1 5 4.64 .79 2 6 4.07 .89 1 5 I 

....... 
Energy Lll 

I 

Fall 5.84 1.20 2 9 4.91 l.ll 2 8 5.66 1. 33 2 9 4. 77 1.27 1 8 
Winter 4.57 1. 21 1 7 4.14 1. 30 1 7 4.39 1. 37 1 7 3.92 1.48 0 7 

Reproduction 
Fall 8.67 1.17 5 11 7.58 1. 41 3 10 8.51 1. 34 4 11 7.50 1.55 2 10 
Winter 4. 92 . 97 1 7 4.13 .88 1 6 4.83 1.06 1 7 4.06 • 93 1 7 

Ecology 
Fall 5.19 . 79 2 6 4.22 1. 25 1 6 5.06 . 94 2 6 4.20 1.28 1 6 
Winter 1. 86 . 35 0 2 1. 50 .51 0 2 1. 78 .42 0 2 1.50 .51 0 2 

Total Test 
Fall 35.61 2.94 24 43 30.33 3.81 18 41 35.15 3.44 22 43 30.10 4.16 15 41 
Winter 22.58 2.87 13 29 19.68 2.64 11 26 22.24 3.12 12 29 19.40 2.86 10 26 

Note. Winter data is cross-validation. 



Table 7 
Number of Items Administered in the Five Subtests of the Fall and Winter Quarter Final Exams 

for the Adaptive Test with Intra-Subtest Item Selection and Inter-Subtest Branching 
Using Classical and Corrected Regression Eguations from Winter Data 

Classical Equations: Corrected Equations: 
Termination Criterion Termination Criterion 

.01 . OS . 01 .OS 
Subtest Range Range Range Range 
and Data Mean SD Min Max Mean SD Min Max Mean SD Min Max Mean SD Min Max 

Chemistry 
Winter 6.S9 1.16 3 8 S.8S 1.16 2 8 6.S9 1.16 3 e 5.8S 1.16 2 8 
Fall 9.13 1.41 s 11 8.09 l.S9 4 11 9.13 1.41 s 11 8.09 1.59 4 ll 

Energy 
Winter 4.69 1.16 1 7 4.28 1.19 1 7 4.69 1.16 1 7 4.28 1.19 1 7 I 
Fall S.92 1.17 2 9 s.os 1. 02 2 8 S.92 1.17 2 9 5.0S 1.02 2 8 1-' 

0'\ 
Cell I 

Winter 4.S4 .80 2 6 4.02 . 84 2 s 4.SO .82 2 6 3.93 • 93 1 s 
Fall 6.62 1. 00 2 8 S.S9 1. 34 2 8 6.33 1. 24 2 8 5.29 1.60 1 8 

Reproduction 
Winter 4.86 1.03 1 7 4.09 .88 1 6 4.79 1.07 1 7 4.01 .90 1 7 
Fall 8.66 1. 20 4 ll 7.S9 1. 43 2 10 8.S3 1. 39 4 11 7.Sl l.S8 2 10 

Ecology 
Winter 1. 9S . 21 1 2 1. 68 .47 0 2 1. 87 . 34 0 2 1. 34 .48 0 2 
Fall S.23 .76 2 6 4.41 1. 09 2 6 S.24 .74 2 6 4.15 1.29 1 6 

Total Test 
Winter 22.64 2.87 13 29 19.90 2.68 ll 26 22.44 2.98 13 29 19.40 2.S4 10 25 
Fall 3S.S6 2.9S 22 43 30.73 3.79 17 40 3S.l4 3.4S 21 43 30.09 4.16 16 40 

Note. The results from the winter data are presented before those from fall in this table because the 
winter data represent the development group, and the fall data the cross-validation group. 
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Percent Reduction in Test Length 

Table 8 summarizes the percent reduction in the mean number of items ad
ministered in each subtest and in the total test under the various testing con
ditions. 

Adaptive intra-subtest item selection. The first column of data in 
Table 8 represents the reduction in mean test length that was observed when 
only the adaptive intra-subtest item selection strategy with a variable termi
nation criterion was compared to a conventionally administered test. In both 
these adaptive and conventional tests,each subtest was treated as a separate 
unit with no inter-subtest branching between tests. For the fall quarter data, 
use of the adaptive testing strategy decreased total test length by 16.19% under 
the .01 termination criterion and decreased it by as much as 28.67% when the 
.05 criterion was used. When this strategy was used on the winter quarter data, 
the respective reductions were 19.89% and 31.63% in total test length. 

The largest reduction in subtest length using a termination criterion of .01 
occurred for the fifth subtest, Ecology, and amounted to a total decrease of 
almost 31% of the items. This effect, however, was limited to the winter data, 
as the Ecology subtest for the fall data exhibited a reduction of less than 9%. 
On the average, the Chemistry subtest (the first subtest administered) showed 
the smallest decrease in number of items administered--about 10 to 12%. The 
same pattern was observed among the subtests when a termination criterion of 
.05 was used. That is, the largest reduction in subtest length was observed 
for the Ecology subtest for the winter data (62.06%); and the smallest reduction, 
on the Chemistry subtest for the fall data (20.76%). 

Inter-subtest branching. The remaining columns of Table 8 show the re
sults obtained when the inter-subtest branching scheme was coupled with the 
adaptive intra-subtest item selection strategy and then compared to a conven
tionally administered test. The reductions in total test length were slightly 
greater than those obtained when the inter-subtest branching strategy was not 
utilized. 

For example, when the fall quarter equations were applied to the fall 
quarter data, the reduction in average test length for the total test increased 
from 16.19% to 17.19% for the classical equations and 18.26% for the corrected 
equations under the .01 termination criterion. These figures were 28.67%, 
29.47%,and 30.00%, respectively, for the .05 termination criterion. Use of the 
corrected regression equations generally resulted in somewhat shorter total 
test lengths than did use of the classical equations, although the difference 
was slight. 

When the winter quarter equations were applied to the winter quarter data, 
total test length was reduced from 19.89% to 20.70% for the classical equations 
and 21.40% for the corrected equations under the .01 termination criterion. 
These figures were 3l.p3%, 30.30%, and 32.05%, respectively, for the .05 termi
nation criterion. Use of the classical equations actually resulted in tests 
which were slightly longer under the .05 criterion than when no inter-subtest 
branching strategy was used. Use of the corrected equations, however, resulted 
in shorter tests, as expected. 

In general (across both sets of data), additional reduction in test length 
was less than three percentage points, and most often one percentage point or 



Table 8 
Percent Reduction from the Conventional Test in Mean Number of Items Administered in the 

Five Subtests of the Fall and Winter Quarter Final Exams With and Without Inter-Subtest 
Branching Using Classical and Corrected Regression Eguations DeveloEed from Each guarter 

Percent Mean Reductiona Due to Adaptive Intra-
Adaptive Subtest Item Selection with Inter-Subtest Branching 

Intra Subtest Classical Eguations Corrected Eguations 
Item Selection: Fall: Winter: Fall: Winter: 

Termination Termination Termination Termination Termination 
Subtest Criterion Criterion Criterion Criterion Criterion 
and Data . 01 . 05 .01 . 05 • 01 . 05 .01 • 05 .01 .05 

Chemistry 
Fall 10.58 20.76 10.58 20.76 10.58 20.76 10.58 20.76 10.58 20.76 I 
Winter 11.90 21.79 ll.90 21.79 11.90 21.79 11.90 21.79 ll. 90 21.79 ...... 

00 

Cell I 

Fall 18.47 33.18 20.24 34.82 22.12 34.24 20.24 34.82 25.53 37.76 
Winter 16.13 24.47 17.73 27.84 19.50 28.72 17.73 27.84 20.21 30.32 

Energy 
Fall 26.33 36.34 27.81 39.31 26.82 37.58 30.04 41.04 26.82 37.58 
Winter 20.98 27.24 22.67 29.95 20.64 27.58 25.72 33.67 20.64 27.58 

Reproduction 
Fall 16.06 26.67 17 .ll 27.53 17.21 27.44 18.64 28.30 18.45 28.20 
Winter 26.31 39.61 26.46 38.27 27.35 38.86 27.80 39.31 28.40 40.06 

Ecology 
Fall 8.55 28.97 9.42 26.35 8.73 23.04 ll.69 26.70 8.55 27.57 
Winter 30.85 62.06 34.04 46.81 30.85 40.43 36.88 46.81 33.69 52.48 

Total Test 
Fall 16.19 28.67 17.19 29.47 17.30 28.53 18.26 30.00 18.28 30.02 
Winter 19.89 31.63 20.91 31.07 20.70 30.30 22.10 32.05 21.40 32.05 

aComputed by the formula: 100-[(Mean number of items in appropriate adaptive test/mean number 
of items in conventional test) x 100]. 
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less. Use of the corrected equations resulted in shorter tests in all cases 
in comparison with use of adaptive intra-subtest item selection alone. The 
Energy subtest showed the largest decreases in test length across testing con
ditions (with the exception of the Ecology subtest administered during winter 
quarter, which showed the greatest reduction in test length). This was followed 
closely by the Cell, Reproduction, and Chemistry subtests, respectively. Dur
ing fall quarter the decrease in the length of the Ecology subtest was the 
smallest. 

Cross-validation. When the fall quarter equations were applied to the 
data from winter quarter in the cross-validation condition, test-length reduc
tion increased from 19.89% with no inter-subtest branching to 20.91% for the 
classical equations and 22.10% for the corrected equations, under the .01 term
ination criterion. For the termination criterion of .05,these figures were 
31.63% with no inter-subtest branching and 31.07% and 32.05% for the two inter
subtest branching conditions with .01 and .05 termination, respectively. With 
the winter data there was a slight increase in test length on cross-validation 
from 28.67% without inter-subtest branching to 30.30% for the classical equa
tions and .05 termination criterion. 

For the double-cross-validation condition, when the winter quarter equa
tions were applied to the fall quarter data, reductions in test length were 
again observed. For the .01 termination criterion, test length decreased from 
16.19% without inter-subtest branching to 17.30% for the classical equations 
and 18.28% for the corrected equations. These figures were 28.67%, 28.53%, 
and 30.02%, respectively, for the .05 termination criterion. (Only with the 
.01 termination criterion were the tests with the cross-validated equations con
sistently shorter than the tests with the original (development group) equations. 
At the .05 termination level the results from the classical and corrected equa
tions were mixed. 

In summary, for the .01 termination criterion the reduction in total test 
length for the data from each of the quarters was nearly always greater when 
the regression equations were cross-validated. The results from using the .05 
criterion were mixed. As was observed with the two development groups, use of 
the corrected equations resulted in shorter mean test lengths under cross
validation than did use of the cross-validated classical equations. In all 
cases, however, observed differences in test length reduction were slight. 

Minimum and maximum reductions in test length. The data in Table 8 reflect 
only the reductions in average test lengths. Table 9 presents the minimum and 
maximum reductions from the conventional test length that were observed for any 
one student when the inter-subtest branching strategy was used. Inspection of 
this table reveals that for each testing condition (except for the corrected 
fall equations applied to the winter data with .01 termination criterion), to
tal test length was reduced for all students by at least 2.5%. The largest re
duction in total test length was that observed for the fall data using corrected 
fall equations and a termination criterion of .05, where the reduction was 67.4%. 

For each subtest separately the minimum reduction in subtest length (for 
all tests but one) was 0%; that is, there was at least one student who was ad
ministered all the available items in a subtest regardless of testing condition. 
However, there also were students whose subtests were reduced in length by more 



Table 9 
Minimum and Maximum Percent Reduction from the Conventional Test Length Observed for Any One Student When the 

Adaptive Inter-SubtestBranching Strategy Was Used in the Five Subtests of ~he Fall and Winter Quarter Final Exams 

Classical Eguations Corrected Eguations 
Fall: Winter: Fall: Winter: 

Termination Termination Termination Termination 
Criterion Criterion Criterion Criterion 

Sub test .01 ,05 .01 .05 .01 .05 .01 .05 
and Data Hin Max Min Max Min Max Min Max Min Max Min Max Min Max Min Max 
Chemistry 

Fall 0.0 37.5 0.0 50.0 0.0 37.5 0.0 50.0 0.0 37.5 0.0 50.0 0.0 37.5 0.0 50.0 
Winter 0.0 42.9 0.0 57.1 0.0 42.9 0.0 57.1 0.0 42.9 0.0 57.1 0.0 42.9 0.0 57.1 

Cell I 
N 

Fall 0.0 55.6 0.0 75.0 0.0 66.7 0.0 77.8 0.0 55.6 0.0 75.0 0.0 77.8 0.0 88.9 0 
I 

Winter 0.0 50.0 0.0 75.0 0.0 50.0 0.0 66.7 0.0 50.0 0.0 75.0 0.0 66.7 0.0 83.3 
Energy 

Fall 0.0 77.8 0.0 77.8 0.0 77.8 0.0 77.8 0.0 77.8 0.0 88.9 0.0 77.8 0.0 77.8 
Winter 0.0 71.4 0.0 85.7 0.0 66.7 0.0 85.7 0.0 85.7 0.0 100.0 0.0 60.0 0.0 85.7 

Reproduction 
Fall 0.0 54.5 0.0 72.7 0.0 54.5 0.0 81.8 0.0 54.5 0.0 81.8 0.0 54.5 0.0 81.8 
Winter 0.0 80.0 0.0 80.0 0.0 80.0 14.3 80.0 0.0 80.0 0.0 80.0 0.0 80.0 0.0 80.0 

Ecology 
Fall 0.0 50.0 0.0 75.0 0.0 40.0 0.0 60.0 0.0 60.0 0.0 75.0 0.0 40.0 0.0 75.0 
Winter 0.0 100.0 0.0 100.0 0.0 50.0 0.0 100.0 0.0 100.0 0.0 100.0 0.0 100.0 0.0 100.0 

Total Test 
Fall 2.5 45.7 9.8 60.9 2.5 52.2 7.5 63.0 2.5 47.8 5.0 67.4 2.5 54.3 7.5 65.2 
Winter 3.3 50.0 12.0 58.6 3.3 50.0 12.0 58.6 0.0 53.8 13.3 65.5 3.3 50.0 14.3 60.7 
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than 75%. In fact, there were some subtests (specifically, Ecology) that stu
dents "skipped" altogether, as evidenced by the 100% maximum reduction figures 
for most of the winter data. 

It would be expected that as the tests continued and more information was 
available with which to predict scores on subsequent subtests, these predicted 
scores--hence, entry points into the subtest--would become more accurate. This 
should be reflected in more stable ability estimates and therefore shorter sub
sequent subtests. Indeed, there is a trend in the data of Table 9 for increas
ingly larger reductions in test length for the tests administered later in the 
inter-subtest branching. 

Correlations of Achievement Level Estimates 

Table 10 presents the values of the correlation coefficients (r) between 
the Bayesian e values from the conventional tests and the adaptive tests, under 
all testing conditions. Generally, these correlations were fairly homogeneous; 
more than half of them were greater than .90, while less than 10% of them were 
below .80. 

Adaptive Intra-Subtest Item Selection 

With no inter-subtest branching, the largest correlations were those ob
served for the Cell subtest with variable termination .01--for both sets of 
data, r = .998; and for the Ecology subtest under the same conditions for 
winter data, r = .995. The smallest correlation was observed for the Ecology 
subtest with a termination criterion of .05; here, the winter data correlation 
was r = .527. This appears rather low, but the average length of this adapted 
subtest was only 1.07 items (see Table 5). 

Inter-Subtest Branching 

Classical equations. When the classical fall quarter equations were ap
plied to the data collected from that same quarter, the range of correlations 
was fairly small. These correlations ranged from .846 (for the Energy subtest) 
to .979 (for the Cell subtest) with the .01 termination criterion. For the 
termination criterion of .05, these correlations were .795 (for Energy) and 
.890 (for both Reproduction and Ecology). 

When the winter quarter equations were applied to the winter data, the 
correlations varied even less. For the .01 termination criterion the range 
was from .92l(for Reproduction) to .983 (for Chemistry). For the .05 criterion 
the range was from .876 (for Reproduction) to .962 (for Chemistry). 

In general, the addition of an inter-subtest branching strategy to adap
tive intra-subtest item selection reduced the correlations between convention
al and adaptive subtest scores by a small amount (less than .021 for the fall 
data and less than .040 for the winter data). The single exception to this 
was for the winter administration of the Ecology subtest (termination criterion 
of .05), where inter-subtest branching increased the correlation from .527 to 
.886. These reductions in the correlations can be accounted for by the de
creases in number of items with which 8 was estimated; the inter-subtest branch
ing strategy typically reduced test length over that obtained with intra-subtest 



Table 10 
Correlations of Bayesian Achievement Level Estimates for the Adaptive and Conventional 

Testing Strategies for Each Subtest of the Fall and Winter Quarter Final Exams 

Adaptive Adaptive Inter-Subtest Item Selection with Intra-Subtest Branching 
Intra-Subtest Classical Eguations Corrected Eguations 

Item Selection: Fall: Winter: Fall: Winter: 
Termination Termination Termination Termination Termination 

Sub test Criterion Criterion Criterion Criterion Criterion 
and Data . 01 . 05 .01 . 05 .01 . 05 .01 .05 .01 • 05 

Chemistry I 

Fall .941 .887 .941 .887 .941 .887 .941 .887 .941 .887 N 
N 

Winter . 983 .962 .983 .962 .983 .962 .983 .962 .983 .962 I 

Cell 
Fall . 998 .873 . 979 . 858 .966 . 883 . 979 . 858 .889 • 830 
Winter .998 .964 . 972 .924 .960 . 935 . 972 .924 .918 .879 

Energy 
Fall .852 .808 . 846 . 795 .842 .792 . 818 .770 .842 .792 
Winter .989 .943 . 972 . 914 .967 .923 .926 .882 .967 .923 

Reproduction 
Fall .942 .909 .924 . 890 .926 .891 .904 . 871 .914 .873 
Winter .941 .898 .926 .862 .921 .876 .895 .833 .889 .836 

Ecology 
Fall .940 .871 .919 . 890 .936 . 912 . 889 .863 .928 . 882 
Winter .995 .527 .887 . 759 .958 .886 .768 .671 .917 . 715 
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item selection alone. This effect can also be seen by comparing the results 
from the two termination criteria; the correlations were typically lower for 
the .05 criterion, which generally yielded shorter tests. 

Corrected equations. The pattern of correlations observed for the tests 
using the corrected regression equations paralleled that observed for the 
classical equations. That is, the range of correlations was fairly small for 
both the fall and winter quarter data sets, ranging from .818 to .979 under 
the .01 termination criterion for the fall quarter Energy and Cell subtests, 
respectively, and from .770 to .887 under the .05 termination criterion for 
the fall quarter Energy and Chemistry subtests, respectively. 

For the winter quarter equations applied to the winter data,the range of 
conventional-adaptive score correlations was from .889 (for Reproduction) to 
.983 (for Chemistry) under the .01 criterion and from .715 (for Ecology) to 
.962 (fo'~ Chemistry) under the .05 criterion. In all cases, the correlations 
obtained using the classical equations were at least as large as, and usually 
larger than, those obtained using the corrected regression equations. 

Cross-Validation 

Under the cross-validation conditions (when fall equations were applied 
to winter data, and vice versa), there was no systematic tendency for the cor
relations to be either higher or lower than those obtained in the development 
groups. For the sets of classical and corrected equations alike, cross-vali
dation yielded higher correlations about half the time and lower correlations 
the other half. Thus, there appears to be no net decrement or increment in the 
accuracy of measurement when regression equations that were developed on one 
group were applied in the inter-subtest branching strategy to data for a dif
ferent group. 

Information 

Appendix Tables E through M present the subtest information curves for 
each subtest under the various testing conditions and across the two academic 
quarters. It should be noted that since the Chemistry subtest was administered 
first each quarter (Table E), the initial Bayesian priorS and variance were 
0.0 and 1.0, respectively, for all students over all testing conditions. Thus, 
because the first subtests administered were identical, there were no differ
ences in the values of the subtest information curves across testing conditions 
within one termination criterion. 

Adaptive Intra-Subtest Item Selection 

To illustrate the findings with respect to information for the various 
testing conditions, Figures la and lb present the information curves for the 
fall quarter Cell and Reproduction subtests (see Tables F and H) obtained when 
the tests were administered conventionally and with adaptive intra-subtest item 
selection (termination criterion of .05). The curves are virtually indistin
guishable in each case. That is, there was little, if any, loss of information 
incurred by utilizing an adaptive intra-subtest item selection strategy, even 
though previous results indicated that the adaptive tests were shorter than the 
conventional tests. 
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Figure 1 
Subtest Information Curves for the Fall Quarter Cell and Reproduction 
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For the Cell subtest (Figure la) there was a slightly larger separation 
between the curves above the point at which the curves were peaked,with the 
adaptive test slightly lower than the conventional test; this pattern is not 
evident in Figure lb. The differences observed in these figures were even 
smaller when the more stringent termination criterion (.01) was used (see Tables 
F and H). 

Inter-Subtest Branching 

Classical equations. Also included in Figures la and lb are the infor
mation curves obtained using an inter-subtest branching strategy with the class
ical fall equations and a termination criterion of .OS. There is, again, mini
mal separation among the curves, particularly for the Reproduction subtest. 
As before, the curves begin to differ for the Cell subtest in the upper tail, 
with the inter-subtest branching strategy resulting in higher information values 
than the other two strategies. 

Corrected equations. For both the fall and winter data the information 
curves obtained using the corrected equations were nearly always lower than the 
curves obtained with the classical equations. While this difference was small, 
it was consistent across all five subtests for each quarter (see Tables F 
through M). 

Cross-Validation 

When the classical regression equations were used on the fall data, sub
test information was slightly, though systematically, higher under cross-vali
dation than for the development groups. That is, applying winter quarter 
equations to fall quarter data yielded higher levels of information, on the 
average, than did applying the fall quarter equations to the fall data. This 
effect was consistent across all five subtests for the fall data. For the 
winter data, the results were mixed. 

When the corrected regression equations were used in cross-validation, 
the results were mixed for both sets of data. For about half of the subtests, 
there was a small increase in information, and for the rest of the subtests 
there was a small decrease in information; thus, there was no net change in 
information on cross-validating with the corrected equations. In all cases, 
differences between mean information levels across the various testing condi
tions were slight. 

DISCUSSION 

This paper has endeavored to replicate previously reported findings 
(Brown & Weiss, 1977) that a combination of adaptive intra-subtest item selec
tion and inter-subtest branching strategies could significantly reduce the 
length of an achievement test battery, with a corresponding minimal loss in 
psychometric test information. The present study applied this adaptive test
ing strategy to the responses from a conventionally administered classroom 
exam and separated out the effects of adaptive intra-subtest item selection and 
inter-subtest branching on test length and test information. In addition, this 
paper investigated the effects of using an adaptive testing strategy developed 
from one set of data on a different data set using a double-cross-validation 
design. 
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Adaptive Intra-Subtest Item Selection 

The adaptive intra-subtest item selection strategy used in this study was 
identical to that utilized by Brown and Weiss (1977); that is, items were se
lected on the basis of the amount of psychometric information available at the 
current level of e. Although the 8 estimates would most appropriately be ob
tained using a maximum likelihood scoring strategy, this strategy utilized a 
Bayesian scoring approach. Maximum likelihood scoring requires the availabil
ity of at least one correct and one incorrect response before a e can be gen
erated, and the Bayesian routine has no such requirement. With the possibility 
of a very small number of items being administered in any one subtest, and the 
necessity of scoring responses after each item, a maximum likelihood method 
would be nonoptimal for this testing strategy. 

Kingsbury and Weiss (1979) illustrated the extent to which these two scor
ing methods, when applied to the same set of data, yield scores that are numer
ically discrepant. The issue of the appropriate choice of scoring strategy per
vades implementations of ICC test theory in general and hence is not confined 
to this particular implementation of an adaptive testing strategy. Neverthe
less, it is not known to what extent the results reported here would have 
changed had the scoring routine been different. 

As Table 8 indicates, most of the reduction in test length was due to the 
variable termination criterion of the intra-subtest item selection strategy. 
Although test length decreased, the conventional-adaptive test score correla
tions remained high (often close to 1.00; see Table 10), and there was virtu
ally no loss in the amount of psychometric information available for each sub
test. It is.clear from these data that subtest length can be reduced from 16% 
to 32%, with minimal loss in measurement accuracy and precision, simply by omit
ting those items which add little information to the measurement process. 

Inter-Subtest Branching 

Utilization of prior information in the estimation of achievement levels 
further decreased test length by less than 5%, and most often by 1% or less. 
Although this additional effect was small, it appeared to be fairly consistent 
across types of regression equations and sets of data; that is, in nearly all 
cases the addition of the inter-subtest branching strategy resulted in some in
creased reduction in test length. 

Brown and Weiss (1977) reported an average decrease in the length of their 
test battery of approximately 50%. The largest decrease in the present study 
was approximately 32%, and that was obtained with a termination criterion (.05) 
less stringent than the one used in the former study. Part of this discrepancy 
may lie in the number of items available in each subtest and in the total test. 
In the earlier study, each subtest was between 12 and 24 items long, and the 
entire battery contained 201 items. The biology tests used in the present 
study, however, were much shorter, with a total of only 49 items during fall 
quarter and 37 items during winter quarter; the lengths of the subtests were 
correspondingly small. It seems reasonable that the longer subtests in the 
Brown and Weiss study contained much redundant information and that this would 
naturally lead to larger reductions in test length. 

It would be interesting to compare between studies the extent to which 
inter-subtest branching reduced test length over and above that obtained by 
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intra-subtest item selection alone. Unfortunately, Brown and Weiss (1977) did 
not present that information. More research is needed to determine how repre
sentative the present figure of 5% is across different data sets. 

When Brown and Weiss computed the conventional-adaptive test score corre
lations, they found that most of them were above .90, with only 1 of their 12 
correlations dropping below that value. There was a greater range for these 
correlation coefficients in the present study, although here, too, most of them 
were greater than .90. The lengths of the subtests varied across the two stud
ies, so direct comparison of the correlation coefficients is difficult. The 
correlations obtained in the previous study may have been larger than in the 
present one, but the adapted subtests were typically longer as well. This is 
very likely due to the part-whole correlations which would necessarily increase 
with the size of the smaller (adapted) part. 

Both of these studies concluded that there was minimal loss in the amount 
of psychometric information observed in each subtest. Brown and Weiss util
ized termination criterion of .01 and .001; it is interesting to note that the 
same conclusion was reached in the present study, which utilized termination 
criteria that were much less stringent (.05 and .01). 

Corrected Regression Equations 

The use of Lawley and Maxwell's (1973) correction for error in the inde
pendent variables in multiple regression increased the value of the multiple 
correlation coefficient and the regression coefficients (see Tables 3 and 4). 
The important issue here, however, was whether this correction affected test 
length, and accuracy and precision of measurement. On the average, use of the 
corrected equations decreased test length slightly more than did use of the 
classical equations. It was impossible to detect any large difference in this 
data set, however, because there was such a small additional reduction in test 
length attributable to any kind of inter-subtest branching. 

The average correlations between the adaptive and conventional achieve
ment estimates were lower when the corrected equations were used than when the 
classical equations were used. Although this is puzzling in light of the data 
in Tables 3 and 4, it becomes less so considering the fact that the corrected 
equations typically resulted in shorter test lengths. At least part of the 
discrepancies among the correlation coefficients can be attributed to the dis
crepancies in test lengths. It is not clear, however, just how much is arti
factual and how much is due to a genuine difference in the way the levels of 
achievement were estimated. 

Additionally,mean information values obtained using the corrected regres
sion equations were typically lower than those obtained with the classical 
equations. At least part of this difference may be attributable to the short
er test lengths that accompanied the corrected equations, although, again, the 
extent to which this is true is not known. 

Cross-Validation 

In this study the regression equations for the inter-subtest branching 
strategies were developed from data from two different academic quarters. 
These equations were then applied to the data from the other quarter in a 
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double-cross-validation design to investigate the extent to which the equations, 
and hence the inter-subtest branching strategies, were sample-specific. This 
was done for both the classical and corrected sets of equations. 

In terms of test length, the cross-validation groups typically were admin
istered shorter tests than were each of the development groups. This was true 
in nearly all cases under the .01 termination criterion; results were mixed for 
the .OS criterion. 

The accuracy of measurement, as indexed by the correlation between conven
tional andadaptive test scores, was not systematically affected by the cross
validation procedure employed here. That is, cross-validating yielded higher 
correlations about half the time and lower correlations the other half, regard
less of whether the classical or corrected equations were used. The precision 
of measurement (i.e., subtest information) increased slightly under cross
validation over that observed for the development groups,at least for the win
ter quarter and some of the fall sets of classical equations; results were 
mixed for the corrected equations. 

The increases in accuracy and prec1s1on of measurement under cross-vali
dation, though slight, are contrary to expectations, since cross-validating 
yielded shorter mean test lengths as well. Therefore, the increase in measure
ment accuracy and precision cannot be accounted for by test length changes. 

CONCLUSIONS 

The real-data simulation reported here replicated and extended the find
ings reported by Brown and Weiss (1977). That is, the results from this study 
show that test length could be reduced by 20%-30% using Brown and Weiss's adap
tive testing strategy for achievement testing batteries. Reduced time in test
ing means more time available to be spent in other activities, such as addition
al instruction. 

The level of reduction in test length depended directly on the size of 
the termination criterion employed. The termination criteria used here were 
minimum item information of .OS and .01; Brown and Weiss used a value of .01 
in their study. Clearly, the choices for termination were arbitrary, and the 
results might have been different, depending on the value chosen. More re
search is needed to determine optimal termination criteria. 

The design of this study permitted the separation of the effects due to 
the intra-subtest item selection procedure from those due to inter-subtest 
branching. Results from this study show that most of the reduction in test 
length could be attributed to the adaptive intra-subtest item selection method 
and variable termination criterion. When this strategy was coupled with inter
subtest branching, an additional reduction in test length of only up to S% was 
observed. More research is needed to determine the specific characteristics 
of the item pool which would contribute to greater reductions in test length 
when the inter-subtest branching strategies are used. 

Achievement level estimates obtained adaptively correlated quite highly 
with those obtained from a conventional administration of the subtests. It is 
only when the subtests were very short (less than three items) that low corre
lations were observed. 
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As was observed in the Brown and Weiss (1977) study, there was a minimal 
loss in the amount of psychometric information available in the subtests due to 
adaptive testing. This was evident in the close correspondence between the in
formation curves for the adaptive and conventional tests. 

Perhaps the most important finding from this research was that the regres
sion equations obtained from one set of data could be used to adapt the testing 
for a different group of students and that the observed test characteristics for 
this cross-validated group closely paralleled the results obtained from the de
velopment group. This result directly reflects what would actually happen in 
a live-testing implementation of this adaptive testing strategy; that is, the 
regression equations used for inter-subtest branching would be obtained from 
one group of students and applied in the testing of a different group of stu
dents. This study has shown that such a procedure can be utilized while still 
maintaining the quality of test characteristics observed for the original group 
on which the regression equations were developed. Of course, more research is 
needed to determine the generality of these findings in other situations. 

Although this study has replicated and extended some of the findings re
ported by Brown and Weiss (1977), it was limited by the fact that it, too, was 
a real-data simulation study. The next step in research on this adaptive test
ing strategy should be the implementation of this adaptive testing strategy in 
a live-testing situation, thus enabling researchers to evaluate the validity 
of the findings from these simulation studies. In addition, more research is 
needed to determine the generality of these findings across other test batter
ies and other testing situations. 
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APPENDIX: SUPPLEMENTARY TABLES 

Table A 
Normal Ogive Item Discrimination (a), Difficulty (b), 

and Lower Asymptote (c) Parameter Estimates for the 
Fall Quarter Final Exam, by Subtest 

Subtest and Item 

Chemistry 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

Cell 
1 
2 
3 
4 
5 
6 
7 
8 
9 

Energy 
1 
2 
3 
4 
5 
6 
7 
8 
9 

Reproduction 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 

Ecology 
1 
2 
3 
4 
5 
6 
7 

a 

1. 76 
1.60 
1. 39 
.:..ss 

.77 
1.54 

1.98 
2.36 

.92 
1.66 

1. 67 

1.48 
2.53 
1.84 
1. 79 
2.08 
1.82 
2.26 
1.17 
1.58 

2. 77 
1.99 
2.01 
1.68 
1. 74 
2.73 
2.04 
2.93 
2.54 

1.18 
1.69 
1.47 

.73 
1.40 
2.28 
1. 08 
2.41 
1. 79 
2.53 
1.52 

1.58 
1.45 
2.36 
1.66 

1.91 
1.42 

b 

.87 
-.68 

-1.41 
.33 

-.66 
-.56 

-.78 
-.60 
-.93 

-1.57 

.63 

.63 
3.01 
1.68 
-.28 
-.87 
-. 70 
-.48 

.12 
-1.02 

.06 
-.83 
1.41 
-.19 
1.10 

.45 

.36 
-1.58 
-1.26 

0.00 
-.76 

.54 
-.24 
2.03 

-1.36 
-.53 

-1.05 
-.07 
-.33 

.38 

-1.35 
-1.19 
-1.64 
-.33 

-.14 
-.15 

.37 

.27 

.49 

.32 

.15 

.30 

.28 

.23 

.30 

.36 

.39 

.43 

.59 

.49 

.32 

.34 

.40 

.54 

.51 

.41 

.29 

.59 

.43 

.59 

.38 

.22 

.40 

.so 

.34 

.46 

.40 

.49 

.34 

.57 

.61 

.21 

.25 

.30 

.24 

.53 

.38 

.47 

.55 

.36 

.41 

.48 

Note. Hissing entries indicate that the item was 
rejected in the first phase of item parameter 
estimation. 
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Table B 
Normal Ogive Item Discrimination (a), Difficulty (b), 

and Lower Asymptote (a) Parameter Estimates for the 
Winter Quarter Final Exam, by Subtest 

Subtest and Item 

Chemistry 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
Cell 

1 
2 
3 
4 
5 
6 

Energy 
1 
2 
3 
4 
5 
6 
7 
8 

Reproduction 
1 
2 
3 
4 
5 
6 
7 
8 
9 

Ecology 
1 
2 
3 
4 

a 

1. 76 

2.21 
1.60 
1.26 
1.55 

1.54 
2.36 
1.85 

1.48 
1.45 
1.84 
2.08 
1.48 
1.82 

2.20 
2.28 
2.85 
2.07 
2.73 
2.09 
1.35 

1.14 

1.47 
1.40 

1.30 
2.05 
1.85 
1.52 

1. 22 

1. 93 
2.28 

b 

.87 

-.82 
-.68 

.66 

.33 

-.56 
-.60 

-1.50 

.63 
-.20 
1.68 
-.87 

-1.06 
-. 70 

1.49 
-.05 

.92 
-.49 

.45 
-.69 
-.17 

-.94 

.54 
2.03 

-.76 
-1.01 
1.52 

.38 

-.46 

1.92 
-1.22 

.37 

.16 

.27 

.37 

.32 

.30 

.23 

.29 

.43 

.30 

.49 

.34 

. 32 

.40 

.42 

.49 

.33 

.68 

.22 

.50 

.48 

.33 

.49 

.57 

.30 

.53 

.53 

.53 

. 38 

.79 

.37 

Note. Missing entries indicate that the item was 
rejected in the first phase of item parameter 
estimation. 



Table C 
Regression Coefficients and Multiple Correlation Coefficients (R) for the 

Intermediate Classical Regression Equations from the Fall and Winter Quarter Final Exams 

Regression Coefficients for Scores on 
Quarter and Previously Administered Subtests Regression 
Criterion Subtest Chemistry Cell Energy Reproduction Constant 

Fall 
Two Independent Variables 

Energy .328 .272 -.009 
Reproduction .286 .228 - .203 
Ecology .286 .163 -.392 

Three Independent Variables 
Reproduction .240 .190 .140 .204 
Ecology .251 .134 .107 -.291 

Four Independent Variables 
Ecology .221 .llO .089 .128 -.029 

Winter 
Two Independent Variables 

Cell .256 .305 -.144 
Reproduction .294 .243 .115 
Ecology .140 .085 .120 

Three Independent Variables 
Reproduction .258 .129 .203 .134 
Ecology .129 .040 .073 .125 

Four Independent Variables 
Ecology .102 .026 .052 .103 .112 

Note. An asterisk (*) indicates that the criterion subtest in that particular row was 
designated as the next subtest to be administered. 

R 

.464* 

.434 

.415 

.455* 

.429 

.446* 

.525* 

.421 

.244 

.432* 

.248 

.278 

I 
w 
.p. 
I 
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Table D 
Factor Loadings and Communality Estimates For Maximum Likelihood 

Factor Analyses of Fall and Winter Quarter Final Exams 

Fall Quarter 
Two Independent Variables: Criterion Subtest = Energy 

A* [~~=:~~try ] = [:~~j] h
2 [:~~i] 

Cell o 624 o 389 · 

ThreeA:nd[~~::~;~;;~:~Jia:le[~~~~JCriterion Sub::s: ~[·i~~Jroduction 
Cell o623 o388 
Energy o590 o348 

Four Ind~e~~~!~;~r:ari]ables[~~i~]riterion Subtest =[~~~:]ogy 
A* Cell = o 611 h

2 o 374 
Energy o581 o338 
Reproduction o555 o309 

Winter Quarter 

Two I~:ep[~~!!::t::ria]bl:s[::~~~1]·terion Subte:: C[~!!i] 
Energy o707 o501 

ThreeA:n[d~~~~;~;;~::Jia:le[~i~j]Criterion Sub::s: [":i~~Jroduction 
Energy o700 o490 
Cell o634 o402 

Four Ind~e~~~!~:~r:ari]ables[~i~~]riterion Subtest =[~~~~]ogy 
A* Energy = o694 h 2 = o481 

Cell o628 o394 
Reproduction o5l4 .264 
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Table E 
(i) "' Mean Information Values at Estimated Achievement Level (8) Intervals 

for the Chemistry Subtest of the Fall and Winter Quarter Final Exams 
for the Conventional Test and the Adaptive Test Using Only Intra-Subtest 

Item Selection with Two Termination Criteria 

Fall Winter 
Adaptive Test: Adaptive Test: 

Termination Termination 
Conven- Criterion 

"' 
Conven- Criterion 

8 Range tiona! .01 .05 tiona! .01 .05 
Lo Hi N I N I N I N I N I N I 

-2.000 -1.800 1 1. 25 5 1.11 4 .97 
-1.799 -1.600 7 1.56 5 1.66 7 1.56 8 1.21 19 1. 31 19 1. 30 
-1.599 -1.400 19 2.34 19 2.22 18 2.23 22 1.91 22 2.08 22 2.08 
-1.399 -1.200 25 2.78 33 2. 77 33 2. 77 33 2.69 31 2.80 31 2.80 
-1.199 -1.000 68 3.78 56 3. 77 55 3. 77 49 4.05 41 4.03 36 3.96 
-0.999 -0.800 64 5.28 55 5.22 57 5.18 77 5.69 68 5.64 65 5.54 
-0.799 -0.600 86 6.82 79 6.69 67 6.68 61 6.83 60 6.75 64 6.48 
-0.599 -0.400 85 6.92 58 6.98 55 6.97 92 6.52 53 6.48 58 6.39 
-0.399 -0.200 79 5.97 84 5.93 64 5.98 67 5.40 96 5.28 73 5.27 
-0.199 0.000 40 4.53 56 4.55 58 4.63 57 4.05 69 4.14 78 4.35 
0.001 0.200 43 3.50 52 3.46 37 3.32 45 2.87 46 2.85 46 2.85 
0.201 0.400 42 3.06 32 3.05 36 3.00 43 2.42 44 2.46 59 2.39 
0.401 0.600 41 2.90 84 3.09 95 3.05 104 2.41 103 2.42 91 2.44 
0.601 0.800 61 3.23 19 3.16 20 3.15 7 1.00 7 1.00 
0.801 1.000 4 1.27 5 1.28 11 1.39 21 1.44 34 1.38 31 1.55 
1.001 1.200 47 1.77 64 1. 85 170 2.11 114 2.02 114 2.08 120 2.11 
1. 201 1.400 88 2.05 94 2.16 13 2.20 
1. 401 1. 600 
1.601 1.800 
1.801 2.000 

Total Group 800 4.27 800 4.07 800 3.90 800 3.92 800 3.78 800 3. 72 



Table F 
Mean Information Values (I) at Estimated Achievement Level (S) Intervals for the Cell Subtest 

of the Fall Quarter Final Exam Under all Testing Conditions 

Adaptive AdaEtive Intra-Subtest Item Selection with Inter-Subtest Branching 
Intra-Subtest Classical Eguations Corrected Eguations 

Conven- Item Selection: Fall: Winter: Fall: Winter: 
tional Termination Termination Termination Termination Termination 

8 Range Test .01 . 05 .01 .05 .01 .05 .01 .05 .01 .05 
Lo Hi N I N I N I N I N I N I N I N I N I N I N I 

-2.000 -1.800 - - - - - - - - - - - - - - - - - - 5 .09 6 .10 
-1.799 -1.600 - - - - - - - - - - 7 .26 7 .24 - - - - 14 .23 12 .23 
-1.599 -1.400 5 .59 7 .46 7 .46 3 .66 4 .69 16 .45 16 .49 3 .66 4 .69 18 .55 17 .51 
-1.399 -1.200 24 1.28 28 1.34 30 1.27 19 1.22 24 1.25 23 1. 30 27 1.23 19 1.22 24 1.25 27 1.14 45 1.10 
-1.199 -1.000 42 2.19 34 2.27 31 2.25 31 2.12 27 2.23 34 2.17 31 2.25 31 2.12 27 2.23 34 2.09 18 2.15 
-0.999 -0.800 52 3.37 58 3.55 57 3.45 41 3.23 40 3.20 41 3.33 41 3.21 41 3.23 40 3.20 42 3.54 48 3.39 
-0.799 -0.600 61 4.30 59 4.26 48 4.24 58 4.31 53 4.37 70 4.40 72 4.38 58 4.31 53 4.37 73 4.34 67 4.44 I 

(..U 

-0.599 -0.400 119 4.82 103 4.78 79 4.76 100 4.74 81 4.74 100 4.74 85 4.86 100 4.74 81 4.74 72 4. 77 71 4.83 --...! 

-0.399 -0.200 61 4. 72 68 4.82 51 4.79 81 4.68 65 4.63 70 4.62 54 4.56 81 4.68 65 4.63 62 4.60 43 4.45 
I 

-0.199 0.000 23 3.92 30 3. 71 30 3. 71 46 3.90 30 3.83 45 3.68 40 3.67 46 3.90 30 3.83 65 3.75 53 3.78 
0.001 0.200 25 2.52 12 2.07 12 2.07 53 2.74 57 2.79 75 2.88 74 2.88 53 2.74 57 2.79 65 2.93 63 2.93 
0.201 0.400 131 2.17 144 2.32 144 2.32 82 2.20 77 2.16 78 2.15 76 2.14 82 2.20 77 2.16 70 2.20 65 2.16 
0.401 0.600 20 1.11 16 1.07 1 .83 76 1. 66 65 1. 67 87 1. 70 76 1. 69 76 1.66 65 1.68 87 1. 70 74 1.71 
0.601 0.800 86 1.50 90 1.49 73 1.04 72 1. 41 119 1. 30 56 1.41 92 1. 33 72 1. 41 119 1.30 44 1.43 69 1.34 
0.801 1.000 34 1.00 33 1.01 237 1.22 51 !.20 77 1.10 46 1.19 64 1.13 51 1.20 77 1.11 31 1.14 54 1.12 
1.001 1.200 117 1.09 118 1.11 - - 57 1.02 81 .99 52 1.03 45 1.01 57 1.02 81 .99 39 1.01 35 .95 
1.201 1.400 - - - - - - 30 1.02 - - - - - - 30 1.02 - - 29 .95 60 .94 
1.401 1.600 - - - - - - - - - - - - - - - - - - 23 1.02 -
1.601 1.800 
1.801 2.000 

Total Group 800 2.72 800 2.73 800 2.46 800 2.76 800 2.51 800 2.80 800 2.64 800 2.76 800 2.51 800 2.67 800 2.49 



Table G 
Mean Information Values (I) at Estimated Achievement Level (e) Intervals for the Energy Subtest 

of the Fall Quarter Final Exam Under all Testing Conditions 

Adaptive Ada£tive Intra-Subtest Item Selection with Inter-Subtest Branching 
Intra-Subtest Classical Eguations Corrected Eguations 

Conven- Item Selection: Fall: \•linter: Fall: Winter: 
tional Termination Termination Termination Termination Termination 

6 Range Test .01 .05 .01 .05 .01 .OS .01 .05 .01 .05 
Lo Hi N I N I N I N I N I N I N I N y N y N y N y 

-2.000 -1.800 2 1.16 4 1.10 - - 1 1.17 - - 5 .61 5 .60 8 .70 5 .57 5 .61 5 .60 
-1.799 -1.600 16 2.17 6 1.34 10 1.23 16 2.02 15 2.03 8 2.28 8 2.25 26 2.13 29 2.05 8 2.31 8 2.30 
-1.599 -1.400 42 3.44 37 3.37 27 3.30 37 3.33 31 3.21 29 3.56 27 3.54 23 3.31 18 3.22 29 3.56 27 3.54 
-1.399 -1.200 28 4.01 25 4.07 21 4.06 14 3.92 12 3.68 25 3.99 19 3.98 25 3.90 21 3.80 25 3.99 19 3.98 
-1.199 -1.000 33 3.50 23 3.37 7 3.14 31 3.55 30 3.50 25 3.43 19 3.33 28 3.61 26 3.53 25 3.43 19 3.33 
-0.999 -0.800 57 2.67 40 2.87 47 3.03 44 2.67 37 2.68 42 2.67 39 2. 72 50 2.62 46 2.64 42 2.67 39 2.72 I 
-0.799 -0.600 74 2.07 55 2.05 54 2.05 58 1.99 44 2.02 43 1.98 42 1. 98 53 2.04 44 2.04 43 1.98 42 1.98 \.;..) 

()) 

-0.599 -0.400 90 1. 73 106 1. 73 126 1.69 72 1. 74 104 1. 70 79 1. 75 93 1.69 74 1. 74 88 1. 70 79 1. 75 93 1.69 I 

-0.399 -0.200 66 2.11 56 2.29 52 2.31 73 2.11 60 2.06 83 2.12 77 2.04 60 2.15 55 2.14 83 2.12 77 2.04 
-0.199 0.000 65 3.51 50 3.26 51 3.24 68 3.48 59 3.43 73 3.45 73 3.64 68 3.49 62 3.52 73 3.45 73 3.64 

0.001 0.200 79 5.41 96 5.30 137 5.53 80 5.46 88 5.15 79 5.27 78 5.23 63 5.29 69 5.05 79 5.27 78 5.23 
0.201 0.400 43 6.59 61 6.28 11 3.91 43 6.36 31 6. 39 54 6.44 44 6.09 47 6.11 33 6.50 54 6.44 44 6.09 
0.401 0.600 13 3.83 25 5.21 28 4.90 41 5.94 51 5.71 43 6.09 49 5.87 49 6.06 58 5.90 43 6.09 49 5.87 
0.601 0.800 24 4.62 38 4.52 43 4.52 34 4.22 29 4. 30 40 4.26 38 4.45 30 4.65 30 4.60 40 4.26 38 4.45 
0.801 1.000 41 3.62 19 3.36 20 3.89 27 3.31 34 3.32 26 3.27 27 3.21 28 3.11 28 3.18 26 3.27 27 3.21 
1.001 1.200 18 1. 70 24 1.68 24 1.68 24 2.09 20 2.03 47 2.20 46 2.17 32 2.30 29 2.31 47 2.20 46 2.17 
1. 201 1.400 41 2.07 42 1.86 54 2.01 73 2.26 91 2.19 56 2.40 110 2.42 41 2.37 59 2.18 56 2.41 110 2.42 
1.401 1.600 68 2.51 93 2.47 88 2.46 58 2.30 58 2.38 43 2.51 6 2.50 49 2.07 48 2.01 43 2.51 6 2.50 
1.601 1.800 - - - - - - - - - - - - - - 39 1.72 45 1.82 
1.801 2.000 

Total Group 800 3.18 800 3.28 800 3.17 794 3.28 794 3.18 BOO 3.38 800 3.28 793 3.22 793 3.15 800 3.38 800 3.28 



Table H 
Mean Information Values (I) at Estimated Achievement Level (S) Intervals for the Reproduction Subtest 

of the Fall Quarter Final Exam Under all Testing Conditions 

Adaptive AdaEtive Intra-Subtest Item Selection with Inter-Subtest Branching 
Intra-Subtest Classical Eguations Corrected Eguations 

Conven- Item Selection: Fall: Winter: Fall: Winter: 
tiona! Termination Termination Termination Termination Termination 

8 Range Test .01 .OS .01 .OS .01 .OS .01 .OS .01 .OS 
Lo Hi N I N I N I N I N I N I N I N I N I N I N I 

-2.000 -1.800 - - - - - - - - - - - - 1 .13 1 .37 3 .16 3 .32 1 .21 
-1.799 -1.600 10 .85 4 .82 5 .85 1 .98 2 .53 6 .86 6 .72 9 .75 7 .73 7 .61 9 .63 
-1.599 -1.400 11 1.68 14 1.72 11 1. 70 16 1.55 14 1.51 16 1.54 15 1.55 16 1.64 14 1.59 22 1.49 19 1.52 
-1.399 -1.200 30 3.01 23 2. 77 25 2.68 17 2.94 20 2.97 24 3.11 23 3.06 23 3.02 23 3.00 23 3.06 26 3.17 
-1.199 -1.000 44 4.33 48 4.30 51 4.25 38 4.32 39 4.29 40 4.30 40 4.20 35 4.24 38 4.18 33 4.18 31 4.12 
-0.999 -0.800 43 4.78 43 4.82 29 4.79 43 4.70 33 4.74 33 4.75 28 4.73 28 4.86 24 4.86 32 4.85 24 4.84 I 
-0.799 -0.600 33 5.01 25 5.00 18 4.97 26 5.06 15 4.88 30 5.08 18 5.06 30 5.03 17 5.07 27 4.99 20 5.01 w 

\0 
-0.599 -0.400 26 5.34 20 5.27 22 5.37 27 5.47 23 5.42 22 5.45 21 5.46 31 5.53 27 5.53 31 5.53 29 5.51 I 
-0.399 -0.200 44 5.84 66 5.98 62 6.02 59 6.01 51 5.98 66 5.94 60 5.91 57 5.93 46 5.85 66 5.90 56 5.91 
-0.199 0.000 71 5.75 71 5.66 67 5.63 54 5.64 60 s. 71 60 5.68 58 s. 72 59 5.82 69 5.80 57 5.73 64 5.76 
0.001 0.200 90 4.66 92 4.66 103 4.67 81 4.82 84 4.80 81 4. 77 88 4.75 75 4.75 77 4.78 71 4.82 72 4.81 
0.201 0.400 85 3.81 64 3.51 66 3.53 95 3.69 104 3.68 89 3.67 98 3.67 99 3.70 111 3.70 100 3. 71 108 3.67 
0.401 0.600 130 3.01 126 3.20 127 3.22 109 3.03 104 3.02 105 3.05 102 3.03 85 3.02 72 2.98 79 3.10 75 3.05 
0.601 0.800 11 2.36 20 2.44 19 2.60 57 2.48 56 2.48 53 2.49 46 2.51 82 2.38 78 2.39 81 2.40 74 2.41 
0.801 1.000 52 1. 70 57 1.67 23 1.19 43 1.82 55 1. 78 45 1. 79 59 1. 78 43 1.85 47 1.88 36 1.83 51 1. 79 
1.001 1.200 55 1.15 127 1.22 172 1.36 58 1.38 78 1.26 53 1.40 79 1.28 32 1.36 55 1.30 40 1.39 53 1.28 
1.201 1.400 65 1.24 - - - - 53 .97 36 .87 55 .94 32 .87 47 1.00 27 .98 40 1.02 23 .94 
1.401 1.600 - - - - - - 23 .78 26 .82 22 .80 26 .82 22 .66 40 .66 30 .68 40 .68 
1.601 1.800 - - - - - - - - - - - - - - 26 .63 25 .60 22 .63 23 .63 
1.801 2.000 

Total Group 800 3.59 800 3.61 800 3.55 800 3.52 800 3.42 800 3.53 800 3.44 800 3.46 800 3.36 800 3.47 800 3.38 



Table I 
Mean Information Values (I) at Estimated Achievement Level (S) Intervals for the Ecology Subtest 

of the Fall Quarter Final Exam Under all Testing Conditions 

Adaptive AdaEtive Intra-Subtest Item Selection with Inter-Subtest Branching 
Intra-Subtest Classical Eguations Corrected Eguations 

Conven- Item-Selection: Fall: Winter: Fall: Winter: 
tiona! Termination Termination Termination Termination Termination 

e Range Test .01 .05 .01 .05 .01 .05 .01 .05 .01 .05 
Lo Hi N I N I N I N y N y N I N y N y N I N I N I 

-2.000 -1.800 11 1.05 3 .97 3 .97 4 .81 4 .81 1 1.13 1 1.12 5 LOS 3 .97 - - 1 1.27 
-1.799 -1.600 25 1.86 10 1.72 10 1.72 8 1.80 7 1. 79 8 1. 75 6 1.68 12 1. 79 11 1. 79 4 1.53 3 1.61 
-1.599 -1.400 24 2.20 34 2.33 23 2.30 25 2.30 25 2.31 19 2.35 20 2.34 18 2.27 21 2.27 15 2.34 16 2.35 
-1.399 -1.200 16 2.40 15 2.37 13 2.35 23 2.36 22 2.33 21 2.42 17 2.34 27 2.37 25 2.37 24 2.41 16 2.41 
-1.199 -1.000 42 2.15 30 2.15 30 2.14 29 2.17 28 2.14 28 2.18 28 2.15 33 2.21 33 2.15 22 2.17 18 2.12 
-0.999 -0.800 24 1.94 40 1. 97 35 1.98 37 2.00 33 2.00 40 1. 97 37 1. 97 38 2.01 37 1.99 38 1.99 36 1.99 I 
-0.799 -0.600 77 2.01 83 2.03 81 2.03 76 1.95 70 1.95 80 1. 99 75 2.00 72 1.92 59 1.93 62 1.99 54 2.00 

.j:o-

0 
-0.599 -0.400 41 2.03 35 2.01 20 1.86 55 2.27 55 2.78 52 2.18 55 2.22 56 2.31 58 2.30 61 2.20 64 2.18 I 

-0.399 -0.200 148 2.66 148 2.63 158 2.55 104 2.69 100 2.65 150 2.68 153 2.64 90 2.68 85 2.64 94 2.66 92 2.63 
-0.199 0.000 32 2.98 32 2.96 33 2.92 63 2.82 67 2.80 31 2.83 33 2.82 68 2. 77 71 2.78 100 2.85 105 2.82 

0.001 0.200 - - - - - - 29 2.22 27 2.25 20 1. 76 16 1.77 45 2.47 45 2.47 13 2.43 11 2.51 
0.201 0.400 1 .55 2 .71 10 .78 64 1. 76 67 1. 78 114 1. 75 135 1.71 61 1.83 68 1.83 46 1.65 49 1.63 
0.401 0.600 103 .90 107 .92 104 .98 106 1. 30 108 1.24 208 1.36 199 1.32 78 1.31 70 1.22 122 1.29 136 1.25 
0.601 0.800 254 .97 261 .95 280 1.03 109 .85 108 .83 28 1.07 25 1.06 64 .84 69 .81 140 .88 133 .83 
0.801 1.000 - - - - - - 68 .55 79 .55 - - - - 73 .56 71 .53 59 .59 66 .59 
1.001 1.200 - - - - - - - - - - - - - - 46 .31 65 .30 
1.201 1.400 - - - - - - - - - - - - - - 11 .22 6 .25 
1.401 1.600 
1.601 1.800 
1.801 2.000 

Total Group 798 1. 70 800 1.69 800 1.67 800 1.80 800 1.77 800 1. 95 800 1.93 797 1. 78 797 1. 73 800 1.80 800 1. 76 



Table J 
Mean Information Values (I) at Estimated Achievement Level (S) Intervals for the Cell Subtest 

of the Winter guarter Final Exam Under all Testing Conditions 
Adaptive AdaEtive Intra-Subtest Item Selection with Inter-Subtest Branching 

Intra-Subtest Classical Eguations Corrected Eguations 
Conven- Item Selection: Fall: Winter: Fall: Winter: 
tional Termination Termination Termination Termination Termination 

S Range Test .01 .05 .01 .05 .01 .05 .01 .05 .01 .05 
Lo Hi N I N I N I N I N I N I N I N I N I N I N I 

-2.000 -1.800 - - - - - - - - - - - - - - - - - - 2 .18 
-1.799 -1.600 - - - - - - - - - - 4 .33 2 .38 - - - - 13 .34 16 .32 
-1.599 -1.400 15 .68 21 .67 21 .67 4 .52 4 .57 24 .69 25 .70 4 .52 4 .57 36 .65 26 .64 
-1.399 -1.200 38 1.39 34 1.31 34 1. 31 39 1.29 38 1.30 43 1.19 43 1.17 39 1.29 38 1. 30 35 1.25 44 1.17 
-1.199 -1.000 51 2.12 64 2.26 64 2.26 39 2.06 38 2.06 48 2.16 48 2.15 39 2.06 38 2.06 52 2.20 49 2.17 
-0.999 -0.800 83 3.17 68 3.16 67 3.17 71 3.08 71 3.06 66 3.11 65 3.10 71 3.08 71 3.06 61 3.05 61 3.01 I 
-0.799 -0.600 68 3.52 65 3.48 56 3.48 65 3.45 59 3.45 78 3.43 66 3.44 65 3.45 59 3.45 74 3.51 65 3.58 ~ ..... 
-0.599 -0.400 66 3.30 69 3.25 53 3.47 80 3.26 69 3.21 92 3.40 97 3.32 80 3.26 69 3.21 86 3.38 86 3.30 I 

-0.399 -0.200 81 3.00 81 2. 99 98 2.88 96 2.88 99 2.90 84 2.81 82 2.89 96 2.88 99 2.90 79 2.81 81 2.85 
-0.19'J 0.000 102 2.40 94 2.38 94 2.38 75 2.19 73 2.19 78 2.19 80 2.18 75 2.19 73 2.19 83 2.14 76 2.20 

0.001 0.200 59 1. 67 104 1. 70 104 1. 70 91 1. 78 88 1. 79 77 1. 70 78 1. 71 91 1. 78 88 1. 79 70 1. 74 68 1.71 
0.201 0.400 42 1.53 1 .24 1 .24 48 1.38 53 1. 39 60 1.41 58 1.42 48 1. 38 53 1.39 62 i.42 65 1.45 
0'.401 0.600 71 1.21 80 1.14 15 .69 56 1.14 45 1.11 57 1.20 62 1.19 56 1.14 45 1.11 43 1.22 42 1.19 
0.601 0.800 32 .82 27 .85 193 1.08 50 1.11 97 1.06 41 1.14 59 1.08 50 1.11 97 1.06 35 1.10 61 1.06 
0.801 1.000 92 1.02 92 1.03 - - 34 1.01 26 .84 20 1.02 18 .91 34 1.01 26 .84 29 1.00 19 .92 
1.001 1.200 - - - - - - 52 .90 40 .89 28 .92 17 .91 52 .90 40 .89 11 .86 10 .81 
1.201 1.400 - - - - - - - - - - - - - - - - - - 29 .90 31 .87 
1.401 1.600 
1.601 1.800 
1.801 2.000 

Total Group 800 2.18 800 2.15 800 2.12 800 2.13 800 2.08 800 2.18 800 2.15 800 2.13 800 2.08 800 2.11 800 2.07 



Table K 
Mean Information Values (I) at Estimated Achievement Level (S) Intervals for the Energy Subtest 

of the Winter Quarter Final Exam Under all Testing Conditions 

Adaptive AdaEtive Intra-Subtest Item Selection with Inter-Subtest Branching 
Intra-Subtest Classical Eguations Corrected Eguations 

Conven- Item Selection: Fall: Winter: Fall: Winter: 
tional Termination Termination Termination Termination Termination 

8 Range Test .01 .OS . 01 .OS .01 .OS .01 .OS .01 .OS 
Lo Hi N I N I N I N I N I N I N I N I N I N I N I 

-2.000 -1.800 
-1.799 -1.600 - - - - - - - - - - - - - - 6 .01 3 .01 
-1.599 -1.400 - - - - - - 10 .06 4 .OS 2 .06 - - 39 .04 30 .03 2 .06 
-1.399 -1.200 20 .18 24 .16 3 .21 33 .14 31 .13 17 .15 16 .18 31 .14 39 .13 17 .15 16 .18 
-1.199 -1.000 55 .47 51 .42 72 .33 64 .42 56 . 35 43 .42 42 .36 70 .43 63 .37 43 .42 42 • 36 
-0.999 -0.800 87 .94 77 .86 77 .86 72 .91 87 .86 8l .90 83 .90 63 .92 74 .90 81 .90 83 .91 I 
-0.799 -0.600 88 1. 53 85 1.45 80 1.44 73 1. 57 74 1.58 67 1.56 67 1.56 78 1.57 71 1.57 67 1.56 67 1.56 .j:-

N 
-0.599 -0.400 111 2.21 91 2.09 56 2.00 91 2.13 93 2.18 88 2.17 91 2.18 72 2.16 81 2.18 88 2.17 91 2.18 I 
-0.399 -0.200 55 2.28 65 2.40 147 2.44 68 2.51 70 2.49 84 2.53 87 2.50 62 2.51 62 2.48 84 2.53 87 2.50 
-0.199 0.000 93 2.82 133 2.91 77 2.82 85 2.68 59 2.68 98 2. 71 70 2.76 76 2.61 54 2.61 98 2. 71 70 2.76 

0.001 0.200 54 3.11 34 2.58 34 2.58 lf8 2.91 64 3.04 58 3.00 81 3.04 44 2.99 58 2.90 58 3.00 81 3.04 
0.201 0.400 14 3.00 80 4.12 79 4.15 68 4.15 54 3.95 61 3.99 48 3.80 so 4.16 42 4.03 61 3.99 48 3.80 
0.401 0.600 70 4.50 18 1.82 19 1. 78 46 4.23 so 4.22 59 4.21 59 4.31 51 4.42 53 4.56 59 4.21 59 4.31 
0.601 0.800 19 2.40 28 4.62 36 4. 37 24 3.67 27 3.55 26 4.18 30 3.65 35 4.17 39 3.91 26 4.18 31 3.70 
0.801 1.000 35 3.74 11 2.12 10 2.16 25 3.78 25 3.80 29 3.45 28 3.96 22 3.92 19 3.89 29 3.45 27 3.92 
1.001 1.200 43 2.86 46 2. 79 53 3.13 31 2.95 32 3.38 33 3.62 44 3.39 24 3.44 26 3.74 33 3.62 44 3.39 
1.201 1.400 56 3.02 18 3.02 18 3.02 33 2.79 45 2.74 38 2.80 54 2.96 32 2.56 34 2.54 38 2.80 54 2.96 
1.401 1.600 - - 39 2. 77 39 2. 77 29 2.49 29 2.53 16 2. 77 - - 21 2.02 35 2.06 16 2. 77 
1.601 1.800 - - - - - - - - - - - - - - 24 1.94 17 1.99 
1.801 2.000 

Total Group 800 2.34 800 2.30 800 2.31 800 2.32 800 2.33 800 2.51 800 2.52 800 2.22 800 2.22 800 2.51 800 2.52 



Table L 
Mean Information Values (I) at Estimated Achievement Level (S) Intervals for the Reproduction Subtest 

of the Winter Quarter Final Exam Under all Testing Conditions 

Adaptive AdaEtive Intra-Subtest Item Selection with Inter-Subtest Branching 
Intra-Subtest Classical Eguations Corrected Eguations 

Conven- Item Selection: Fall: Winter: Fall: Winter: 
tiona! Termination Termination Termination Termination Termination e Range Test .01 .05 .01 .05 .01 .05 .01 .05 .01 .05 

Lo Hi N I N I N I N I N I N I N I N I N I N I N I 
-2.000 -1.800 - - - - - - - - - - - - - - 2 .22 2 .22 2 .20 1 .20 
-1.799 -1.600 16 .43 16 .43 16 .43 2 .38 2 .38 11 .37 10 .37 10 .35 8 .34 14 .32 15 .32 
-1.599 -1.400 4 .44 4 .44 4 .44 22 .61 22 .61 20 .61 21 .60 22 .55 25 .55 25 .57 24 .57 
-1.399 -1.200 54 1.13 57 1.14 57 1.14 2.3 1.09 21 1.11 31 1.08 28 1.09 27 1.11 23 1.15 25 1.10 23 1.12 
-1.199 -1.000 30 1.59 31 1.72 29 1. 74 31 1.60 33 1.59 25 1.66 28 1.61 27 1.62 30 1.61 36 1.63 37 1.60 
-0.999 -0.800 72 2.04 21 1.82 15 1.65 45 1. 99 27 1.94 65 2.03 47 2.02 58 2.03 50 2.02 63 2.04 45 1.98 I 

.p.. 
-0.799 -0.600 82 2.06 116 2.08 131 2.05 75 2.10 77 2.05 67 2.04 78 2.02 75 2.06 66 2.00 67 2.05 76 2.04 w 
-0.599 -0.400 42 1. 76 33 1.77 12 1.71 66 1.83 69 1.81 60 1.85 51 1.81 56 1.81 63 1.81 51 1.83 56 1. 78 I 

-0.399 -0.200 62 1.59 70 1.60 70 1.60 61 1.51 56 1.51 64 1.48 64 1.50 72 1.52 63 1.51 73 1.51 62 1.51 
-0.199 0.000 81 1. 25 25 1.08 25 1.08 84 1.31 81 1.30 87 1.32 83 1. 32 74 1.31 73 1.31 78 1.32 75 1.32 

0.001 0.200 92 1.30 147 1.31 147 1. 31 82 1.28 75 1.28 70 1.28 69 1.28 75 1.27 67 1.27 67 1.28 60 1.28 
0.201 0.400 5 .94 9 . 90 2 .54 62 1.32 60 1. 31 55 1.32 57 1.30 63 1.32 69 1.30 62 1.31 72 1.30 
0.401 0.600 56 1.26 38 1.32 57 .89 34 1.29 51 1.28 37 1.27 61 1.30 35 1.32 40 1.31 33 1.29 50 1.32 
0.601 0.800 86 1.25 119 1.22 235 1. 33 67 1.30 72 1.26 74 1.29 72 1.25 56 1.30 53 1.27 58 1.33 52 1.27 
0.801 1.000 118 1.21 114 1.23 - - 50 1.15 45 1.12 45 1.17 28 1.09 40 1.19 39 1.13 43 1.14 31 1.10 
1.001 1.200 - - - - - - 47 1.09 93 1.01 47 1.09 85 1.02 35 l.O.:i 71 .99 31 1.08 73 1.00 
1.201 1.400 - - - - - - 38 1.11 9 1.15 30 1.10 12 1.16 32 1.12 17 1.12 32 1.11 16 1.09 
1.401 1.600 - - - - - - 11 1.29 7 1.22 12 1.28 6 1.21 23 1.15 28 1.13 24 1.17 19 1.12 
1.601 1.800 - - - - - - - - - - - - - - 18 1.28 13 1.28 16 1.30 13 1.30 
1.801 2.000 

Total Group BOO 1.44 800 1.43 800 1.42 BOO 1.43 800 1.38 800 1.42 BOO 1.39 800 1.42 800 1.38 BOO 1.41 800 1.38 



Table M 
Mean Information Values (I) at Estimated Achievement Level (e) Intervals for the Ecology Subtest 

of the Winter Quarter Final Exam Under all Testing Conditions 

Adaptive AdaEtive·Intra-Subtest Item Selection with Inter-Subtest Branching 
Intra-Subtest Classical Eguations Corrected Eguations 

Conven- Item Selection: Fall: Winter: Fall: Winter: 
tional Termination Termination Termination Termination Termination 

8 Range Test .01 .OS .01 .OS .01 .OS .01 .OS .01 .OS -----
Lo Hi N I N I N I N I N I N I N I N .I N I N I N I 

-2.000 -1.800 - - - - - - - - - - - - - - 2 .18 
-1.799 -1.600 - - - - - - 6 .47 5 .53 - - - - 9 .32 14 .35 
-1.599 -1.400 21 .86 21 .. 83 21 .83 19 1.00 18 .94 11 1.07 10 1.07 27 1.00 23 1.01 4 1.12 4 1.13 
-1.399 -1.200 79 1.52 79 1.48 - - 51 1.67 52 1.66 52 1.72 53 1.72 34 1.61 35 1.60 24 1.61 24 1.62 
-1.199 -1.000 - - - - - - 21 1.98 2 1.91 37 1.96 24 1.94 29 1.98 12 1.97 68 1.97 33 1.95 
-0.999 -0.800 - - - - - - 11 1.69 11 1.68 - - - - 14 1. 71 14 1.71 1 1.92 - - I 
-0.799 -0.600 44 1.16 44 1.16 44 1.16 20 1.29 20 1.29 27 1. 27 28 1.26 26 1.23 25 1.19 11 1.19 11 1.19 .p. 

.p. 
-0.599 -0.400 - - - - - - 23 .82 20 .80 16 1.01 15 1.01 51 .91 51 .92 26 .98 25 .99 I 
-0.399 -0.200 - - - - - - 49 .64 51 .65 18 .35 16 .31 76 .73 75 .73 14 .49 14 .54 
-0.199 0.000 - - - - - - 118 .59 116 .59 154 .57 147 .57 113 .60 101 .60 so .49 51 .48 

0.001 0.200 27 .07 26 .OS 26 .OS 175 .48 212 .46 311 .49 367 .47 114 .48 136 .47 186 .47 242 .45 
0.201 0.400 629 .38 630 .37 709 .38 146 .37 134 .35 164 .38 140 .36 100 .37 102 .34 221 .38 210 .35 
0.401 0.600 - - - - - - 111 .28 105 .27 10 . 32 - - 88 .28 83 .27 152 .28 144 .27 
0.601 0.800 - - - - - - so .20 54 .20 - - - - 62 .19 73 .20 43 .20 42 .21 
0.801 1.000 - - - - - - - - - - - - - - 36 .14 41 .14 
1.001 1.200 - - - - - - - - - - - - - - 19 .11 15 .11 
1.201 1.400 
1.401 1.600 
1.601 1.800 
1.801 2.000 

Total Group 800 .54 800 .52 800 .42 800 .62 800 .57 800 .67 800 .64 800 .63 800 .58 800 .59 800 .51 
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THE PERSON RESPONSE CURVE: 

FIT OF INDIVIDUALS TO ITEM CHARACTERISTIC 

CuRvE MoDELS 

The development of group ability tests more than 50 years ago has enabled 
the comparison of the total test score of an individual with the scores of a 
population norm group, thus allowing for more meaningful interpretation of abil
ity estimates than can be done with the use of simple number-correct scores. 
For example, the statement "On the XYZ aptitude test John scored at the 73rd 
percentile of college students" gives more information than the statement,"On 
the ABC ability test Mary correctly answered 64 questions out of 90, whereas 
Sam correctly answered 33 questions." Both examples have in common the report 
of a person's test performance on a specific dimension given in terms of an 
overall test score; but this single summary score, while more parsimonious than 
a description of a testee's entire response pattern, may not reveal the opera
tion of other factors on test-taking behavior, such as guessing, anxiety, cul
tural bias, or lack of motivation. Thus, total scores on a test do not indicate 
whether that test is inappropriate for a certain individual or group of indivi
duals. 

The en1ergence of modern test theory, based on the item characteristic curve 
(ICC; Hambleton & Cook, 1977; Lord & Novick, 1968), brings with it the promise 
of better tests conveying more accurate information about testee ability levels. 
This is partially accomplished by use of ability estimation procedures that take 
into account the testee's total response pattern in estimating ability levels 
(Bejar & Weiss, 1979; Kingsbury & Weiss, 1979a). These scoring methods can pro
vide individualized error bands around the testee's ability level estimates, 
which indicate the precision of those ability estimates (e.g., Kingsbury & Weiss, 
1979b). Thus, in addition to providing methods designed to permit more adequate 
test construction by the use of test information curves (Hambleton & Cook, 1977), 
ICC theory permits utilizing more of a testee's response pattern in order to pro
vide individualized estimates of precision for ability estimates. In addition, 
ICC theory also allows for the development of powerful methods of adaptive test
ing for the solution of many practical measurement problems (e.g., Brown & Weiss, 
1977; Kingsbury & Weiss, 1979b; McBride & Weiss, 1976; Vale & Weiss, 1977; Weiss, 
1973, 1975). 

In contrast to classical test theory, ICC theory makes strong assumptions 
in order to achieve its objectives. The major operational forms of ICC theory 
assume 1) local independence, 2) unidimensionality, and 3) a specified shape 
for the item characteristic curve. Although local independence cannot be di
rectly demonstrated, data supporting the unidimensionality assumption in a 
variety of settings (e.g., Bejar, Weiss, & Kingsbury, 1977; Church, Pine, & 
Weiss, 1978; Martin, Pine, & Weiss, 1978; McBride & Weiss, 1974; Reckase, 1978) 
lend indirect support to the assumption of local independence. Lord (1968) 
has presented data showing that the assumption of a normal ogive ICC is tenable 
and, given the minor differences between a logistic ogive and a normal ogive, 
has indirectly supported the use of the logistic item response function in ICC 
theory. 
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There has been very little research, however, to demonstrate that 
individuals behave in accordance with the ICC model, although a growing concern 
has been exhibited in the testing literature for the development of methods to 
extract more information from test response data than simply a total score. Use 
of ICC models with individuals must rest on a demonstration that the test re
sponses of individuals are in accordance with the testing model hypothesized. 
If this can be demonstrated for most individuals on a number of tests, ICC models 
can be used with confidence to their full power. On the other hand, if a major
ity of individuals respond in ways contrary to ICC theory, the utility of the 
theory for individual measurement can be seriously questioned. 

A major advantage of the assumptions of ICC theory for individual measure
ment is that the question of individuals'fit or non-fit to the model can be in
vestigated on an individual basis. The practical implications of identifying 
non-fitting persons were realized by Educational Testing Service in their study 
of methods to identify response patterns of the type of student who "may be so 
atypical and unlike other students that his [or her] aptitude test score fails to 
be a completely appropriate measure of his [or her] relative ability" (Levine & 
Rubin, 1976). Examples of such students are low-ability examinees who copy an
swers to several difficult items from a much more able neighbor and very high
ability examinees fluent in another language but not yet fluent in English, who 
misunderstand the wording of several relatively easy questions. Levine and 
Rubin recommended the development of indices to identify such test item response 
patterns as a "rich and fertile area for future research." 

The appropriateness of a certain test or certain items for specific indi
viduals has also been an important concern for test developers working with the 
one-parameter logistic ICC (Rasch) model. Wright and his associates (1977; Mead, 
1979; Wright & Stone, 1979; Wainer & Wright, in prep.) have proposed identifi
cation of such factors as guessing, carelessness, and bias,using the Rasch model. 
According to Lumsden (1977), a bright but careless student may have the same 
overall ability score as a careful and consistent average student, but there are 
differential instructional implications for teaching these two types of students 
or differential counseling implications if the two students are seeking voca
tional counseling. 

Thus, the question of fit or non-fit of individuals to ICC testing models 
has important practical and theoretical importance. Fit of individuals must be 
demonstrated in order to realize the full potential of the model for practical 
use. At the same time, the development of reliable and valid methods for quan
tifying and identifying aberrant response patterns would provide a potentially 
useful source of additional information on test-taking behavior of individuals. 

Related Research 

The question of fit of individuals to the ICC models can be conceptualized 
as investigating the variability of a single individual in a single testing sit
uation. Wright (1977), in suggesting that to postulate and to study such a phe
nomenon would be to "wreak havoc with the logic and practice of measurement!' 
exemplifies an attitude which may, in part, account for the meager literature on 
the topic. It is more likely, however, that the development of sufficiently re
fined measurement techniques to handle such a difficult problem has not occurred 
until very recently. The development of computerized testing together with the 
development of latent trait test theory was necessary to bring about the possi
bility of measuring individual variablity with a single test. 
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Host of the existing research consists of tentative theoretical approaches 
with closing exhortations for further study. The approaches to this problem 
differ widely in theoretical orientation and in terminology used. Mosier (1942) 
first referred to individual variability in mental test theory from a psycho
physical orientation; and Levine and Rubin (1976) referred to aberrance indices 
from the view of signal detection theory. Lumsden (1977) used the Thurstoneian 
approach of categorical judgment to propose the idea of person reliability. 
Weiss (1973) used data from adaptive testing to develop consistency scores, and 
Vale and Weiss (1975) further developed the earlier idea of consistency scores 
into an empirical study of subject characteristic curves. Wright (1977) used 
the one-parameter logistic model to propose the idea of item residuals and to 
refute the notion of what he called person sensitivity in testing. Clearly, 
the idea is still new, hazily formulated on a theoretical level, with very scarce 
evidence of any empirical studies. 

MosieP's psychophysical appPoach. The first reference in the testing lit
erature to an individual's variability within a single ability testing situation 
was in a two-part study by Mosier (1940, 1942). The emphasis in this study was 
on the fundamental relationships between the field of mental test theory and 
the methods of measuring psychophysical processes. This comparison included re
lating the constant method of psychophysical measurement with scoring by the num
ber-correct method in mental testing. Mosier asserted that a composite score 
is an imperfect representation of an individual's test score and depends on the 
individual's variability, just as an individual's threshold in psychophysics 
depends on the ambiguity of the stimulus; as a stimulus is variable with respect 
to a group of judges, so an individual is variable with respect to a group of 
items. 

Mosier likened the ambiguity (discriminal dispersion) of a stimulus in psy
chophysics to individual variability in mental test performance. He postulated 
the distribution of the proportion of correct answers for one individual across 
items of differing difficulty as the integral of the normal probability curve 
and the variability of that individual as the standard deviation of the proba
bility function whose integral is the proportion of correct answers as a func
tion of difficulty. Mosier applied the constant process of psychophysics to a 
set of test data (of unspecified characteristics) and estimated the difficulty 
of median error for individuals (ability level) and its dispersion. He found 
odd-even reliability of ability level estimated by this method to be .88. The 
reliability of the person variability index was .55, a value significantly dif
ferent from zero. It was perhaps this apparent low reliability estimate which 
was responsible for a complete lack of research on person variability for the 
next 30 years. 

Weiss's stPadaptive "tPace line". The idea of person variability within 
one test was independently developed by Weiss (1973) as a by-product of comput
erized adaptive testing. In the design of the stratified-adaptive (stradaptive) 
test, he ordered ability test items by difficulty levels into strata. In examin
ing testee performance on stradaptive tests, Weiss noted that individuals who cor
rectly answered items of the same average difficulty level differed in terms of 
the proportion of items they answered correctly at different difficulty levels. 

To examine differences in individual variability, Weiss proposed the concept 
of a "trace line" for a testee's item responses, with items divided into strata 
of increasing difficulty on the x-axis and proportion correct for an individual 
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on each stratum on the y-axis, duplicating the suggestion of Mosier 30 years 
earlier. Weiss hypothesized as did Mosier, that proportion correct would de
crease as stratum difficulty increased. Also echoing Mosier, he proposed that 
the steepness of the slope be interpreted as an index of the consistency of an 
individual's item responses and the capability of the item pool to discriminate 
an individual's ability level. The point of inflection of the curve, where 50% 
of the items were answered correctly (for free-response items) was proposed as 
an indicator of the difficulty of the item pool for an individual or the posi
tion of that individual on the trait continuum. To operationalize the concept 
of person variability, or what Weiss called "consistency," he suggested calcu
lating several indices, including the standard deviation of item difficulties 
answered correctly and the standard deviation of item difficulties encountered. 

Vale and Weiss (1975) empirically studied some aspects of individual "con
sistency" as part of a larger study of computer-administered adaptive testing. 
Included in this study was a test of the hypothesis that more consistent indi
viduals--those with smaller errors of measurement in Mosier's (1940, 1942) formu
lation--would have more stable ability estimates. The five operationalizations 
of consistency originally proposed by Weiss (1973) were studied as moderators 
in the prediction of test-retest reliability of ability estimates. The standard 
deviation of item difficulties encountered significantly moderated the stability 
of ability estimates in the expected direction as, to a lesser extent, did the 
standard deviation of item difficulties answered correctly. 

In addition, Vale and Weiss (1975) studied the test-retest reliability of 
the "trace line" plots for individuals and introduced the new term "subject 
characteristic curve" for these trace lines. They used canonical redundancy 
analysis (Weiss, 1972) on the proportion-correct-within-strata data (i.e., 
the subject characteristic curves) in a retest situation. The results indi
cated a high degree of predictability of subject characteristic curves on one 
test from the test scores on the other; redundancies indicated from 47% to 67% 
common variance across the two testing times. These results indicated a good 
degree of stability in the proportion of correct responses within the strata 
of the stradaptive test as indexed by the subject characteristic curves. 

Lumsden's subject cha~acte~istic cu~ve. The subject characteristic curve 
was again independently proposed by Lumsden (1977, 1978) as a derivation from 
Thurstone's law of categorical judgment. Lumsden proposed an attribute-based 
model of test performance in which a person's ability fluctuates in trends 
(long-term developmental changes), swells (short-term mood swings), and tremors 
(moment-to-moment shifts). He assumed tremors to be rapid, random, and normally 
distributed shifts of ability occurring from moment to moment within a single 
test situation: The discriminal dispersion of item difficulties stays at zero, 
and it is only person ability that fluctuates. If the momentary location 
of a person's ability level is higher than the point location of the item's dif
ficulty, the person will answer an item correctly. If ability is lower at any 
moment than the item difficulty location, the person will answer that item in
correctly. Lumsden then extended the idea to the plot, for a single person, of 
item responses at different difficulty levels, which he called the "person char
acteristic curve." He suggested that the person characteristic curve is "per
fectly analogous to the item characteristic curve." Lumsden's basic assumptions, 
however, are different from the ICC theory assumptions underlying item charac
teristic curves; an ICC assumes that ability level is constant, not fluctuating, 
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but that the response to a given test item includes a random error component 
causing observed item responses to fluctuate around true ability level. 

Levine and Rubin's abe~~ancy indices. Other approaches to the study of 
intra-individual variability within a test have concentrated on the use of 
intra-individual variability for test validation rather than on individual abil
ity assessment. Levine and Rubin (1976) and Levine (1979) initiated several 
studies concerned with individuals or groups of individuals for whom a given 
test might be invalid and/or inappropriate. Among toe populations of concern 
were those who obtain higher scores because of cheating and those who obtain 
lower scores because of lack of proficiency in English. Levine and Rubin de
veloped several types of ''aberrance indices'' to determine at greater than chance 
level, without reference to demographic data, examinees for whom a given test 
would be inappropriate. 

Their basic assumption was that an aberrant examinee's response pattern 
to items of varying difficulty should have a low marginal probability, since 
it is unlikely that a high-ability examinee would incorrectly answer an easy 
item or a low-ability examinee correctly answer a difficult item. Marginal 
probability was operationally defined as the average of the conditional proba
bilities of a correct response on each item of difficulty level b for an indi-

vidual of ability level 8. If n = the number of items, there are 2n marginal 
probabilities. These were ranked, with all probabilities below an arbitrary 
cutoff point considered to represent aberrant response patterns. 

Using a monte carlo simulation with 3,000 hypothetical examinees, 200 of 
whom were aberrant responders, Levine and Rubin (1976) conducted several studies 
at different cutoff points on the marginal probabilities to determine if aber
rant examinees could be identified at a rate significantly greater than chance. 
Receiver operator curves (ROC) from signal detection theory were used to evalu
ate the performance of their experimental methods of identifying aberrance. 
The best method identified 50% of the spuriously low and 80% of the spuriously 
high examinees, while only mistaking 10% of the normal examinees as aberrant. 

When compared to the chance level predictions of only 10% of spuriously high 
or low examinees identified while mistaking 10% of the normal examinees, this study 
seemed to have yielded results that merit further study. However, a closer look 
reveals the impracticality of Levine and Rubin's best method. Even if the aber
rance indices identified 80% of the aberrant examinees (160 out of 200) and only 
misclassified 10% of the non-aberrant examinees (280 out of 2,800), this would 
still result in eliminating as invalid the test results of 280 non-aberrant ex
aminees. Levine and Rubin seemed to completely ignore this problem in their 
paper. 

W~ight's residual analysis. Wright's (1977; Wright & Mead, 1977; Wright & 
Stone, 1979) concern with intra-individual variability in a single situation fo
cuses on the interaction of a person with specific test items. Wright has devel
oped methods for identifying items which may be invalid for a certain person or 
group of persons and which can then be excluded from consideration when calculat
ing ability estimates from those items. Wright (1977; Wright & Stone, 1979, 
pp. 165-180) cited tendencies such as guessing, cheating, "sleeping" (getting 
bored with a test and answering later items in a more haphazard fashion), "fum
bling" (e.g., answering earlier items with difficulty because of confusion with 
test format), and cultural bias. Wright's method (Wright & Stone, 1979; Mead, 
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in prep.) utilizes standardized squares of the residuals between an item's 
difficulty level and a person's ability level after fitting the one-parameter 
logistic model to the test data. If these residuals indicate a significantly 
low probability of responding correctly or incorrectly and the person responded 
in that way, the tester then has reason to suspect that the item or item set 
may be invalid for that particular person. 

This approach is consistent with Wright's use of the one-parameter Rasch 
model, which recognizes only a difficulty level of items but not a discrimina
tion parameter or a guessing parameter. Following the assumptions of this model, 
Wright maintained that the probability of success on more difficult items should 
always be less than on easier items no matter who attempts the items, so 
the test developer must prevent variation in item discrimination sufficient to 
produce item characteristic curves that cross. Also, following this logic, a 
higher ability person should have a better chance for success no matter what 
the difficulty of the item attempted, so the test developer must prevent 
variation in person sensitivity; the result is that person characteristic curves 
must not cross each other. Wright claimed that the practical problem of varia
tion in item discrimination and person sensitivity can be treated through super
vision rather than estimation, using residuals and deleting inappropriate items 
from a person's responses without interfering with estimates of a person's abil
ity. Wright's method seems to oversimplify response data by ignoring the effects 
of item discrimination and guessing, as well as precluding the possibility of 
more subtle diagnoses of added dimensions acting as moderator variables in the 
testing situation. 

Sumnary and Objectives 

The limited literature on person variability within a test thus seems to 
have three major trends: 1) the direct analysis of person variability as orig
inally suggested by Mosier, later called the testee's trace line by Weiss and 
subject characteristic curve by Vale and Weiss and the person characteristic 
curve by Lumsden (1977); 2) designation of highly variable persons as aberrant 
by Levine and Rubin; and 3) the elimination of aberrant person-item interactions 
by Wright. Careful analysis of these three approaches indicates that the first 
approach (that of the person characteristic curve) is the most general of the 
three, subsuming the other two as special cases: If the entire pattern of a 
testee's responses is studied as a function of difficulty level of the items, 
the identification of aberrant response patterns or person-item restrictions 
follows directly. In addition, postulating a person characteristic curve in 
conjunction with ICC theory provides a means of testing for single individuals, 
whether their response patterns fit the theory regardless of the number of 
parameters assumed. 

The purpose of this study was to further explore the Mosier-Weiss-Lumsden 
idea of the person characteristic curve, to determine its utility as a means of 
describing testee response variability, and to study the fit of individuals to 
the ICC model. To emphasize that the curve is derived from the responses of an 
individual to a set of test items, it was renamed the "person response curve." 
The focus of this research is on the investigation of the reliability and other 
psychometric characteristics of the person response curve. 
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The Person Response Curve 

Observed Person Response Cur·ves 

Figure 1 is a plot of person response curves (PRCs) for each of three hy
pothetical testees. To obtain these plots, a number of items of different dif
ficulty levels are administered to a testee. For each difficulty level, the 
proportion of items answered correctly is plotted as a function of difficulty 
level. The resulting PRC is representative of one p~rson's performance on one 
test. 

Figure 1 
Observed Person Response Curves for Three Hypothetical 

Persons with the Same Ability Level (8=0.0) 
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Figure 1 shows the PRC plots of three different persons--A, B, and C--who 
have all obtained the same score on the test by answering 50% of the total test 
questions correctly. Thus, all the curves cross at the point on the vertical 
axis of .50, and their average proportion correct across all item difficulty 
levels is .50. The center point of the curve can then be projected downward to 
the horizontal axis to obtain an ability level estimate (S) of 0.0, which in 
standard score terms is at the mean of a population. Yet, Figure 1 illustrates 
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that although these three persons all achieved the same total score on this 
test, they obtained that score in substantially different ways. 

As shown in Figure 1, the three testees--A, B, and C--differ in a number 
of variables. Note that the curve for Person A has a substantially steeper 
slope around its center point than does that for Persons B and C. This shows 
that with this particular item pool, Person A was measured more precisely than 
either Person B or C, or (in Mosier's, 1942, terms) that the error of measure
ment for Person A was smaller. Thus, in addition to ability level scores, in
formation on individual precision of measurement is derivable from the PRC. 

The third type of information derivable from the study of PRCs is a per
son's guessing behavior. This is shown in Figure 1 as the lower right-hand 
portion of the curve for each testee. Note that Persons B and C correctly an
swered very difficult items at a nonzero level. It may, therefore, be hypothe
sized that they were guessing. However, Person A answered none of the difficult 
items correctly. It may be hypothesized that this testee, unlike the other two, 
was not guessing. 

A fourth type of information possibly derivable from the PRC is a careless
ness index, shown in the upper left-hand corner of Figure 1. Persons B and C 
answered only about 80% of a set of very easy items correctly, even though 
their ability levels were considerably higher. On the other hand, Person B an
swered the same items all correctly, as would be expected for a person with a 
relatively high ability level. Thus, it could be hypothesized that Persons B 
and C were more careless than Person A. 

Finally, the fifth kind of potential information derivable from a study 
of PRCs is shown for Person B and is a deviation from a unidimensional response 
pattern, as suggested by Mosier (1940, p. 364). That is, the test performance 
of Person B shows that he/she was answering correctly beyond the chance level 
some difficult items which were beyond his/her ability level. Since such test 
response behavior is inconsistent with a unidimensional hypothesis, there may 
be, for this individual, some dimension accounting for test performance other 
than the one being measured by the test for other persons. 

Thus, the PRC provides the potential for considerable additional informa
tion from an individual's test response record. All that is required to obtain 
an observed PRC is 1) to administer to an individual a number of items of vary
ing difficulty levels, 2) to determine the proportion of items answered correct
ly at each difficulty level, and 3) to plot those proportions as a function of 
item difficulty level. 

Expected Person Response Curves 

Although the observed PRCs are useful in describing a person's test behav
ior, by themselves they provide no means of determining whether observed fluc
tuations in the curve represent important characteristics of the individual or 
merely chance deviations. ICC theory, however, permits the derivation of 
expected PRCs, which can then be used to evaluate whether aspects of the observed 
PRCs are real or chance fluctuations. In addition, these observed PRCs permit 
testing the fit of individual persons to the ICC model for a given set of test 
item responses. 

Expected PRCs are derivable from either the one-, two-, or three-para~eter 
ICC models. Derivation of the expected PRC requires an ability estimate, 8, 
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and the item parameters for all the items administered. Generally, the ICC item 
parameters of the items administered will have been estimated in advance by a 
method such as Lord's LOGIST (Wood, Wingersky,& Lord, 1978) or one of Urry's 
(e.g., Schmidt & Urry, 1976) estimation procedures; the difficulty (b) parameters 
will have been used to order the items by difficulty level to obtain the observed 
PRC. Estimates of ability level (S) may be obtained using programs described by 
Bejar and Weiss (1979). 

In the case of the three-parameter logistic ICC model, the expected prob
ability of a correct response for any given test item (P ) is given as a func-

A g 
tion of e, a, b, and c by the three-parameter logistic equation: 

[1] 

1 + 
Da (S - b ) 

e g g 

where 
A 

e is the person's estimated ability score: 
g is an item; 

a is the ICC item discrimination parameter; g 

b is the ICC item difficulty parameter; 
g 

c is the ICC item lower asymptote ("guessing") parameter' and g 

D is equal to 1. 7. 

If a two-parameter ICC model is used, the terms in Equation 1 with c are de
leted; if the one-parameter (Rasch) model is used, the a values are set to 1.0. 

Using the estimated probability of a correct response for each item result
ing from Equation 1, an expected PRC can be plotted. This is illustrated in 
Figure 2. Figure 2a illustrates three-parameter ICCs for nine test items, 
grouped at three levels of difficulty. Difficulties of Items 1, 2, and 3 are 
relatively low, between -2.0 and -2.5; Items 4, 5, and 6 are clustered around a 
difficulty of b=O.O; and Items 7, 8, and 9 are the most difficult set, with 
b~+2.0. The dashed vertical line in Figure 2a represents a person with a 8=1.0. 

The estimated probability of a correct response to each item, resulting 
from Equation 1, is shown in Figure 2~ by the dotted horizontal line extending 
from the ICC to the vertical axis at 8=1.0. Thus, for Items 1 and 2, the prob
ability of a correct response is essentially 1.0; and for Item 3, about .98. 
For Items 4, 5, and 6 the probabilities are .80, .82, and .85, respectively; 
and for Items 7, 8, and 9, P = .08, .10, and .22. These nine probabilities are 
plotted in Figure 2b and constitute an expected PRC for a person with S=l.O, 
with the probability for each item plotted at its difficulty level. It will be 
noted that for Item Groups 4, 5, 6 and 7, 8, 9 in Figure 2a, the expected pro
portions correct are not monotonically decreasing as might be expected from 
theoretical considerations. This is due to the differing discriminations of 
the items (as illustrated in Figure 2a). Thus, to construct an estimated PRC, 
it might be desirable to plot a smoothed curve around the values plotted in 
Figure 2b. 
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Figure 2 
Estimating the Expected Person Response Curve (PRC) 

with 8=1.0 Using Nine Test Items 
for a Person 
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One way of smoothing expected PRCs is to average the probabilities of 
a correct response to items close in difficulty level. Since the observed PRC 
utilizes the proportion of correct responses to a set of items of similar dif
ficulty, averaging of the probabilities of correct responses in the expected 
PRC will facilitate the direct comparison of observed and expected PRCs. Lord 
has referred to 

~ = 
k 
I P (8) 

g=l g 
[2] 

as the expected true score on a set of test items, where k is the number of 
items for which the expected probability of a correct response has been computed 
from Equation 1 and ~ is the expected number of correct responses in k items. 
An estimate of the proportion of correct responses on a subset of items is 

~/k 
k 
I P (8)/k 

i=l g 

or the average proportion correct on the k-item subset. 

[3] 

Values of p , the ex
s 

pected proportion correct on the three subsets of items in Figure 2a, are shown 
by X's in Figure 2b. Connecting these values with a curve gives the expected 
PRC based on the three-parameter logistic ICC model, which for any individual 
is directly comparable to his/her observed PRC. 

A 

The expected PRC is £herefore simply a function of 8 and the item parame-
ters. Thus, for a given 8 and a given set of items, the expected values of the 
PRC will be constant. The observed PRC, on the other hand, results from the 
interaction of an individual with the items. If an individual answers the set 
of test items strictly in accordance with the ICC model, the observed PRC should 
conform to the expected PRC. If an individual's test item responses are deter
mined by factors other than a single unidimensional trait, deviations of the 
observed PRC from the expected PRC will appear. 

Observed versus Expected PRCs 

~igure 3 shows hypothetical observed and expected PRCs for an individual 
with 8=0.0. The observed PRC (solid line) is plotted from data on test items 
grouped at seven points on the item difficulty continuum: b=±3, ±2, ±1, and 0. 
The expected PRC data points (dashed line) were derived from Equations 1 and 3 
for the test items administered, using the same item difficulty groupings. To 
determine whether a person's carelessness, guessing, dimensionality, or pre
cision are significantly different from those predicted by the model, an expec
ted PRC may be determined for any person on any set of test items with esti
mated ICC parameters, and the observed PRC may be compared to it. If the 
observed PRC differs from the expected model-based prediction in any respect, 
the observed PRC describes a significant aspect of the person's testing behavior. 
Once quantified, these person-fit variables might then be usable in prediction 
situations to increase the accuracy of predictions made from test scores. This 
could be done by including additional information on guessing, carelessness, 
precision, and dimensionality and on other aspects of a person's test perfor
mance as reflected in the relationship of observed and expected PRCs. 
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Figure 3 A 

Observed and Expected Person Response Curves for a Person with 8=0.0 
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The following data analyses constitute a first examination of observed PRCs 
and their relationships with expected PRCs for a group of individuals on a test 
designed to permit study of the characteristics of PRCs. The major analyses 
were directed at establishing the reliability of observed PRCs and the fit of 
observed and expected PRCs. Some correlates of person-fit indices derived from 
the PRC were also investigated. 

Subjects 

Subjects were 151 undergraduate students in the introductory psychology 
course at the University of Minnesota. These students volunteered for the study 
in return for bonus points that would count toward their final grade. Students 
were given a posttest debriefing, which consisted of a brief explanation of the 
purpose of the study. No test results were given, due to the lengthy procedures 
for keypunching and scoring the data. 
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Test Instrument 

The test consisted of 216 five-option multiple-choice vocabulary items. 
The items were chosen from a preexisting item pool of over 500 items with ICC 
difficulty and discrimination parameters that had been developed on a similar 
population of undergraduates in the introductory psychology course in previous 
years (McBride & Weiss, 1974). The 216 items were selected for high discrimi
nating power and for spread of difficulty (c parameters were set at .20 for 
all items). 

The test was given as a paper-and-pencil test without time limits. Items 
were randomly ordered for administration so that easy and difficult items were 
spread throughout the test. In addition, to control for any effects of item 
order, the pages of test questions were ordered in six different ways so that 
only one-sixth of the students took the test in the same page order. 

Observed PRCs 

Stl~atifying the test. In order to transform student response data into 
observed PRCs, test items were divided into strata containing an equal number 
of items, with each stratum representing a different level of difficulty. This 
was done by reordering the items by difficulty level (b parameter), then divid
ing them into nine separate groups (or strata) of 24 items each. In this way, 
Stratum 1 contained the 24 easiest items and Stratum 9 contained the 24 most 
difficult items. 

Items were then ordered within each stratum by discrimination (a) level, 
with the most discriminating item the first item in the stratum and the least 
discriminating item the 24th item in the stratum. To investigate the parallel 
forms reliability of observed PRCs, each stratum was then split into two 
parallel substrata of items with similar difficulty and discrimination para
meters. This provided 18 substrata of 12 items each. Item difficulty and 
discrimination parameters for all items by stratum and substratum are in Appen
dix Table A. 

Items were scored as either correct ("1") or incorrect ("0"), with omitted 
items scored as incorrect. The correct-incorrect response vectors were then 
reordered by item difficulty level for each student. The proportion of correct 
responses was then computed on each of the nine strata and on each of the 18 
substrata for each student, providing information for observed PRCs based on 
all 216 items (i.e., nine 24-item subtests of differing difficulty levels) and 
split-half parallel observed PRCs, each based on nine 12-item subtests. 

To examine the characteristics of the items constituting the strata, inter
nal consistency reliability of each of the nine strata was determined using 
Cronbach's alpha. Parallel forms reliability of the nine pairs of parallel 
substrata was determined by the product-moment correlation coefficient between 
proportion-correct scores on each of the nine pairs of substrata. 

Estimated PRCs 

Using Program LINDSCO (Bejar & Weiss, 1979), Owen's Bayesian ability esti
mation procedure was used to compute ability estimates (e) for each student 
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based on his/her responses to all 216 items in the test. This 8 was then used 
in Equations 1 and 3, in conjunction with the item parameters for the 24 items 
in each stratum, to obtain the expected proportion-correct score in each of the 
nine strata (p ), The p values then constituted the expected PRC for each s s 
student, assuming the three-parameter ICC model. This process was repeated for 
each of the parallel substrata, yielding expected PRCs for each student from each 
of the two 108-item parallel pools. 

CorreZates of Observed PRCs 

In addition to the vocabulary items, 11 five-alternative Likert-type ques
tions were used to assess psychological variables hypothesized to be related to 
PRC data. These questions were taken from psychological reactions scales devel
oped by Betz and Weiss (1976), with some slight modifications. Four items were 
used in a Perceived Test Diff~culty scale, four in a Test-Taking Anxiety scale, 
and three items in a Test-Taking Motivation scale. 

The psychological reactions scale items (shown in Appendix Table B) were 
scored "1" through "5," with the first response alternative for each item scored 
as "1" and each succeeding alternative scored a point higher. Item scores were 
weighted positively or negatively (see Table B), according to how they were keyed 
on the psychological reactions scale. The total number of item score points 
ranged from +8 to -8 on the Perceived Test Difficulty and the Test-Taking Anxiety 
scales, and from +9 to -3 on the Test-Taking Motivation scale. 

ReZiabiZity of Observed PRCs 

Within- and between-persons D2 in9ices. To determine the split-half parallel 
forms reliability of observed PRCs, a D2 statistic was computed for each student, 
comparing his/her observed PRC data (proportion correct) on each of the paired 
substrata; thus,D 2 indexed the similarity of the two split-half PRCs for each 
student. A D2 value of zero would indicate that the two split-half PRCs were 
identical; large values would indicate differences between the two PRCs. 

Although the D2 statistic is a commonly used descriptive statistic in com
paring profiles (Cronbach & Gleser, 1953), no sampling distribution is available 
for it. In order to obtain some data with which to compare the split-half D2 

data, four other sets of between-persons D2 statistics were computed for compari
son purposes with the within-persons reliability D2

• Students were paired 
randomly into 75 pairs. The first D2 statistic [D(AA)] was obtained by comparing 
the observed PRC data for one of the split-half PRCs (arbitrarily designated 
"A") of each individual student with those of his/her randomly paired student. 
The second D2 statistic [D(BB)] was obtained by comparing the same pairs on their 
observed PRC data from their other (Subset B) substrata. The third and fourth 
D2 statistics [D(AB) and D(BA)] were obtained by comparing one student's first 
split-half PRC with the other student's second split-half observed PRC. 

Grou~ means and standard deviations were then computed for the four between
persons D indices [D(AA), D(BB), D(AB), and D(BA)] and the one within-persons D2

• 

Fisher's t test for differences in means was used to determine if within-persons 
split-half observed PRCs on parallel forms of the test were more similar to each 
other than they were to the between-persons D2 from randomly selected indivi
duals. If observed PRC data were reliable, it would be expected that profiles 
within persons would have significantly lower mean D2 values than profiles 
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between persons, especially considering differences in ability level between 
randomly paired individuals. 

Chi-squaPe tests of independence. A second approach to the study of the 
reliability of observed PRCs used a chi-square test of independence. For each 
student, the 2 x 9 contingency table included the number of correct responses 
on each of the parallel substrata in each of the rows of the 9-column table. 
Chi-square tests of independence were computed separately for each student. 
If the paired substrata were parallel, a nonsignificant value of chi-square 
would be supportive of the reliability of observed PRC data. Although this 
chi-square test violated the usual assumption of independence because the cell 
frequencies were based on the same student's responses to all the questions, 
it may be argued that the students' test item responses are locally independent 
(i.e., are independent for a given student who has a fixed value of 8) and, 
therefore, that the test is not inappropriate. Further study of this problem 
is necessary, however, in future applications of this index. 

PRCs and PePson-Fit 

ObsePved vePsus expected PRCs. Expected PRCs were determined for each 
student using the method described above. To determine if students' responses 
to these ability test items were consistent with the three-parameter ICC model, 
a chi-square goodness-of-fit statistic was computed between each student's 
observed and expected PRC data across the nine strata. If the PRC is an ade
quate index of model fit, the mean chi-square for the group would be nonsignif
icant. On an individual level, at an .05 level of significance, chi-square 
goodness-of-fit values should be statistically significant for 7.55 of the 151 
students by chance alone, assuming the null hypothesis of no significant de
viations from person-fit. More significant chi-square values would indicate 
a tendency for lack of fit in these data. 

When the overall level of fit in the data is substantially different from 
the chance expectation, it is still difficult to conclude from the overall 
goodness-of-fit tests that a specific individual exhibited reliable and mean
ingful lack of fit to the ICC model, since a certain number of such deviations 
from fit will occur by chance alone. To identify such individuals, two sepa
rate goodness-of-fit tests were conducted for each student using their observed 
and expected PRC data on each of the parallel substrata. This yielded two 
chi-square model fit statistics for each student--one for each of the two sets 
of substrata. Assuming that the two chi-square values were independent, 
reliable person-non-fit would be indicated by identifying persons with signifi
cant (p < .05) chi-square values for each of the substrata tests of indepen
dence; the probability of observing such a result by chance alone would be 
.OS x .05, or .0025. 

PRCs and ability level. If the responses of most persons fit the ICC 
model, the observed PRC should be a function of ability level (8), just as 
the expected PRC is a function of ability level. To investigate this possi
bility, a variation of the D2 reliability analysis was used. Based on 
observed PRC data within substrata, students were first matched on ability 

A 2 
*evel (8) before the between-persons D measures were computed. These mean 
8-matched between-persons D2 values were then compared to the within-persons 
D

2 
values, on the hypothesis that there should be little difference between 
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these means (and considerably less difference than when persons were matched 
without regard to B) if observed PRCs were primarily a function of ability 
level. 

Correlates of Observed PRCs 

Pearson product-moment correlations were computed among scores on the 
three psychological reactions scales, the within-persons D2

, and the overall 
person-fit chi-square. Assuming the validity of the psychological reactions 
scales, it would be expected that both the D2 and chi-square values would 
correlate positively with Perceived Test Difficulty and Test-Taking Anxiety. 
Chi-square and D2 values were also correlated with ability estimates (B). 

Results 

Test Characteristics 

Table 1 shows the means, standard deviations, and range of item difficul
ties (b) and proportion-correct scores (p) in each of the nine strata,and the 
values of Cronbach's alpha internal consistency coefficient for each of the 
24-item strata. The strata contained items of steadily increasing difficulty: 
Stratum 1 contained the easiest items and Stratum 9 contained the most dif
ficult items. This distribution of items was mirrored in the proportion
correct data for each stratum. The average proportion correct decreased as 
difficulty level of items increased. An exception to this tendency occurred 
for Strata 8 and 9, in which average proportion correct was very similar. Al
though average proportion correct was related to the item difficulties in 
accordance with expectations, the data on the range of individual propor
tion-correct scores shows considerable variability in proportion correct 
within each of the nine strata. The largest range of proportion correct 
was in Stratum 4 where at least one student answered only .04 of the items 
correctly and the maximum observed proportion correct was 1.0. The small-
est range of observed proportion correct was for Stratum 9, in which the 
minimum proportion-correct score was .04 and the maximum was .79. These 
data suggest a wide range of individual differences in the proportion-cor
rect scores for each stratum and consequently the potential for individual 
differences in observed PRCs. 

Table 1 
Mean, Standard Deviation, and Range of Item Difficulties (b) 

and Proportion-Correct Scores (p), and Cronbach's Alpha 
Coefficient for Each of the Nine Strata 

Item Difficulties (b) ProEortion Correct <e) 
Range Range 

Stratum Mean SD Min Max Mean SD Min Max Al:eha 

1 -2.40 .31 -2.97 -1.97 .866 .146 .130 1.000 .82 

2 -1.55 . 20 -1.93 -1.25 .794 .186 .210 1.000 .85 

3 -1.01 .14 -1.24 -. 77 .713 .216 .170 1.000 .86 

4 -.56 .13 -.76 -.37 .615 .202 .040 1.000 .80 

5 -.15 .11 -.36 .01 .545 .209 .080 1.000 .81 

6 .26 .13 .06 .47 .481 .210 .040 .960 .80 

7 .75 .19 .51 1.12 .416 .197 .080 .960 .78 

8 1. 32 .12 1.13 1.52 .330 .135 .040 .880 .54 

9 1. 98 .37 1.52 2.67 .334 .124 .040 . 790 .44 
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Table 1 shows that the alpha internal consistency coefficients for Strata 
1 through 7 were fairly high and quite similar, ranging from .78 to .86. Alpha 
coefficients for Strata 8 and 9 were lower--.54 and .44, respectively. The low 
alphas for Strata 8 and 9 were likely due to large amounts of random guessing 
for most students as the average porportion of correct responses of .33 for the 
two strata approached the theoretical expectation of .20 for the five-alterna
tive multiple-choice items. 

Table 2 
Means and Standard Deviations of Item Difficulties (b) and 

Proportion-Correct Scores (p) in Each of the Nine Pairs 
of Parallel Substrata (A, B) 

Item Difficulties (b) Proportion Correct 
Substratum Substratum 

A B A B 
Stratum Mean SD Mean SD Mean SD Mean 

1 -2.320 .296 -2.475 .317 .850 .156 .880 
2 -1.606 .240 -1.497 .153 .753 .202 .832 
3 -1.017 .161 -.993 .126 .713 .224 . 711 
4 -.549 .137 -.572 .130 .622 .222 .606 
5 -.123 .084 -.180 .120 .545 .218 .543 
6 .296 .129 .219 .134 .460 .214 .501 
7 .762 .208 .740 .177 .401 .202 .429 
8 1.290 .113 1.354 .126 .341 .163 .317 
9 2.043 .411 1.910 .334 .295 .150 .370 

([?) 

SD 
.166 
.198 
.239 
.218 
.244 
.246 
.234 
.157 
.160 

Table 2 provides data on each of the nine pairs of parallel substrata of 
12 items each, including the means and standard deviations of item difficulties 
(b) and proportion-correct scores (p). Proportion-correct scores for each of 
the 151 students on each of the 18 substrata are in Appendix Table C, along 
with total proportion correct and the estimated ability level for each student. 
As Table 2 indicates, the substrata contained parallel items in the sense of 
similar means and standard deviations of difficulties. The smallest difference 
in mean difficulty was b=.002 for Stratum 3; the largest difference was b=.l55 
for Stratum 1, with a mean difference of .07. The proportion correct obtained 
by the students on the substrata were also fairly equal in mean and standard 
deviation. The smallest difference in mean proportion correct for the paired 
substrata was p=.002 for Stratum 3 and Stratum 5; the largest difference in 
mean observed proportion correct for the paired substrata was .075 (Stratum 2), 
indicating a high degree of similarity in mean proportion correct for the sub
strata. 

Table 3 shows the estimated alpha coefficients for the 12-item substrata 
and the parallel forms correlations obtained by correlating proportion-correct 
scores for the 151 students on each of the nine pairs of substrata. The esti
mated 12-item alphas were obtained using the Spearman-Brown formula from the 
24-item alphas for the strata shown in Table 1; these values were used in cor
recting for attenuation the parallel forms correlations. As Table 3 shows, the 
uncorrected parallel forms correlations between pairs of substrata ranged from 
.63 to .74 for the first seven strata; for the two most difficult strata the 
correlations were .42 and .28. These correlations were fairly substantial, 
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considering the low internal consistency reliabilities for the two most diffi
cult strata. Using the Spearman-Brown formula to correct the parallel forms 
correlations based on two 12-item tests to the 24-item length of the strata, 
the average corrected correlation between the pairs of Substrata 1 through 7 
was slightly above .80. For the most difficult two strata, the corrected cor
relations were .59 and .44. 

Table 3 
Estimated Alpha Coefficients for 12-Item Substrata, 

and Parallel Forms Correlation of Proportion-Correct 
Scores--Uncorrected, Corrected by Spearman-Brown 

Formula, and Corrected for Attenuation--on Each of 
the Nine Pairs of Parallel Substrata 

Parallel Forms Correlation 
Estimated Spearman-
12-Item Brown Attenuation 

Stratum Alpha Uncorrected Corrected Corrected 
1 .69 . 64 .78 . 93 
2 .74 .74 .85 1.00 
3 .75 .73 .84 .97 
4 . 67 .70 .82 1.04 
5 . 68 .64 .78 .94 
6 . 67 .66 .80 .99 
7 .64 .63 .77 .98 
8 .40 .42 .59 1.00 
9 .28 .28 .44 1.00 

To determine whether scores on the paired substrata correlated as highly 
as possible, given the reliabilities of the substrata, the estimated 12-item 
alphas for the substrata were used along with the uncorrected parallel forms 
correlation to estimate the correlation between proportion-correct scores on 
the paired substrata, assuming that the substrata had been perfectly reliable. 
These attenuation-corrected correlations are shown as the last column in Table 
3. As the data show, attenuation-corrected correlations were .97 or above 
for seven of the nine strata; for Strata 1 and 5, these correlations were .93 
and .94, respectively. These data indicate that the paired substrata scores 
were as parallel as possible, given their estimated internal consistencies. 

Reliability of Observed PRCs 

Within- and between-persons D2 indices. Table 4 shows summary statistics 
for the within-persons D2 on the parallel substrata and the between-persons D2 

using randomly paired individuals. The within-persons D2 mean of .28, with a 
standard deviation of .15 and range of .02 to .86, were all relatively small. 
These data indicate that for the within-persons D2 , the average difference in 
proportion correct on the paired substrata was about p=.l8. By comparison, 
the between-persons D2 mean was .75, with a standard deviation of .66 and a 
range of .07 to 4.09. Thus, the average difference in proportion correct be
tween randomly paired individuals was about p=.29. 
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Table 4 
Mean, Standard Deviation, and Range of Within- and Between

Persons D2 Indices, and Results of t Tests Comparing 
the Mean Within-Persons D2 with Each Between-Persons D2 Index 

Range 
D2 Index N Mean SD Min Max t 2.* 

Within-Persons 150 .28 .15 .02 .86 
Between-Persons 

D(AA) 75 .70 . 64 .08 3.92 7.64 <.001 
D(BB) 75 .78 .68 .06 4.32 8.62 <.001 
D(AB) 75 .76 .69 .11 4.50 8.14 <.001 
D(BA) 75 .76 .62 .04 3.60 9.06 <.001 

*Probability of error in rejecting null hypothesis of no 
difference in group means. 

The smaller within-persons D2 demonstrates greater split-half profile s1m1-
larity within persons than between pairs of randomly selected persons, irrespec
tive of which split-half test was used for the between-persons comparisons. The 
t-test statistics in Table 4 demonstrate this sizable difference between the two 
types of profile comparison. Although the t-test assumption of independent 
groups was violated in these data, the mean differences in each case were sub
stantial enough to support the conclusion that the PRCs are reliable. 

Figure 4 provides further data on the distribution of the D2 indices in 
terms of the relative frequency distributions of the within-persons reliability 
D2 and two of the between-persons D2 indices [D(AA) and D(BB)]. As Figure 
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Figure 4 
Relative Frequency Distributions of Within- and Between-Persons 
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4 shows, there was little overlap between the two distributions. Virtually all 
of the within-persons D2 values were below .75; and the distribution was highly 
peaked with a modal value very close to zero, indicating that the observed PRCs 
from the split substrata were very similar for most of the 150 students. By 
contrast, although the mode of between-persons D2 indices was similar to that 
of the within-persons D2

, the relative frequency associated with that mode was 
considerably less than that of the within-persons distribution, and the distri
butions of the between-persons data was considerably less peaked. 

Chi-square tests of independence. Results of the chi-square test of inde
pendence, based on a 2 x 9 contingency table with number-correct scores on each 
of the nine pairs of parallel substrata for each student, are shown in Figure 5. 
The minimum value of chi-square was .14 and the maximum was 12.94; mean of the 
distribution was 3.67, with a standard deviation of 2.34. A chi-square value of 
15.51 is statistically significant at the p=.05 level with 8 degrees of freedom 
(from the 2 x 9 contingency table). Since all of the individual chi-square 
values were less than 15.51, the data show that the two split-pool observed PRCs 
for all students were not significantly different from each other, further 
supporting the D2 data which indicated that the observed PRCs obtained from 
these data were reliable. 
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Figure 5 
Frequency Polygon of Rounded Intra-Individual 

Chi-Square Test of Independence Values Between Person 
Response Curves (PRCs) for the Nine Pairs of Parallel Substrata 
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PRCs and Person-Fit 

The frequency distribution of individual chi-square values reflecting the 
fit of observed PRCs to the PRCs expected from the three-parameter ICC model 
is shown in Figure 6. The lowest chi-square value obtained was 1.88 and the 
highest was 23.17. Mean chi-square was 8.76, with a standard deviation of 4.14; 
modal value was about 6.0. 

Since ability estimates used in calculating the theoretically expected 
proportion-correct scores were taken from the data being analyzed, an extra 
degree of freedom was subtracted to determine the significance of the chi
square values. Thus, with 7 degrees of freedom, a chi-square value of 14.07 is 
significant at the .05 level. The group mean chi-square was well below this 
value, which would suggest that the three-parameter logistic ICC model served 
as a fairly good predictor of test response behavior for the majority of this 
group of students. Of 151 students, 8 would be expected to have significant 
chi-square values by chance alone at the .05 level; in this group, 15 students 
had chi-square values greater than 14.07. 
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Figure 6 
Frequency Distribution of Intra-Individual Chi-Square 

Values for Goodness of Fit Between Observed and 
Expected Person Response Curves (PRCs) 
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To identify persons reliably deviating from the model, the chi-square 
person-fit statistics were recomputed for each student separately on the two 
sets of substrata. The joint distribution of chi-square values for the 151 
students is shown in Figure 7, with the .05 significance level indicated by 
the dashed horizontal and vertical lines. Persons in the upper right-hand 
quadrant were identified as those deviating significantly from the expected 
values, with p=.0025. As Figure 7 shows, six students had significant chi
square values for both pairs of substrata and were thus placed in the upper 
right-hand quadrant. Of these six, four were also significantly non-fitting 
on the overall chi-square goodness-of-fit test. These four are indicated in 
Figure 7 by their subject numbers, and their PRCs (both observed and expected) 
are in Figure 9. Persons 83, 111, 138, and 117 might be hypothesized to have 
reliably non-fitting PRCs. Of the 15 students whose overall chi-square values 
were statistically significant, those not included in the upper right-hand 
quadrant may be hypothesized to be non-fitting only by chance. 
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Figure 8 shows observed and expected PRCs for students with low overall 
chi-square person-fit values. Person 128 (Figure 8a) obtained the lowest chi
square value among the 151 students tested. As Figure 8a shows, the observed 
PRC for Person 128 (solid line) was quite close to the expected PRC (dashed 
line) for each of the nine strata. Figures 8b through 8d show expected and 
observed PRCs for three other students for whom model-fit was quite good, as 
indicated by the low chi-square values, although as expected, some minor 
deviations from model-fit appeared (e.g., Figure 8d) as chi-square values 
increased. 

Figure 9 shows PRC person-fit results for four of the persons identified 
in Figure 7 as not reliably fitting the ICC model; these data are based on 
their total PRCs. The ways in which these four students' response curves de
viated from their expected curves differed widely. Person 111 (Figure 9a) 
seems to have been careless with easier items, as indicated by a proportion 
correct of .75 on items in Stratum 1, and then to have been fortunate in guess
ing on some of the more difficult ones (p=.SO on Stratum 7). On the other hand 
this may be the type of profile to be expected from a person with an unusual 
educational history, such as an international student with a specialized knowl
edge of English. Person 117 (Figure 9b) and Person 138 (Figure 9d) seemed to 
have done much better on difficult items than was predicted by the model; 
these students might be sophisticated at guessing or high in ''testwiseness.'' 
Person 83 (Figure 9c) seems to have exhibited carelessness on the easier items 
(Stratum 1) but more effort (with perhaps some good guesses) on the more dif
ficult items in Strata 6 through 8. 

Although these figures demonstrate lack of fit of individuals to the 
model-based predictions, they do not by themselves point to clear interpreta
tions. However, they do illustrate some of the different ways in which signi
ficant deviations in test data can occur. This demonstrates the need for 
methods of assessing and interpreting the many ways in which non-fitting PRCs 
may occur. 

PRCs and Ability Level 

Additional data supporting the overall fit of persons to the three-para
meter ICC model are shown in Table 5. Table 5 summarizes the distributions of 

Table 5 
Mean, Standard Deviation, and Range of Within-Persons D2 

and §-Matched Between-Persons D2 , and Results oft Tests 
Comparing the Mean Within-Persons D2 with Each 

Between-Persons D2 Index 

Range 
D2 Index N Mean SD Min Max t p* 

Within-Persons 150 .28 .15 .02 .86 
Between-Persons 

D(AA) 75 .25 .11 .03 .48 1.50 <.20 
D(BB) 75 .26 .13 .05 .74 1.00 <.50 
D(AB) 75 .29 .14 .05 .79 0.50 <.80 
D(BA) 75 .28 .12 .07 .64 0.00 1.00 

*Probability of error in rejecting null hypothesis of no dif-
ference in group means (two-tailed test). 
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Figure 8 
Observed and Expected Person Response Curves (PRCs) for Four 

Persons Whose Responses Reliably Fit the Three-Parameter ICC Model 
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Figure 9 
Observed and Expected Person Response Curves (PRCs) for Four Persons 

Whose Responses Did Not Reliably Fit the Three-Parameter ICC Model 
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between-persons D2 data on parallel substrata when students were matched as 
closely as possible for e values before the substrata D2 indices were calculated. 
As Table 5 shows, none of the mean between-persons D2 indices was significantly 
different from the within-persons D2

; in three of the four cases the mean 
between-persons D2 was slightly lower than the mean within-persons D2 • In 
addition, the standard deviations and ranges of the two kinds of D2 indices 
were very similar. Thus, the data in Table 5 show that observed PRCs for this 
group of students were highly dependent upon their ability levels, further 
supporting the fit of these individuals to the three-parameter ICC model. 

Correlates of Observed PRCs 

Table 6 shows intercorrelations of the within-persons D2 PRC reliability 
index; the PRC person-fit chi-square value for each person; ability estimates 
(§);and the Perceived Test Difficulty, Test-Taking Anxiety,and Test-Taking 
Motivation scale scores. The D2 reliability indices correlated significantly 
(r=-.24) with ability, indicating a tendency for lower ability students to 
have more unreliable PRCs. D2 also correlated significantly positively with 
both Perceived Test Difficulty and Test-Taking Anxiety scale scores; the cor
relation with Perceived Test Difficulty scores probably reflected the high 
negative correlation (r=-.70) between ability level and perceived difficulty 
of the test items. The correlation of r=.l8 with Test-Taking Anxiety suggests 
a tendency for students with higher test-taking anxiety to have less reliable 
PRCs. None of the correlations of the chi-square person-fit index were sta
tistically significant. Further analysis of the relationship of the chi-square 
person-fit indices by analysis of variance indicated no nonlinear relationships 
between the chi-square index and the Perceived Test Difficulty, Test-Taking 
Anxiety,and Test-Taking Motivation scale scores. 

Table 6 
~ 

Intercorrelations of Ability Estimates (8), Psychological 
Reactions Scales, and PRC Within-Persons D2 and 

Person-Fit Chi-Square Indices 

Perceived Test-
Test Taking Test-Taking 

Ability Difficulty Anxiety Motivation 

Ability 
Perceived Test Difficulty -.70** 
Test-Taking Anxiety -.16* .28** 
Test-Taking Motivation .37** -.35** .11** 
Within-Persons D2 -.24** .18** .18** .03 
Person-Fit Chi-Square -.06 -.05 .07 .04 

*Significant at p<.05. 
**Significant at p<.Ol. 

Within-
Persons 

Dz 

-.04 

These results are consistent with the previously reported findings that 
the three-parameter logistic model seemed to predict quite well the test perfor
mance of the majority of the students in this sample. Since only a few of the 
students deviated significantly and reliably from the predictions from the model, 
it would be impossible to find strong relationships between the goodness-of-fit 
results and other variables. Furthermore, as was illustrated in Figure 9, there 
are many possible ways of deviating from the model and,consequently, there may be 
many correlates of such deviations. 
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Conclusions and Directions for Future Research 

The feasibility of the person response curve (PRC) approach to investi
gating the fit of persons to the three-parameter ICC model was explored in this 
study. To operationalize the PRC it was necessary to subdivide ability test 
items into separate strata of varying difficulty levels. For the vocabulary 
test used in this study, strata possessed sufficient internal consistency and 
parallel forms reliability to justify their use, although the more difficult 
strata were much less reliable than the easier strata. 

Conclusions 

The PRCs proved to be highly reliable. The D2 analyses indicated not only 
that intra-individual profiles were more similar than profiles between randomly 
selected persons but also that profiles between people of similar ability level 
were also very similar. As additional evidence of profile reliability, chi
square tests for independence between profiles of parallel forms for each indi
vidual were nonsignificant for all 151 students. The high correlation of r=.82 
(p<.OOl) between the intra-individual parallel forms chi-squares and the D2 

suggests that the chi-square test may be sufficient in future studies, since it 
also provides a more ready means of assessing statistical significance. 

The results of the D2 statistics between individuals matched on ability 
level were interesting, since they illustrated close profile similarity between 
different persons of similar ability level. This suggests that for the majority 
of this sample, PRCs were predictable as a function of ability level. A more 
complete test of this hypothesis was conducted with a chi-square goodness-of
fit test between observed proportion-correct scores on each of nine strata and 
expected proportion-correct scores predicted by the three-parameter logistic 
model. The nonsignificant group mean suggests that the model was a reasonable 
way of describing students' test response behavior. 

At the .05 level, eight students were expected to have significant chi
square goodness-of-fit values for observed and expected PRCs. Fifteen students 
had significant chi-square values, leaving somewhat in question whether these 
students deviated from the model because of chance or interaction with another 
dimension. One method of investigating this question was to calculate sepa
rately the goodness of fit of each student's observed and expected PRCs on the 
odd-numbered substrata and on the even-numbered substrata. Of the 15 students 
with significant chi-square values on the overall nine-strata goodness-of-fit 
test, four had significant chi-square values on both substrata goodness-of-fit 
tests. These four students were identified as reliably deviating from the ICC 
model predictions. The nature of this lack of fit, however, would best be 
investigated in a future study with an experimental design that included inter
actions with additional dimensions other than the ability being measured. 

Having demonstrated the goodness of fit of observed PRCs with model
predicted PRCs, and with no firm evidence to suggest that significant results 
for a majority of the students were due to anything other than chance, the 
nonsignificant results for the relationship of the goodness-of-fit chi-square 
variable with nontest variables seems to follow. Scores on the psychological 
reactions scales correlated with each other and with ability estimates in 
expected ways but did not correlate significantly with the overall chi-square 
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variable. These results substantiated the fit of the model to observed student 
test-response behavior. The psychological reactions scales could be used in a 
future study of non-fit in which these psychological states could be experi
mentally induced. 

The results of this study demonstrate that the PRC can be useful in study
ing the fit of individuals to ICC models by testing the fit of the observed 
PRC to the theoretically expected PRC. Although the three-parameter ICC model 
was used here, the method can be used with the two-parameter or one-parameter 
logistic (Rasch) model or with any of the normal ogive ICC models. The data 
also demonstrated that the three-parameter ICC model adequately accounted for 
the test response behavior of the vast majority of the students studied. More 
research is, of course, necessary to further explore the use of the PRC in 
examining model-fit in test behavior. 

Directions for Future Research 

Guessing and "testwiseness" are variables which are unrelated to abilities 
but may affect ability test scores. To determine whether these variables can 
be detected by PRCs or PRC-fit to theoretical predictions, a useful experiment 
would be to administer a multiple-choice ability test along with testwiseness 
and guessing scales to groups of students. One subgroup in the experimental 
design should be an experimental group trained in testwiseness and/or in 
guessing skills. The effects of testwiseness or guessing would be studied by 
analysis of the chi-square goodness-of-fit statistics comparing the expected 
and observed PRCs for the experimental and control groups. Special attention 
should be given to chi-square values on the most difficult items in the ability 
test rather than overall chi-squares, since it is on these items that the 
experimental effect is likely to be observed. 

Cultural bias is another dimension which may differentially affect ability 
test performance (e.g., Church, Pine, & Weiss, 1978; Martin, Pine, & Weiss, 
1978; Pine&. Weiss, 1978). One approach to testing for the existence of such 
bias by use of PRCs would be to compare the goodness of fit of observed and 
expected PRCs for a control group of white middle-class testees and a group of 
testees who would be hypothesized to have uneven educational development by 
white middle-class American standards. This latter group might involve inter
national students with a specialized knowledge of the English language or some 
American minority group persons. It would be expected that the PRCs would show 
greater deviation from the model predictions for the latter group, particularly 
in terms of deviations from the unidimensionality required by the ICC model. 

Carelessness and nervousness are two other dimensions which may contribute 
to unexpected performance on ability tests and which may be detected by PRC 
analysis. To study the effect of these dimensions on person-fit, an ability 
test could be administered to three groups of randomly selected individuals 
from the same population. A low-motivation-possibly-careless control group 
would be given minimal information about the test. Treatment Group 1 would be 
told that the test results did not matter and that the experimenter just needed 
to fill his/her quota of subjects. Treatment Group 2 would be told that the 
test is an important determiner of whether or not they would be able to complete 
college or to succeed in some occupation; this would be considered the high
anxiety group. The experimentally induced states should be verified with 
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improved versions of the psychological reactions scales for motivation and 
anxiety used in this report. Values comparing chi-square observed versus ex
pected PRCs would be compared, with special attention to the PRC-fit data on 
the easier strata for the low-motivation group and on the more difficult strata 
for the high-anxiety group. This would give information on possible psycholog
ical correlates of fit on a stratum-by-stratum basis. Data of this type might 
be used, for example, to investigate the operation of the Yerkes-Dodson Law 
(Taylor & Spence, 1958; Yerkes & Dodson, 1908) in ability test data; PRC-fit 
data would support this hypothesis if high-anxiety testees perform better than 
expected on easy test items and more poorly than expected on the more difficult 
test items. 

Further investigation of the measurement properties of observed versus 
expected chi-square goodness-of-fit statistics for assessing non-fit of persons 
is also of importance. Monte carlo simulations should be run in order to 
determine the null distribution of the chi-square values. These should be 
repeated at a number of theta levels to determine whether goodness-of-fit dis
tributions differed as a function of ability level. 

Finally, since the research literature on methods for assessing non-fitting 
profiles has begun to branch in several different directions, it would be infor
mative and useful to compare the efficacy of several different methods using 
the same data base. The one-, two-, and three-parameter ICC models could each 
be used in computing ability estimates so that non-fit measures based on these 
different models could be used. This would best be done in simulation, with 
non-fitting data experimentally induced so that the different methods of evalu
ating model-fit could be compared on their degree of "hits" and "misses." 

These are only a few of many research possibilities in investigating the 
properties and the diagnostic utility of PRCs. A closer look at these proper
ties of the PRC test performance profiles and their use in determining person
fit may provide important information on selected individuals and improve the 
validity of ability tests for individual prediction and diagnosis. 
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Item 
Number 

Stratum 
~ 

580 
243 
228 
569 
394 
167 
533 
247 
517 
374 
531 
260 
504 
603 
616 
119 
521 
400 
242 
610 
159 
168 
350 

a 

.264 

.315 

. 316 
2. 935 

.400 

. 297 

.416 

.632 

.647 

.613 

. 557 

.346 

.709 

.635 

.380 

. 610 

.534 

. 753 

.929 

.524 

. 788 

.768 

.913 

. 317 

Stratum 8 
383 2.111 
525 .570 
147 .825 
253 2. 321 
572 1.289 
213 . 429 
368 . 462 
216 .668 
217 1.249 
660 . 829 
291 1.641 
333 • 351 
397 . 651 
586 1. 536 
268 . 270 
259 . 365 
341 • 634 
581 1. 256 
306 1. 317 
231 . 874 
617 2.778 
164 .687 
238 . 758 
576 .427 

Stratum 
516 
601 
215 
111 
375 
526 

. 350 
1.315 

.908 

.822 

.832 
1.169 

b 

2.671 
2.639 
2.607 
2.411 
2.402 
2.398 
2.155 
2.153 
2.063 
2.004 
1.992 
1.921 
1.820 
1.808 
1.800 
1. 759 
1. 729 
1.696 
1.682 
1. 574 
1.566 
1.559 
1.553 
1.525 

1.518 
1. 509 
1.469 
1.443 
1.433 
1.430 
1.424 
1. 397 
1. 384 
1.369 
1. 354 
1. 340 
1.339 
1. 309 
1. 300 
1.293 
1. 282 
1. 207 
1. 204 
1.186 
1.172 
1.136 
1.130 
1.128 

1.116 
1.097 
1.069 

. 936 

. 934 

. 919 

Sub
stratum 

A 
B 
A 

A 
A 
B 
A 

B 
A 
B 
A 
B 
B 
A 

B 
A 
B 
B 
B 
B 
A 
A 
B 
A 

B 
B 
A 

B 
B 
A 

B 
B 
A 
B 
A 

B 
A 
A 
A 

B 
A 
A 

B 
B 
A 

B 
A 
A 

B 
A 

A 

A 
B 
A 

Table A 
Item Numbers, Discrimination (a) and Difficulty (b) Parameters, and Substratum Designation 

for Items in the Vocabulary Item Pool (c=.20 for All Items) 

Item 
Number a b 

Sub
stratum 

Item 
Number a b 

Sub
stratum 

Item 
Number a b 

Stratum 7, cant 'd . . Stratum 5, cant 'd. Stratum 3, cont'd. 
523 
302 
271 
139 
324 
267 
289 
113 
340 

60 
590 

59 
372 
593 
264 
265 
538 
266 

Stratum 6 
252 
633 
301 
519 
377 
582 
549 
551 
116 

50 
318 
272 
502 

52 
54 

622 
599 
354 

56 
161 
355 
145 
209 
444 

Stratum 
~ 

597 
382 
205 
207 
137 
503 
365 
176 
154 
218 
234 

1.210 .875 
.845 .846 
.886 .796 
. 614 . 794 
.524 .772 
.650 . 770 
.480 .691 

1.057 .678 
1. 921 .645 
1. 232 . 643 

.538 .617 
1.093 .601 

. 346 . 559 

.560 .551 
2.276 .549 
1.571 .546 
1.181 . 518 
2.120 .509 

.420 

.712 
1. 376 

. 527 

.585 
1. 200 

.433 

.896 

.494 

.694 

. 526 
1. 960 

.730 

.844 

. 378 

.444 
1.634 

. 327 
1.109 
1.384 

. 506 

. 791 

.870 

.621 

.610 

.624 

.856 

.603 

. 793 

.499 
1. 062 

.877 

.415 

.872 

.407 

.650 

.472 

.470 

.468 

.440 

.393 

. 351 

. 348 

.336 

.334 

. 321 

. 310 

.223 

.218 

.205 

. 204 

. 201 

.158 

.151 

.135 

.132 

.104 

.086 

.067 

.059 

.012 
-.000 
-.010 
-.024 
-.035 
-.056 
-.090 
-.105 
-.106 
-.124 
-1.25 
-.132 

B 

B 
A 
B 
A 
A 
B 
B 
B 
B 
A 
B 
A 
B 
A 
A 

A 
B 

B 
A 

A 
A 
B 
A 

A 
B 
B 
A 
A 
A 
B 
A 

B 
A 
B 
A 

B 
B 
B 
B 
A 
B 

B 
A 
A 
B 
A 
A 
B 
A 
B 
B 
B 
A 

270 
143 
156 
643 
211 

37 
157 
390 
224 
221 
307 
128 

Stratum 4 
535 

58 
203 

33 
332 
130 
183 
588 

53 
222 
142 
123 
136 
293 
287 
117 

85 
584 
185 
109 
515 
239 
204 

87 

Stratum 
--u-z--

235 
36 

546 
615 

43 
371 
194 

47 
103 

26 
285 
637 

40 
51 

241 
173 
322 

1. 223 
1.036 

.841 

.487 

.773 

.860 

.384 

. 797 

.679 

.822 

.699 
1.074 

. 767 

.587 

.820 

.800 

. 973 

.949 

. 728 

.465 

.637 

.652 

. 314 

.823 

. 317 

.669 

. 523 

.619 

.934 

. 758 

.682 
1.109 
1.084 

.939 

.876 
1. 241 

.614 

.664 
1.644 

.555 

.439 
1.108 

.444 
1. 790 
1.043 
1.059 

.364 

.835 

.877 
1.236 
1.432 

.568 

.882 

. 673 

-.138 
-.153 
-.166 
-.202 
-.236 
-.236 
-.245 
-.257 
-.257 
-.278 
-.325 
-.355 

-.374 
-. 380 
-.384 
-.390 
-.396 
-.439 
-.452 
-.464 
-.478 
-.499 
-.536 
-.559 
-.562 
-.567 
-.652 
-.656 
-.670 
-.677 
-.684 
-. 701 
-. 708 
-. 709 
-. 742 
-. 763 

-. 775 
-. 776 
-. 789 
-.801 
-.858 
-.861 
-.916 
-. 959 
-.962 
-. 999 

-1.020 
-1.022 
-1.023 
-1.032 
-1.043 
-1.054 
-1.062 
-1.091 

A 
A 
A 
A 
A 
B 
A 
B 
B 
B 
B 
B 

A 
A 
B 
B 
A 
A 
B 
B 
B 
A 
A 
A 
B 
A 
A 
B 
B 
A 
B 
B 
B 
B 
A 

A 

A 
A 
B 
B 
B 
A 
B 
A 
A 
B 
A 
A 
B 
A 
B 
B 
B 
B 

199 
108 

86 
189 
141 
227 

Stratum 
~ 

191 
88 

186 
127 
129 
101 

44 
311 
190 

83 
214 
13 
34 
84 

559 
27 
95 
96 
76 

196 
197 
125 
262 

Stratum _2_2_ 

158 
106 
138 

31 
63 

202 
206 
184 

9 
80 

126 
602 

68 
198 
131 
181 
151 

48 
65 

135 
121 

17 
201 

1.093 
.536 
.887 
.757 
.478 
.812 

.673 
1. 749 

. 706 
1.067 
1.075 
1.274 
1.165 
1.145 

.746 
1.818 

.875 

.476 
1.888 

.830 
1. 701 

.616 
1.427 

.563 
1.129 

.618 
2.128 

. 253 
1.236 

.768 

1.200 
1.083 

.672 
1. 728 

.722 

.692 

.620 
1.105 

.726 
1.452 

.859 

.956 

.255 
1.014 

.801 

.604 
1.020 

.438 

.266 
1.024 

.425 

.743 

.716 

.310 

-1.093 
-1.155 
-1.189 
-1.191 
-1.208 
-1.245 

-1.251 
-1.257 
-1.332 
-1.335 
-1.345 
-1.352 
-1.395 
-1.412 
-1.430 
-1.439 
-1.449 
-1.488 
-1.553 
-1.582 
-1.640 
-1.675 
-1.675 
-1.707 
-1.722 
-1.750 
-1.791 
-1.850 
-1.875 
-1.928 

-1.971 
-1.996 
-2.009 
-2.023 
-2.141 
-2.144 
-2.172 
-2.187 
-2.193 
-2.240 
-2.251 
-2.266 
-2.285 
-2.479 
-2.503 
-2.577 
-2.584 
-2.651 
-2.696 
-2.711 
-2.789 
-2.820 
-2.891 
-2.966 

Sub
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B 
A 
A 
B 
A 
A 

B 
A 
B 
A 
A 
B 
A 
B 
A 
B 
B 
B 
B 
B 
A 
A 
B 
B 
B 
A 
A 
A 
A 
A 

B 
A 
A 
A 
B 
A 
B 
A 
A 
B 
B 
A 
A 
A 
B 
B 
B 
A 

B 
B 
A 
A 
B 
B 
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Table B 
Test Reaction Items Used for the Perceived Test Difficulty and Test-Taking 

Anxiety and Motivation Scales, and Scoring Weights for Each Response 

Scale and Item 
Perceived Test Difficulty 

1. How often did you feel that the questions 
in the test were too easy for you? 

(1) Always 
(2) Frequently 
(3) Sometimes 
(4) Seldom 
(5) Never 

6. In relation to your vocabulary ability, 
how difficult was the test for you? 

(1) Much too difficult 
(2) Somewhat too difficult 
(3) Just about right 
(4) Somewhat too easy 
(5) Much too easy 

9. How often were you sure that your answers 
to the questions were correct? 

(1) Almost always 
(2) More than half of the time 
(3) About half of the time 
(4) Less than half of the time 
(5) Almost never 

13. How often did you feel that the questions 
in the test were too hard for you? 

(1) Always 
(2) Frequently 
(3) Sometimes 
(4) Seldom 
(5) Never 

Test-Taking Anxiety 
2. How did you feel while taking the test? 

(1) Very tense 
(2) Somewhat tense 
(3) Neither tense nor relaxed 
(4) Somewhat relaxed 
(5) Very relaxed 

Scoring Scoring 
Weight Scale and Item .. _ _____ Weight 

Test-Taking Anxiety, aont'd. 
4. During testing, did you worry about how 

well you would do? 
1 (1) Not at all 1 
2 (2) Very little 2 
3 (3) Somewhat 3 
4 (4) Fairly much so 4 
5 (5) Very much so 5 

7. Did nervousness while taking the test 
prevent you from doing your best? 

-1 (1) Definitely -1 
- 2 (2) Probably - 2 
-3 (3) Not sure -3 
-4 (4) Probably not -4 
- 5 (5) Definitely not - 5 

11. Were you nervous while taking the test? 
(1) Not at all 1 

1 (2) Somewhat 2 
2 (3) Very little 3 
3 (4) Moderately so 4 
4 (5) Very much so 5 
5 Test-Taking Motivation 

3. Did you feel challenged to do as well 
as you could on the test? 

- 1 (1) Not at all 1 
- 2 (2) Very little 2 
- 3 (3) Somewhat 3 
-4 (4) Fairly much so 4 
- 5 (5) Very much so 5 

10. Did you care how well you did on the test? 
(1) I cared a lot - 1 

- 1 (2) I cared some - 2 
- 2 (3) I cared a little - 3 
- 3 (4) I cared very little - 4 
-4 (5) I didn't care at all -5 
- 5 12. Do you think that you could have done 

better on the test if you had tried harder? 
(1) I definitely could have 1 
(2) I probably could have 2 
(3) I'm not sure 3 
( 4) I probably couldn't have 4 
(5) I definitely couldn't have 5 

I 
(...) 

~ 
I 
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Table C 
Ability Estimate ce>. Total Proportion Correct (T), and Proportion Correct for 

Each Student on Each of the Substrata (A, B) of the Nine-Stratum Test 

Stratum and Substratum 
-- ~-~- ------ P•• -~~---------~---~--

1 3 4 5 6 8 
Student § T A B A B A B A B A B A B A B A B A B 

1 -1.01 .47 .86 .88 .77 .76 .60 .60 .49 .50 .41 .42 .34 .35 .27 . 27 .25 .25 .26 .26 
2 -1.87 .35 .70 . 73 .51 .48 .39 .39 .34 .34 .29 .30 . 27 .27 .23 .23 .23 .23 .23 .23 
3 -.11 .61 . 94 .95 .92 .92 .82 .81 .71 .71 .60 .62 .50 .52 .37 .37 .31 .31 .31 .31 
4 -1.50 .40 .78 .81 .63 .60 .47 .47 .39 .40 .33 .34 .29 .30 .24 .24 .24 .23 . 24 .24 
5 -.28 .59 .93 . 94 .90 .90 .78 .78 .67 .67 .56 .58 .46 .48 .34 .34 .30 .30 .30 .30 
6 -.75 .51 .89 .91 .83 .82 .67 . 67 .55 .56 .46 .47 .38 .39 .28 .29 .27 .27 .27 .27 
7 -1.50 .40 .78 .81 .63 .60 .4 7 .47 .39 .40 .33 .34 .29 .30 .24 .24 .24 .24 .24 .24 
8 -1.70 . 38 . 74 .77 .56 .53 .43 .42 .36 .36 .31 .31 .28 .28 .23 .23 .23 .23 .24 .23 
9 1.45 .84 .98 . 98 . 98 .99 .96 .96 .93 .93 .89 .90 .84 .85 .79 .80 .65 .62 .50 .53 

10 -.68 .52 .90 .91 .85 .83 .69 .69 .57 . 58 .47 .49 .39 .40 .29 .29 .27 .27 .27 .27 
11 -. 72 .52 .90 .91 .84 .82 .68 . 67 .56 . 57 .46 .48 .38 .39 .29 .29 .27 .27 .27 .27 
12 -.95 .48 .87 .89 .79 .77 .61 .61 .51 .51 .41 .43 .35 .36 .27 .27 .26 .26 .26 .26 
13 .44 .70 .96 .97 .96 .96 .89 .89 .81 .82 .73 .74 .64 .66 .50 .52 .38 .38 .36 .37 
14 -.94 .48 .87 .89 .79 .77 .62 .61 .51 .52 .52 .42 .43 .35 .36 .27 .27 .26 .26 .26 
15 .41 .69 .96 . 97 .95 .95 .89 .89 .81 .81 .72 .74 .63 . 65 .50 .51 .37 . 37 .36 .37 
16 -. 71 .52 .90 .91 .84 .83 .68 .68 .56 .57 .46 .48 .38 .40 .29 .29 .27 .27 .27 .27 
17 -.89 .49 .88 .89 .80 .78 .63 .63 .52 .53 .43 .44 .36 .37 .27 .27 .26 .26 .26 .26 
18 -.so .55 .92 .93 .87 .87 .73 .73 .61 .62 .51 .53 .42 .44 .31 .31 .28 .28 .29 .28 
19 .87 .76 . 97 . 98 .97 . 97 .93 .93 .88 .88 .81 .82 .74 .76 .64 .65 .47 .46 .42 .43 
20 -.11 .61 . 94 .95 .92 .92 .81 .81 .70 .71 .60 .62 .so .52 .37 .37 .31 .31 .31 .31 
21 -1.63 .38 .75 .78 .58 .56 .44 .44 .37 .37 .31 .32 .28 .29 .24 .24 .23 .23 .24 .24 
22 -.98 .48 .87 .88 .78 .76 .61 .60 .50 .51 .41 .43 .34 .35 .27 .27 .25 .25 .26 .26 
23 -.43 .56 .92 .93 .88 .88 .75 .75 .63 . 64 .53 .54 .43 .45 .32 .32 .28 .29 .29 .29 
24 . 93 .77 . 97 .98 . 97 . 98 .93 .93 .88 .89 .82 .83 .75 .77 .66 .67 .49 .47 .42 .44 
25 -. 71 .52 . 90 .91 .84 .83 .68 .68 .56 .57 .46 .48 .38 .40 .29 .29 . 27 .27 .27 .27 
26 1.00 .78 .98 . 98 .97 .98 . 94 .94 .89 .89 .83 .84 .77 .78 .68 .69 .51 .49 .43 .45 
27 .71 .74 . 97 . 97 .97 . 97 .92 .92 .85 .86 .78 .79 .70 .72 .59 .60 .43 .43 .40 .41 
28 .09 . 64 .95 .96 . 94 . 93 .85 .85 .75 .75 .65 .67 .55 .57 .41 .42 .33 .33 .33 .33 
29 -. 70 .52 .90 .91 .84 .83 . 68 .68 .56 .57 .47 .48 . 38 .40 .29 .29 . 27 .27 .27 .27 
30 -3.03 .26 .43 .46 .29 .27 .26 .26 .24 .24 .23 .23 .23 .22 .21 .21 .21 .21 .21 .21 
31 -.02 .63 .95 .95 . 93 .92 .83 .83 .73 .73 .62 .64 .52 .55 .39 .39 .32 .32 .32 .32 
32 -1.60 .39 .76 .79 .59 . 57 .45 .44 .38 .38 .32 .33 .29 .29 .24 .24 .23 .23 .24 . 24 
33 -.47 .56 . 92 .93 .88 .87 .74 .74 . 62 .63 .52 .54 .42 .44 .31 .32 .28 .28 .29 .29 
34 .13 .65 .95 .96 . 94 .94 .85 .85 .75 . 76 .66 .67 .55 .58 .42 .43 .33 .34 .33 .34 
35 -1.08 .46 .85 .87 .75 .74 .58 .58 .48 .48 .49 .41 .33 .34 .26 .26 .25 .25 .26 .25 
36 -1.04 .47 .86 .88 .76 .75 .59 .59 .49 .49 .40 .41 .34 .35 .26 .26 .25 .25 .26 .26 
37 -1.14 .45 .85 .86 .74 .72 .56 .56 .47 .47 .38 .40 .33 .33 .26 .26 .25 .25 .25 .25 
38 . 61 . 7 2 .97 .97 .96 .96 .91 . 91 .84 .85 .76 .78 .68 . 70 .56 . 57 .41 .41 .38 .39 
39 -.24 .59 .93 .94 .91 . 90 .79 .79 .68 .68 . 57 .59 .47 .49 .35 .35 .30 .30 .30 .30 
40 .47 .70 .96 .97 .96 .96 .90 .90 .82 .82 .73 .75 .64 .67 .51 .53 .38 . 38 .37 .37 
41 1.82 .88 .99 .99 .99 .99 . 97 .97 .95 .95 .93 .93 .88 .89 .85 .86 .75 .73 .55 .60 
42 -.89 .49 .88 .89 .80 .79 .63 .63 .52 .53 .43 .44 .36 .37 .27 .27 .26 .26 .26 .26 
43 1.01 .78 .98 .98 .97 .98 .94 . 94 .89 .90 .84 .84 .77 .78 .68 .70 .51 .49 .43 .45 
44 -.11 . 61. . 94 .95 .92 . 91 .81 .81 .70 .71 .60 .62 .50 .52 .37 .37 .31 .31 .31 .31 
45 -. 70 .52 .90 .91 .84 .83 . 68 .68 .57 . 57 .47 .48 .38 .40 .29 .29 .27 .27 .27 .27 
46 -.28 .58 .93 .94 .90 .90 .78 .78 .67 .67 .56 .58 .46 .48 .34 .34 .29 .30 .30 .30 
47 -.38 .57 .93 .93 .89 .88 .76 .76 . 64 .65 .54 .56 .44 .46 .33 .33 .29 .29 .29 .29 
48 1.29 .82 .98 .98 .98 .98 . 95 .95 .92 .92 .87 .88 .81 .83 . 75 .77 .60 .57 .47 .50 
49 -2.34 .30 .58 .62 .38 .36 .32 .32 .28 .28 .25 .26 .25 .25 .22 .22 .22 .22 .22 .22 
50 -.55 .54 . 91 .92 .87 .86 .72 . 7 2 .60 .61 .50 .52 .41 .43 .30 .31 .28 .28 .28 .28 
51 .74 .74 .97 .97 . 97 .97 .92 .92 .86 .86 .79 .80 .71 .73 .60 .61 .44 .43 .40 .41 
52 .42 .69 .96 . 97 .96 .95 .89 .89 .81 .81 .72 .74 .63 .65 .50 .51 .37 .38 .36 .37 
53 -2.43 .30 .56 .60 .37 .35 .31 .31 .28 .28 .25 .25 .24 .24 .22 .22 .22 .22 .22 .22 
54 -.91 .49 .88 .89 .80 .78 .63 .62 .52 .52 .42 .44 .35 .37 . 27 .27 .26 .26 .26 .26 
55 -1.23 .44 .83 .85 .71 .69 .54 . 54 .45 .45 .37 .38 .32 .32 .25 .25 .2~ . 24 .25 .25 
56 -1.73 .37 .73 .76 .55 .53 .42 .42 .36 .36 .30 .31 .28 .28 .23 .23 . 23' .23 .24 .23 
57 .27 . 67 .96 .96 .95 .95 .87 .87 .78 .79 .69 .71 .59 .62 .46 .47 .35 .36 .35 .35 
58 -.63 .53 .91 .92 .85 .84 .70 .70 .58 .59 .48 .50 .39 .41 .30 .30 .27 .27 . 28 .28 
59 -2.21 .32 .61 .65 .41 .39 .34 .34 .29 .30 .26 .27 .25 .25 .22 .22 .22 .22 .23 .22 
60 -.57 . 54 .91 .92 .86 .85 . 71 .71 .60 .60 .49 .51 .40 .42 .30 .30 .28 .28 .28 .28 
61 .22 .66 .96 . 96 . 94 . 94 .87 .87 .77 .78 .68 .70 .58 .61 .44 .45 .35 .35 .34 .35 
62 -.57 . 54 .91 .92 .86 .85 .72 .71 .60 .60 .50 .51 .40 .42 .30 .30 .28 .28 .28 .28 
63 -1.36 .42 .81 .83 .67 .65 .51 .50 .42 .42 .35 .36 .31 .31 .25 .25 .24 .24 .25 .24 
64 -.23 .59 .93 . 94 .91 .90 .79 .79 .68 .68 .57 .59 .47 .49 .35 .35 .30 .30 .30 .30 
65 -1.68 .38 .74 .77 .57 .54 .43 .43 .36 . 3 7 .31 .32 .28 .28 .23 .23 .23 .23 .24 .23 
66 -.46 .56 .92 .93 .88 .87 .74 .74 .62 .63 .52 .54 .42 .44 .32 .32 .28 .28 .29 .29 
67 -.08 .62 . 94 . 95 .92 .92 .82 .82 .71 . 7 2 .61 .63 .50 .53 .37 .38 .31 .32 .32 .32 
68 .54 .71 . 97 .97 .96 .96 .90 .90 .83 .83 .75 . 76 .66 .68 .53 .55 .39 .39 .38 .38 
69 -.99 .48 .87 .88 .78 .76 .60 .60 .50 .50 .41 .42 .34 .35 .27 .27 .25 .25 .26 .26 
70 -.06 .62 .94 .95 .92 .92 .82 .82 . 72 .72 .61 .63 .51 .54 .38 .38 .31 .32 .32 .32 
71 -.64 .53 .90 .92 .85 .84 .70 .69 .58 .59 .48 .50 .39 .41 .29 .30 .27 .27 .28 .28 
72 .17 . 65 .95 .96 .94 . 94 .86 .86 .76 .77 .67 .68 .56 .59 .43 .44 .34 . 34 .34 .34 
73 .78 .75 . 97 . 97 .97 . 97 .92 .92 .86 .87 .80 .81 .72 .74 .61 .63 .45 .44 .40 .42 
74 .53 .71 . 97 .97 .96 .96 . 90 .90 .83 .83 .75 .76 .66 .68 .53 .55 .39 .39 .37 .38 
75 -2.38 .30 .57 .61 .37 .35 .32 .31 .28 .28 .25 .25 .25 .24 .22 .22 .22 .22 .22 .22 

(continued) 
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Table C (aontinuedJ 
Ability Estimate (8). Total Proportion Correct (T) and Proportion Correct for 

Each Student on Each of the Substrata (A, B) of the Nine-Stratum Test 

Stratum and Substratum 
1 3 4 5 6 8 9 

Student e T A B A B A B A B A B A B A B A B A B 

76 -.54 .54 .91 .92 . 87 .86 .72 . 72 .60 .61 .50 .52 .41 .43 .30 .31 .28 .28 .28 .28 
77 -.50 .55 .92 .93 .87 .86 .73 .73 .61 .62 .51 .53 .42 .44 .31 .31 . 28 .28 .29 .28 
78 -.89 .49 .88 .89 .80 .78 .63 .63 .52 .53 .43 .44 .36 .37 .27 . 27 .26 .26 .26 .26 
79 -1.56 .39 .77 .80 .61 .58 .46 .46 .38 .39 .32 .33 .29 .29 . 24 .24 . 24 .23 . 24 .24 
80 -.97 .48 .87 .88 .78 .77 .61 .61 .so .51 .41 .43 .35 .36 .27 .27 .26 .25 .26 .26 
81 -3.08 .25 .42 .45 . 28 .26 .26 .26 . 24 . 24 .23 .23 .23 .22 .21 .21 .21 .21 .21 .21 
82 -.93 .49 .87 .89 .79 .78 .62 .62 .51 .52 .42 .44 .35 .36 . 27 • 27 .26 .26 .26 .26 
83 .43 .70 .96 .97 .96 .96 .89 .89 .81 .82 . 73 .74 .63 .66 .50 .52 .38 .38 .36 . 37 
84 . 65 .73 . 97 . 97 . 96 .97 .91 .91 .85 .85 .77 .78 .69 .71 .57 .59 .42 .41 .39 .40 
85 -.60 .54 .91 . 92 .86 .85 .71 .71 .59 .60 .49 .51 .40 .42 .30 .30 .27 .27 .28 .28 
86 -.43 .56 . 92 .93 .88 .88 .75 .75 .63 .64 .53 .54 .43 .45 .32 .32 .28 .29 .29 .29 
87 -1.43 .41 .80 .82 .65 .63 .49 .49 .41 .41 .34 .35 .30 .30 .24 . 24 .24 .24 .24 .24 
88 -1.33 .43 .81 .83 . 68 .66 .51 .51 .42 .43 .35 .36 .31 .31 .25 .25 . 24 .24 .25 .24 
89 -.87 .49 .88 .89 .81 .79 .64 .63 .53 .53 .43 .45 .36 .37 . 27 .28 .26 .26 .26 .26 
90 .39 .69 .96 . 97 .95 . 95 .89 .89 .81 .81 .72 . 73 .62 .65 .49 .50 .37 • 37 .36 . 37 
91 -. 35 .57 .93 .94 .89 .89 .77 .76 .65 .66 . 54 .56 .44 .47 .33 .33 .29 .29 .29 .29 
92 -.03 .62 .95 .95 .93 .92 .83 .83 .72 . 7 3 .62 .64 .51 . 54 . 38 .39 .32 .32 .32 .32 
93 -.56 .69 .96 .97 .95 .95 .89 .89 .81 .81 .72 . 73 .62 .65 .49 .50 .37 .37 .36 .37 
94 -2.40 .30 .56 .60 . 37 .35 .32 .31 .28 .28 .25 .25 .24 .24 .22 .22 .22 .22 .22 .22 
95 -.88 .49 .88 .89 .80 .79 .64 .63 .52 .53 .43 .45 .36 . 37 .27 .28 .26 .26 .26 .26 
96 -.30 .58 .93 . 94 .90 .89 .78 .78 .66 .67 .56 .57 .45 .48 .34 .34 .29 .30 .30 .30 
97 -1.84 .36 .70 .74 .51 .49 .40 .40 . 34 .34 .29 .30 . 2 7 .27 .23 .23 .23 .23 .23 .23 
98 -.64 .53 .90 .92 .85 .84 .70 .70 .58 .59 .48 .50 .39 .41 .30 .30 .27 . 27 .28 .28 
99 -1.26 .44 .83 .85 .70 . 68 .53 .53 .44 .45 .36 .38 .32 .32 .25 .25 .24 .24 .25 .25 

100 -.51 .55 .92 . 93 .87 .86 .73 .73 .61 .62 .51 .53 .41 .43 .31 .31 .28 .28 .28 .28 
101 .96 .77 .98 . 98 . 97 .98 .94 .94 .89 .89 .83 .84 . 76 .77 .66 . 68 .50 .48 .43 .45 
102 -2.10 .33 .64 .68 .44 .42 .36 .35 .31 .31 .27 .27 .26 .26 .22 .22 .22 .22 .23 .22 
103 1. 36 .83 . 98 .98 . 98 .99 .96 .96 .93 .93 .88 .89 .83 .84 .77 .78 .63 . 6"0 .48 .51 
104 -.80 .51 .89 .90 .82 .81 .66 .65 .54 .55 .45 .46 .37 .38 .28 .28 .26 .26 .27 .27 
105 -. 7 5 .51 .89 . 91 .83 .82 . 67 .67 .55 .56 .46 .47 .38 .39 .29 .29 .27 .27 . 27 . 27 
106 -. 79 .51 .89 .90 .82 .81 .66 .66 . 54 .55 .45 .46 .37 .38 .28 .28 .26 .26 • 27 .27 
107 -.23 .59 .93 .94 .91 .90 .79 . 79 .68 .68 .57 .59 .47 .49 .35 .35 .30 .30 .30 .30 
108 . 27 .67 .96 .96 .95 .95 .87 .87 .78 . 79 .69 .71 .59 .62 .46 .47 .35 .35 .35 .35 
109 -.39 .57 .92 .93 .89 .88 .76 .76 . 64 .65 .54 .55 .44 .46 .32 .33 .29 .29 .29 .29 
uo -.38 . 57 . 93 .93 .89 .88 .76 .76 .64 .65 .54 .56 .44 .46 .33 .33 .29 .29 .29 .29 
l11 -.68 .52 .90 .91 .84 .83 .69 .68 .57 . 58 .47 .49 .39 .40 .29 . 29 .27 . 27 . 27 . 27 
l12 -.27 .59 .93 .94 .90 .90 .78 .78 .67 .68 .56 .58 .46 .49 .34 .35 .30 .30 .30 .30 
l13 -.85 .so .88 .90 .81 .79 . 64 . 64 .53 .54 .43 .45 .36 .37 .28 .28 .26 .26 .27 .26 
l14 1. 06 .79 .98 .98 .98 . 98 . 94 .94 .90 .90 .84 .85 .78 .79 .69 .71 .53 .51 .44 .46 
l15 -.82 .50 .89 .90 .82 .80 .65 .65 .54 .54 .44 .46 .37 .38 .28 .28 .26 .26 .27 .27 
l16 .42 .69 .96 . 97 .96 .95 .89 .89 .81 .81 .72 .74 .63 .65 .so .51 .37 .38 .36 .37 
l17 .89 .76 . 97 .98 . 97 .97 .93 .93 .88 .88 .82 .82 .74 .76 .64 .66 .48 .46 .42 .43 
l18 -3.40 . 24 .37 .39 .26 .24 .24 .24 .23 .23 .22 .22 .22 .22 .21 .21 .21 .21 .21 .21 
l19 -.88 .49 .88 .89 .80 .79 . 64 .63 .52 .53 .43 .45 .36 . 37 .27 .28 .26 .26 .26 .26 
120 -.49 .55 .92 .93 .88 .87 .74 . 73 .62 . 62" .51 .53 .42 .44 .31 .31 .28 .28 .29 .29 
121 .51 .71 .97 .97 .96 .96 .90 .90 .82 .83 .74 .76 .65 .68 .52 .54 .39 .39 .37 .38 
122 2.07 .90 .99 .99 .99 .99 .98 .98 .96 .96 . 94 .95 .90 .91 .89 .89 .81 .79 .60 .64 
123 -1.95 . 34 . 68 .71 .48 .46 .38 .38 . 32 .33 .28 .29 .27 .27 .23 .23 .23 .22 .23 .23 
124 . 7 5 .74 .97 . 97 . 97 .97 .92 .92 .86 .86 .79 .80 .71 .73 .60 .62 .44 .43 .40 .41 

125 -2.08 .33 .65 .68 .45 .42 .36 .36 .31 .31 .27 .28 .26 .26 .22 .22 .22 .22 .23 .23 
126 -.98 .48 .87 .88 .78 .76 .61 .60 .50 .51 .41 .43 .34 .35 .27 .27 .25 .25 .26 .26 

127 .82 .75 .97 . 97 . 97 .97 .93 .93 .87 .87 .80 .81 . 7 3 .75 .62 .64 .46 .45 .41 .42 
128 -.14 .61 . 94 .95 .92 . 91 .81 .81 .70 .70 .59 .61 .49 .52 .36 . 37 .31 .31 .31 .31 

129 -1.71 . 37 .74 . 76 .56 .53 .42 .42 .36 .36 .30 .31 .28 .28 .23 .23 .23 .23 .24 .23 

130 -.16 .60 . 94 .95 . 92 .91 .81 .81 .69 .70 .59 .61 .49 .51 .36 .37 .31 .31 .31 .31 

131 .06 . 64 .95 .96 .93 .93 .84 .84 .74 .75 .64 .66 .54 .57 .40 .41 .33 .33 .33 .33 
132 -.57 .54 .91 .92 .86 .85 .72 .71 .60 .60 .49 .51 .40 .42 .30 .30 .28 .28 .28 .28 

133 -1.32 .43 .81 .84 .68 .66 .51 .51 .43 .43 .35 . 37 .31 .31 .25 .25 .24 .24 .25 .24 

134 -2.08 .33 .65 .68 .45 .42 .36 .36 .31 . 31 .27 .28 .26 .26 .22 .22 .22 .22 .23 .23 

135 -1.01 .47 .86 .88 .77 .75 .60 .59 .49 .so .40 .42 .34 .35 .27 .27 .25 .25 .26 .26 

136 1.87 .88 .99 .99 .99 .99 . 97 . 97 .96 .96 .93 .93 .89 .89 .86 .87 .77 .74 .56 .61 

137 -.73 .52 .90 .91 .84 .82 .68 . 67 .56 .57 .46 .48 .38 .39 .29 .29 . 27 . 27 .27 .27 

138 . 35 .68 .96 .96 .95 .95 .88 .88 .80 .80 .71 .72 .61 .64 .48 .49 .36 .37 .36 .36 

139 .25 .67 .96 .96 .95 .94 .87 .87 .78 .78 .69 . 70 .59 .61 .4S .46 .35 .35 .34 .35 

140 -1.05 .47 .86 .87 .76 .74 .59 .58 .48 .49 .40 .41 . 34 .35 .26 .26 .25 .25 .26 .25 

141 -.74 .51 .90 .91 .83 .82 .67 .67 .56 .56 .46 .48 .38 .39 .29 .29 .27 .27 .27 .27 

142 .75 .74 . 97 .97 .97 . 97 .92 .92 .86 .86 . 79 .80 .71 .73 .60 .62 .44 .43 .40 .41 

143 -.47 .56 .92 .93 .88 .87 .74 .74 .62 .63 .52 .53 .42 .44 .31 .32 .28 .28 .29 .29 

144 -.96 .48 .87 .88 .79 .77 .61 .61 .51 .51 .41 .43 .35 .36 .27 .27 .26 .25 .26 .26 

145 -1.00 .47 .86 .88 .77 .76 .60 .60 .49 .50 .41 .42 . 34 .35 .27 .27 .25 .25 .26 .26 

146 -1.01 .47 .86 .88 .77 .75 .60 .59 .49 .50 .40 .42 .34 .35 .27 .27 .25 .25 .26 .26 

147 -. 75 .51 .89 .91 .83 .82 . 67 .67 .55 .56 .46 .47 .38 .39 .28 .29 . 27 .27 .27 • 27 

148 -.14 .61 .94 .95 .92 .91 .81 .81 .70 .70 .59 .61 .49 .52 .36 . 37 .31 .31 .31 .31 

149 1. 29 .82 .98 .98 .98 .98 .95 .95 .92 .92 .87 .88 .82 .83 . 75 .77 .60 .57 .47 .50 

150 -.04 . 62 .94 .95 .93 .92 .83 .83 . 7 2 . 7 3 .62 .64 .51 .54 .38 .39 .32 .32 .32 .32 

151 -.13 .61 . 94 .95 .92 .91 .81 .81 .70 .71 .60 .62 .49 .52 . 37 . 37 .31 .31 .31 .31 
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