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ABSTRACT

A thermodynamic perturbation theory of symmetric polymer blends is developed that
properly accounts for the correlation in the spatial arrangement of monomers. By
expanding the free energy of mixing in powers of a small parameter o which controls
the incompatibility of two monomer species, we show that the perturbation theory has
the form of the original Flory-Huggins theory, to first order in . However, the lattice
coordination number in the original theory is replaced by an effective coordination
number. A random walk model for the effective coordination number is found to describe
Monte Carlo simulation data very well.

We also propose a way to estimate Flory-Huggins y parameter by extrapolating the
perturbation theory to the limit of a hypothetical system of infinitely long chains. The
first order perturbation theory yields an accurate estimation of x to first order in «.
Going to second order, however, turns out to be more involved and an unambiguous
determination of the coefficient of a? term is not possible at the moment.

Lastly, we test the predictions of a renormalized one-loop theory of fluctuations using
two coarse-grained models of symmetric polymer blends at the critical composition. It
is found that the theory accurately describes the correlation effect for relatively small
values of yN. In addition, the universality assumption of coarse-grained models is

examined and we find results that are supportive of it.
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Chapter 1

Introduction

Polymers are a class of molecules that consist of many repeating chemical units called
monomers. In particular, a homopolymer is made out of a single type of monomers,
while a block copolymer can be thought of as homopolymers of different types connected
together. Their spatial extent is usually much larger than the size of a monomer and this
difference in length scales makes them amenable to coarse-grained modeling: relatively
simple models could be used to describe the physics of polymers at the length scale
larger than the size of a polymer. In coarse-grained models of polymers, a monomer
(also called bead) represents a multiple of real chemical units, reducing the number
of degrees of freedom significantly. At the same time, they retain essential features
of real polymer systems such as connectivity of monomers in a polymer and the ex-
cluded volume interaction between monomers. In this thesis, thermodynamics of binary

homopolymer blends will be studied using such coarse-grained models.

1.1 Flory-Huggins theory

Flory-Huggins (FH) theory [1,2,3,4,5,6] describes the statistical mechanics and thermo-
dynamics of homogeneous polymer mixtures. In its most general form, the free energy

of mixing per monomer is expressed as a sum of the form [7],

AB
Af:kBTZﬁln¢i+Afint(¢,T) ; (1.1)
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where N; is the degree of polymerization of species ¢, for i = A or B, ¢4 = ¢ and ¢p =
1 — ¢4 are volume fractions, kg7 is thermal energy, and A fiy(¢,T) is an interaction
free energy per monomer. The first term on the right hand side of Eq. (1.1) is the ideal
entropy upon mixing and it is obtained by assuming that the conformational entropy
of individual molecule is the same when the two types of molecules are mixed as when
they are separated. Note also that the notion of volume fraction here makes sense only
in symmetric blends or in incompressible blends.

In order to capture the variety of behaviors observed in real polymer mixtures,
it has long been understood [7,8,9,10] that A fiy, should be allowed to exhibit an
essentially arbitrary dependence on temperature and composition. In any case, the
essential content of the theories is that the quantity A fini(¢,T") is independent of chain
length. In other words, A fin(¢,T) is the part of free energy which is sensitive only
to the local structure of a polymer liquid. In a corresponding generalized form of self
consistent field theory (SCFT) for inhomogeneous liquids [11,12], the key assumption is
that the free energy density at any point in the liquid depends only on the temperature
and average monomer concentration very near that point, independent of chain lengths,
chain architecture, or compositions at distant points.

The original FH theory combined this assumption of locality with a random mixing
approximation. It considered a lattice model in which there are Ny, sites and monomers
of type 7 and j on neighboring sites interact with a potential energy v;;. The volume

M;N;

fraction of each species is thus given by ¢; = Ny where M; is the number of chains of

type i. In the absence of vacancies, the random mixing approximation yields

Afin‘n = azlatt¢A¢B > (12)

where o = vap — (vaa+vpB)/2 and 2.4 is the number of lattice sites neighboring each

site. The Flory-Huggins parameter y is defined in the original theory by

_ QZ)att

= kT

(1.3)

1.2 Perturbation theory

The random mixing approximation is known to substantially overestimate the actual

energy of mixing for lattice models. In simulation studies of a lattice model blend,
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Sariban and Binder [13,14] found that the energy of mixing was much smaller (roughly
half) than that predicted by FH theory slightly modified for a lattice with vacancies.
More recently, Matsen and coworkers [15,16] studied a lattice model of diblock copoly-
mer melts and found that the random mixing approximation predicted a order-disorder
transition temperature (a temperature at which the two blocks phase-separate into A-
rich and B-rich domains) much larger than that observed in their simulations. These
studies clearly showed the problem of the approximation in describing thermodynamics
of polymer systems.

The inaccuracy of the random mixing approximation is in part a result of the
fact that it neglects the existence of an inter-molecular correlation hole. The imme-
diate neighborhood of any monomer in a dense polymer liquid is crowded with other
monomers from the same chain. In a nearly incompressible liquid, this causes a com-
pensating depression in the number of neighboring monomers from other chains, leading
to a decrease in the inter-molecular interaction energy. In a lattice model, the simplest
way to correct for this effect is to replace zj,14 by z1att — 2 to take into account the fact
that two nearest neighboring sites of a monomer are always occupied by two monomers
from the same chain.

To better account for the correlation effect, we develop a perturbation theory of
symmetric blends (Ng = Np = N) using both lattice and continuum models (Chapter
4)). Taylor expansion of the free energy in powers of a small parameter «, which is a

measure of incompatibility between an A monomer and a B monomer, will yield
A,B p
~ Yi , 2
Af ~ kBTZ w, In¢; + az(N)pagp + O(a?) . (1.4)

In this expansion, z(NN) is an effective coordination number whose value is sensitive
to local correlations in the one component reference state with o« = 0. The effective
coordination number turns out to be directly proportional to the average number of
inter-molecular neighbors of a test monomer for the case of a lattice model. The pertur-
bation theory can accurately describe the thermodynamics of a mixture of long chains
because z(IN) properly takes the effect into account.

The coefficients appearing in the expansion of Eq. (1.4) (e.g. z(V)) are defined in
terms of the positions of monomers and how they interact with each other. Therefore,

they can be measured directly from simulations of the models in the one-component
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reference state. Also, they can be related to model specific parameters used in more
coarse-grained theories, allowing the parameters to be estimated via computer simula-

tions for a given model.

1.3 Coarse-grained loop expansion

The FH theory (and SCFT) has long been believed to be exact in the limit of infinitely
long chains. The basis for this belief is, in part, the predictions of a variety of closely
related one-loop theories of fluctuation effects. The one-loop theory [17,18,19,20, 21,
22] is a coarse-grained theory, that, when properly interpreted [21,22], predicts small
corrections to the free energy of an underlying FH theory. The relative magnitude of
the fluctuation correction to the free energy is found [18,19,21,22] to scale as N—1/2,
where N = ¢?b5N is an invariant degree of polymerization for the system of chains of
length N with statistical segment length b at average monomer concentration c. This
also implies that the FH theory becomes asymptotically exact as N — oo.

The result of the one-loop theory that the corrections to the FH theory are controlled
by N is consistent with the coarse-grained nature of the theory. This is because VN is
a measure of density at the scale of a size of a chain molecule: consider a size of volume
occupied by a Gaussian chain with IV segments and statistical segment length b. The
root mean square of the end to end distance is R = bv/N and the volume the chain
occupies is approximately R® = b3N3/2. Now the number of chains in the same volume
can be estimated by cR3/N = cb®\/N. Therefore, one can see that VN measures the
extent of overlap of chains and N is a proper measure of a degree of polymerization
for coarse-grained models that are not supposed to have the same meaning about what
constitute a monomer.

In relation to the perturbation theory, non-perturbative coarse-grained theories can
predict the chain length dependence of the coefficients in the expansion of Eq. (1.4).
Therefore one can test them by comparing these predictions to the results of simulations

in which the coefficients are evaluated directly.



1.4 Outline

The works presented in this thesis are efforts to develop a perturbation theory of sym-
metric polymer blends and also test quantitatively the predictions of a coarse-grained
theory (renormalized one-loop theory [22,23]) that tries to account for the correlation
effect. Along the way, an attempt to examine the universality assumption of coarse-
grained models, taking two widely used models as representatives, is made.

In Chapter [2, a brief review of standard coarse-grained theories of correlation in
polymer physics is given.

Chapter[3 will be devoted to explanation of the computational models and methods
employed in the works presented here.

Chapter/4 is based on a published work by Morse and Chung [24]. We first construct
a thermodynamic perturbation theory of a class of symmetric polymer blends in which
the incompatibility of two monomer species is controlled by a small parameter c. We
find that the theory is almost identical to the original FH theory except for the fact
that the lattice coordination number in the original theory is replaced by a chain length
dependent effective coordination number. Using the Gaussian random walk model for
the chain, we develop an analytical theory on how the effective coordination number
depends on the chain length NV and present Monte Carlo simulations to test the predic-
tions. The renormalized one-loop theory is also shown to give consistent results with
the perturbation theory. We also argue that the true FH y parameter can be obtained
by taking the limit N — oo of the perturbation theory.

In Chapter[5} the first order perturbation theory for symmetric blends of the previous
chapter is extended to second order in an attempt to improve the accuracy of the FH
X parameter to second order in a.

Based on the developments, the simulation results of composition fluctuations in
models of symmetric polymer blends will be reported and compared to the predictions
of the one-loop theory in Chapter 6l Especially, we take advantage of the situation of
having two microscopically different coarse-grained models at our disposal and try to
see if they show consistent results at larger length scale than a polymer. We show that
if a physical observable in polymer systems is a function only of x/N and N (e.g. large

scale composition fluctuations), one should be able to collapse data of the quantity from
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one model onto those from the other model by a mapping procedure. We find evidence

that supports the universality of the two models.



Chapter 2

Coarse-grained models of

correlations in polymer liquids

In this chapter, two coarse-grained theories of polymer liquids will be reviewed in some
detail. One is the random phase approximation that attempts to describe correlations in
monomer concentrations and the other is a renormalized one-loop theory that describes

the effect of the correlations upon polymer thermodynamics.

2.1 Model and notation

Throughout this thesis, we consider a coarse-grained model of blends where there are M,
molecules of type k with chain length N and statistical segment length b5 in a volume
V. All the energy will be measured in units of 37! = kg7 where kg is the Boltzmann
constant and 7" is temperature. The average volume per monomer is v = V/(>_, MNj,)
and the spatially averaged monomer concentration is ¢ = v~!.

In the model, a homopolymer is composed of monomers whose positions are specified
by the position vector R, (s), where s is a monomer index along a molecule m and k

denotes the type (A or B) of the monomer. The fluctuating number concentration of

monomer of type k at position r is defined as

cr(r) = 5(r — Rnk(s)), (2.1)
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in which m is taken over molecules of species k and s runs from 1 to Ni. The volume

fraction of monomers of species k is defined as

Pr(r) = vep(r) (2.2)

while dc(r) will denote the deviation of the concentration from its ensemble average,
i.e.
der(r) = ex(r) — (cx(r)) . (2.3)
Spatial averages of these quantities will be written with the position dependence re-
moved, e.g. ¢ = MiNy/V and ¢p = vey.
The correlation in monomer concentrations is characterized by a static structure

factor
Sprr (v, 1) = (deg(r)dep (x')) (2.4)

or its Fourier transform
Spw (@) = /dr (6ck(r)dcp (0))e'dT (2.5)
The total potential energy of the model of polymer blends we consider has a form
U = Uchain + Uint - (2.6)

Here, Ugpain is an intra-molecular potential energy and Uiy is a pairwise additive po-

tential energy given by

U = 53 / dr / dr' Upo(x — )ey(x) cp(x') | (2.7)
kK
in which Uy (r —1’) is an interaction potential energy between two monomers of species
k and K.

In the idealized limit of an effectively incompressible mixture in which the aver-
age volume per monomer at constant pressure is independent of composition, the ma-
trix Sgw(q) may be characterized by a scalar function S(q) = Saa(q) = Spp(q) =
-S AB(q). In the same limit, the Helmholtz free energy of mixing per monomer A f
for the model blend is related to the long wavelength limit S(0) = limg—0 S(q) by the

identity
OPBAS

-1 .
STH0)=w 952

(2.8)
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On the other hand, the free energy of mixing can be decomposed into an ideal part

and an excess part as

Af = fid + fex (2.9)

where fiq is the entropy upon mixing introduced in Eq. and fex is defined by the
above equation. Substituting Eq. (2.9)) into Eq. (2.8) yields

1y 1 r
STH0) = <NA¢A + Npon 2Xa> , (2.10)

where we defined an apparent x parameter

1 Pfe
2T 0%

Xa = (2.11)

2.2 Random phase approximation (RPA)

The random phase approximation is an analytical method to calculate a static structure
factor S (q) of homogeneous polymer liquids [3,4,5,25]. This formalism originates from
the theory of electronic structure of solids and was first introduced to the field of polymer
physics by de Gennes [25]. The basic idea of the RPA is to use the linear response theory
to calculate S(q) together with the self-consistent field framework.

2.2.1 General formulation for polymer mixtures

Imagine applying a weak external perturbing potential Vi (r) coupled to monomer con-
centration cg(r). Note that one can take any system as the reference system and we
have not specified it yet. The linear response theory relates the ensemble averaged

concentration deviation from the unperturbed value to the correlation function as,
Slene) = =03 [’ Spaolr — ') Vol (2.12)
k/

where Sy (r — ') = (dcx(r)dcp (r))) is the structure factor.

To apply the linear response theory to the polymer mixture at hand, we take a system
of non-interacting polymer chains as the reference state. As a result, the structure factor
matrix S has non-zero elements only along the diagonal, which are just intra-molecular

correlation functions. The perturbing potential has two contributions, first of which is a
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weak potential applied from the outside of the system. The other comes from interaction
between polymers, which consists of local density fluctuations and compressibility. Let
Vi.(r) be the external potential and V,#4(r) be the part caused by interaction between
polymers. Eq. (2.12)) can be written as

5lex :—ﬂZ/dr SO — ') [Vie(r') + VEPAR)], (2.13)

in which S,gz), is the structure factor of the non-interacting chain system. After Fourier

transforming both sides,
52 SOq) [Vie(a) + VF#4(q)]. (2.14)

Let xir be a dimensionless phenomenological interaction parameter between monomers

of type k and k&’ and §{(¢y (r)) = v6{ck(r)), then V'P4(r) can be written explicitly as
VRPA -1 Zka’ ¢k’ Zé st/ (215)

where the first term represents the mean potential felt by a monomer of type k£ and the
second term accounts for the weak compressibility. For the case of strictly incompressible
liquids, we either introduce a Lagrange multiplier to impose the constraint or let kK — 0
at the end of calculation. Taking Fourier transformation of both sides of Eq. (2.15)
yields

Vit @) =Y 6w (@) (2.16)

k/
where Y = B 'xarw + k7! was defined for notational convenience. Substituting Eq.
(2.16) into Eq. (2.14) and rearranging terms, one obtains

Z [5kk” -+ ’Uﬁ Z Skk, Xk’k‘"] <Ck‘" = —5 Z S]i(;), Vk/ ) (217)

k//

For further simplification, define a matrix A with elements
- ~(0 .
A (q) = Sper + 08 Slik)/(Q) XK'k (2.18)
k/
in which &~ is the Kronecker delta. Or, in matrix notation

A=T1+v3S0% (2.19)
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Similarly, Eq. (2.17) can be written compactly in matrix form as

As(e) = —pSOV. (2.20)
Solving for 6(¢), we get
5(¢) = —BAT1SOV, (2.21)

On the other hand, if we applied the linear response theory with the interacting polymer

mixture as the reference state, we would have
5(e) = —3SV, (2.22)

where S is the structure factor matrix of the interacting system. Therefore, we arrive

at the RPA structure factor matrix for the mixture as

S=A"1SO = 1 4+4850%)" 18O (2.23)

For a more general case of a compressible liquid with an interaction energy of the

form given in Eq. (2.7), the mean potential is given by
ViEPA(r) =071y / dr' Up (r — v')6 (g (/). (2.24)
kl
Or in Fourier space,

VEPA(q) = v !B~ IZUkk’ (o (a))- (2.25)

Note that this version of the interpretation of the RPA is more microscopic than the
previous one because the interaction parameter ﬁkk/(q) is directly related to the bare
interaction potential. By comparing Eq. (2.25) with Eq. (2.16), the RPA structure
factor for the system [26] can be identified as

S=[1+S©U]~'s® (2.26)

2.2.2 RPA structure factor for blends

Specializing Eq. (2.23) for the case of an incompressible binary blend, consider a AB
polymer blend in which the lengths of the two types of chains are N4 and Ng. The radii
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of gyration and the average number density will be denoted by R, ; and ¢; for i = A or
B. The volume per monomer is given by v = ¢~ = (c4 + ¢g)~!. The structure factor
matrix S for the non interacting polymer blend has the form of a diagonal matrix

given by

SQ) 0

a4(@) -0 . (2.27)
0 Spp (a)

In the case where the continuous random walk model is used to represent a single

chain, S’Z(ZO )(q) becomes a single chain structure factor Q;(q) = ¢; V; fD(qQR;Z-) in which

fo(z) = m%(e*"” —1+) is the Debye function. In the following, q dependence of various

quantities will be suppressed for simplicity. With this, we get

ATl = @+opSOp!
1 GO —0359 ¢
_ L +vBSpE XBB vBS ) XAB (2.28)
Al [ —vBSy) xap 1+0B88Y) Xaal
in which the determinant |A| is given by

Al = 1+0SU(an+r78)+ S (xss +£70)

+ 025202‘5,(5% [H_lﬁ(XAA + XBB — 2XAB) + XAA XBB — X,ZqB]- (2.29)

For the case of incompressible liquid, we take x — 0 limit and keep the terms linear in

k71 to get
i 1 g0 _gO
A7l — _ BB Adl (2.30)
Sia+Sph —2v [—82% S

in which we defined x = xap — %(X AA + xBB). Finally, we obtain the RPA for incom-

pressible binary blends as

! _1] . (2.31)

1S(a)] ™ = S (@)™ + [S9) (@) ! — 20x (2.32)
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2.3 Renormalized one-loop theory of fluctuations

A renormalized one-loop theory (ROLT) of fluctuations is a coarse-grained theory that
tries to take into account the composition fluctuation effects ignored in FH theory (and
SCFT) or mean field theories in general. Recent theoretical developments by Wang [21]
and Grzywacz et al. [22] have successfully removed the so-called UV divergence which
had plagued the theory previously. In this section, the model and main results of the
theory when it is applied to polymer blends [23] are reviewed. ROLT will allow us to
interpret SCFT and RPA as exact theories only for the hypothetical system of infinitely
long chains.

We will consider the model of blends introduced in Sec. [2.1. Let By be a dimension-
less compression energy and o be a dimensionless bare interaction parameter between

species A and B. For our model binary blends, we assume U;;(r — r’) takes the form

By  Bo+
(vi) =v 0 OTX) a1 | (2.33)
By + xo0 By

where §, is a function with a range A~ and fdr(SA = 1. In the limit of A — o0, dp
approaches the Dirac ¢ function. In that limit, the Helmholtz free energy per volume

f, can be written as a sum,

Bf= BvF:fid"i_fmf"’_fcorrv (234)

in which fiq is the ideal Flory-Huggins entropy of mixing and f is the mean field
approximation for the free energy per volume. In a translationally invariant system,
they are given by,

_ 9a

B
; —1 —1 2.
fid N 1o n¢ga + Npo nop (2.35)

fut = 52 [ Uyo) et o)

= v lyopadn . (2.36)

The last term in Eq. (2.34) is the free energy due to the correlations in the number
densities of monomer species. The one-loop approximation fiy, for feorr in the case of a

compressible liquid is given by

fiL = ;/ (2617:1)3 ln[det‘I + fl(q)f](q)u . (2.37)
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The matrix elements of Q(q) and U(q) are

Qij(@) = 6;(q) (2.38)
Osl) = [ dr e (2.39)

in which Q;(q) = vt N; fD(qu;i) is the intra-molecular correlation function of a
continuous random walk model with a radius of gyration Ry; and fp(x) is the Debye
function. A derivation of Eq. (2.37) by a fictitious charging process is given in Appendix
A.

In the limit of incompressible liquids, which is effected by taking the limit By — oo,
fir is reduced to

1 [ &
fin =75 / ﬁ In[(Qa + Qp — 2x0vQ2aQp)v] . (2.40)

The Fourier integral in Eq. (2.40) is known to diverge at high values of ¢, a behavior
known as the UV divergence. However, in recent works, Wang [21] and Grzywacz et
al. [22] analyzed the structure of the high ¢ divergence of fi1, by introducing a cutoff A

for the integral. Grzywacz et al. showed fi1, can be expressed as a sum

fin = fiL+ fiL (2.41)

of an UV divergent part flAL which increases with increasing A plus a contribution fj},
that is independent of A. They interpreted flAL + fmf as the relevant form of SCEFT
that should be regarded as an input to the one-loop theory. The remaining cutoff
independent f|; was identified as a universal correction to the underlying SCFT.
After this renormalization, the total free energy density can be recast as a sum of

the form,
[ = fid + fint + fend + fiL (2.42)

where fenq is a non universal excess free energy associated with chain ends and has N !

chain length dependence. The SCF interaction free energy is given by,

fint = v 'Xeadn (2.43)

where x. is an effective SCF interaction parameter that is independent of chain length.

The UV convergent part of correlation free energy f]7 has a specific dependence on
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parameters of SCFT, i.e.

* 1 e
fiL = ﬁﬁ (XN, ¢4, Ng/Na,Rp/Ra)
1

v £k
= i /{04, N/Na, R/ Ra) (2.44)

where R = R, is a reference length that is taken to be the end-end distance of a A
chain, N = N4 is a reference degree of polymerization and fl* is a function obtained by
non-dimensionalizing the renormalized form of the integral in Eq. (2.40). The above
equation shows clearly that the universal correction is smaller than the SCF free energy
(fia+ fint + fend) by a factor of N~1/2. The y parameter in Eq. is left unspecified

because different choices (x, or x.) result in different variants of the theory [23].



Chapter 3

Molecular simulations: models

and methods

3.1 Models of polymers

For the study of polymer melts and blends, atomistic and chemically realistic models are
too expensive in terms of computational cost. The reason is that for these systems, there
exists a wide range of characteristic time and length scales and the cost is determined by
the shortest scale [27]. Therefore, simulations of many chains in realistic representation
is prohibitively time consuming.

In the study of meso-scale (length scale larger than a monomer but less than bulk
material) correlation effects in melts and blends, however, the microscopic details of a
given model should not matter as long as it reflects the essential features of real systems
at the physical scale of interest [28]. This premise of coarse-grained modeling is also
a topic we will investigate in this thesis. For this reason, computational studies of
polymeric liquids have been done using so called coarse-grained models. An effective
interaction unit, or bead in any coarse-grained model of polymer, represents a number of
chemical monomers. They are connected via a bond and two monomers are not allowed
to occupy the same position due to the excluded volume interaction.

Most coarse-grained models are constructed either on a lattice or in a continuum
space. Lattice models are computationally efficient compared to continuum models.

The main reasons are: (1) integer arithmetic, and (2) fast checking of excluded volume

16
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[27,29]. For our study we employ a bead-spring model as a continuum model, and the

bond fluctuation model as a lattice model.

3.1.1 Bead-spring model (BSM)

We adopt a bead-spring model of a linear polymer chain where the interaction between

two non-bonded beads is described in a variant of Lennard-Jones (LJ) form

F(r)=

4(a/r)'? — (o/r)8] + 1 for r < 21/64
0 otherwise

where r is the distance between two non-bonded beads. Monomers of the same type

(A-A or B-B), then interact via a potential
vaa(r) =vpp(r) =eF(r) . (3.1)
The interaction between monomers of different type (A-B) is given by
vag(r) = e(L+F(r) (3.2)

where ¢ is a small parameter that controls the incompatibility of the two types. In
this model, € and ¢ are the units of energy and length and all other quantities can be
expressed as combinations of them. The temperature of the simulated system is in units
of €/kp with kp being the Boltzmann constant.

Two bonded monomers interact via a harmonic potential of the form

thond(r) = 3(r =1 (33)

where r is the distance between two bonded beads and & is a spring constant which is
measured in units of €/02. [ is a reference length. This interaction will be the same
regardless of the types of beads in polymer blends. Another popular choice for a bond
potential is the FENE (finite extensible nonlinear elastic) potential [30,31] which allows
only a finite extension of bond length to prevent two bonds from cutting through each
other. With proper choice of constant «, however, chain crossing can also be prevented

without causing inefficiency in simulation.
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3.1.2 Bond fluctuation model (BFM)

A lattice model which has been widely used for the study of many chain systems is
the bond fluctuation model [32]. It is different from a simple self-avoiding walk (SAW)
model in which there are 6 bond vectors possible in 3-dimensions for a simple cubic
lattice and a bead occupies one lattice site. In the BFM constructed on a simple cubic
lattice, each bead blocks 8 sites of the elementary cube of the lattice. Also the bond
vector connecting two monomers takes one out of 108 choices, making the model closer
to a continuum model than the SAW model. In the model we adopt [33,34], a bond

vector is taken from the allowed set
b = P(2,0,0), P(2,1,0), P(2,1,1), P(2,2,1), P(3,0,0), P(3,1,0) (3.4)

where P stands for all permutations and sign combinations of the components of vectors
listed. The inter and intra molecular interaction are modeled via a square well potential
of spatial range /6 in units of lattice spacing. This spatial range amounts to a bead
having 54 interacting neighbors. More precisely, the interaction energy between same
type (A-A or B-B) is given by

vaa(r) =vpp(r) = —e£  ifr < V6 (3.5)
while monomers of different types interact via
vap(r) = € ifr<v6 (3.6)

where r is the distance between centers of two beads. As in the bead spring model, &

controls the incompatibility of the two species A and B.

3.2 Monte Carlo sampling

Two main simulation methods for systems described by classical statistical mechan-
ics are molecular dynamics (MD) and Monte Carlo (MC) sampling [35,36]. The term
Monte Carlo is used for a class of probabilistic methods that use random numbers. One
of the many problems where MC method becomes the tool of choice is the calcula-
tion of multi-dimensional integrals [37]. Also, only MC methods can be used to study

models on lattices such as classical spin systems [38,39]. The basic idea of the MC
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method applied to molecular simulations is as follows: a trial change of system config-
uration is suggested and it is accepted or rejected by an appropriate criterion in such a
way that system configurations are sampled according to its equilibrium distribution or
Boltzmann distribution. This scheme, called importance sampling, will be explained in
detail in Section [3.2.11

Molecular dynamics is the other method used widely in the field of molecular sim-
ulation. It provides numerical solutions to Newton’s equations of motion for classical
many-body systems. As a result, the method generates both static and dynamic in-
formation about the simulated model. The reasons of choosing MC method over MD
method for the study of polymer thermodynamics are two fold. First, thermodynamics
can be studied without realistic dynamics for which MD is the necessary tool. Secondly,
because of the first reason, one can implement various trial changes of the configura-
tion of molecules which are unrealistic, but help the exploration of the configurational
phase space tremendously. The latter point is also crucial for simulations of long chain
molecules because by natural dynamic process, the diffusive motion of entire molecule

is very slow.

3.2.1 Importance sampling

Importance sampling is a way to sample configurations of a model system according
to its Boltzmann probability distribution. Although configurations vary continuously
in molecular simulations, the following discussion will assume that configurations of
the system of interest can be counted discretely and each distinct configuration will
be labelled by an index [. Therefore, the canonical ensemble average and equilibrium

probability distribution can be expressed as,

exp(—pU)
Zm exp(—AUn)

P = (3.7)

(A)=> AP (3.8)
l

By importance sampling, we want the initial arbitrary probability distribution P(t =
0) to approach to Pleq after some transient period. Even though there is only one

simulation system at hand, it is conceptually helpful to imagine there are infinite number
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of replicas of the system and the number of replicas in state [ is proportional to P(t).

The way we make P;(t = 0) converge to Pleq is by making transition from one state to

another and accepting or rejecting the proposed transition. w;_.,, will be used to denote
the probability of a system in state [ at time ¢ to move to state m at time ¢ + 1.

To derive how P(t) evolves in discrete time step, we denote with N;(¢) the number

of replicas in state [ at time ¢. At time ¢ + 1,

Ni(t+1) = N(t) + Y Nn(®wmoi — Y Ni(t)wi—m. (3.9)
m#l m#l
Dividing both sides of the above equation by the total number of replicas N' = >, Ni(¢)
and noting NTZ\S-Q = P,(t), we obtain the master equation,
P(t+1)=Pt) + > _[Pu(t)wm—i — P()wi—m] . (3.10)
m#l

The summation in the above equation exclude the term with m = [, but the term does

not contribute to the sum, so we can remove the restriction on it. Then,
Pt+1) = R)+ Z[Pm(t)wm—% — Pi(t)wi—m]
m
= P(t)+ > Put)wm—i — Pi(t) > wimm
m m
= Y Pu(twmt. (3.11)
m

The last line results from the fact that ) w;_, = 1.
Once P(t) reaches to P9, it should not change as time progresses. By setting
P(t) = P(t+1) = P/? in Eq. , we obtain
> (Petwn—y — PfMwim) = 0. (3.12)
m

The above equation dictates the relation between P/¢ and wj_.,, when equilibrium has
been reached. In practice, we require a more strict condition known as the detailed
balance condition (36,35, 38|39

anqwm*)l = _Pleqwl*)m. (313)

In appendix B, a short proof that the detailed balance condition will drive Pj(t = 0)
to P/? is given. Once equilibrium is established, the ensemble average (Eq. (3.8))
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becomes the simple mean of the observed values of A, i.e. if L instances of A are

measured during the course of a simulation,

(A) ~ iZAZ- : (3.14)

Because each measurement in the sum is not independent, care needs to be taken in the

estimation of error of the obtained average (Appendix|C).

3.2.2 Metropolis algorithm

In practice, a transition from one state (old state denoted by ‘0’) to another state (new
state denoted by ‘n’) happens in two steps: a new state of the system is proposed and
the proposed state is accepted or rejected according to certain probability. Let A be the
event where a new state of the system is proposed and B be the event where the proposed
state is accepted. Adopting notations of probability theory, the transition event can
be denoted by A N B and the rule for the conditional probability says P(A N B) =
P(B|A)P(A), where P(B|A) is the conditional probability that event B happens given
that event A happens. That is, if G(o — n) is the probability of suggesting or generating
state n given the system is in state o and A(o — n) is the probability of accepting the
proposed transition,

Wosn = G(0 = n)A(o —n) . (3.15)

Assuming G(o — n) is known, there are many choices for the acceptance probability
A(o — n) that satisfy Eq. (3.13). The most commonly used one is the Metropolis
function [40]

(3.16)

A(o — n) = min {1, PG — O)}

P51G(0 — n)
Using a property of the Metropolis function (min{l,x} = x(min{1, %}) for z > 0),



22
it can be shown that Eq. (3.16) satisfies the detailed balance condition, i.e.

PYlwoy, = PJIG(0— n)A(o — n)
PG (n — o)

cto =)
PG(n — o) . PG (o — n)
P5'G(o — n) e {1’ PG (n — o) }

P%G(o — n)
Fct )
= P’lw,_, (3.17)

= PYG(0o — n)min {1,

= PYG(n — o)min {1,

As long as the equilibrium probability distribution is known and the probability of
generating a trial configuration can be calculated, Eq. (3.16) can be used to ensure that

the detailed balance condition is satisfied.

3.3 Semi grand canonical ensemble

Semi grand ensemble [13] for symmetric polymer blends (same chain length and statis-
tical segment length) is a statical ensemble in which the total number of polymers in
the system is conserved, but the type of a chain is allowed to change. This ensemble has
the advantage over both canonical and grand canonical ensembles when one wants to
simulate a phase separation of the model blend or composition fluctuations. In canon-
ical ensemble, it occurs through diffusive motion of chains and it becomes very slow
near the critical point. In grand canonical ensemble in which the numbers of both types
of chains are fluctuating, a move creating a chain in a dense system has a very small
chance to be accepted because it would violate the excluded volume constraint most of

the time.

3.3.1 Derivation

The semi grand ensemble is derived from first considering grand canonical ensemble
in which both the total number of chains and the number of chains of each type can
change [41,38]. Let M4, Mp, and M; be the numbers of A chains, B chains, and the
total number of chains, i.e. My = M4 + Mp. Also let N = Ny = Np be the degree of

polymerization for the chains. The configurational part of the grand canonical partition
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function for the system is given by,
Lo = / dM / dMp / dEePNMara+tMpus) =BED (N, My, E) (3.18)

in which E is the total potential energy, pa, up are monomer chemical potentials of
the two species, and I'(M 4, Mp, E) is a density of states. The semi-grand ensemble is
constructed by constraining the system in the part of configuration space where M, is
fixed. Let M be the difference in the numbers of chains, M = M4 — Mp. Then,

M+ M

My = = (3.19)
M, — M
Mp = tT (3.20)
M, M
Mapa+ Mppp = ?t(MA +pp) + 5 (1A = 1p) (3.21)

In this constrained space, the grand canonical partition function is reduced to a semi

grand partition function defined as,

M, R
Lso = / AM P / dEe PED(M,E) . (3.22)
7Mt

In Eq. (3.22) we defined
Ap=pa—pp (3.23)

FOLE) = [ dMa [ dMpb(M; ~ My~ My)S(M — (Ma~ Ma))T(Ma, My E)
(3.24)

where d(x) is the Dirac delta function. A formal relation between L5 and Lg¢ is
NMi(pa+ug)
La= /the,@N i Lsa . (3.25)

An alternative way of defining the semi grand canonical ensemble is to use the
number of A chains My as an argument (instead of M) of the density of states. In this
case, the ensemble is defined as a sum of canonical ensembles with M4 ranging from 0
to My, i.e.

M ~
Lsa / dM y ePNMatn / dEe PPT(2M4 — My, E)
0

_ Z PMAZ (M4, B) (3.26)
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A chain B chain

Figure 3.1: In a semi grand canonical move, a chain molecule switches its type from A
to B or vice versa, depending on its original type

where Z(M 4, 3) is the canonical partition function with a fixed number of A chains and

= NAp is the chemical potential difference between an A chain and a B chain.

3.3.2 Type switching MC move

For a MC simulation in the semi grand ensemble, there is a move where a chain is
picked up randomly and tried for its type change, in addition to usual trial moves for
configurational change (Fig. [3.1). One can derive the acceptance probability for such a
move by recalling the probability of the system being in a microstate with M4 chains

of type A and Mp chains of type B is

NMA

P e PV (3.27)

1
Mo Mg©

where U instead of £ was used to emphasize that it is configurational energy. Consider
a trial move to change a randomly picked A chain to a B chain. In the new state of

the system, the numbers of A and B chains will be M4 — 1 and Mp + 1, respectively.
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Therefore,
M
Glo—n) = ﬁf (3.28)
Mg +1
G(n—o0) = ?Wt* (3.29)

To obtain the acceptance probability for this transition, the factors appearing in the
Metropolis function (Eq. (3.16)) need to be calculated:
BN(M4—Mpg—2)Apu
e N — TS AT
1 eﬁN(MA;MB)AH e_ﬂU"%
Ma'Mp! M,
in which U, and U, denote old and new values of U. Substituting above equations into

Eq. (3.16), the acceptance probability for the A — B identity switch is obtained as,

, (3.30)

PYG(o —n) = (3.31)

A(o — n) = min {1, e_ﬁ[(U"_U")‘”'NA“}} . (3.32)
Similar considerations for the B — A identity switch move yields
A(o — n) = min {1, e_ﬁ[(U"_UO)_NA“}} . (3.33)

Egs. (3.32) and can be combined in the following form, which is also applicable

to the usual canonical moves,
Ao — n) = min {17 efﬁ[(Un—Uo)fNAu(MnfMo)/Q]} , (3.34)

in which M,, and M, are new and old values of M, respectively.

3.3.3 S(q — 0) measurement

Assuming effective incompressibility of a blend, S(q) (Eq. (2.5)) can be expressed as,

St@ = Saa(@) + Spn(a) ~ San(a) ~ Spaa)
= {Idea(a) — den(@)), (3.35)

where d¢;(r) = ¢;(r) — (ci(r)) and 6¢;(q) = [ dr €'9%dc;(r). To evaluate S(0), one needs
0¢;(q = 0) which can be expressed as,
déi(q=0) = /dr dei(r)
— NM; — N(M;) (3.36)
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Using Eqgs. (3.35) and (3.36), S(0) can be expressed in terms of the variance in the

number of chains of type A as

N2
S(0) = WOMA — Mp — ((M4) — (Mg))?)
2
= Mo - o) (3:37)

The second line of Eq. follows from the fact that in this ensemble M; = M+ Mp

is constant.

3.4 Hybrid Monte Carlo

In hybrid Monte Carlo (HMC) method [40,42], a trial configuration is constructed by
numerically solving equations of motions of the system, just as in a regular molecular
dynamics (MD) simulation. The most attractive feature about this method is that the
trial configuration of the system is one which is energetically favorable: it is the most
natural configuration of the system which follows realistic dynamics.

Consider a system of N particles described by a classical Hamiltonian,

N p2
H(r,p)=)_ TR (3.38)
=1

where U(r) is the total potential energy of the system and r and p denote the positions
and momenta of the IV particles collectively. To generate a trial configuration in a HMC
move, Hamilton’s equations are integrated using some discretization scheme §(0t) where

0t is a size of time step. That is, the equations of motion

dI‘Z‘ oH
i — 3.39
dt 8[)1‘ ( )
dpz' oH
= — 3.40
dt 61‘1' ( )
are solved numerically for ¢ = 1,--- , N. Denoting the new positions and momenta by

r’ and p’ respectively, we can write symbolically

(r',p") = §(ot)(r, p). (3.41)
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Because 1’ is determined by current values of r and p, the probability G(r — r’) is
equal to G(p) of generating momenta of particles in the system. At the beginning of

the HMC move, momenta are drawn from Gaussian probability distribution

G(p) = /\/’exp(—ﬂzi)
— Nexp(~BK(p)) (3.42)

where N is a normalization constant and we defined K to denote kinetic energy. Substi-
tuting this probability into the Metropolis function (Eq. [3.16), we obtain the following
acceptance criterion for a suggested move

PG (n — o)

/ _ .
Alr —»1') = mzn{l,quG(O_}n)

_ min{l Q™" exp(—pU (x')) NV exp(— ﬁK(p’))}
" Q@ exp(—pU(r))N exp(—BK (p))
= min{lexp(-B[H(x",p') — H(r,p)])} , (3.43)

W [dr dpe PHTP) and h is the Planck constant.

If the numerical integration scheme §(0t) conserves the total energy H, all trial moves

where @ is the partition function

will be accepted. In practice, however, it is not the case and some will be rejected.
The acceptance rate of a trial of HMC tends to decrease as the number of particles
in the system increases. This is because of the numerical inaccuracy introduced by
solving equations of motion gets large with the number of particles in the system.
Similarly, a large number of integration steps tends to decrease the acceptance rate as
well. Two important constraints about the integration scheme §(dt) is that it has to be
time reversible and preserve phase space area [40]. A simple integration method that

satisfies the conditions is the velocity Verlet algorithm [35].

3.5 Configurational-bias Monte Carlo (CBMCQC)

The basic idea of CBMC was first introduced by Rosenbluth and Rosenbluth to sam-
ple equilibrium polymer chain conformations [43]. The goal was to grow a new chain
molecule in a dense environment where there already exist many other chains. A confor-

mation generated randomly would almost always violate the excluded volume constraint.
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To get around the problem, they devised an algorithm that generates energetically fa-
vorable trial conformations, therefore applying a bias in the generation of configurations.
This bias would have to be corrected in a later stage. Generating a biased configuration
that has some sort of advantage whose benefits exceed the complexity introduced in the
algorithm is the spirit behind any type of configuration-biased MC sampling scheme.
This class of algorithms takes advantage of the freedom in the way a trial configura-
tion is generated. Because the number of possible ways is virtually unlimited, one can
devise a clever way to create a trial move that either has a high probability of being
accepted or accelerates the exploration of the configuration space by the system. This
type of moves is especially useful in simulations of long polymer chains because their
equilibration times scale as N3 for N > N, where N, is an entanglement length [4].
There are many such moves proposed for simulations of polymers. For the simula-
tions presented in this thesis, three types of CBMC moves were implemented, namely

slithering snake type move, single rebridging, and double rebridging move.

3.5.1 Slithering snake move (Reptation)

In the reptation move [44], a new configuration of a linear chain along its own path is
generated by removing a randomly chosen end monomer and attaching it to the other

end. Implementation of the move consists of the following steps.

1. Pick a chain at random.

2. Choose one of the two ends at random. The monomer of the chosen end will be

removed and attached to the other end.

3. At the end where the monomer from the other end will be attached, generate
a number of trial bond vectors according to a probability proportional to the

Boltzmann factor associated with the bond potential energy.

4. Choose one of trial bonds according to a probability proportional to the Boltzmann
factor associated with external (or non-bonded) potential energy of the attached

monomer if it were to be positioned at proposed trial positions.

5. Repeat previous steps for the reverse move using the old configuration as the

chosen one.
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Figure 3.2: In reptation move, a chain molecule moves along its own path

6. Accept the new configuration of the chain according to Metropolis rule.

To calculate the acceptance probability of this move, we first calculate the probability
of generating the new configuration chosen at the end of step 4. The probabilities
associated with step 1 and 2 are Mit and %, respectively, and M; is the total number of
chains in the system. In step 3, assume k trial bonds are generated according to the
Boltzmann weight associated with bond potential energy vponq(b). Then, the probability

density of generating a particular bond is given by

e_ﬁvbond (b)

_ — _ﬁvbond(b)
- fdb/e_ﬁvbond(b/) o Cbond € (344)

Pbond (b)

At step 4, one of the k candidates for the bond (by,- - - bg) will be chosen according
to the probability proportional to the Boltzmann factor associated with non-bonded
potential energy of them. If candidate i (1 < i < k) is chosen, the probability of the

event is,
e_ﬁvezt (bz)

Pe:ct(bi) = m

(3.45)
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where vez¢(b;) is the non-bonded potential energy associated with the new position of

the regrown end monomer and we defined a quantity called ‘Rosenbluth weight’ as,
k
Wi(o—n)= Z e~ Pveat(bs) (3.46)
j=1

Combining all the probabilities in the above steps, the generation probability G(o —

n) is determined to be

1 1 e_ﬁvezt(bi)
— _ - _/B'Ubond(bi) -
G(o—n) (Mt) <2> Chond € Woom) (3.47)

To compute the generation probability of the reverse move G(n — o), one pretends
that the new configuration has been accepted and repeat the steps used in the calculation
of G(o — n). However, for this case, only k£ — 1 trial bonds (b/,---b}_;) need to be

generated and there is no decision making because the old configuration is already

known. Denoting the original bond vector by by,

]_ ]_ e_ﬂvezt(bo)
- _ —Bbond(bo) 4
G(n - 0) <Mt> (2> Cbond € W(TL — O) 5 (3 8)
where
k—1
W (n — o) = e Pveat(Po) 4 Z ¢ Pveat(B3) (3.49)
j=1

The change in the total potential energy is caused only by this monomer being

removed from one end and attached to the other end. Therefore,

U,—-U, = ('Ubond(bi) + Uemt(bi)) - (Ubond(bo) + 'Ue:z:t(bo)) (3'50)

Assuming the simulation is done in canonical or semi grand canonical ensemble,

6_6vbond(bo) e~ Bvext(bo)

PﬁqG(TL — O) _ e_ﬁ(Un_Uo) W(n—>o)
€q —Bv . 5*/6"’617 (b;)
PO G(O - n) e B bond(bz)W_t)n)
_ W(o—n)
= Winoo) (3:51)

Finally, the acceptance probability for this move is

Ao — n) = min {1, WWH} . (3.52)
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3.5.2 Rebridging Monte Carlo

In this type of move, a part of a chain is erased and regrown within itself (single
rebridging) [45,46] or parts of two chains are erased and regrown to form a new pair of
chains in which the connectivity of the original chains are altered (double rebridging)
[47,48,49]. In fact, a single rebridging algorithm is an important part of a corresponding
double rebridging algorithm. Although there is no limit for the number of segments or
monomers to be regrown in principle, we implemented a move that involves erasing only
one monomer and regrowing it in both types of moves because of its simplicity.

For single rebridging, we implement a continuum version of the crank-shaft move [50]
where an erased monomer is put back near a circle formed by the loci of points which
are equidistant from two adjacent monomers. The distance was chosen to be one that
minimize the bare bond potential energy.

For double rebridging, we adopt the scheme proposed by Banaszak and de Pablo [49]
and implement it with our version of the single rebridging move. In our implementation
of the scheme, a chain is chosen at random and the rest of the chains of the same type
are scanned for a potential bridging sites. One can bias these processes in any possible

way that will enhance the chance for the move to be accepted.

Trimer single rebridging

During a trimer single rebridging move, a chain is picked randomly and a monomer,
which is not one of two end monomers, is chosen. The monomer is erased from the chain
and regrown at a new position. A bridge in the following will refer to the three monomers
involved in this type of move (those labelled 0, 1, and 2 in Fig. [3.3). Implementation

steps of the move are as follows:

1. Pick a chain at random and decide which end to call the head of the chain also

randomly.

2. Pick a non-end monomer from the chosen chain (labeled as 1 in Fig. at

random and remove it.

3. Generate trial positions according to a probability proportional to e #end. To

enhance the chance of success, apply a bias to restrict the new positions around
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Figure 3.3: In a single rebridging move, two bonds connected to a monomer marked as
1 are erased and regrown.

a circle formed by rotation of two joined bond vectors from the adjacent two

monomers (similar to a crank-shaft move).

4. Choose one of the trial positions according to a probability proportional to the

Boltzmann factor associated with external interaction energy.

5. Accept the proposed new position of the monomer according to the Metropolis

rule.

Calculation of the acceptance probability would be similar to the one for the repta-
tion move, which showed all the essential features in CBMC moves. The probabilities
associated with the first two steps are Mit, %, and ﬁ As before, k trial positions are
generated with probabilities proportional to e~#Uend_ For this move, however, we apply
a bias additionally. The probability of generating a particular bond b directed from

monomer 2 to monomer 1 is

Pbond(b) = Cnorm e_ﬁvbo"d(b) 6—[3”7‘9(0—90)27 (353)
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old

Figure 3.4: Monomer 1 is erased and regrown from monomer 2. The new bond vector
from monomer 2 to new position of monomer 1 is denoted by b; and the new bond
vector from monomer 1 to monomer 0 is denoted by by,

where a normalization constant Cj,p, is given by

norm

o1 _ / dbe—Bvsona(B)) =B (0'00)* (3.54)

kg is an elastic constant obtained by Taylor expanding the bare potential energy as-
sociated the bond between monomer 1 and 0 about the energy minimum for which
0 = 0y [51]. At step 4, one of k trial bonds (by,---by) is chosen with a probability for
choosing bond i (1 < i < k) being,

6_ﬁ[vezt (bi)“l‘vbond (bé)}
W(o —n) ’

Pclosure(bi) = (355)

where b is the bond vector from trial position i to monomer 0. The Rosenbluth weight

W (o — n) for the move is given by

k ,
W(o— n) = Z e Blveat(bj)+vbona(by)] (3.56)
j=1
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Combining all the probabilities so far, the probability of generating new configuration

(say, b; was chosen) is

Glo—n) = 1 < 1 ) ( 1 )Cnorm o~ BViona(bi) ,—B"L (6,~00)?

2\M; ) \N -2
e_ﬂ[vewt (bi)“l‘vbond(b(i))}
» e~ , (3.57)

G(n — o) is calculated the same way as G(o — n) except that &k — 1 trial posi-
tions (bf,---b)_;) are generated and there is no decision making. Again, denoting the

original bond vector from 2 to 1 by b,,

G(n — O) — 1 < 1 > < 1 )Cnorm e—ﬁvbond(bo)e—ﬁ?(go_gop

2\ M; ) \N -2
efﬁ[vezt(bo)“rvbond(bgﬂ
X W= o) ) (3.58)
in which
k-1 s
W(n — 0) — e_ﬁ[vezt(bo)"rvbond(bg)] + Z efﬂ[vezt(bg')‘i'vbond(boj)} . (359)
j=1
Assuming canonical or semi grand canonical probability distributions,
W B (0:—00)?
Ao —n) =min< 1, (0~ me '<29 (3.60)
n— 0)667(6()—60)2

A point worth mentioning about Eq. (3.60) is that the normalization constants Cyorm
for both forward (o — n) and reverse (n — 0) moves were the same, therefore they can-
cel out in the acceptance probability. This is because Cporm depends on the positions
of two monomers 0 and 2 by construction. When this bridging scheme is applied to
trimer double rebridging in the next section, there is no such cancellation and normal-
ization constants associated with each bridge will show up explicitly in the acceptance

probability.

Trimer double rebridging

For this move, a chain is picked randomly and a non-end monomer is chosen at random.

Next, all the chains of the same type as the chosen one are scanned to find a potential
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ichain jchain jchain i chain

Figure 3.5: In a double rebridging move, a monomer from each is erased and regrown to
be connected to the other chain, resulting in a dramatic change of chain configurations.

bridging partner based on a distance criterion. The rest of steps are similar to those of
a single rebridging move, except that a bridge is now constructed from one chain to the
other.

The implementation steps are,

1. Pick a chain at random and decide which end to call the head of the chain with

equal probabilities.
2. Pick a non-end monomer from the chosen chain (labeled as 1 in Fig. [3.5).

3. Examine the chains of the same type for a potential bridging partner. For each
chain examined, also pick a head monomer at random. To preserve chain archi-
tecture, monomers at the same position as the one in the chosen chain at step 1

are considered.

4. After scanning all the chains of the same type to identify a potential bridging site,

pick one at random and construct two bridges: one from monomer 2 of i chain to
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monomer 0 of j chain and the other from monomer 2 of j chain to monomer 0 of

1 chain.
5. Accept the proposed new configuration according to the Metropolis rule.

Calculation of the acceptance probability for this move needs some care because the
normalization constants of the probability distributions of choosing a bond with bias
are distinct for each bridge.

As for the single trimer move, the probability associated with the first two steps is
M%t X % X ﬁ During the next step, all monomers of the same type located at the
same position as the picked one are examined and a chain is selected as a potential
bridging pair with a weighting factor which will bias the choice in a way that increases
the chance of success. Let us assume the label of the chosen chain is ¢. While scanning
all the chains of the same type, a weighting factor W; for a specific chain j and a

normalization constant Z are recorded where

Wj(o — n) = Psep(ri2,jo) Psep(rj2,i0) (3.61)
Z(o—n) = Z Psep(riz ko) Psep(Tra,io)- (3.62)
ki

Pyep(r) is a probability density that might reflect the equilibrium distribution of distance
between two monomers bonded to a common monomer and r;s jo denotes the distance
between monomer 2 of ¢ chain and monomer 0 of j chain, for example. When scanning
is completed, chain j is chosen with the probability

Wi(o —n)

Pilo—n) = Z(o—n)

(3.63)

Once a chain (labeled j) is chosen, a single bridge from monomer 2 of chain i to
monomer 0 of chain j is constructed as described in the previous section, producing the
associated Rosenbluth factor W4 (o — n). The other bridge from monomer 2 of chain j
to monomer 0 of chain i will give another Rosenbluth factor Wg(o — n). To calculate
the acceptance probability, let by and bp be chosen trial bond vectors connecting

monomer 2 and monomer 1 in each bridge. b64 and bOB are vectors from monomer 1 to
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Figure 3.6: In a trimer double rebridging move, two single bridges are constructed: one
from monomer 2 of i chain to monomer 0 of j chain (indicated by A), the other from
monomer 2 of j chain to monomer 0 of ¢ chain (indicated by B)

monomer 0 in each bridge. The probability of generating the new configuration is given
by

o = ()3 (e e

K *ﬂ[vezt(bA)+Ubond(b(l)4)]
—Bupona(ba) —BA(04—6.0)% ¢
X Cbonde CgAe 2 WA(O N n)
K 7B[Uezt(bB)+vbond (bOB)}
—Bvbond(bB) —/3@(913—9130)2 ¢
X Cbonde CgBe 2 WB(O - n)
(3.64)
The normalization constants Cyond, Cp,, and Cy, are
Cl;ovlzd _ /e—ﬁvbond(b)b2db (3.65)
s Ko
cyl = / e =P (0=040)" gipy 9dp (3.66)
A 0

o / =B 0-080 6in gdg . (3.67)
0
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While Cpopg is constant once the bond potential is given, Cy, # Cp, in general because
configurations of bridge ends (monomers 0 and 2) will be different. Substituting Eq.
(3.64) and similar expression for the reverse move into the Metropolis function, the

acceptance probability is found to be

P, { 7

A(o — n) =min{ 1, (n— O)IZVA(O — n)VYB(O —n) , (3.68)
Py(0 = m)War(n — o)Wpi(n — o)

where A’ and B’ denote the original chain configurations of 7 chain and j chain, respec-

tively. Wa(o — n) is defined as,

WA(O ) Wa(o —n)

" (3.69)
Co, e—ﬁ%(QA—QAO)z

and similar definitions of TW’s are given for other bridges B, A’, and B'.



Chapter 4

Perturbation theory and local

correlations in polymer liquids

4.1 Introduction

In dense polymer liquids, the immediate neighborhood of a monomer along a chain is
partly occupied by monomers from the same chain rather than monomers from other
chains. This local correlation in the spatial arrangement of monomers was not taken
into account properly in the original Flory-Huggins (FH) lattice theory of polymer
mixtures [1,2]. That is, in the original theory of binary AB blends, it was assumed that
a neighboring site of a monomer is occupied by a monomer of type ¢ with a probability
¢i, where ¢; is the volume fraction of monomers of type i (=A,B). This assumption is
called the random mixing approximation and it neglects the fact that a monomer in a
polymer molecule is connected to other monomers from the same chain, therefore likely
to be surrounded by them.

The random mixing approximation is known to overestimate the energy of mixing.
In simulations of a simple cubic lattice diluted with a modest density of vacancies,
Sariban and Binder [13,/14] found that the energy of mixing was roughly half that
predicted by an analogous approximation for a lattice with vacancies. In more recent
lattice Monte Carlo simulations of diblock copolymer melts on a diluted fcc lattice,
Matsen and coworkers [15,16] also considered a lattice mean-field (i.e., random mixing)

approximation for the order-disorder transition of symmetric diblocks, and found that

39
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it predicts a transition temperature more than twice that observed in their simulations,
again indicating a large overestimation of the energy arising from AB pair interactions.
These studies indicate that a proper description of the correlation effect is needed for a
theory to describe correct thermodynamics of mixtures.

In this chapter, we develop a first order perturbation theory of a class of models of
structurally symmetric blends. The goal is to obtain a perturbative expansion of free
energy in powers of a small parameter « that is proportional to the difference between
A-B and A-A (or B-B) interaction energy. We find that the free energy of mixing per
monomer is given, to first order in «, by

A,B

~ TS s+ ax(N)dads + 0(0?) | 1)

Af ~ N
where N is the degree of polymerization of a polymer of type A or B and kT is
thermal energy. For the case of a lattice model, z(/N) in the above equation is found to
be proportional to the average number of inter-molecular neighbors, implying it takes
proper account of the correlation in the arrangement of monomers.

Several authors have previously proposed approximations that are either equivalent
or very closely related to the first order perturbation theory. Miller and Binder [52]
proposed a “modified Flory-Huggins” approximation for the free energy of mixing A f
of a simple lattice model where the lattice coordination number was replaced by an
average number of inter-molecular neighbors. In discussions of the results of continuum
bead-spring simulations of symmetric blends, Grest et al. [53] discussed a one fluid
approximation that is equivalent to the first order perturbation theory for a continuum
model. Escobedo and de Pablo [54] considered closely related approximation that differs
from the perturbation theory in the way that the first order coefficient of the free
energy expansion is calculated. Both Miiller and Binder and Escobedo and de Pablo
showed that their proposed approximation can provide accurate predictions for the
critical temperature in simulations of symmetric binary blends. This appears to be a
natural consequence of the identification of their modified FH theories as a first order
perturbation theory.

In Sec. [4.3 of this chapter, we analyze the chain length dependence of the short dis-
tance behavior of the inter-molecular radial distribution function (RDF), and of related

quantities such as z(N). Our analysis starts from the (verifiable) assumption that, in a
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nearly incompressible liquid, the total RDF, including both intra- and inter-molecular
contributions, changes extremely little with changes in chain length N. The intra-
molecular correlation function must, however, change slightly with NV, due to changes in
the number of chemically distant monomers from the same chain in the neighborhood of
any test monomer. This causes a systematic decrease in the depth of the inter-molecular
correlation function with decreasing N, and thus an increase in z(NN), as chemically dis-
tant intra-molecular neighbors are simply replaced by inter-molecular neighbors in the
immediate environment of any test monomer. The relevant concentration of chemically
distant intra-molecular neighbors of any test monomer can be calculated using a simple
random walk model. Combining the model with the stated assumption, we find that

z(N) can be expressed as
2(N) =21+ BN~ | (4.2)

where 2 is a model dependent constant, N = Nb%/v2, b is the statistical segment

length, v is the volume per monomer, and 3 is a universal constant given by

8= <i>3/2 —2.64 (4.3)

for any structurally symmetric model. Previously, Miiller and Binder [52] found that
the above functional form fits their z(NN) values in bond fluctuation model simulations
very well but determined 8 empirically due to lack of a theoretical prediction.

Another question we address in this chapter is how to identify the FH interaction
parameter y such that a meaningful comparison between coarse grained theories and
simulations can be made. Simulations of dense polymer liquids are providing increas-
ingly precise tests of the assumptions underlying self consistent field theory (SCFT).
Lattice Monte Carlo and continuum simulations of simple coarse-grained models have
been used to quantify slight deviations from the random walk model for polymer statis-
tics in melts and deviations from the RPA description of composition fluctuations in
both polymer blends [13,55,52//53] and block copolymer melts [56,57,58,59,15].

In order to compare either simulation or experimental data to SCFT predictions
for multicomponent systems, however, one must somehow choose values for the SCF
interaction free energy A fini(¢,T) and/or the FH interaction parameter x relevant to

the RPA analysis of long-wavelength scattering [7]. Because the relationship between



42
Afint(¢,T) and the underlying microscopic parameters is never known a priori, the
temperature and (sometimes) composition dependence of A fipy or x have thus far been
determined by fitting RPA predictions to the available measurements of composition
fluctuations, in the analysis of either experiment or simulations. The uncertainty intro-
duced by this fitting procedure becomes a potentially serious problem, however, when
one’s goal is to precisely quantify small deviations from RPA predictions, which is nec-
essary in order to test theories that predict corrections to SCFT. For this purpose, it
would be useful to have an independent way of unambiguously defining and accurately
calculating A fint for a simulation model using the microscopic information that is avail-
able in a simulation. Here, we propose a way of doing this for symmetric models, which
is based on an extrapolation of the perturbation theory to the limit of infinitely long

polymers.

4.2 Perturbation theory

In this section, we will consider a general class of structurally symmetric binary polymer
blends using a similar languages for lattice and continuum models. We consider a system
containing a total of M; structurally identical chains, each containing N monomers, in
which ¢4 M, are of type A and ¢pM; are of type B. Let a be a small parameter that
controls the magnitude of the difference between AB and AA interactions. The state
a = 0 is thus a ideal mixture of M; physically indistinguishable chains, in which a
fraction ¢4 can be chosen to be A chains at random.

We consider a class of lattice models in which double occupancy of lattice sites
is forbidden and monomers on neighboring sites of types ¢ and j interact via a pair
potential v;;(c) of the form

Vij (Oé) =u-+ Oébij . (44)

Here, w is the interaction between all neighboring monomers, « is a small parameter, and
bi; is a symmetric matrix of dimensionless coefficients, with bap = bgpa. To maintain
the symmetry between the two species, we require that baq4 = bgg. The value of the
parameter u is relevant if and only if the system contains vacancies, because changes in
u can then effect correlations in the one-component reference liquid.

We also consider a class of structurally symmetric continuum models. Consider a
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system of M; chains of length N in a volume V, giving an overall monomer concentration
¢ = M{N/V or an average monomer volume v = 1/c. The total potential energy is the
sum of intra-molecular bonding potentials, which are assumed to be the same for A and
B chains, plus a sum of non-bonded pair potentials. The pair potential for monomers

of type ¢ and j separated by a distance r is assumed to be of the form
vij(r) = u(r) + abii(r) (4.5)

with baa(r) = bpp(r), where a has units of energy.
Let H(«) be the total potential energy of either model. The configurational part of

the partition function is given by
Z =Tr ¢ H(@)/ksT (4.6)

where Tr denotes an integral over monomer positions for the continuum models or a sum
over all distinguishable micro-states in a lattice model. We will formulate a perturbation

theory for the free energy per monomer

kT
f=—3ix % (4.7)

We define a quantity 6 to be

_of 1 0H («)
To first order in «, the free energy per monomer is thus given by
kT
Flb,a) ~ fo+ BT > ¢ilngi + af(¢,0) + O(a?), (4.9)

in which fy is the free energy per monomer of a corresponding one-component refer-
ence state, with a = 0, when all of the chains are treated as indistinguishable in the
calculation of entropy. The ideal free energy of mixing term accounts for the combina-
torial entropy associated with the random labelling of chains as A or B. The quantity
0(¢,a = 0) is evaluated in the resulting ideal mixture.

In the simple case of a lattice model with vaq = u and vap = v + «, 6 is simply
equal to the total number of AB neighbor pairs in the system, divided by the total

number M; N of monomers.
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In a continuum model with bya = bpp = 0, 0 is given by the sum of values of bap(r)

for all interacting AB monomer pairs, divided by M;N.
The composition dependence of  within the ideal mixture can be determined by
simple combinatorical arguments. To show this, we consider lattice and continuum

models separately.

4.2.1 6 for lattice models

Let z.(IV) be the average number of sites neighboring each monomer that are occupied by
monomers from a different chain, evaluated in the reference state a = 0 (i.e., the average
number of inter-molecular neighbors per monomer). Let w.(/N) be the average number
of neighboring sites that are occupied by monomers from the same chain (the average
number of intra-molecular neighbors). Then, the average total number of occupied

neighbors y.(NV) is given by
Ye(N) = 2.(N) + we(N). (4.10)

In the absence of vacancies, y.(N) must equal the lattice coordination number. For the

case of lattice models, %—Z can be written as

MiN

oH 1
90— 3 Z Z bi(s)e(s')s (4.11)

s=1 <s'>
where (s) denotes the type of monomer occupying site s and ) _, - extends over the

sites around s that are within the interaction range. # can be expressed as

1 18y
0(¢7 O) = <MtN2 Z Z bt(s)t(s')>

s=1 <s/>

1
=3 < Z bt(s:l)t(s/)>

<s'>

(4.12)
1

A,B 1 A,B
= 5we(N) D dibii + 526(N) 3 gidsbi
1 4,7

1

= §yc(N)(¢AbAA + ¢BbaB) + 2¢(N) (bAB — %)@@B

In Eq. (4.12), the average is calculated in the oo = 0 state. As can be seen from the

functional form, the first term corresponds to the intra-molecular contribution and the
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second term comes from the inter- molecular interaction. The last line can be obtained

by using incompressibility condition ¢4 + ¢p = 1. For symmetric blends, bpa = bpp

and
0(6,0) = 5y(N) + 2(N)9a6p, (113)
where we defined
y(N) = ye(N)baa (4.14)
Z(N) = ZC(N)(bAB—bAA). (4.15)

Now, Eq. (4.9) can be written as

12

f(¢, )

fo+ %Oéy(N) + kBTT ;@' In¢; + az(N)padp + O(a?)

= Jot yoy(N) +AF, (4.16)

where we defined the free energy of mixing per monomer as

kT

Af = N

> ¢ilngi + az(N)pads + O(a?) (4.17)

To first order in o, Af is identical to the modified Flory-Huggins theory of Miiller and
Binder. [52]

4.2.2 @ for continuum models

In a continuum model with a pair potential given by Eq. (4.5),
A,B
OH 1Y
% = 5 Z/dr/dr’ bij(I' — I',)Ci(I')Cj(I',) N (418)
2

in which ¢;(r) is a monomer density defined in Eq. (2.1). Therefore 6(¢,0) can be

written as

A,B
06.0) = qrxy o [ dr [ @ by = x)eme)

v A,B
)3 / dr{ci(r)e; (0))bij (x) (4.19)
2¥)
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where v = ¢~! = V/M;N is the volume per monomer.

To discuss a perturbation theory for continuum models, it is useful to introduce some
notation for inter and intra-molecular correlations in the one component reference liquid,
with @ = 0. Let ginter(r, s, N) denote the inter-molecular radial distribution function
(RDF) for a test monomer with monomer index s in a reference liquid containing chains
of length N, defined such that gipter(r,s,N) — 1 as r — 0o. The product cginter(r, s, V)
is thus the probability density (probability per volume) of finding any monomer from a
different chain separated by a vector r from such a test monomer. Let w(r, s, N) be an
intra-molecular correlation function in this reference liquid, defined as the probability
density for finding any other monomer from the same chain separated by a vector r
from a test monomer with monomer index s. Let giot(r, s, N) be the total RDF for a

test monomer with a specific monomer index s, defined so that
cgtot(r, 8, N) = w(r, s, N) + cGinter(r, 8, N) (4.20)

and so that g(r,s,N) — 1 as r — oo. In addition, Gipter(r, N), Gtot(r, N), and
w(r, N) will be used to denote the averages of ginter(r, s, N), got(r, s, N), and w(r, s, N),
respectively, with respect to s.

In an ideal mixture with o = 0, random labelling of a fraction ¢4 of the chains as

A and the remainder as B yields
<Ci (I')Cj (0)) = (5@'0@(1', N)(f)J + C2§jnter(r, N)qbl(b] . (421)

Eq. is obtained by noting that (c;(r)c;(0)) is the probability of finding a monomer
of type ¢ at a position r, given there is a monomer of type j at r = 0. A monomer
at r can be only be inter-molecular neighbor if ¢ # j. If ¢ = j, it could be either
intra or inter-molecular neighbors. Because c is the probability of finding a monomer
at r = 0 and cGinter(r, V) is the probability of finding an inter-molecular monomer in
a melt or a = 0 state given there is one at r = 0, the contribution to (c;(r)c;(0)) by
inter-molecular pair is c@;Ginter(r, N)co; (the second term in Eq. (4.21)). By a similar
reasoning, the contribution from intra-monomer for i # j is @(r, N)c¢$;, which is the
first term of Eq. (4.21).

Substituting Eq. (4.21) into Eq. (4.19) and after a little algebra using the relations
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oA+ édp =1 and cGiot(r, N) = @(r, N) + cGinter(r, N), One gets
00,0) = 5 [ dgun(e, M) (bar(x)oa + bza)on)

2
voef i, V) (ba(r) — A LBy (499)

For the case of bya(r) = bpp(r), it reduces to Eq. where y(N) and z(N) are
defined by

C

y(N) = c/drgtot(r,N)bAA(r)

z(N) = c/drginter(r, N)(bap(r) —baa(r)) . (4.23)
In what follows, we will also consider the analogous quantities

y(s,N) = c/dr Gtot (T, 8, N)baa(r)

z(s,N) = c/dr Ginter (T, 8, N)(bap(r) —baa(r)) (4.24)

for a test monomer with a specific monomer index s, with 1 < s < N.

4.3 Dependence of local liquid structure on chain length

In this section, we consider how properties of a one-component melt that are sensitive
to short range correlations depend upon overall chain length N. Our reasoning applies
equally well to lattice and continuum models, but we will hereafter adopt a notation
appropriate to a continuum model. To proceed, we first consider how the intra-molecular
correlation function w(r,s, N) depends upon s and N, and then consider how this

translates into a corresponding s- and N-dependence of gipter (T, s, IV).

4.3.1 Intra-molecular distribution

Each monomer in a melt with a = 0 is surrounded by a concentration w(r,s,N) of
other monomers from the same chain, in addition to a concentration cgipter(r, s, N) of
monomers from other chains. If P(r,s’, s, N) denotes a probability density of finding a

monomer with index s’ separated by a vector r from a monomer s,

w(r,s,N) = ZP(I‘, s’ s, N). (4.25)
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Figure 4.1: Schematic view for the difference dw(r,s, N) between the intra-molecular
function w® (r) for an infinite chain and the corresponding correlation function w(r, s, N)
for monomer s on a chain of length N. This difference is attributed to the contributions
to w*(r) of the monomers s < 0 and s > N that are “missing” from the finite chain.
The concentration of these missing monomers near the test monomer (i.e., near r = 0)
can be estimated using a random walk model, if s is not too near either chain end.
As the chain length is decreased from oo, chemically distant monomers from the same
chain are simply replaced by monomers from other chains, while leaving the total RDF
Gtot (T, 8, N) almost unchanged.

For small r, the concentration w(r, s, N) is dominated by monomers for which |s" — s| is
small. As a result, for monomers that are far from either chain end, w(r, s, N) depends
only weakly on chain length N and index s.

In the limit N — oo, P(r,s, s’, N) approaches a function

P>®(r,s,s') = lim P(r,s,s',N) (4.26)

N—oo
that depends only on |s — s'|. For a monomer s which is not to close either chain end,
w(r, s, N) also approaches a function

()= lim w(r,s = N/2,N) (4.27)

that is independent of s. The limiting process in Eq. is such that two ends of a

chain grow simultaneously at the same temperature and density.
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For chains with a finite length, the difference dw(r,s, N) = w™>(r) — w(r,s, N) can
be estimated as follows. First we assume that for a sufficiently large N, a infinitely long

chain and a chain of length NV have very similar conformational statistics, i.e.
P(r,s,8',N) ~ P>®(r,s,s) (4.28)

for a sufficiently large N. This implies (Fig. [4.1)

00 N
dw(r,s,N) = Z Poo(r,s,sl)—ZP(r,s,s',N)
=1

§'=—00

Q

0 o)
Y P¥(rs,s)+ Y PO(rs,s). (4.29)
s'=—o0

s'=N+1
Because As = \s’ — s| > 1 for the monomer s of interest to us, we may approximate

P>(r,s,s") by a Gaussian distribution for a continuous random walk

3 \*? 3r?
Rd(l‘, AS) = <27’[‘A8b2> exXp <_2A8b2> . (430)

In the same limit, we may also approximate sums over s’ by integrals to obtain an
analytic approximation for dwiq(r, s, N). Here and hereafter, a subscript id (for “ideal”)
is used to indicate approximations obtained using this idealized continuous random-walk
chain model.

The effective coordination number z(s, N) is sensitive only to the distribution of
monomers that lie within the range of the pair potential from a test monomer. To
characterize how the self-concentration w(r, s, V) within this small region depends upon
s and N, we consider the s- and N-dependence of the distribution dwiq(r = 0, s, N) for
a random walk, evaluated at the position r = 0 of the test monomer. The random-walk

model yields a deviation

0 00
dwig(r =0,s,N) = Z Pq4(r=0,As) + Z Pg4(r =0, As)
s'=—00 s'=N+1
3\ 70 dt 7 dt
~ 27Tb2 (t + %)3/2 (t + %)3/2
-1 N-—s

3 )3/2 2 1 1
= (= = + . (4.31)
3
<27T Plys-t N-s+d
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In approximating the discrete sums by integrals, we used

N N
S~ [ i+ (432)

s'=s
to minimize the error.
The random walk approximation clearly breaks down for s near the chain ends, as
expected on physical grounds, since Eq. (4.31) predicts a 1/4/s divergence at either
chain end.

In the next section, z(NN) will be shown to depend upon on the average value

_ 1
dw(r,N) = stzéw(r,s,N) . (4.33)
Using the above random walk model for dw(r =0, s, N) yields
7 1/6\*? 1
Sig(r =0,N) = - <7T> NiE (4.34)

in which N = Nb6/v2. The quantity vé@iq(r = 0,N) = (6/7)3/2N~1/2 is the cor-
responding volume fraction of the “missing” monomers in the vicinity of a randomly
chosen test monomer.

Note that the integral with respect to s required to calculate wiq(r = 0, N') converges,
despite the divergence of Eq. (4.31) for the integrand at both chain ends. This reflects
the fact that the average with respect to s is dominated not by the contributions of a few
monomers near the chain ends, but by those of many interior monomers. As a result, our
use of a random walk model is sufficiently accurate to correctly calculate the prefactor
of the dominant O(N~'/2) contribution to dw(r = 0,s, N). Further corrections that
arise from the breakdown of the random walk model near both chain ends are expected

to yield subdominant contributions of O(N~1).

4.3.2 Inter-molecular distribution

The value of z(IN) depends mostly on the behavior of the inter-molecular distribution
Jinter (T, 8, V) for small r, which is less than the range of the pair potential (see Eq.

(4.24)). Let us define the following limits of distribution functions:

g (r) = lim giot(r, s, N)
N—oo

gﬁﬁ;er(r) = ]\}1_1?100 ginter(ra S, N) (435)
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We make the following assumptions about how the small r behavior of distribution
functions depends on chain length in a dense melt where the polymer coil size vV Nb is

much larger than the range of the pair potential:

1. In an almost incompressible liquid, giot(r, s, V) is almost independent of both s
and N, except for monomers very close to one of the chain ends. This is what
is meant when we say that the melt is effectively “incompressible”. This implies

that
Gtot (v, 8, N) ~ goo (r) (4.36)

for all monomers except a few near the chain ends. For this to be true for all
N, however, the decrease in the intra-molecular self-concentration w(r, s, N) with
decreasing N must be exactly compensated by an increase in cgipger(r, s, N). This
implies

Cginter(ru S, N) = Cgio.r;ter(r) + 6“‘)(1'7 S N) ) (437)
where dw(r, s, N) = w™®(r) —w(r,s, N).

Corrections to assumption (4.36) can arise, even for values of s that are far from
either chain end, from contributions to gis (r, s, N) due to correlations between an
interior test monomer and an end monomer. The resulting end-effect corrections

(discussed in more detail in Sec. [4.3.3) are of order 1/N.

2. The spatial distribution around a test monomer of chemically distant monomers
from the same chain closely mimic the local distribution giyter of monomers from
other chains. We approximate it by the ¢35 .(r) for a system of infinite chains.
This implies that dw(r, s, N) of the chemically distant “missing” monomers is of
the form

dw(r, s, N) X ginter(T) (4.38)

for large N, values of s far from either chain end, and values r less than the range

of the potential.

3. The constant of proportionality in Eq. (4.38]) depends on an overall concentration
of “missing” monomers over a region larger than the range of the potential. We

assume that an average concentration of missing monomers near a test monomer
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can be obtained by using the random-walk model for the return probability dw(r =

0,s, N). More precisely,
dw(r, s, N) >~ dw;iq(0, s, N)giter (1) (4.39)
under the same conditions that Eq. (4.38)) applies.
Substituting Eq. (4.39) into Eq. (4.37), one obtains
Ginter (T, 8, N) = ginior(v) [ 1 + v0wiq(0, s, N) ] (4.40)
Using this approximation in Eq. yields
2(s,N) = 2 [1 + véwiq(0,s,N)| (4.41)
where wiq(0, s, N) is given by Eq. (4.31) and we defined
2> = C/dr Gimter(T)(bap(r) —baa(r)) . (4.42)
Averaging with respect to s yields
Z(N) =~ 2z%[14 vdwiq(0,N)]

6\*? 1

= ZOO

4.3.3 End effects

In addition to the dominant O(N~1/2) corrections to z(N) predicted above, we also
expect to find subdominant O(1/N) corrections to both y(N) and z(NN) that arise from
the perturbation of the liquid structure near chain ends.

Consider the contribution of end effects to the total correlation function g (r, s, V),
and to the corresponding integral y(s, N). Let giot(r, s, s, N) be a distribution func-
tion for pairs of monomers with specified monomer indices s and s’, defined so that
(¢/N)gtot(r, 8,8, N) is the probability per unit volume of finding any monomer with

index s’ separated by r from a test monomer with index s, and so that

CGtot (T, 5, N) thot r,s,s',N) . (4.44)
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We assume that the deviation of giot(r, s, ', N) from ¢&5 (r) (Eq. ) is dominated by
pairs of (s, s’) where one of them is near one end of the chains and the other is somewhere

in the interior of the chain. Reflecting this assumption, we express giot(r, s,s’, N) as

gt0t<r7 S, Sla N) = gto(?t(r) + 5gend(ra 8) + 5gend(r7 S/) (445)

where d¢end(r, s) is a deviation that is large only for s near 1 or N, and vanishes for
interior monomers. This functional form assumes that the correction dgenq(r,s) that
arises from s near one of the chain ends is independent of s’ when s’ is an interior
monomer, and similarly for the correction dgenq(r,s’). This approximation captures
the dominant O(N~!) corrections to gt (r, N), but ignores smaller O(NN~?2) corrections
arising from contributions in which both s and s’ are near chain ends. Substituting Eq.
(4.45) for giot(r,s,s’, N) in Eq. (4.44) yields

Grox(F,5,N) = G5 (1) + 0gena(r,5) + - dena(r) (4.46)

where

dend(r) =Y Sgena(r,s) . (4.47)

The above approximation implies that for interior monomers, giot(r,s) deviates from
955 (r) by an amount that is proportional to 1/N but independent of s. As a result,
y(s, N) is expected to be of the form

)
N) ~y>® + — 4.4
Y5 N) =y (1.45)

for interior monomers for which dgenq(r, s) = 0. We also defined

y>* = c/ drgeo (r)baa(r) (4.49)
b = c/ drdenq(r)baa(r) (4.50)

The 1/N correction to y(s, N) for interior monomers is the result of occasional close
contact between an interior test monomers and end monomers. It is further assumed
to be independent of the monomer index s of the interior test monomer. In addition,
we expect to see a much larger deviation (O(1)) from y* for the last few monomers at

either chain end.
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Similar reasoning suggests that the quantity z(s, N) for s far from either chain end
should also exhibit an O(1/N) contribution due to close contacts between the interior
test monomer and end monomers of other chains, in addition to the O(N~1/2) correction
described in Sec. [4.3.2. The same reasoning suggests that this O(1/N) correction for

interior monomers should be independent of s, implying a functional form

z2(s,N) ~ 2°[ 1+ vowiq(0,s,N) | + (4.51)

2=

in which z* and « are model-dependent parameters.
Finally, combining Eqs and yields

of

al._, = %y(N)‘FZ(N)QbAGZ)B

%y"o + Zooqugf)B [1 + U(S(Did(o, N)] + O(Nil). (4.52)

12

4.4 Comparison to simulations

In this section, comparison of the theoretical predictions to both lattice and continuum
simulations are presented. The lattice model data were obtained from the published
results by Miiller and Binder [52]. For continuum model, we conducted Monte Carlo

simulations using the model and methods described in Chapter

4.4.1 Lattice simulation

Fig. [4.2 shows a comparison of theoretical predictions to the lattice Monte Carlo results
of Miiller and Binder [52] for z(NN) for two different variants of the bond fluctuation
model. In both variants of the model, a monomer occupies 8 sites within a cubic lattice,
from which other monomers are excluded. The volume fraction of occupied sites is 50%.
The top panel of Fig. [4.2/shows results for z(V) for chains of length N = 20, 40, 80, and
160 for a model in which each monomer interacts with monomers that are located at
any of 54 neighbors. The bottom panel shows results for a model where the number of

interacting neighbors is 6, instead. We have compared both sets of data to a prediction

2(N) = 2 [1 + 5N—1/2] ++//N | (4.53)
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Figure 4.2: Lattice MC results of Miiller and Binder [52] for z(N) (symbols) vs. N~1/2
for two different variants of the bond fluctuation model. The top panel shows results
for a model in which each site interacts with monomers located on any of 54 nearby
sites, while the bottom shows results for a model in which each site can interact with
only 6 neighboring sites. In each panel, the solid line is a best fit to Eq. (4.53), using
the predicted value of § = (6/7)%2. This fit yields 2> = 2.109 and +' = 0.588 for
the model with 54 neighbors and 2> = 0.3134 and 4 = 0.310 for the model with 6
neighbors. Dashed lines show the estimated asymptote z*°[1 + BN -1/ 2], with the same
value for z°°, in order to show the predicted asymptotic slope.
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in which ( is equal to (2)3/2

7' /N term is included to account both for the 1/N contribution to Eq. (4.51) for interior

but z and 7/ are treated as adjustable parameters. The

monomers, and for contributions to the average over s arising from O(1) deviations from
z°° for monomers near either chain end.

In the absence of a prediction for the coefficient 3, Miiller and Binder fit each of
these data sets to a function z(N) = [l + B;; N /2], while treating both 2> and
Brit as adjustable parameters. This yields best fit parameters 3;; = 2.846 for 2% and
Brir = 3.330 for 20 slightly higher than the predicted value of 2.64. The quality of the
fit is approximately the same with either functional form.

Our predictions of a universal value for the asymptotic slope in these plots is consis-
tent with this data. Inclusion of the 1/N end correction is necessary to adequately fit
this data for modest values of N, however, particularly for the model with very short

range interactions.

4.4.2 Continuum simulation

In this section, the results of the Monte Carlo simulation of the bead-spring model is
presented. The simulation parameters of Egs. and (3.3) were ¢ = kT, | = o,
and k = 400ec2 The simulated chains are of length N = 16, 32, 64, 128, and 256
at a fixed monomer concentration of ¢ = 0.7073. For these parameters, we obtain an
asymptotic statistical segment length b = 1.4040 (Fig. [4.3). The value was obtained by
fitting Rﬁ /N data to a renormalized one-loop theory predictions for the corrections for
Gaussian chain scaling [23].

All simulations use a cubic L x L x L simulation cell with periodic boundary con-
ditions (Table[4.1). The methods used to facilitate the sampling of configuration space
were hybrid Monte Carlo / molecular dynamics (MC/MD) [40], reptation [44], and
double-rebridging [60] moves.

Fig. shows the distribution functions giet(r, N) and ginter(r, N) in the one-
component liquid for the simulated systems. Results for giot(r, N) for chains of different
length are indistinguishable at the scale of the main plot, but the correlation hole
in Ginter(r, N) becomes visibly deeper with increasing N. The slight dependence of

Gtot(r, N) on N is visible in the inset.
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Figure 4.3: Data of % vs. N71/2. The renormalized one-loop theory predicts the

2
corrections to Gaussian chain scaling as % = %( — 1—\/%) + O(N~1). In fitting the
data, b and the coefficient of the unknown term of order N~ were treated as free
2
parameters to yield b ~ 1.404. The asymptote is just % = %( — %)
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Figure 4.4: Intermolecular and total radial distribution functions gipger(r, N) and
Gtot (r, V) for the simulated systems. Results for g (r, N) for chains of different length
are indistinguishable in the main plot. Inset: giot(r, N) in an expanded scale, in which
the slight dependence on N is visible.
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Inter-molecular coordination number: z(s,N) and z(N)

Our continuum model for blends was presented in Sec. [3.1.1l In terms of the language
of Sec. baa(r) =bpp(r) =0, u(r) = eF(r), and bap(r) = F(r). Also, the small
parameter o can be identified with €£. Instead of calculating the integrals, z(s, V) and
z(N') were measured on the fly by calculating corresponding discrete sums.

Fig. shows our results for z(INV). To compare this data to theoretical predictions,
we have fit values of z(NN) to Eq. (4.53). The fit for all chains agrees with the data to
within our statistical errors.

Fig. [4.6 shows a corresponding comparison of theoretical predictions to simulation

results for the quantity

3N/4

% Z z(s,N) . (4.54)

s=N/4+1

Zmzd(N)

This is the average of z(s, N) over the middle half of each chain. This quantity, unlike
the average z(IN) over all monomers, excludes contributions from monomers very near
the chain ends. By using Eq. (4.51) for z(s, N), and approximating the sum over s in
Eq. (4.54) by an integral over N/4 < s < 3N/4, we obtain a predicted N-dependence

ZAN) = 2 [14 gEN 2] 4 (4.55)

in which

/
pmid = (/3 - 1) (i)g ; ~1.932 . (4.56)

The approximation of a sum over s by an integral gives rise to errors of O(N~3/2), which
lie beyond the O(1/N) accuracy of Eq. (4.51) for the summand z(s, N). Because the

Table 4.1: Simulated models of melts

N M, L LA
16 1176 29.955490 0.088
32 588  29.955490 0.108
64 294 29.955490 0.153
128 146  29.887407 0.217

256 144  37.483041 0.245
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Figure 4.5: Simulation results for z(N) (symbols) vs. N~1/2, compared to the prediction

of Eq. (4.53), using the predicted value of 8 = (6/7)3/2. A best fit to the data, shown
by the solid line, yields parameters 2> = 0.2957 and 7' = 0.3004. The dashed line is
the asymptotic line 2°°[1 + SN ~1/2], with the same values for 2> and (. Error bars are
shown, but are very small on this scale.
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Figure 4.6: Simulation results for z™?(N) (symbols) vs. N~/2  compared to the
prediction of Eq. (4.55), using Eq. (4.56) for 3. A best fit, shown by the solid
line, yields parameters 2>° = 0.2965 and ~ = 0.2405. The dashed line is the asymptote
2°[1 + N ~1/2].
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Figure 4.7: Simulation results for z(s, N) (symbols) vs. s, for s = 1,..., N/2 and chains
of length N =16,...,256, compared to the prediction of Eq. (4.51) shown by dashed
lines. Values for the two parameters 2> and ~ were taken from the fit of 2™(N) shown
in Fig. [4.6]

sum over s that defines 2™%(N) only includes interior monomers, for which we expect
Eq. (4.51) for z(s,N) to be valid, we may identify the constant « in this fit with the
constant 7 in Eq. (4.51). The prediction fits the data for all N = 16,...,256 to within
the statistical errors. A fit of the same data to z*°[1 + ﬂ}’;zdﬁ_lﬂ], in which ﬂ}’;};d is
treated as an adjustable parameter, yields a slightly worse fit, and a value 5}’}? = 2.4698
which is higher than the predicted value of ™.

Fig. 4.7 shows our simulation results for z(s, N) for monomers s = 1,..., N/2.
Results for each chain length are compared to the predictions of Eq. (4.51), shown by
dashed lines. Values for the two parameters 2> and v have been taken from the fit of
2™id(N) shown in Fig. [4.6. Agreement between this data for z(s, N) and Eq. (4.51) is
excellent for all N, and for all s except values near the chain ends, for which all analytic

approximations are expected to fail.

Total coordination number: y(s,N) and y(N)

We have also considered a quantity

y(s,N) = c/dr Got(r, 8, N)F (1) (4.57)
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that depends on the total RDF giot. For the blend model considered here, for which
baa(r), the quantity y(N) that appears in the perturbation theory actually vanishes. We
have nonetheless considered the quantity defined above as a way to test our assumptions
about the chain length dependence of gipter(r, s, N).

Fig. [4.8 shows our results for the average

5 3N/4

mid —

YN = < S (s, (458)
s=N/4+1

of the total coordination number y(s, N) over the middle half of each chain, and for
y(s,N) itself, respectively. Results for y™%(N) have been fit to a predicted form
y™4(N) = y>* +3/N, which follows immediately from Eq. (4.48) for y(s, N) for interior
monomers. Note that the fractional deviations of y™(N) from y> are much smaller
than those found for 2™ (N): For the shortest chains, with N = 16, y™(N) deviates
from > by about 1%, whereas 2™ (N) deviates from 2> by roughly 30%.

In Fig. we compare data for y(s,N) for all s and N to the functional form
predicted in Eq. (4.48) for interior monomers. Here, we have used the values of y* and
0 obtained from the fit shown in Fig. 4.8. This data clearly confirms that the small
deviations y(s, N) from y>° for interior monomers are independent of s and proportional
to 1/N, as expected if the dominant corrections to y°° arise from occasional contact of
interior monomers with end monomers. The inset to Fig. [4.9 shows the much larger

O(1) deviation of y(s, N) from y> for the last bead at each chain end.

4.5 SCFT and renormalized one-loop theory

There are good reasons to believe that a generalized form of SCFT becomes increasingly
accurate with increasing chain length, and is exact in the limit of infinitely long chains.
The strongest theoretical evidence for this hypothesis comes from investigation of cor-
rections to SCFT within the context of the renormalized one-loop theory (ROLT) [22],
as discussed below. The hypothesis that SCFT is asymptotically exact in the limit of
infinitely long chains is also consistent with the striking success of the Flory-Huggins
and (particularly) RPA theories in describing experimental data from mixtures of long

finite polymers.
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Figure 4.8: Simulation results for y™(N) (symbols) vs. 1/N. A best fit to y™¢(N) =
y>° 4+ §/N, shown by the solid line, yields parameters y>° = 4.0133 and ¢ = 0.4872.
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Figure 4.9: Simulation results for y(s, N) (symbols) vs. s for s = 1,...,N/2 and
N =16,...,256, compared to the prediction y(s, N) = y*° + 0/N (dashed lines). Values
for the parameters y* and 0 were taken from the fit shown in Fig. [4.8.
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The ROLT yields a prediction for the free energy per monomer of the form

F= bl St o T) 4 Fiy (4.59)

in which fj} is a one-loop correction to generalized Flory-Huggins theory (Note that
fi1, was used to denote a contribution to the free energy per volume in Sec. 2.3). For
symmetric models of the type considered here, the predicted correction fj; is a function

of the form
_ ksT

T NN1/2
where fl* is a dimensionless function of ¢ and x./N. Here, x. is an effective interaction
parameter that is related to A fint(¢,T") by

1 a2Afint
2kgT  0¢?

The SCF interaction free energy fint, which is required as an input to the theory, can

fi1.(6, xeN, N) Fi(#,xeN) (4.60)

Xe = — (4.61)

have an arbitrary composition dependence. To compare one-loop predictions to our
perturbation theory of symmetric mixtures, we must also allow fi,; to depend upon the

parameter « of the underlying microscopic model.

4.5.1 SCFT

Because the one-loop contribution f} is smaller than the entropy of mixing by a factor
of N=1/2 the SCF contribution fin may be identified by considering the limit N — oo
of the true free energy f. Therefore, an expansion of fiyt to first order in o may be
obtained by simply taking the limit N — oo of the corresponding first order expansion
of f, which is given in Eq.(4.16). This yields
1
Jint = fo + iayoo +az®or0p . (4.62)
An expression for the corresponding contribution A fi,; to the free energy of mixing is
given by
Afint = az®oadp . (4.63)

This result yields an expansion of effective SCF interaction parameter ., to first order

in «, as
az™

= kT

Xe (4.64)
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The fact that this expansion for x. is independent of composition is a special feature
of the expansion of this class of symmetric models to first order in a: we do not expect
it to survive any generalization to structurally asymmetric models or to higher order
in . Nothing rigorous can be said about the temperature dependence, even in this
first order expansion, because the expansion with respect to « has been carried out at
constant T, and z*° thus has an unknown dependence on T'. The coefficient z*° would
be independent of T" only in an athermal reference system, such as a lattice model with

no vacancies or a model of tangent hard spheres.

4.5.2 Renormalized one-loop theory

Both the ROLT for f and the simple perturbative expansion of f predict corrections to
the SCF free energy, as defined above, that are of order N~%/2. The ROLT is not equiv-
alent to first order perturbation theory because it predicts a correction f;} (¢, xeN, N)
that is a nonlinear function of x./N and that exhibits singular behavior near the spin-
odal. We can test the consistency of the ROLT with the microscopic perturbation
theory, however, by considering the predictions of the one-loop theory for the derivative
0 =0f/0a at a = 0, and comparing expressions for the O(N~1/2) contribution to this
coefficient.

The one-loop expression for § = Jf /0« at a = 0 can be expressed as a sum

0 afi ofs;
i — flnt flL (465)
dax a=0 dax a=0 dax a=0
The SCF contribution is simply given by
afint 1 00 00
== . 4.66
da |, AL (4.66)
The one-loop correction is of the form
O] _ x(0.0)] B8N, N) (467
Oa |- oo =0 OXe Xe=0
It is straightforward to show, by using the functional form given in Eq. (4.60), that this

correction is proportional to N~/2.

In the work by Qin and Morse [23], the first derivative of the one-loop correction
fi1, was calculated and given by
IfiL

Dx = kpTvdwig(r =0, N)padp . (4.68)

Xe:()
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Combining this with Eqgs. (4.6544.67) and Eq. for x. yields

af 1l s o
670[ 0 - §y +z ¢A¢B [1 + anld(r - 07 N)] : (469)

This is identical to the expression obtained in Secld.3| (Eq. (4.52)).

We thus conclude that the ROLT implicitly contains a correct description of the N
dependence of the correlation hole. This is enough to guarantee that the theory will
yield a very accurate description of corrections to SCFT in weakly non-ideal symmetric
blends, with x.N < 1. This is confirmed by the work by Qin and Morse [23] where
they compared published data of bond fluctuation model to the ROLT prediction. In
Chapter|6 of this thesis, more extensive simulations of both a lattice and the continuum

model are conducted to test the theory.

4.6 Conclusions

A simple physical picture has been given for how intra and inter-molecular correlation
functions vary with chain length in a polymer melt. A theory based on this picture
is in excellent agreement with computer simulation results. The structure of a one-
component melt is related by perturbation theory to the free energy of mixing in cor-
responding structurally symmetric blends. The O(N~1/2) contribution to the depth of
the intra-molecular correlation hole in the melt of finite chains leads to a slightly higher
free energy of mixing in mixtures of shorter chains. This simply reflects the fact that
monomers on shorter chains are less strongly screened from contact with other chains.
Perturbation theory may be used to estimate the SCF interaction free energy appropri-
ate for comparison of SCF theory to simulations, by identifying SCF theory with the
N — oo limit of the perturbation theory. If this prescription is used to identify SCF free
energy, the predictions of the one-loop theory for corrections to SCF theory is found
to be consistent with the perturbation theory presented here, insofar as both theories
give identical results for a O(N -1/ 2) correction to the apparent interaction parameter

in weakly non-ideal symmetric mixtures, with N < 1.



Chapter 5

Second order perturbation theory

of symmetric blends

5.1 Introduction

In this chapter, we construct a second order perturbation theory for the free energy
of structurally symmetric polymer blends. This builds directly upon the analysis of
first order perturbation theory given in Chapter [4. In both chapters, we consider a
class of models for mixtures containing two types of structurally identical polymers,
labelled 1 and 2, each containing N monomers, in which the Hamiltonian contains a
small parameter a that controls the degree of thermodynamic incompatibility. In this
chapter, we consider a class of models with a non-bonded pair interaction v12(r) between

monomers of types 1 and 2 of the form
vi2(r, ) = u(r) + ab(r) (5.1)

in which u(r) = v11(r) = ve2(r) is the interaction between chemically similar monomers.
In the limit @ = 0, the liquid structure reduces to that of a dense one-component
melt. The use of perturbation theory is motivated in part by the observation that the
critical value of a beyond which a blend will phase separate is expected to decrease with
increasing chain length as 1/N, implying that this perturbation theory should provide
a description of the one-phase region that becomes more accurate as N increases.

The free energy of mixing per monomer Af in such a mixture can be expressed as

66
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a sum
kT

Af N

> ¢ilnei+ fex (5.2)
i
in which fex — 0 as @ — 0. Expanding fex(¢1, @, N) to second order in « yields a sum

9 fex 0 fex

1
fex(¢1,, N) ~ a + = o? (5.3)
da |, 2 002 |,
in which the coefficients % and 8;53" are functions of composition ¢; and degree of

polymerization N. The usefulness of this perturbation theory arises from the fact that

these coefficients can be related to structural properties of the one-component state with

¢

a = 0, which can be “measured” in simulations of this state.

In Chapter [4) we showed that the first order contribution has a composition depen-

dence of the form
O fex
oo

=2(N)p12 . (5.4)

a=0

The coefficient z(N) is an “effective coordination number” given by

2(N) =v! /dr Ginter (T, N)b(r) (5.5)

where Ginter(r, N) is the intermolecular radial distribution function in a one-component
(a = 0) reference liquid of chains of length N, and v is the volume per monomer. The
simple composition dependence given in Eq. (5.4) was obtained by a combinatorial ar-
gument that takes advantage of the fact that the relevant expectation value is evaluated
in a state in which identical chains are assigned to species 1 and 2 at random.

The first goal of the present chapter is to derive an analogous expression for the
second derivative 02 fo, /Oa?. This is accomplished in Sec. 5.2. There, we show that
this quantity has a composition dependence of the form

0% fex -1

a2 |, = 1@7[ g(N)@id5 + h(N)prg2 ] (5.6)

and we give expressions for the coefficients h(N) and g(/N) in a form suitable for eval-
uation in a simulation of a one-component melt.

The second goal of this chapter is to clarify the relationship between the N-dependence
of the coefficients g(IV) and h(NN) and the predictions of the renormalized loop expansion.
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The renormalized loop expansion is a coarse-grained theory that predicts an expression

for the excess free energy fex as an expansion in powers of N~1/2. Here,
N = Nvb /v? (5.7)

where b is the statistical segment length of a hypothetical infinite chain and v is the
volume per monomer. The loop expansion of fex reduces in the limit N — oo to a form
consistent with self-consistent field (SCF) theory, which requires that fex depends only
upon ¢ and «. Let fint(¢1, ) denote this long chain, SCF limit of fey.

The loop expansion cannot predict the SCF excess free energy fint(é1, ), but instead
requires an expression for this function as an input. We assume here that fi,; can be
approximated for specific simulation models by an expansion in powers of « analogous

to that given above for the true fe, of the form

1

fint (91, @) = 221 ocx — m[gmtasfas% + hingd1¢2)a” (5.8)

where 2°°, gint, and hiyy are model-dependent SCF parameters. Starting from this repre-
sentation of fiyt, one can use the loop expansion to make testable predictions regarding
the N dependence of the coefficients z(N), g(N), and h(N), in which the correspond-
ing SCF parameters appear as parameters. By comparing simulation results for z(NV),
g(N), and h(N) to these predictions, we hope to both test these such predictions and
(if they can be validated) determine values for the SCF parameters for specific models.

The relationship between the first order coefficients z(IN) and 2> was established in

Chapter 4l We found there that the one-loop theory predicts an N-dependence
2(N) =21+ NV + 0N (5.9)

with a universal coefficient 8; = (6/7)3/2. We also verified that simulation results for
z(N) for two different simulation models were consistent with this prediction.

These results of Chapter |4] yield a simple prescription for estimating fint for any
structurally symmetric model as an expansion to first order in «a: one must measure
z(N) in simulations of melts with several chain lengths, and fit the results to Eq. to
obtain a value of 2*°. The resulting estimate of fex(¢, @) can then be used as an input
to the theory when comparing one-loop predictions to simulation results in systems

with a # 0. simulations of both blends and diblock copolymer melts. For simulations of
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sufficiently long chains in the one-phase region, we expect this first order estimate of fiut
to eventually become adequate, because the critical values of « falls as 1/N. For chain
lengths that we can easily simulate with a continuum bead-spring model, however, it
appears that this approximation is not quite sufficient to describe data near the critical
point of a blend or (particularly) the order-disorder transition of a diblock copolymer
melt.

The present analysis was thus motivated primarily by our desire for an analogous
prescription for calculating fint and the corresponding Flory-Huggins interaction pa-
rameter to second order in . We have been only partially successful in this regard:
Unfortunately, we find that it is necessary to analytically calculate two-loop contribu-
tion to fex, which has not yet been attempted, in order to extract values for the second

order SCF coefficients gjnt and hiye from such an analysis.

5.2 Second derivative of free energy

We consider a liquid of M; structurally identical chain molecules of length N, labelled
a=1,---,M; in a box of fixed volume V. Among these are M; homopolymers of type
1 and M; of type 2, giving fractions ¢ = % and ¢o = %, respectively.

The potential energy is a sum of intra-molecular bonding energies, which are the
same for all chains, and a non-bonded pair interaction that contains a perturbation of
the form defined in Eq. (5.1). Note that we have chosen to use a slightly less general
form for the perturbation than that considered in Chapter 4, where we also allowed
a perturbation proportional to a to be added to the vii(r) and wva(r) components.
This restriction was made to simplify the analysis. The linear perturbation in the

Hamiltonian used here may be written as a product §H = a®©, where
©=> > bRa(s) — Re(s)) . (5.10)
ael be2 s,s’

Here and hereafter, >

been assigned to type i, and R, (s) is the position of monomer s of molecule a.

uc; denotes a sum over the molecule indices of molecules that have

The first and second derivatives of free energy F' = —kpT In Z with respect to « are
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given by
OF
%l = (©) (5.11)
O*F I P 5
9|, = @(<@>_<@>) : (5.12)

The required values of the average and variance of the extensive property © could, of
course, be obtained from a simulation of a mixture with o = 0 and a fixed composition,
in which the chains are arbitrarily divided into two species, by a procedure similar to
that used to measure, e.g., the average energy and heat capacity. The virtue of the
more elaborate analysis given below is that it allows one to predict values for these
quantities as functions of composition ¢ by analyzing the results of a single simulation

of a one-component melt.

5.2.1 Composition dependence

The reference state with @« = 0 is an ideal mixture, in which the identification of
particular chains as members of species 1 or 2 is entirely random. In this state, the
composition dependence of both (6) and (©2) can be predicted by the combinatorial
reasoning. We proceed here by first obtaining exact expressions for these quantities in
a finite system, as functions of M; and Ms, and then evaluating the thermodynamic
limit.

For this purpose, it is convenient to express © as a sum

0=>>TIs , (5.13)

ael be2

where

Iy = ) ) b(Ra(s) — Ry(s')) (5.14)

is the contribution arising from interactions between molecules a and b, for a # b.
The average value (O) in a mixture with o = 0 is given by
M M

(©) = mU) ;

(5.15)

where we have defined

I= ZIab . (5.16)
a,b
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Here and hereafter, a Z;’b denotes a double sum over all values of a,b = 1,..., M;
in a liquid of unlabelled chains, excluding terms with ¢ = b. Our reasoning is as
follows: the sum (I) = Z;,b<Iab> contains M;(M; — 1) statistically equivalent terms,
each representing the interaction of a particular pair of molecules. Of these, only the
M M, terms in which a belongs to species 1 and b to species 2 contribute to (©).

The quantity (©2) can be expressed as a sum

<®2> = ZZZZ<Iabch> . (517)

ael be2 cel de2

It is convenient to divide this into contributions
(0%) = (0%)4+ (0%)3 + (©%)2 (5.18)

in which (62),, is the contribution to the sum in Eq. (5.17) in which the indices a, b, c,
and d refer to n distinct molecules, with n = 2, 3, or 4. The four molecule contribution
(©2?), is thus the sum of terms in the sum in Eq. in which a # ¢, and b # d, so
that the molecules a, b, ¢ and d are all distinct, with molecules a and ¢ of type 1 and
molecules b and d of type 2. The three chain contribution (©2)3 is given by the set of
terms with a = ¢ and b # d or with b = d and a # c¢. These all involve three distinct
molecules, one of one type and two of the other. The two chain contribution (©2) is
given by the sum of terms in which a = ¢ and b = d, which involve only two molecules,
one of each type.

To calculate the composition dependence of each of these contributions to (©2) at
a = 0, it is useful to introduce the quantities

!

Ky = > (Iala) (5.19)
a,b,c,d

!/

Ky = > (Iplu) (5.20)
a,b,d

!/

Ky = > (IZ) . (5.21)

a,b

/
Here, we use a prime over a sum of several molecule indices, such as )", ., to indicate a
Iy

sum over all values 1,..., M; of all indicated indices, while keeping only terms in which
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all of these index values (or molecules) are distinct. Straightforward combinatorial
reasoning yields

Mi(M; —1)My(M2 — 1)
My(My — 1)(My — 2)(M; — 3)
MlMQ(MQ — 1) + Mng(Ml — 1)

(@), — TRE TR TA Ks (5.23)

(©)4

Ky (5.22)

My M-

(%2 = mfﬁ (5.24)
The above expression for (82)4 can be obtained by noting that K is a sum over M;(M;—
1)(My — 2)(M; — 3) statistically equivalent choices of values for a, b, ¢, and d, of which
M (M — 1)My(Ms — 1) contribute to the expression for (©2)4, since we may make M
choices for a among molecules of type 1, M; — 1 choices for ¢, My choices for b, and
My — 1 choices for d. Similarly, Ko is a sum of M;(M; — 1) equivalent terms, of which
Mj My contribute to (82)5. In the expression for (©2)3, the first term in the numerator
represents the contribution of terms in which « is of type 1 and b and ¢ are type 2, while

the second represents contributions in which a is of type 2. The above results can be

rewritten as functions of ¢1 and ¢o, by writing M; as ¢; M;. After a bit of algebra, we

obtain:
MM, — 4)! M; —1
2 ¢ \ My 2,2 t
<@ >4 = Tt' P19 — Tg%ﬁh Ky (5-25)
M,
(©%)s+(0%)2 = o1 K5+ Ko (5.26)
L —
M,
(©) = 192 M1 (I) (5.27)
Combining all of these results, the variance in © can be written as a function of the
form
(©%) —(0)* = Goids + Hpin (5.28)
in which
_ MM - 4)! (M —2)(My —3) 119
Mt |: (Mt — 1) :|
H = —— |K3+Ky— Kq| . 5.30
M1 [T T g ) —3) (5.30)

These are exact relationships among quantities that are all defined for a system with a

finite number of chains.
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5.2.2 Thermodynamic limit

We are ultimately interested only in the thermodynamic limit, in which M; — oo while
M,;/V is held fixed. To evaluate the behavior of the above expressions in this limit, we
must first understand how the quantities Ko, K3, K4, (I) scale with M, in this limit.
Note that I, contains non-negligible contributions only from pairs of molecules a and
b that are near enough to one another to interact via the short range perturbation b(r).
This guarantees that molecules a and b in the definitions of K» and (I), and molecules a,
b and d in the definition of K3, must all remain near one another as M; — oo. This, in
turn, guarantees that Ko, K3, and (I) are all proportional to My, i.e., are all extensive.
The quantity K4, however, contains contribution from terms in which a remains near b
and ¢ remains near d, but the pairs ab and cd are arbitrarily far from one another. These
distant pairs yield a dominant contribution Ky ~ (I)2. In order for the variance of ©
to be extensive, as it must, the difference K4 — (I)? must be extensive. Our simulations
confirm that this is the case.

By considering the limit M; — oo, while assuming the M; dependence for Ko, K3,
Ky and (I) described above, we obtain limiting values

4
Mm2 (5.31)

1
H = K3+ Ky——{(I)* . .32
3+ K9 Mt<> (53)

G = Ky—(I)*+

The quantities G and H are both extensive. Note that the terms proportional to (I)?/M;
are extensive because (I) o< M.
The excess free energy per monomer can thus be expanded to second order in « as

a suim

for = AN)ordaa— oo [gNGG+ HN)dia]a® , (53)

in which we have defined intensive quantities
g(N) = G(N)/(MN) (5.34)
h(N) = H(N)/(MyN) . (5.35)

The corresponding apparent interaction parameter

1 Pfe
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which controls the magnitude of long wavelength composition fluctuations, is given by

an expression

z(N)a 1
kgT 2

2
Ya(61,0) = [ g(N) (69165 — 1)+ h(N) ] ( . ) (5.37)

kT

to the same order.

5.2.3 Alternative formulation

Egs. (5.31) and (5.32) are not a convenient starting point for the design of an analy-
sis algorithm, because straightforward algorithms to calculate the 3 and (particularly)
4 chain cluster contributions K3 and K4 can become awkward. We now put these

expressions in a more computationally convenient form. Let
=) Iy (5.38)
b#a

so that I =) I,. The following identities relate the cluster functions K», K3, and K4
to the quantities Zla,b<I3b>7 S (I2) and (I?%):

’

Z<Igb> = K

a,b
DU = D3> (avlaa)
a a  b#a d#a

<IQ> = Z Z Z Z<Iabch>

a ¢ b#ad#c
= K4+ 4K3+2K5 . (5.40)

Solving for Ky yields

Ky= (%) —4) (1) +2) (1%) . (5.41)
a a,b
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Using these identities, we obtain

G = () =4y (D) +2) (I5) —(I)°
a a,b
+ 4(I)?%/M, (5.42)
H = ) (13— (I)*/M; . (5.43)

a

This is the form we use to evaluate G and H in simulations.

The analysis algorithm that we use to calculate the quantities E;J)(Igb), S 12,
(I), and (I?) works as follows. For each microstate in a time sequence, loop over the
molecule index a, over all monomers within a, and over all inter-molecular neighbors
of these monomers. Within the code for processing one molecule, identify the molecule
b to which each neighboring monomer belongs, and accumulate an instantaneous value
of I for each molecule b # a that interacts with a via the perturbation b(r). Also
accumulate an instantaneous value for I,. At the end of the code for one molecule a,
increment variables that accumulate ensemble averages of Z;b I, and Y I2, as well
as accumulators for the ensemble average and instantaneous value of I. Increment the

ensemble average of I? outside the loop over molecules.

5.3 Relationship to renormalized loop expansion

In this section, we derive expressions for the quantities g(N) and h(N) as functions of
the parameters required as inputs to the renormalized loop expansion [26,22]. The form
of the renormalized loop expansion suggests that, for the class of symmetric models

considered here, fox is given by a function of the form

fex = fint(¢1a a) + %fend(?bla Ol) =+ %f*(qbleeNa N) (544)

Here, fint is a model-specific SCF free energy per monomer, and fe,q is an additional
excess free energy per chain due to end-group contributions. The effective interaction

parameter x. is defined by a derivative

1 aZfint
= . 4
Xe = T oksT 092 (5.45)
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The quantity f* is a universal correction to the free energy per chain that can in principle
be predicted by the loop expansion, and that vanishes in the limit of very long chains.
The loop expansion yields an expression for f* as a sum

e}

f*(¢l7XeN7N) :Z

n=1

1

N2 fa(d1,xeN) (5.46)

in which n is an index for the number of loops. Thus far, only the one-loop contribution
f{‘ has been calculated explicitly.

The first and second derivatives of fox with respect to « are

afex _ 8fint i 8fend 8X6 af*
oo O« TN O * Ja kBT@(XeN) ’ (5.47)
82fex - 82fint iazfend
da?2  da? N 0da?
Oxe_0f oxe\* _9*f
+ kT 9aZ D(x.N) + kTN ( 8&) DN (5.48)

The first and second derivatives fiy are independent of NV, as are the derivatives of fenq.
The dominant N-dependence of the contributions arising from f* can be determined by
noting that the dominant contribution to f*, the one-loop contribution, is order N —1/2,
This implies that the last term in Eq. (5.47) for 0fec/Oc is of order N —1/2 " as found in
Chapter [4. Tt also implies that the dominant contribution to 02 fox/0a?, which arises

from the last term in Eq. , will diverge as

Pfex N
02 N1/2

~ N/2 (5.49)

with increasing chain length.

In order for the composition dependence obtained from the loop expansion to match
that obtained by our exact analysis of first and second order perturbation theory, we
must assume that the expansion of each term in Eq. yields a composition depen-
dence of the same functional form. In particular, we must require that fiyt has a Taylor

expansion of the form shown in Eq. (5.8). This yields a SCF interaction parameter

Xe (1, ) ~ ZB;j - §[gint(6¢1¢2 — 1) + hint] <I<:T> (5.50)

with a composition dependence analogous to that found in Eq. for xq.
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For the same reason, we require that the end-group free energy fenq must have the

analogous form

1
fend((bla a) = Zend¢1¢2a - m[gendqb%qb% + hend(z)ld)Q]OZ2 (551)
B

in which zend, gend, and henq are another set of model dependent parameters.

5.3.1 One-loop theory

1/2 is given by the one loop

The leading order contribution to f* in powers of N~
contribution, which yields a contribution of order 1/NN 1/2 to fur. The contribution
arising from fenq is of order 1/N? for a less than a critical value of order 1/N, and so is
expected to be negligible by comparison. Here, we consider a one-loop approximation
for the free energy per monomer in which we neglect fonq, giving

Jex 2 fint + %f”‘ (5.52)
and approximate f* by the one-loop approximation f* ~ N—1/2 ff(qﬁl, XeN)

The one-loop contribution to the free energy per chain is given by an integral [23]
vN [* dq
o — —=1In (Q1 + Qo — 2302 Q 5.53
Fra [ (@ 9 - 2009 (5.53)

where the symbol [ * denotes the UV convergent part of a Fourier integral, and v =
ﬁ = ¢! is a volume per monomer. Here, Q; = c¢;Nfp(¢?Nb?/6) is the intra-
molecular correlation function and fp(x) = 2(e™® — 1+ x)/2? is the Debye function.

To calculate g(N) and h(IN), we need the first and second derivatives of f* with
respect to x.IV. The first derivative yields

OF _ _p / dq il . (5.54)
I(xeN) (2m)3 (21 + Q2 — 2x0vQ1 Q)
Setting x. = 0 and isolating the UV convergent part of this UV divergent integral yields
the result found in Chapter [4:
B

of* B
d(xeN) ‘Xa Neo N1/2 o192 (5.55)

where 1 = (6/7)%/2. Another derivative yields a UV convergent integral
f =20 [* dq Q203
I(xeN)? N (2m)% (Q1 + Qo — 2xc v Ds)?

(5.56)
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and
o2 f* 9 2/ dq 20 2712
8(X6N)2 N0 ¢1¢2 (27T)3 fD(q / )
_ _¢%¢§63/2/°° 242 2
) dz x° fp(x°)
1
_ _52¢§¢§W , (5.57)
where
16 /6>
b= (2] (T-4v2)=37814 (5.58)

By substituting these results into Eq. (5.48), we obtain an expression of the form given
in Eq. (5.6), with

N
9(N) = (%) Br75 + Gint (5.59)
h(N) = hint (5.60)

We thus obtain a dominant contribution to g(N) that diverges as g(N) oc N2, but
a dominant contribution to A(NN) that is independent of N. We show in what follows
that while the above expression for the prefactor of the N/2 contribution is correct, the
N-independent contributions to g(N) and h(N) given above are incomplete, because
N-independent contributions can also arise from a two-loop contribution to the free

energy.

5.3.2 Beyond one-loop

The one loop theory contains only the first term in an infinite expansion of f* in powers
of N=1/2. Using the full loop expansion produces expansions of g(N) and h(N) in
1/2in which the dominant contribution to g(N) is the N/2 divergence

found in Eq. :

Because second and higher-order contributions to the loop expansion have not yet

powers of N~

been calculated explicitly, we can only rely on very general arguments about their
dependence on ¢ and x./N. To say anything about the composition dependence of
Ofex /0 and 9 fey /0, we require expressions for the composition dependence of the

first and second derivatives of the coefficients f * (61, xeN) with respect to x.N. Both



79
our analysis of second order perturbation theory, and the explicit results obtained for
the one-loop contribution, suggest that these derivatives be expressed as low order

polynomials in ¢1¢2. We postulate that

af;(gbla XeN) 2%
N = Z,0192 (5.61)
O(xeN) XeN=0
52 £x N A R
oo B R T (5.62)
Xe N0

For n = 1, we obtained 2] = 31, §] = (2, and fz’{ = 0. It is straightforward to confirm
that substitution of these expressions into Eqs. (5.47) and (5.48), while using Eq. (5.50)
for the derivatives of e, yields expressions for 0f/da and 92 f/0a? with the required
composition dependence. Furthermore, it can be shown that addition of terms of higher
order in ¢1¢2 to either Eq. (5.61) or (5.62) would produce contributions to 0 fex/dc and
0? fex /O that are not consistent with the form required by the perturbation theory.
Egs. (5.61) and (5.62) thus seem to represent the most general possible composition
dependence for these derivatives.

Using the above results to expand z(IN) to O(1/N) yields an expansion of the form
that was used in Chapter 4 to fit simulation results for z(N). We find

51 1
where
Y = Zond + bZQ : (5.64)

where ¢26% = N /N. The value of the constants 2> and 7/ can, of course, be determined
by fitting simulation data to the above form. We find, however, that 4/ contains both
a model-specific end-group contribution and a universal two-loop contribution. A value
for the end-group coefficient zqnq could be obtained only if we had an analytic result for
the 23 of the two-loop contribution, which we (thus far) do not.

Expanding the coefficients g(N) and h(N) to O(N?)

g(N) =~ (= )621/2+A+0<\/1N> (5.65)

B+0O <\/1N> , (5.66)

=
2
2
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where
200 2.@*
A = gmt+(62)662 (5.67)
500 QiL*
B = hing + (62)662 (5.68)

The constants A and B can be estimated by fitting simulation data to a power series
in N2, An example of this procedure is given in the next section. Unambiguous
estimates for the SCF parameters gint and hiyt could be obtained from this fitting
procedure, however, only if we had analytic results for the coefficients g5 and ﬂ; of the

two-loop free energy.

5.4 Comparison to simulations

Hybrid Monte Carlo / Molecular Dynamics simulations of the bead-spring model (Sec-
tion [3.1.1) at & = 0 were performed to evaluate g(NN) and h(N) for several chain
lengths. These simulations allow us to test predictions of the loop expansion regarding
the asymptotic dependence of these quantities on IV for large N. In addition, simula-
tions of blends with a > 0 were conducted in semi-grand canonical ensemble to obtain
data for the variance of the overall composition, in order to test the range of validity of
a second order perturbation theory for the inverse structure factor S~!(q — 0).

All simulations used a L x L x L cubic box with periodic boundary conditions. Sim-
ulations were conducted at o« = 0 for chains of lengths N = 16, 32, 64, 128, 170, and
256 (Table5.1). Blend simulations, with o > 0, were conducted only for chain lengths
N =16, ..., 128. As in the simulations reported in Chapter [4, the overall monomer
number concentration was kept at ¢ = 0.70 3 and the parameters ¢ = kg7, | = o, and
k = 400kgT o2 were used. Thus, 2* ~ 0.2965 and b ~ 1.4040, as previously deter-
mined. All simulation used hybrid MC/MD, reptation, single rebridging, and double
rebridging MC moves as described in Chapter [3. Semi-grand canonical simulations of

blends also used a move that can change the type of a randomly chosen chain.

5.4.1 Analysis of melt simulations (« = 0)

In simulations of a one-component melt (o = 0), we evaluate the properties (I2),
S I3, Z;J)(Igb), and (I), from which we calculate g(/N) and h(N).
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In order to determine the box size needed to avoid significant finite size effects, we
first obtained data for several box sizes for chains of length N = 32. Figs. and 5.2|
show the resulting values of g and h as functions of the ratio R,/L, where R, is the
polymer radius of gyration. Much larger boxes are required to obtain accurate results
for the second order coefficients g(/N) and h(N) than those required to obtain accurate
values of the first order coefficient z(N). Based on the results of this study, and the
assumption that the magnitude of deviation from the limit L — oo is a function of the
ratio Ry/L, for all chain lengths, we chose box dimensions L ~ 10R, for further study
of all chain lengths of interest.

Figures 5.3/ and [5.4/show our results for g(IN) and h(N) for N = 16,...,256. Recall
that the loop expansion predicts an asymptotic behavior in which g(N) ~ Cv/N, with
a predicted prefactor C, and h(IN) approaches a constant in the limit N — oco. Our
data appears to be consistent with both of these predictions, though the convergence
towards the asymptotic behavior with increasing N appears to be quite slow.

The dotted line in Fig. 5.3 is an estimate of the asymptote for g(IN), of the
form Cv'N + A, in which the slope C is given by the theoretical predicted value
C = (2®)?B2(cb®)~ = 0.1716. The apparent slope of the last few points appears
to be close to the predicted value. A value of A = —1.53 for the constant in this asymp-
tote was estimated somewhat crudely by fitting values of g(NN) for the three longest
chains to an asymptotic form CvVN + A+ D / V/N.

In Fig. 5.4, the values obtained for h(NN) vary from 0.49 to 0.52, consistent with
the theoretical prediction of a constant value in the limit N — oo. The dotted line is a

simple estimate of the asymptote that was obtained fitting values for the longest three

Table 5.1: Simulated models of melts and blends

N M, L R,/L
16 1176  29.955490 0.0883
32 588  29.955490  0.108
64 912 43.687674 0.105
128 1280 61.627417  0.105
170 1474 71.003996 0.105
256 1812 87.183314 0.105
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chains to B + E/v/N, which yields B = 0.61.

Though our data for g(N) and h(N) appears to be consistent with an approach
towards the theoretically predicted asymptotic behavior, the data for our longest chains
remains somewhat far from our estimates of the asymptotes. It appears that even longer
chains would be needed to definitively test these predictions or (if they are confirmed)

to obtain very accurate estimates of the constants A and B.

5.4.2 Composition fluctuations in critical blends («a > 0)

The second order perturbation theory can also be used to calculate an inverse structure

factor in the limit of long wave length using the identity

PASf
-1 =1 -1 -
§7(0) = lim S (q) T 007

(5.69)

in which v = ¢! is a volume per monomer. For a critical blend (¢1 = 0.5), Eq. (5.69)
together with Eq. (5.2) yields

C]VSQ1(0) = 2- Xa(¢1 = 0'5)N
2
9 Nzg%o‘ + % Bg(N) + h(N)} <l<::T> . (5.70)

where xq(¢1,a) is given by Eq. (5.37). The coefficient of a2, $g(N) + h(N), as a
function of N is plotted in Fig.
The loop expansion prediction for the quantity can be obtained via Egs. (5.65) and

(5.66), giving

1 _(z2)%3 1 1
S9(N) + h(N) = Wgz\/ﬁ+ <2A+B> +0(5) - (5.71)

As with g(N) and h(N), the simulation data seem to be consistent with the N scaling
predicted by the loop expansion, approaching the asymptote 0.0858v/N — 0.153 as N
increases. The convergence towards asymptote seems slow as is expected because g(N)
and h(N) themselves showed slow convergence.

Semi-grand canonical simulations of critical blends with o # 0 were performed in

addition to measure
N2

S(0)= <

(6M}) (5.72)
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Figure 5.3: Plot of g(N) vs. +/N. The equation of the line of best fit is
0.1716v/N — 1.5326 + 9.10968/v/N. For the coefficient of v/ N term, the value pre-

dicted by loop expansion (2°°)235(cb?)~! was used. The equation for the asymptotes is
just 0.1716v/'N — 1.5326
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Figure 5.4: Plot of h(N) vs. N. The equation of the line of best fit for the last three
data points is 0.608287 — 1.36763/v/N.
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Figure 5.5: Plot of g(N) + h(N) vs. V/N. The equation of the line of best fit is

0.0858v/N — 0.153 + 3.59/v/N + 6.22/N. For the coefficient of v/ N term, the value
predicted by loop expansion (2°°)23;(2¢b%) ! was used. The equation for the asymptote
is just 0.0858vN — 0.153.

where V' is a volume of the system and 0M; = My — (M;). The obtained data can be
directly compared against the predictions of the perturbation theory as functions of «
(Eq. (5.70))). The plots in Figure[5.6/show the accuracy of the second order perturbation
theory predictions. For N=64 and N=128, the agreement is good up to about 50% of
critical value of a (Appendix F). The agreement shown in the data for N=32 system
should be taken as an accident based on the observed trend of the predictions by the
perturbation theory, i.e. it deviates upward from the data for the shortest chain length

and downward for the longest chain.

5.5 Conclusions

In this chapter, a second order perturbation theory of polymer blends was developed
in an attempt to obtain the second order correction to the FH parameter x.. First,
we obtained microscopic expressions for the first and second derivatives of free energy
with respect to a small parameter « in canonical ensemble. This allowed us to obtain a
perturbative expansion of free energy of mixing Af up to second order in a.

Predictions for the N-dependence of the coefficients g(N) and h(N) of order a?
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were obtained by calculating these coefficients within the framework of the general loop
expansion of free energy. This theory predicts that the coefficient g(N) should diverge as
VN in the limit of long chains, with a known coefficient, but that h(NN') should approach
a constant as N — oo. The data obtained from continuum Monte Carlo simulations
were found to be consistent with this asymptotic behavior, although the longest chain
length (IV = 256) appeared to remain somewhat far from the estimated asymptote.

Our study of second order perturbation theory was originally motivated by the hope
that, by examining the NV dependence of the coefficients g(N) and h(N) in the expansion
of the total free energy, we could extract values for the coefficients gi,; and hiyt in the
corresponding expansion of the SCF interaction free energy. We found, however, that it
was impossible by this method to distinguish between the desired terms in an expansion
of the SCF free energy and contributions of a universal two-loop contribution to the
free energy that has not yet been calculated. To obtain precise results for the SCF
parameters giny and hiy, it appears that we will need to first complete a theoretical
analysis of the two-loop free energy, and perhaps also obtain data for longer chains.

We also examined the range of values of a over which a perturbation theory remains
accurate, by comparing simulation data for S~!(0) at a > 0 to predictions obtained
from a second order perturbation theory in which the coefficients were measured in
simulations at a = 0. The expansion to second order in o was found to fit the data

rather well most of the way to the critical point.



Chapter 6

Simulation of composition

fluctuations in polymer blends

6.1 Introduction

The self consistent field theory (SCFT) for inhomogeneous polymer liquids, or the Flory-
Huggins (FH) theory which is the homogeneous limit of SCFT, is the standard theo-
retical framework for understanding the thermodynamics of polymeric liquids [11}12].
It has been believed that these type of phenomenological theories become exact in the
limit of very long polymers [61,62,22]. The random phase approximation (RPA) for
composition fluctuations obtained by using SCEFT to calculate the susceptibility of a
polymeric liquid is also supposed to become increasingly accurate in the limit N — oo
where N denotes a degree of polymerization.

This belief is based mainly on two kinds of evidence, the first of which is the success
of FH theory and RPA theories in describing experimental data [8,63,64,65]. The other
basis of the belief comes from coarse grained theories of fluctuations that attempt to
correct SCFT [21,18,19,22] . In those theories, the fluctuation correction to SCEFT free
energy is found to be of order 1/v/N smaller than entropy of mixing, implying that
SCFT becomes exact in the hypothetical limit of infinitely long chain systems.

A natural question is then how one can identify deviations from the RPA for sys-
tems of chains of finite lengths and how well the theories of fluctuations describe the

deviations, which are supposed to be rather small. This is different from previously
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raised questions regarding the validity of the assumption of the RPA, i.e. the radius of
gyration remains unperturbed and one can use the unperturbed single chain structure
factor in the RPA [14,66]. To quantify small deviations, however, one needs an accu-
rate estimate of the FH interaction parameter y. Unfortunately, fitting experimental or
simulation data to the RPA expression to estimate x makes this quantification difficult.
That is because in the procedure, the RPA is used to fit the outcome of experiments,
as opposed to predicting them and comparing with actual measurements. In Chapter
[4] we proposed a way of estimating FH interaction parameter x for a class of models
of symmetric polymer blends. The idea was to apply a thermodynamic perturbation
theory to the models and extrapolate the resulting free energy to the limit N — oo.
The resulting free energy is then used to obtain the FH interaction parameter y. The
perturbation theory was also shown to justify the reason why some modified FH theo-
ries [52,53,54], where the original lattice coordination number is replaced by an effective
coordination number, are more accurate than the original FH theory.

In this chapter, the results of extensive Monte Carlo (MC) simulations will be pre-
sented to test the predictions of a renormalized one-loop theory of blends [22,23]. In
addition, two related problems will be investigated in some detail, the first of which is
the issue of how to find a correction to the estimation of the FH x parameter proposed
in Chapter /4. There, we obtained an estimation of x to first order in & which controlled
the incompatibility of two monomer species in blends. This problem was the main focus
of Chapter [5 and there, we found it was not possible without an analytic result of a
two-loop contribution to free energy. The approach to obtain a correction to second
order in « here is to utilize composition fluctuations data of model blends and try to fit
the data to the predictions of a general loop expansion [26,22], of which the one-loop
contribution is the first term. The other problem concerns the universality of coarse
grained models of polymer [27/28] and a numerical test of the feasibility of the premise

will be attempted.

6.2 Background

We consider a system of volume V' that contains M; homopolymer chains of type 1

and My chains of type 2 at temperature T. In the simulations presented here, the two
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types of polymer are structurally identical, and contain the same number of monomers
per chain, N = N; = Ny. Let v = NLMt be the average volume per monomer, and
¢; = M; /M, be the fraction of monomers (or chains) of type i, where M; = M; + My is
the total number of chains.

Correlations in polymer mixtures can be characterized by the structure factor

Sii(q) = / dr (5c;(x)5e;(0))ei™ (6.1)

where dc¢;(r) = ¢;(r) — (¢i(r)) is a deviation in the concentration of monomers of type 4
from its ensemble average at point r. In the idealized limit of effectively incompressible

mixture, the matrix S;;(q) may be characterized by a scalar function S(q) = Si1(q) =

S22(q) = —S12(q) In the same limit, the low-wavenumber limit of the scalar S(q),
S(0) = limg—0S(q), is related to the free energy of mixing per monomer Af by the
identity
v OPAf
STH0) = — 6.2

where the derivative with respect to ¢, is evaluated at fixed volume, fixed M;, and fixed
temperature.

In the simulations presented here, we extract a value for S~1(0) from the fluctuations
in the overall number of chains of each type in semi-grand canonical ensemble, in which
My = My + M> is held constant, but M; and M> can be changed by moves that can
change one type of chain into the other. In this ensemble, we may calculate S;;(0) =
V=L [ dr [dr'(6c;(r)dcj(r')) by noting that [ dre;(r) = M;N. This yields a correlation
function S(0) = 511(0) = S22(0) = —S12(0), for which

N2

S(0) = =

(6M?) (6.3)

where 0M; = M; — (M;). In this ensemble, this operational definition of S(0) actu-
ally satisfies Eq. exactly in the thermodynamic limit, notwithstanding the slight
compressibility of any real liquid.

It is convenient to express the free energy of mixing per monomer Af as a sum

Af = kBTZ%lnqﬁi + fex (6.4)
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where ¢ =1 or 2 is a species index, and fox is an excess free energy per monomer. Using

this expression for Af in Eq. (6.2), we obtain

1
S7H0) =v [ -2 } 6.5
where x, is an “apparent” interaction parameter defined as
1 9% fex
= — . 6.6
Xe = T 02 (6.6)

The simplest approximation for Af that we consider here is a generalized form of
FH theory [7]. This approximation assumes that fex for a given potential is equal to

some function

fex = fint(¢17T) (67)

of composition and temperature alone, but that fex is independent of chain length V.

We refer to the postulated function fint(¢1,7") in what follows as a self-consistent field

(SCF) interaction free energy. In this FH approximation, x, is approximated by an

“effective” interaction parameter

1 P
2kgT O¢?

Xe = (6.8)

that is also independent of chain length by assumption, but that can depend upon the

interaction potential, temperature, and composition.

6.2.1 Perturbation theory

In all simulations presented here, the two species of chain are structurally identical
chains of the same length, Ny = N,. A nonzero excess free energy exists only because
the non-bonded pair interaction between unlike monomers (1-2 pairs) differs from the
interaction between like monomers (1-1 and 2-2 pairs) by an amount proportional to a
small parameter o. The model that we use here is thus of exactly the type considered
in Chapters [4land [5, in which we developed a perturbation theory for such models and
the excess free energy was expanded in powers of « at constant temperature. Here, as
in the perturbation theory, we use o as a control parameter, and simulate systems over
a range of values of a at a constant temperature. We then compare results obtained for

several chain lengths, and for two different polymer models.
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The first order perturbation theory developed in Chapter 4] yields an expansion of

fex to first order in « of the form
fox ~ az(N)g1a + O(a?) . (6.9)

The quantity z(/NV) is a measure of the number of inter-molecular contacts per monomer

in a one-component reference liquid, with o = 0. This “effective coordination number”

depends slightly on chain length N, but approaches a model-dependent limiting value
[e.e]

2* in the limit N — co. We have predicted and confirmed by simulation that z(INV)

varies with chain length as

/

2(N) = 2 (1 + %) + % , (6.10)
where 31 = (6/ 71')% is a universal constant, while 2°° and ' are model-dependent con-
stants, and N = Nb5/v? is an invariant degree of polymerization.

An expansion of y,(¢1,a) at fixed temperature to first order in «, using Eqgs. (6.6)
and (6.9), is given by x4 =~ 2(N)a/kpT + O(a?). We argued in Chapter [4 that, when
comparing results of simulations of such symmetric models to a generalized FH theory,
a corresponding first order approximation for the underlying SCF parameter x.(¢1, «)
could be obtained by simply taking the N — oo limit of this approximation for y,.
That is, we assume that x.(¢1, @) can also be approximated by an expansion in powers
of «, in which the first term is simply x. ~ 2*°a/kgT In what follows, we will use the

notation
2
kT

to refer to this simple first-order approximation for ye.

Xel = (6.11)

6.2.2 Renormalized loop expansion

The renormalized one-loop theory (ROLT) [22,23] is a coarse grained theory of polymeric
liquids that predicts small corrections to FH theory. It is based on an analysis of a
coarse-grained model with pairwise additive pair interactions. As in the perturbation
theory discussed above, the 1-2 pair interaction is assumed to differ from the 1-1 or 2-2
interaction by an amount that is controlled by a small parameter. In our presentation

of the coarse-grained model, this parameter was referred to as a “bare” interaction
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parameter, denoted by xg. Unlike the perturbation theory, the validity of the one-loop
theory is not restricted to very small values of the control parameter xg or c.

Straightforward power counting arguments given in Refs. [26] and [22] strongly sug-
gest that the one-loop theory is only the first term within a systematic loop expansion
of corrections to SCFT, in which the magnitude of these corrections is controlled by a

/2 The structure of the theory strongly suggests that the constant

small parameter N~
temperature excess free energy per monomer fox(p1, @, N) of symmetric blends of the

type considered here may be well approximated as a sum of the following form:

fex:fint(¢1aa)+%fend(qf)laa)+kBTTf*(d)1aXeN)N) . (612)

Here, fint is a model-dependent SCF free energy energy of the sort postulated in Eq.
(6.7), which is assumed to be independent of N, and fenq is a model-dependent free
energy per chain arising from end-group contributions. f* is a universal correction to
SCF free energy per chain that can, in principle, be predicted order by order in a loop

expansion as
oo

f*(gblaXeN?N) :Z

n=1

ahi (6 xeN) (6.13)

in which n is an index for the number of loops. Here, x. is a function of ¢; and « alone
that is related to fins by Eq. (6.8).

From our simulations, we can obtain a value for the apparent interaction parameter
Xq defined in Eq. (6.6). The expression postulated above for the excess free energy

yields a corresponding expression for y, in symmetric blends at constant 7" of the form:

0(o1, 1 -
Xa((bl,a,N):Xe(¢1,a)+(gii])‘f‘NX*((?leeNvN) 5 (6.14)
where
1 62fend
§ = — 6.15
T 067 (6.15)
1 82f*
L= — 6.16
Our analysis of the loop expansion suggests the existence of an expansion of x* of the
form
_ 1
X (@1, xe N, N) = Z WX:(¢17X6N) ; (6.17)

n=1
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where we have defined .
1 9%f:

- N)=——
X (@1, Xe V) 2ksT 047

(6.18)

Only the one-loop (n = 1) contribution to x* has thus far been calculated [23].

In the remainder of this chapter, we attempt to test the extent to which the values
of S71(0) and y, measured in simulations of symmetric models of polymer mixtures at
¢1 = 1/2 are consistent with the functional form postulated in Eq. (6.14).

6.2.3 Ordering in powers of N~1/2

As the first step in the analysis of our simulation results, we plot and compare results for
M or XoN at ¢ = 1/2 as functions of x¢1 N, where xe1 = 2°a/kpT. A simple
RPA theory with xe = Xxe1 predicts that results from different chain lengths should
collapse in this representation. To understand the sources of the slight dependence on
N, it is useful to expand contributions to x,/N, expressed as a function of y.1V, as a
series in powers of N~1/2,

Here, we construct an expansion that retains all contributions to x4V of order N~!
or larger, or contributions to y, of order N=2 or larger. The starting point for this
analysis is an expansion of Eq. in which we approximate y. and /N by Taylor
series in «, and approximate x* by a loop expansion. To truncate the expansions of y.
and 0 at the required order, we note that a ~ 1/N at x.N ~ 1, and that J appears
multiplied by an explicit factor of 1/N in Eq. (6.14). To retain only contributions to

Xe and §/N of order N=2 or larger, we must thus approximate

Xe(@) =~ 2%a+ za? (6.19)

3
£
2

wa . (6.20)

The approximation for x. to second order in « will be referred to as x.2. Here and
hereafter, because we are interested only in analyzing data taken a fixed composition
¢1 = 1/2, we suppress the dependence of quantities such as zo(¢1) and w(¢2) upon
¢1, and treat them for this purpose as constants. Also we set kg1 = 1 for notational
convenience. Note that an accurate value of the coefficient 2°° can be obtained for any
model of interest by the procedure discussed in Chapter [4, but that the coeflicients

2y and w are unknown. To approximate f* to O(N~!), we must retain the one and
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two-loop contributions to f*, giving an approximation

X = RN + B 0eN) (6.21)
in which y. is approximated by Eq. (6.19). Here, we have again suppressed all depen-
dence on ¢;.

Using these approximations for x., d, and f*, we can now order contributions to
XaNN, for o of O(1/N), in powers of N~%/2, The dominant O(1) contribution to x,N
is given by xe1/N. The one-loop contribution to f* yields a contribution to x,/N of
O(N~1/2). The quadratic contribution za? to xe, the linear contribution wa to &, and
the two loop contribution to f* yield contributions to x,N of order N1

The predicted ordering can be made more explicit by rewriting or approximating
each term in the expansion of x,/N as an explicit function of x.1 N = 2*°aN. Expanding
the difference

Néx1 = xaN — xea N (6.22)

as a function of y.1 to O(N™!) yields

1.
Nox1 =~ Tﬁxl(xelN )
1 | w 29
t N | XalN + Gap (a)’ (6.23)

1 ~ %
+ ﬁX2(X€1N}

The terms on the right hand side of the second line were obtained by rewriting « as
Xe1/71 in the expansions of x.(«) and d(«). Further corrections that arise from our
replacement of x.(a) by xe1 in X7 and x5 are of O(N~3/2) or smaller, and so can be
neglected to this order.

The above analysis suggests the following graphical construction. After collecting
data xq(a, N) for each model, for several different chain lengths, we plot values of the
quantity N'/2Né§y; for all N together as a function of y.1N. If the above theory is
correct, values of this quantity for different chain lengths should almost collapse in this
representation, and should approach the known function X3 (xe1 V) in the limit N — oo,

with systematic differences that scale as N~1/2 for sufficiently long chains.
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6.2.4 Overview of analysis

In the remainder of this chapter, we test the consistency of our data with the above
analysis in three steps, which are presented in Secs. (6.4, and [6.6, respectively.

The first step, which is presented in Sec. 6.4 is simply to plot results for N/2N§y,
vs. Xe1N for all chain lengths of both models, as described in Sec. [6.2.3]

The second step, presented in section [6.5, is an attempt to explicitly fit our results
for the bead-spring model for four different chain lengths to the model given in Eq.
(6.12). More precisely, we will use Egs. (6.19) and (6.20) as approximations for x.(«)
and §(«) while x* will be approximated by Eq. (6.21). In this fit, we use the known
value z*° and the theoretically predicted form of the one-loop correction xi(x.N), but
allow the coefficients z2, w and (notably) the entire function x5(x.N) to vary so as to
minimize the error of a simultaneous fit to data from several chain lengths.

In the final step of our analysis, we attempt to test directly whether our data for
two different models is consistent with any model of the form given in Eq. (6.12), which
postulates that the difference x4 N — xeN — § is a universal function of y.N and N.

The procedure we have devised to test this, and the results, are discussed in Sec. [6.6.

6.3 Models and simulation methods

Monte Carlo simulations of both a continuum bead-spring model (BSM) and the bond
fluctuation lattice model (BFM) of polymer blends have been conducted. Both these
two models and the methods used to simulate them were described in Chapter [3 in
detail.

Four different chain lengths were studied for each model. All simulations for each
model were conducted at a single temperature over a range of values of a perturbation
theory parameter a. All simulations presented in this chapter were conducted in a
constant volume cubic unit cell with periodic boundary conditions, using a semi-grand
canonical ensemble with equal chemical potentials for both species, so that (¢1) = 1/2
on average. Also, Eq. (6.3) was used to calculate values of S~1(0).

The main quantity of interest for the purpose of testing the ROLT is S~1(0). There-
fore, its system size dependence was first investigated taking N = 32 as a representative

system. It was found that for the BSM, the finite size effect was negligible up to
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Xe1lN ~ 1.8 when L ~ 10R,; where R, is a radius of gyration. For the BFM, it was
found that L ~ 10R, was large enough for x.1 NV < 1.7.

6.3.1 BSM

All of our simulations of the bead-spring model, we use the same potential energy pa-
rameters (¢ = kg7, | = 0, and x = 400¢/0?) and the same total number concentration
(c = 0.7073) as those used in our previous studies of the first and second order pertur-
bation theory for this model. We have simulated blends containing chains of lengths
N = 16,32,64, and 128. An effective coordination number of z°>° = 0.2965 and an
infinite chain statistical segment length b = 1.4040 were reported in Chapter 4.

For chain conformation sampling, we used a hybrid Monte Carlo/molecular dynamics
move, reptation, and a variant of configurational bias double rebridging move, as in our
previous simulations of melts with a = 0. To simulate blends, we introduced a semi-
grand canonical move that attempts to change the type of all of the monomers of a
randomly chosen chain.

The relative weight of the moves was such that 2 out of 5 attempted moves were
semi-grand moves, and the runs were designed so as to spend comparable amounts of

computer time on each of the other types of move.

6.3.2 BFM

For the BFM, the volume fraction of monomers of type i is given by ¢; = 8NM;/L3,
where L is measured in units of the unit cell length in the underlying simple cubic
lattice. The factor 8 is a result of the fact that in this model, each monomer occupies 8
corners of an elementary cube of this cubic lattice. We set the volume fraction of empty
sites ¢, at 0.5, which previous workers have argued corresponds to a dense melt [67].
The chain lengths chosen for simulations are N=10, 20, 39, and 78. continuum model.
For this model, we obtained the parameters 2> and b from Refs. [34] and [68], giving
2z &~ 4.2 and b~ 3.244.

We used a combination of random monomer displacements and reptation moves
to sample chain conformations, in addition to a move that can change the type of an

entire chain. Each MC sweep consisted of: 1 random displacement per monomer, 3
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reptation moves per chain, and 0.25 semi grand moves per chain. The code that we
used for simulations of the BFM was graciously provided by Dr. Marcus Miiller at the
University of Gottingen.

6.4 Results

In this section, we present the results of measurements of S~1(0) using both models.

Here, all results are plotted vs. x.1/N, where xe1 = 2« is a first order approximation

for xe(o).

6.4.1 BSM

Fig. /6.1 shows the normalized inverse scattering intensity S~!(0) as a function of 1 IV
for N = 16,32,64, and 128. As can be seen, the data gradually approaches the pre-
diction of the RPA with x, = x. as N increases. The predictions of a self-consistent
renormalized one-loop theory prediction is shown for N = 32 as a representative example
of the agreement between theory and simulation.

Fig. [6.1 also shows the extrapolated critical behavior of S(0) in an infinite system
near the critical point, as a series of dashed lines. Each of these lines represents an
approximation of the form S=1(0) = A[(xe1N)e — (xe1N)]?, with v = 1.24. The critical
parameter value (x.1/NV). was obtained by a standard finite size scaling analysis [69]
similar to that of Deutsch and Binder [41], which is discussed in Appendix F. The
critical amplitude A for each chain length was estimated by adjusting it such that the
line goes through the data point closest to the critical point.

Figure 6.2/ shows the corresponding results for the plot of VNN (Xa — Xe1) VS. Xe1 [NV
for the BSM. The solid line is the prediction of the one-loop theory. The fact that
data from different chain lengths nearly collapse in this representation confirms that
the dominant contribution to N (x4 — Xe1) is indeed proportional to 1/ V'N. We sce that
the one-loop theory also provides a reasonable approximation for y, — X1 for this model.
The agreement is particularly good small values of x.1/N, but a systematic deviations
from the one-loop theory are apparent at intermediate values of x.1 /N > 1, where the
data for the longest chain lengths falls above the one-loop theory.

As explained in Ref. [23], the fact that y, is slightly larger y.; for relatively low
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Figure 6.1: Plot of —=—— vs. X1V for the BSM for four different chain lengths.

The line labelled RPA is 2 — x.1/V, which is the RPA prediction for a system with
Xe = Xe1- In addition to simulation data, asymptotic critical behavior for each chain
length, extrapolated to an infinite system, is shown by a dotted line.
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values of ye1 NV is the result of a subtle dependence of the depth of the correlation hole
upon chain length. That is, for a system of finite chain, z(N) is larger than z°° because
a monomer of a finite chain is more exposed to monomers from other chains than a
monomer of an infinitely long chain. Near the critical point, however, this correlation
hole effect gets cancelled by the effects of long-wavelength composition fluctuations,

which tend to reduce x,.

6.4.2 BFM

Figs. [6.3 and [6.4] shows corresponding data for %_1(0) and VNN dx1, respectively,
for the bond fluctuation lattice model. In Fig. [6.4, data for four different chain lengths
collapse almost perfectly, indicating that Ny, is almost exactly proportional to N~1/2.
As also found for the BSM, agreement with the one-loop theory is excellent for small
values of xe1/V, and less so when x.1N > 1. In this representation, results of the BFM
are noticeably different from from those obtained with the BSM, and lie much further

from the one-loop prediction.

6.5 Testing the loop expansion

To test the loop expansion more quantitatively, we have fitted our data for the bead-
spring model simulations to the truncated expansion described in Sec. [6.2.3. We have
constructed a simultaneous fit of the data for four chain length N =16,32, 64, and
128 to the Eq. (6.14), while using Egs. (6.19) and (6.20) for x.(«) and d(«) and
expansion (6.21) for x*(xe(a)N). That is, we model the simulation data with the

following equation:

1 ., 1,
XalN =~ Xe2N + wa + WX1(X62N) + ﬁX2(X62N) (6.24)

2. In this fit, we use the known value of 2, but treat the

where xeo = z%¥a + 2o«
coefficients zy and w as fitting coefficients. We also use the theoretical prediction for
the one-loop function x7j(x.N), since this is known, but allow the unknown two-loop

contribution \3(xV) to vary to fit the data. Specifically, we approximate x5(x.V) at
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¢1 = 1/2 by a power series

kmax
5 (xeN) = ar(xeN)". (6.25)
k=1
in which the coefficients a1, ..., ax,,, are treated as fitting coefficients. We have used

kmax = 7 because this was found to yield an adequate representation of the required
function. Despite the fact that we allow the entire function x5(x./N) to vary so as to
optimize the fit, the model still strongly constrains the data because: (1) we test the
ability of the theory to simultaneously fit data for several chain lengths while using
the same values for all parameters and, (2) the theory predicts both the dominant one-
loop correction to the simplest RPA and the N-dependence of the smaller two-loop
correction.

Some information from our analyses of first and second order perturbation theory
has also been used to constrain the fit. We showed in Chapter[5|that the loop expansion
predicts first and second derivatives of x,(a) of the form (Egs. (5.63) and (5.71))

OXa o~ (6/m)3/ 7' —3/2
ol z (1 + Wi + N + O(N~77)
9%Xa 3.7814(2>®)2 N 12
~ 33 - 5 Vi +7+O(N/%) . (6.26)

In the model we consider here, v and 7 are given by

r 2%
ry - w + C2b6 CLl (627)
Pres 2
T = =2 <22 + (021)23a2> (628)

where a; and ay are coefficients in expansion (6.25). In the previous two chapters, we
have fit data for the first and second derivatives of the free energy of this model to
corresponding functions of N, and thereby obtained values 7' ~ 0.3004 and 7 ~ —0.153.
We have fitted the data for blends subject to constraints imposed by Egs. (6.27) and
(6.28). By this procedure, we constrain our fit to data for x, at a > 0 to be consistent
with our earlier analysis of first and second order perturbation theory coefficients for

this model.
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We have implemented a simple procedure (based on a random walk in parameter

space) to minimize the quantity
M= ZZ ([xaN](e, N) — y(a, N; 20, w, {az}))* (6.29)
N «

subject to constraints (6.27) and (6.28), where

cNS~10)

[XaN](O"N)EQ_ 9

(6.30)

is value y,/N measured in a simulation for a particular value of @ and N, and where
y(a, N z9,w, {ay}) is the corresponding value predicted by the renormalized loop theory
(Eq. (6.24)). The double summation in Eq. (6.29) is over all N = 16,...,128 and all
values of a at which S~!(0) was measured.

Interestingly, we found that it is possible to obtain a rather good fit of this model
to the BSM data, but that the parameters required to obtain a good fit are not unique:
It is possible to obtain almost equally good fits over a range of values of the parameter
zo and w within which the optimized function x3(x.N) changes substantially. Figure
[6.5 shows several different fits, each of which was obtained by constraining the value of
7z and minimizing the figure of merit with respect to the other parameters. Table 6.1/
shows the resulting values of the figure of merit M obtained by this procedure. Though
M does have a minimum, it varies rather little over a significant range of different
values of zp. Fig. (6.6) shows plots of the function x5(x./N) that were obtained by
this optimization procedure for different values of z,. Here, we see that the function x5
changes substantially over the same range of values of zs.

The fact that this fit is not unique means that it cannot be used to determine

precise values for the constants zo and w. We believe that this is closely related to

Table 6.1: 29 vs. figure of merit (Eq. ) and true 2

29 Figure of merit true x*
0.1974 0.245 1696
0.085 0.200 1217

0.05 0.189 1094

-0.439 0.239 2177
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N=16, 32, 64, and 128. Each data point has an error bar smaller than the size of a
symbol. The fit lines for N=16 and 32 do not go through all the data points because
the last few points were excluded in the optimization.
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Figure 6.7: \/ﬁ(XaN — Xe1N) vs. Xe1 for the BSM. This representation of data and fit
shows the difference more clearly.

our conclusion in Chapter [5 that it will be impossible to determine values for these
quantities by examining the N dependence of data for the first and second derivatives
of the free energy with respect to « at a = 0 until we have an analytic prediction for the
two-loop correction. We suspect that the problem is that the fit is sensitive to the values
of the constants 7/ and 7 that appear in Eqgs. (6.27) and (6.28), but rather insensitive
to changes in w and a1 or 29 and as that leave 4’ and 7 unchanged. As in our analysis of
second order perturbation theory, we conclude that we would need analytic prediction
of X5(xeN) to determine precise values of zp and w.

Figs. and[6.8/show two slightly different representations of the fit obtained using
zo = 0.05. Both of these representations show differences between the fit and the data
more clearly than in Fig. (6.5). In Fig. (6.8)), xe2 = 2°a + 2202 denotes the quadratic
approximation for x.(a) given in Eq. (6.19), using the chosen value of zs.

A similar fit of the data for the BEM model (not shown here) led to similar conclu-
sions. Because we have not analyzed second derivatives of the free energy for the BFM,
we did not impose constraint (6.28) in this fit.

We conclude that our simulation data are consistent with the proposed model, but
that a fit to this model does not yet allow us to determine accurate values for all of the

parameters in the model.
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6.6 Testing universality

An implicit assumption behind the use of any coarse grained model of a polymer liquid
can be stated as follows: the behavior at length scales much larger than a monomer
scale is assumed to be universal, independent of many microscopic details.

Eq. (6.14) suggests that y,N can be expressed, for any model of a symmetric
polymer blend with ¢; = 1/2, as the sum of a universal function of x.N and N plus a
non-universal end-group contribution ¢ that is different for different models. To simplify
the discussion, consider an idealized situation in which this end-group contribution can
be ignored, either because it is negligible, or because we find a way to approximately
correct for it. To further simplify matters, we restrict ourselves to the case of structurally
symmetric polymer blends with ¢; = 1/2. In this case, the loop expansion suggests we

could express x,/N as a function
XalV = h(X6N7 N) (6'31)

where

h(xeN,N) = xeN + x*(xeN, N) . (6.32)

is a function that is believed to be the same for all such models, though the relationship

between the parameter x. and microscopic parameters is different in each model.
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When comparing values of x. in different models, we must remember that the def-
inition of Y. is somewhat arbitrary, because one can always redefine a “monomer” by
grouping together two or more primary repeat units, while also redefining . so as to

“monomer” is

leave the product y.N unchanged. Furthermore, after a definition of a
chosen for each model, chains with the same value of N generally have different values
of N in different models, because the ratio N/N = ¢2b5 differs in different models. To
avoid having to keep track of a dependence on both N and N, it is useful to define a
quantity

Xe = XeN/N | (6.33)

such that YN = xeNV.

Consider a comparison of results from two models a and b, such as the BSM and
BFM, in which the free energy of mixing in model a is controlled by a microscopic
parameter X, and in model b by a parameter X;. Let Y. be given for models a and b

by functions F,(X,) and Fy(X}), respectively, such that
Xe = Fo(Xa) = Fp(Xp) . (6.34)

For simplicity, we assume that Fy,(F,) and Fj(X}3) are monotonic functions, and denote
the inverse mappings by F, ! and Fb_l, defined such that X, = F, ! o F,(X,) and
Xy, = Fb_1 o Fp(Xp). Here and hereafter, we use the symbol o to denote functional

composition, so that Fy o Fy(Xp) = F,(Fp(Xp)). We also define a mapping
Q(Xp) = F, ' o Fy(Xs) (6.35)

that maps each value of the microscopic parameter X3 for model b onto a corresponding
value of microscopic parameter X, for model a, such that X, and X; yield the same
value of Ye.

Imagine that we had data for x,/N vs. X, or X} from simulations of both models for
several matched pairs of systems, such that each pair contains two systems simulated
with models a and b at the same value of N, using different values of N. Eq. (6.31)
implies that the data from each such pair of systems would overlap in a plot of x,IN
vs. Xe[N. Unfortunately, we cannot construct this plot unless we know the functions
F,(X,) and Fy(X}) for both models, which we do not. Eq. also implies, however,

that the data for y,/NV from a pair of simulations of models a and b with matched values
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of N should overlap if both sets of data are plotted versus any variable M (Y.)N, where
M(Xe) is any mapping (i.e., function) of y.. Consider, specifically, the plots obtained
by plotting both sets of data for x,/N vs. the variable X,N. For model a, this simply
yields a plot of x,N vs. X,N. For model B, this yields a plot of xoN vs. Q(Xp)N,
where @ is the mapping defined in Eq. (6.35).

This argument implies that, if y, N is indeed given by a universal function h(x.N, N),
in the sense discussed above, then it should be possible to construct a mapping X, =
Q(X}) such that, given data from pairs of systems with matched values of N, each
plot of xoN vs. Q(Xp)N constructed using data from model b should overlap with a
corresponding plot of x4 N vs. X,N using data from model a at the same value of N.
This statement is not trivial because it requires that the same mapping Q(X3) collapse
the data for all values of N. One could thus imagine choosing Q(X}) so as to perfectly
overlap data obtained from one pair of systems with matched values of N, and then test
the consistency with Eq. by determining how well the resulting mapping collapses
the data obtained from several other matched pairs with other values of N. Note that
this test cannot, by itself, tell us anything about how the postulated function h(x.N, N)
depends upon x.N and N. It simply tests whether data from two different models is
compatible or incompatible with the hypothesized existence of such a function.

As already noted, Eq. (6.31) ignores end-group contributions to x4V, which are
given by model-dependent function §(«). If we allow for such contributions, Eq. (6.14)
predicts only that the difference

YN = 6(a) = h(xcN, N) (6.36)

is given by a universal function h. Ideally, we would thus like to be able to construct
approximations for §(«) for two models of interest, and then apply the analysis described
above to the difference y,/N — §. If we assume that § can be approximated to the
required accuracy by Eq. (6.20), then we only need a value for the coefficient w for each
model. We showed in Chapters [4] and [5 that one can estimate the related coefficient
v, given in Eq. (6.27), by fitting the N-dependence of z(IN), but that it is impossible
to infer a value for w from this fit without a theoretical prediction for the coefficient
a1 = 0%3/00¢eN) | n—o:

In order to compensate for non-universal end-group effects as much as possible,
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however, we have chosen to consider a quantity
U=xoN—~a . (6.37)

To evaluate this quantity, a value of v/ must be determined from a fit of the N-
dependence of z(N) for each model of interest. By using the expansion of x,N to
O(N~Y), and Eq. (6.27) for «/, it is straightforward to show that U may be approxi-

mated to the same order by a sum

Xi(xeN)
U ~ YN 4 XXt
VN
1. 20
+ = [(XeN) = xeN e 6.38
N 2( ) a(XeN) o N=0 ( )

In this the expansion, the subtraction of 7/« has removed all dependence on the model-
dependent coefficient w. To this order, the only difference between the expansions of U
and xo/N — 0 is the second term in the last line of Eq. (6.38). Unlike w, this new term
is universal function of x.NN and N. We thus conclude that U can be approximated to
this order by a universal function
N XelV af(;
U=~h(xeN,N) — N 900N v

(6.39)

of xeN and N, albeit a slightly different one than the function h(x.N, N) = xoN — &
in which we were originally interested. Finally, we note that the above test of the
universality of the data obtained from two models can be applied to any quantity that
we expect to be a universal function of x.N and NN, and so can just as well be applied
to U as to xoN — d.

We apply the above ideas to our data as follows. We take U as the universal quantity
of interest, take the BSM as model a and BFM as model b and attempt to find a mapping
Q@ that, as nearly as possible, collapses data for U from both models at equal values
of N. For this purpose, we use control parameters X, and X, given by the linear
approximations for x. in these two models, so that X, = xB™ and X, = xBFM. We

approximate mapping X, = Q(X3) by a low order polynomial

kmax

Q%) = 30> Cuxt (6.40)
¢ k=1
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with C = 1, using kmax = 2 or 3. The coefficients Cy and (sometimes) C are treated as
fitting parameters. The prefactor of N, /N, is the ratio of the degrees of polymerization
for chains of model b (BFM) and a (BSM) with the same value of N. We include this
prefactor and set C; = 1 as a matter of convention, to guarantee that N,Q(Xp) = Np X
at low values of «, so that corresponding states yield corresponding values of x.1/N. We

determine optimal values C for k£ > 1 by minimizing the quantity

S5 (00X, N) - Ua(Q(Xe), N))* (6.41)

N Xp
where Uy (X, N) represents a value of U evaluated with model b at specified values of
Xy and N, and similarly for U,(X,, N). Because the values of N and X, used in the
BSM simulations do not match those used in the BFM simulations, we have used the fit
to our BSM data that was developed in Sec. 6.5, with z9 = 0.05, to interpolate values
of xoN to chain lengths and values of X, that corresponding to the values of N and
F, for which data was taken in the BFM simulations (these correspond to interpolated
chain lengths N = 12.13, 24.26, 47.30, and 94.61 in the BSM). The sum over values of
N and X, is thus a sum over values for which we took data for the BEM.

As with plots of x,/V, differences between the models can be seen most easily by
plotting values of the difference U — x.1 N rather than U. Figure 6.9 shows values for
U — xe1N for both models, in which the discrete data points are results obtained for
the BFM (model b) and the lines are a fit to the data for the BSM (model a), where the
data for the BSM is plotted at the same set of values of N as those for which data was
taken for the BFM. Figs. [6.10 and [6.11]show the results of our attempt to collapse the
results for the BFM (model b) and BSM (model a) plotted vs. the variable X,N used
for BSM in Fig. [6.9. Fig. [6.10 was obtained using a quadratic fit to Q(X}p) (kmax = 2),
for which we obtain an optimal value C = 1.895. Fig. was obtained using a cubic
fit (kmax = 2), for which we obtain Cy = 1.479 and C3 = 5.399. Both plots show values
of U — XyN, vs. XN, in which we have used values of X, = Q(X}) to plot the BFM
data on this scale.

The cubic polynomial approximation for Q(Xp3) yields an extremely good data col-
lapse. This analysis thus confirms that it is possible to describe the data for U from

both models in terms of a single universal function of two variables y.N and N.
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Figure 6.9: Plots of U — xc1 N vs. xe1 N for both models, before any attempt to collapse
the data. Lines represent the results of the fit to the data for the BSM interpolated to
values of IV that correspond to the values of N at which data was taken for the BFM.
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Figure 6.10: Values of U — X N, vs. XN, for both models, in which values of X, for
the BFM (discrete points) are given by the mapping X, = Q(X}), using a quadratic
approximation for Q(Xp) (kmax = 2).
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Figure 6.11: Values of U — XN, vs. X N, for both models, in which values of X,
for the BFM (discrete points) are given by the mapping X, = Q(X}), using a cubic
polynomial approximation for Q(Xp) (kmax = 3).

6.7 Conclusions

In this chapter, there were three main goals we attempted to achieve. The first was
a quantitative test of the prediction of the renormalized one-loop theory (ROLT) for
blends. To reduce ambiguity in comparison, an accurate FH interaction parameter x
(denoted by x.) was needed and obtained by taking the limit N — oo of a perturbative
expansion of free energy of blends. This allowed x. to be expressed as a series in powers
of small parameter o proportional to the incompatibility between two monomer species.

For the comparison between the theory and simulations, first we used the leading
order term only, defined as y.1 = 2°°«a. By measuring collective composition fluctuations
characterized by S~!(q — 0) using two coarse grained models of polymers, it was found
that the ROLT of blends accurately describes the correlation effects for relatively small
values of xe1IN. For larger x.1 N, it was shown that a non-universal end effect and
non-linear terms in the expansion of y. start to affect the data as well as higher order
loop contributions.

Next, knowing the importance of the non-linear terms in . for large values of «,
we sought to obtain the next order correction zza? to y.. In Chapter [5, we found

that it was not possible without knowing both first and second derivative of two-loop
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contribution to free energy, f; (xeN), at xeN = 0. Instead, composition fluctuation
data were utilized and a simple data fitting was tried to match them with a prediction
involving 2z, an end-group contribution, and the two-loop contribution x3, all of which
were unknown and treated as fitting parameters. We found that the posed optimization
problem had multiple solutions that fit the data almost equally well. We were thus able
to confirm that the data for the BSM appears to consistent with the known predictions
of the loop expansion, but unable to refine the first-order perturbation theory estimates
of the SCF free energy and interaction parameter that we gave in Chapter 4.

Finally, we conducted a test on the universality of the two coarse grained models
of polymer chosen for the study. We showed that for a quantity which is a function of
XeN and N (in other words, a physical property of the blend at the length scale similar
or lager than a polymer), it should be possible that data of one model can be put on
top of those of the other by an appropriate transformation of a microscopic parameter
of the former. We tested this idea taking BSM as a reference model and attempted to
bring BFM data onto BSM data, taking U (Eq. (6.37)) as a target universal function.
A single mapping was able to collapse data for four different chain lengths. We were
thereby able to show the data for these two models are at least compatible with the
existence of a universal theory for corrections to the RPA of the form postulated here.

All the analyses conducted suggest that the renormalized loop theory of correlation
is consistent with simulation data of coarse grained models. Also, the two models
used in this study did exhibit consistency in their collective composition fluctuation,
supporting the universality assumption of coarse grained models in scales similar or

larger than chain dimension.



Chapter 7
Summary

The main findings in this thesis were presented in Chapters |4, 5] and[6.

In Chapter/4, we developed a perturbation theory of symmetric blends to first order
in a small parameter « that controls the incompatibility between two monomer species.
We considered a class of lattice and continuum models and for both, we found the
free energy of mixing can be written in the original Flory-Huggins (FH) form except
that a lattice coordination number was replaced by an effective coordination number
z(N'), which properly accounts for local liquid structure. A simple random walk model
for an effective incompressible melt predicted that for a finite N, z(N) is larger than
z(N — o0) by a fractional amount of order O(N~/2). This model was found to fit
simulation data very well. Lastly, we proposed a way to obtain the FH parameter y by
extrapolating the perturbation theory to the limit N — oo.

In Chapter 5, the perturbation theory of previous chapter was extended to second
order in . The main motivation was to obtain an accurate estimation of the FH
parameter x to second order in «. Microscopic expression for the second derivative
of free energy per monomer was derived, providing a way to measure the quantity
in a simulation. Next a general loop expansion was used to predict the chain length
dependence of the second derivative. It allowed us to identify the parameters that are
required to obtain the second order correction to the FH parameter y. The results of
a bead-spring model simulation agreed with the prediction of the loop expansion for N
dependence. However, it was not possible to obtain the parameters due to lack of an

analytical prediction for a two loop contribution to free energy.
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There were three goals in Chapter 6l First, using the prescription to obtain the
FH parameter x proposed in Chapter[4, we compared the predictions of a renormalized
one loop theory to simulations of two coarse grained models of symmetric blends at the
critical composition. We found the theory accurately describe collective composition
fluctuations and quantitative agreement between theory and simulations was good for
relatively small values of y/N. Second, we attempted to obtain the second order correc-
tion to the FH parameter y by utilizing the composition fluctuation data. We tried to
fit the data using the prediction of the loop expansion and found that they are consis-
tent with the theory. However, this method was unable to find a unique solution to the
problem. Lastly, we conducted a simple test on the universality assumption of coarse
grained models. Properties of polymer liquids at length scale much larger than a size
of monomer should not be so sensitive to the microscopic details of a given model. We
showed that for such quantities, one can bring data from two different models together
by a mapping procedure. The mapping was attempted using a lattice model and a

continuum model and we obtained results which supported the hypothesis.
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Appendix A

One loop approximation for

correlation free energy

There are at least two ways to derive the one loop free energy [22,26]. The first one
is the Edwards auxiliary field formalism where the partition function of the system
is transformed into a functional integral over complex chemical potential field and its
fluctuation around the saddle point value is approximated by a Gaussian distribution.
The other is through a fictitious charging process where the interaction between polymer
chains are turned on gradually, which will be described in this section.

We start with the interaction energy of the same form as Eq. (2.7), but introduce a

charging parameter n that takes a value between 0 and 1, i.e.
Uint = ZZ/dr/dr' Uij(r —')ei(r)e; () . (A.1)
Zh]

With some intra chain potential energy Ugpain, the configurational part of the partition

function is given by
Z — /dr e_ﬂ(Uchain+Uint) , (AQ)

where [dI' is an integral over distinct micro-states and the Helmholtz free energy of
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the system is fF = —In Z. Taking a derivative of F' with respect to n, one gets

6£ — _5—11872
on Z On
1 oU;
— _ 1—‘ _B(Uchain'i'Uint) int
Z/d c on
_ <8Uint>
on
1
= 2Z/dr/alr’ Uij(r — ') {ci(r)c;(x')). (A.3)
1,J
For a homogeneous liquid, the number density can be written as ¢;(r) = ¢; + d¢;(r).
Therefore,
oF

(9777 = ;Z/dr/dr’ Uij(r — 1) [Cicj + <5Ci(1")5cj(r,)>]

|4 - 1
= 3 Z Usjcic; + 5 Z / dr / dr' Ujj(r —r')S;j(r —1') (A.4)
2% 2%

where we defined U;; = [drU;j(r). Using the inverse Fourier transforms of U;;(r) =

i (;?)3 e~ U;5(q) and Si;(r) = [ (;?)3 e~ S;:(q), the second term of Eq. (A.4)

can be rewritten

ZZ/dr Usj(r)Si;(r)
- 33 [y Ot 25 Sla) [ etasen
- ZZ [ o Ot [ aat Sy0a0a
=Z;A%@%@m

The first line of the above equation results from the translational invariance of the

(2m)3
dq' Sij a+d)

system and in the last line, 1 was used as an extra argument for gij(q; 7)) to indicate the
quantity depends on it. Also fq was introduced as a short hand notation for [ (;Tq)g.

Integrating both sides of Eq. with respect to n from 0 to 1 yields
F(n=1) - F(n=0)

V- vt G
_QZUijcicj+2// dn Tr [U(q)S(a;n)]
W a0

(A.6)
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where F'(n = 1) is the free energy of the fully interacting chains and F'(n = 0) is the
free energy of the corresponding non interacting chains. One loop approximation for
correlation free energy (Eq. (2.37)) is obtained by using the RPA for the structure factor
(Eq. (2.26])) with the Gaussian random walk model for the single chain statistics. Then,
S = © where Q was defined by its matrix elements Eq. (2.38) and the integration
over 7] can be carried out as follows.

1
dn Tr [U(Q ! +90)7

1
dn Tr [UI+7Q0)1Q]

/0 dn Tr [O(Q)S(qin)] =

1

dn Tr [(1+n00)100] (A7)

S— S— — —

1
o - -
dna—nln[det‘l—i—nQUH
= In[det|I + QU]

In the above derivation, a property of matrix valued functions was used, i.e. if Y = Y (n)
is a square matrix valued function,

187Y}

9 [det/¥]] = Tr Y- o

o (A.8)

Substituting Eq. (A.7) in Eq.(A.6)), the free energy per volume f = F/V becomes

F I 1 0T
“J

besides the trivial Flory-Huggins ideal entropy of mixing term fig (Eq. (2.35)) and free
energy density of non interacting chains. The first and the second term are identified
with Eq. and Eq. (2.37), respectively.



Appendix B

Detailed balance and convergence

toward equilibrium

Here, we establish the fact that the detailed balance condition will drive Pj(t = 0) to
Pleq. The discussion presented is based on the work by Young [70]. As a measure of
convergence, let us define a quantity G(t)

G(t) = Zp}qm@) — Py
l

-y ;eqm%) — 2R P{+ (P
l
— ZPI§§§>_1>0 (B.1)
l

l
The difference between G(t + 1) and G(t) can be written as,

AG = Gt+1)—-G(t)
B Pt +1) PA(t)
= Z ! P _ zl: ]zjleq

l

PP, P2
STt o 3.2)
m n Pleq ]Dleq

l,mn l

In the last line, the time argument has been suppressed and Eq. (3.11) was used for
P(t+ 1). Furthermore, using detailed balance condition Eq. (3.13),

PP, P, P,
Z [wm_,lwn_,l;leqn} = Z [wlﬁmwl_)nPfQﬁ} (B.S)
l,m,n Il,m,n
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Py ry
Dp = D Umipi
— Py — P

P2

- Zwl*mﬂe(I(Pﬁl‘?)
lm

P 2

- S v (7

Im,n
1 e (P 1 e ((Po)?
= 5 Zwl—wnwl—m-Pl ﬁ],q +§ Zwl—m’bwl—vn-Pl Pﬁq
ly,m,n l,m,n
(B.4)

Combining Eq. (B.3) and Eq. (B.4) to write AG gives us

1 oo ([ Pm Po\?
AG = —5 Z wlémwl_,npl q <Pﬁf _ Pﬁq> < 0. (B.5)

I,m,n

This demonstrates that P;(t) will approach Pleq arbitrarily close as time progresses. One
necessary condition which is usually not addressed explicitly is ergodicity assumption
that the system at hand should be able to visit all the states given sufficient amount of

time.



Appendix C

Calculation of error in observable

In the course of a simulation, instantaneous values of a system property such as energy
per monomer or an order parameter are recorded at a fixed interval. At the end of
the simulation, the data are used to estimate the true mean value of the observable by
forming an arithmetic average. To be precise, assume we record values of a quantity y
at some interval to form a sequence {y(1),y(2),---,y(Ns)} (Ns observations in total).

The unbiased estimator of true mean (y) is the sample mean

N
Z (C.1)

One would be interested in knowing the uncertainty or error in this estimated value.

As a measure of the error, we will take ((0%)?) where 67 = 7 — (y). Then,

((69)°) = ) - ®?

1 &
= 2 2 W) - )
5§ j=1
1 &
= W2 Z — (7] (C.2)

%,]
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If y is a stationary process, (y(i)y(j)) = (y(i — j)y(0)) and

(09" = y(i —5)y(0)) — (1)’
(i — ), (C.3)

0
N
7 2l
w2

in which we defined F(7) = (y(7)y(0)) — (y)?, which is an even function of 7. The

double sum of F(i — j) can be expressed as

Ny Ny—1
D FGi-j4) = Y F(rn(r)
ij=1 T=—Ns+1

Ns—1

0)+2 Y F(r)n(r), (C.4)
=1

where n(7) = Ng— 7 is the multiplicity of F'(7). Now we make an assumption that F'(7)

goes to 0 fast such that we can set

Ns—1 Ng—1
Y F(r)(Ns—7)~ N, ¥ F(r) (C.5)
=1 =1

Combining Egs (C.3), (C.4) and (C.5), we obtain

1 Ns—1
((69)%) = N2 + 2N Z F(
S T=1
Ne—1
£(0) — F(7)
= 142 C.6
N |22 Fo (C6)
F(0) is the true variance (y%) — (y)? and its unbiased estimator is known to be st\fjlaz
where O‘Z = y2 — 72 is the sample variance. The final expression for the error becomes
No—l 1 F(r)
((69)%) ~ 1+2 Z 0] (C.7)
In practice, % is also replaced by a normalized autocorrelation function measured

during a simulation. Eq. (C.7) reduces to the well known expression o7 /(N; — 1) in
case all measured y’s are statistically independent. The reported error or uncertainty
is +1/((69)2). The derived expressions are also consistent with the result obtained by
Miiller-Krumbhaar and Binder [71].



Appendix D

Second order perturbation theory

in other ensembles

In this appendix, we present an alternative derivation of the second order perturbation
theory. Here we construct a second order perturbation theory in a semi-grand ensemble,
and then recover results for a canonical ensemble. The advantage of considering a
semigrand ensemble is that probability arguments are particularly simple in a semigrand
ensemble with @ = 0, since each molecule can be either type 1 or 2 at random. The
disadvantage is that the second derivative with respect to a turns out to be different in
semi-grand and canonical ensembles, forcing us to go through a second step to obtain
the desired result for canonical ensemble.

Let Z; and Z. represent the semi-grand and canonical partition functions, respec-
tively, for a system with a total of M; molecules. They are related by the following
relation (Eq. (3.26) of Section 3.3)

My
Zo(po) = > M Z(My,0) (D.1)
M;=0
where p is the chemical potential difference between a chain of type 1 and a chain of
type 2.
Our immediate goal is to develop expressions for the first and second derivatives of

free energy F' = —1In Z with respect to « in the limit @ = 0 in both ensembles. Egs.

(5.11) and (5.12) hold in either ensemble, if Z is interpreted as the appropriate partition
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function, where derivatives of Z; and expectation values are evaluated at constant p in
semi-grand ensemble, while derivatives of Z. and expectation values are evaluated at

constant M7 in canonical ensemble.

D.1 Semi grand canonical ensemble

When working in semi-grand ensemble at @ = 0, we can take advantage of the fact in
this case that each molecule may be chosen to be of type 1 or 2 at random, independently

of choices made for others. The quantity © may be expressed in this ensemble as a sum

0 = ;;Iab(falsz-i-fwfbl)

I -
= 3 > Igpfialad) (D.2)
a,b
where we have defined

fi2(a,b) = farfoo + fa2fn (D.3)

for a # b, and where f,; is a boolean variable that is 1 if molecule «a is of type ¢ and
zero otherwise. The prime on the top of a summation symbol means that the sum is
taken over all the molecules whose indices are distinct, e.g. over all a # b, including
both ¢ > b and a < b. To evaluate averages in semi-grand ensemble at a = 0, we
simply assume that variable f,; for molecule a is chosen to be 1 with probability ¢; and
0 with probability 1 — ¢;. That is, we substitute ¢; for either f,; or fi; at the end of any
calculation. Note also that the boolean variable satisfies fu;fa; = 0ijfai- In the limit
o — 0 of interest, we therefore obtain

/

> Lab(far for + fazfor))
a,b

= D {a)drgs - (D.4)

a,b

For (©?), we have

!/ !/

(©%) = 1 303 Unplea) ol ) is(e. d) (D5)

a,b c,d
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The terms in Eq. (D.5) can be divided into three categories, i.e. terms with all the

indices distinct, terms with three out of four distinct and the rest. The result is

©) = 1 3 (alafiola, D) frale, )
a,b,c,d

+ 4x i Z<Iablad>f12(aab)le(avd)

a,b,d
+ 25 0 Uialos b (D.6)

The factor 4 in the second line is because there are four possibilities for choosing three
distinctive indices, i.e. a = ¢ which is shown and ¢ = d,b = ¢, and b = d. The factor
2 in the third line comes from two possibilities, i.e. a = ¢,b = d which is shown and
a =d,b=c Using fsifsj = 0ijfai and setting fo; = fri = ¢; for random labelling
yields,

/

(©%) = > (Laplea) (d192)?
a,b,c,d (D7)

!/

/!
| D aag) + D (I2) | ¢16
a,b,d a,b

The term multiplied by ¢1¢2 in Eq. (D.7) can be written as,

!/

> aplaa) + D I3 => > Uaplaa)
a,b

a,b,d a  b#a d#a

=) (D-8)

where we defined
I, = ZIab . (D.9)
b#a
Using the following identity,

/ /

<12> = Z Z<Iab[cd>

a,b c,d
/ / /
= > (aplea) +4 Y (Taplaa) +2 (I2) (D.10)
a,b,c,d a,b,d a,b
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Z;,b,c,d<IabICd> can be written as,

!/

Z <Iabch>

a,b,c,d

I /
= (%) =4 (Iaplaa) =2 (I5)
a,b,d a,b

/

/ /
= (%) =4 | > (Taplaa) + D> (I2%) | +2) (I3)
a,b,d a,b a,b

= (%) =4 (1) +2) (I%). (D.11)
a a,b

Substituting Eq. (D.8) and Eq. (D.11) into Eq. (D.7) yields the desired expression for

(©2). Combining all the results, the variance in © can be written as

(0%) — (0)” = G¢i¢5 + Hepr6a (D.12)
where we have defined
Ge=(I?) —4) (1) +2) (1) —(I)? (D.13)
a a,b
Hy = (I2) (D.14)

!/
I=> I,=> Iy (D.15)
a a,b

The subscript of s is used to denote semi-grand ensemble, because we find that the
variance of © has the same form, but with different coefficients, in semi-grand and

canonical ensemble.

D.2 Canonical ensemble via Legendre transformation

The simplest way to obtain corresponding results for the derivatives of the canonical
free energy —1In Z, is to calculate In Z, from In Z; by Legendre transformation [72]. For

a sufficiently large system

InZ.(M1,a) =InZs(p, o) — uM; (D.16)



132

where (in semi-grand ensemble) M; denotes (M;). These quantities obey the usual

identities
M, — 0ln Zg(p, a)
O
0ln Z (M, a)
- J D.17
p oM, (D.17)
Taking a derivative of both sides of Eq. (D.16) with respect to « yields
0lnZ,. _ OlnZs(p, ) — uMy]
oo |y Jda My
Jln Z 0lnZgs| Oup ou
— el B
(ol u o |, Oafyy,  Oafyn
Jln Zj
= D.18
| (D.18)

Thus, the same result for first derivatives is obtained in either ensemble. Taking a

derivative with respect to o again yields

9%1n Z, B 0%1n Z, 0?In Zy(u, @) @
da? |, da? |, dadp oy,
VA OMi| Op (D.19)
N Do . Oa |, Oaly, ’

The first term on the right hand side of Eq. (D.19) calculated at o = 0 is the quantity
that we evaluated in semi-grand ensemble. To evaluate the additional terms, we may

use the 1st order perturbative expansion of the canonical free energy:

~InZ.=M; Y ¢ilngi + aM;Nz(N)g1¢ + O(c?) (D.20)

, Where

2(N) = {I)/(M,N) (D.21)

is the effective coordination number. Taking a derivative with respect to M; at fixed

M, yields the equation of state

p=1n(¢1/¢2) + aNz(N)(¢2 — ¢1) + O(e?) . (D.22)
Differentiating with respect to « at fixed M; (or fixed ¢;) yields

o

= NN (62— 1) (D.23)
My
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Implicit differentiation of Eq. (D.22) with respect to « at fixed p yields

1 1] 0¢1
O0=|—+—| —| +Nz(N — , D.24
G ) e Ve ) (D.21)
or
M
88 1 M, %
o |, oo u
= —M;Nz(N)(p2 — ¢p1)b102 (D.25)
where 8(%1 is understood to be the value of the derivative calculated at o = 0.
o

Combining results, using an identity (¢ — ¢2)? = 1 — 4¢1 9, yields

1 9*InZ 1 9*Inz,
MyN 9o |y, MN 0da% |,
+ N22(N)p1¢2(4616 — 1) (D.26)

for the corresponding intensive property. It is worth noting that the correction term
qualitatively changes the result, since the correction increases linearly with N for N > 1,
while the quantity on the left hand side increases as /N for large N, which will be shown
in Sec. 5.3

The final result for second order perturbation theory in canonical ensemble is thus

9%InZ,

o = Gep1¢3 + Heproho (D.27)

My

where

2
I

(%) =4 (1) +2) (I3) —(I)?
a a,b
+ 4I)?/M, (D.28)
He = ) (I2)—(D)*/M; . (D-29)

a
These results agree with those obtained in Chapter [5 by working directly in canonical
ensemble.

Figure [D.1] shows how differently the second derivative of free energy behaves as
a function of composition of species 1 in the two ensembles. The curve for canonical
ensemble (red line) was obtained by using Eqs. (D.28) and (D.29) in Eq. (D.27). On
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Figure D.1: Plot of % vS. ¢1.

the other hand, Eqs. (D.13) and (D.14) together with Eq. (D.12) yield the curve for
semi grand canonical ensemble (blue line). To check the validity of the derivations given
for G(N) and H(N), additional direct measurements in canonical ensemble were done,

which are shown as circles with error bars smaller than the size of a symbol.



Appendix E

Histogram reweighting method

Histogram reweighting method [73,74,41] allows one to extrapolate the simulation re-
sults obtained at a specific value of parameter such as temperature to nearby parameter
values. The basic idea is to construct an approximate density of states of the model from
raw simulation data. If a simulation done at only one parameter is used, the method
is called single histogram method. On the other hand, in multi histogram reweighting
method, multiple simulations done at different parameters are combined to give more

accurate estimation of the density of states of model.

E.1 Single histogram reweighting method

In the semi grand canonical ensemble discussed in Sec. [3.3] the partition function was
defined as (Eq. (3.22)),

NMAp

M, B
Loo(Bam = [ anr [aper e O E),
— M,

The probability density of the system having energy E and order parameter M is given
by

NMAp

Paau(B,M) = L5, e’z e PPT(M, E) (E.1)

It is possible, however, to obtain an estimate of the probability during a simulation by
making a histogram Hga,(E, M). Let N be the total number of pairs E, M observed.
Then, we can approximate Eq. with Hg au(E, M)/N, or

T(M, E) ~ N~ Hp p, (B, M) Lsc(8, Ap)e P77 P (E.2)
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A density of states is a quantity independent of simulation parameters § and Ap.

Therefore, estimated f‘(M , E) can be used to approximate a partition function and a

probability distribution at some parameters other than the ones at which the simulation
was done.

To apply the method to a problem where a chemical mismatch parameter £ is in the

pair potential energy as in the model we study, it needs to be modified slightly from

its original form [53]. The total potential energy of the model polymer blend can be

written as
E = Ubond + Unonbond
AA BB AB
Usond + > _vaa(rig) + Y _vps(ri) + > vap(rij)

1<j i<j 1<j
AA,BB AB

= Upna+ » €F(rij) + Y el +&F(ry)

i<j i<j
= FEy+£&06 (E.3)

where Efg}, for example, is a sum over all A monomer pairs without double counting.

Also two quantities were defined in the last line as

AA,AB,BB
Ey = Unate Y. F(ry), (E.4)
1<j
AB
O = > F(ry). (E.5)

1<j
The semi grand partition function can be written as

NMAp

M ~
Lsa(B, A, &) = / dM / dE, / de P72 e PEHEOID (M, Ey, ©) (E.6)
— M,

To extrapolate to nearby (8, Ay/, &), a histogram Hg a,¢(M, Ep, ©) has to be con-

structed during a simulation. The approximate density of states is given by
D(M, By, 0) ~ N Hy ae (M, By, ©)Ls(8, Ap, )™ P72 M E0t0) - (m.7)

where N is again the total number of observed triplets (M, Ey,©). In the following,
subscript (5, Au, §) will be omitted and prime will be used to imply quantities at param-
eters (', Ap/, &) for notational simplicity. With Eq. , the semi grand canonical
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partition function at (8', Ap’, &) can be expressed as
Lsa =~ NlcSG/dM/dEo/d@ H(M, Ey,0)
w B AW —BAR) T —(6-F)Eo—(B'E' O (E.8)

The probability density of (M, Ey, ©) with the new parameters is

/(0. By, ©) ~ H(M, Ey, ©)elB' A =BAW 3% —(8-5) Eo— (58’ ~B)© |
T [dM [dE, [de H(M, EO,@)e(ﬁ’Au’fﬁAu)¥*(ﬁ*ﬁ’)%*(ﬁ’&’*ﬁ&)@
(E.9)

Note that the unknown Lgg was canceled out because it was present both on the
numerator and the denominator.

For the study conducted in this thesis where models of symmetric blend are simulated
at a fixed temperature, we can further simplify the results because Ay =0 and 5 = .
That is,

H(M, Ey,©)e PE-00

P'(M,Ey,0) ~ . E.10
(M, Eo, ©) [dM [dE, [ d© H(M, Ey, ©)eAE—6® (E-10)
Defining H(M, ©) = [ dEy H(M, Ey, ©), we finally obtain
P'(M,0) — / dEyP'(M, Ey, ©)
—B('—£)©
H(M,0)e (B.11)

[dM [d6 H(M,0)efE-86"

The main use of this method is to obtain the ensemble average of the order parameter
M as a smooth function of £, especially near the critical point. Because £ is coupled to

the quantity ©, however, it is necessary to keep complete two dimensional histogram of
(M,0).
E.2 Multiple histogram reweighting method

The basic idea in using multiple histograms is to get the best estimate of the density

of states by combining them with proper weights. Since Ey of the reference state with



138
¢ = 0 is irrelevant in formulating the method, we can rewrite Eq. (E.6) as

NMAp

Lsc(B,Ap,§) = /dM/dEo/d® P2 e PEHEOID (M, By, ©)

- / dM / 4O P ePOT (M, ©), (E.12)

with T'(M,0) = [ dEo['(M, Ey,©). The density of states as a function of M and ©
can be related to the histogram H (M, ©) using the approximation

NMAp

NTYH(M,0) =~ L} 2 e #OT (M, 0)

or,

NMAp

T(M,0)~ N Lsq e P2 %OH(M,0) (E.13)

Now imagine multiple simulations are done at s different sets of parameters (3;, Au;, &)

with ¢ =1,2,--- ,s. Each simulation will yield its own approximate density of states
- NMAp; 5 0
Ti(M,0) = N7 'Ly e P2 ePiti® Hy(M, ©). (E.14)

The natural next step would be to combine all of the estimates to form the best estimate
of the density of states as
S
T'(M,0) ~ > wi(M,0)r(M,e) (E.15)
i=1
It turns out that one can find out w;(M, ©) by minimizing an error in I'(M, ©) caused
by errors in H;(M,©) [75,41] to get

(1+27) " H;(M,0)T; (M, 0)

wi(M, @) = =1 s
25:1(1 + ZTi)ilHi(Mv @)Fz (M7 @)

(E.16)

where 7; is the autocorrelation time of both M and © during a simulation with ith set of
parameters. In practice, the results do not depend severely on them [41]. Substituting
the optimal weights w;(M, ©) into Eq. (E.15) yields the best estimate of the density of
states

o (1+27)" H,(M,0)
S (1+2m)~1H;(M, )1 (M, 0)
X(M,0)

= Y016 (E.17)

[(M,0) =~
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P(m;E) P(m;£) for N=64, L=34.674930 ——

Figure E.1: The probability density of the normalized order parameter m = % at

various values of £&. The simulated blend was a system with M; = 456 and N = 64 at
<MW/:> = 0.5. Four histograms were generated at £ = 0.107,0.108,0.109, and 0.110 while
&~ 0.109

With this, the partition function (Eq. (E.12)) and the probability density P(M, ©)
with any set of parameter (3, Au,§) can be obtained. Figure shows an example of
such a plot where four histograms at £ = 0.107,0.108,0.109 and 0.110 were combined
to estimate the density of states while § = 1 and Ay = 0. However, one last step
before using Eq. (E.17) is to determine £;’s self consistently because they are needed in
the calculation of Y/(M,0) = 325 (1 + 27;) " H;(M,©)T;*(M,0). This can be done
iteratively by first assigning an initial guess value for each [,Z( ) to construct f‘(o)(M ,0).
Then we can compute partition functions using Eq. (E.12), yielding ££1)7 which will be
different from 40) in general. This step is repeated until all £; for ¢ = 1,2,--- ,s are
converged. The initial values are taken to be N; for each i and the rate of convergence

is high , usually within a hundred iterations.



Appendix F

Critical point of model polymer
blend

To estimate the critical points of model blends in the thermodynamic limit (infinitely
large system) from simulations done in finite systems, the finite size scaling (FSS)
analysis techniques [69] were used together with the multiple histogram reweighting
method described in Appendix E.2. The development of the multi-histogram reweight-
ing method made the FSS technique very reliable in characterizing critical behavior of
models of polymers and other statistical systems. Here, a brief description of the FSS
analysis relevant to the work in this thesis is presented based on the extensive review
by Deutsch [41]. Then, the results of the FSS analysis to determine the critical points

of the continuum bead-spring model used in this thesis will be presented.

F.1 Finite size scaling theory

Let t = T,_;TC, uw=Ap—Ape. and m = %ﬁ;%ﬁ , which is a normalized order parameter.

If L is the linear dimension of the simulation cell, FSS theory ansatz of the form of

order parameter distribution is given by
P(H(L), (L), m(L), L) = L"P(L"t, L*°p, L'm) . (F.1)

Note that on the right hand side of Eq. (F.1), the system size dependence has been
separated explicitly in the factor LV and P does not depend on L by itself, but through
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combinations of L and other parameters. The exponents v and v are defined by the

following relations.

d

u = Y (F.2)
d

v = 7—?—25 , (F.3)

where d is a dimensionality, § is the critical exponent for the order parameter, and ~ is

the critical exponent for its susceptibility in the scaling region, i.e.

m = Blt|’

—
2
.

N~—

x = Cft|™7

with critical amplitudes B and Cy. Conventional critical exponents such as « (exponent

for specific heat) can be expressed in terms of u and v.

d d—2
a=2-2 p=2 = Y (F.6)
U u u
Because of the form of Eq. (F.1), moments of the order parameter m takes the following
form:
<mk>L = L_kvmk(Lut7 Ld—v'u) ) (F7)
where my, is given by
my (L%, L3 p) = /d:c:ck]S(L“t, L&V, x). (F.8)

F.2 Determination of critical point

The form of Eq. (F.7) can be taken advantage of in the determination of critical
temperature or in the case of study in this thesis, critical value of . One can form a
ratio of some powers of the moments of the order parameter such that system size L
cancels out. That is, if one chooses two pairs of integers (i,7) and (I, k) that satisfy

ij = lk, then

_ (b (e L)
U = iy, = oL, L0 ()

If a system with a linear dimension L is at the critical point where ¢ = 0 and g = 0, the

[my (00" For the

value of the ratio would be independent of the system size, given by (0 -
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case of symmetric blends, Apu. = 0 because of AB symmetry, and all the simulations
in this thesis were conducted at y = 0. Therefore, if there are multiple simulation
systems with different sizes, one can determine the critical temperature or critical a by
measuring the ratios for those systems as functions of a and identify a point where all
data curves intersect with each other. In Figs. [F.1a ~[F.1d, U} = % are plotted
as functions of « for four different chain lengths of the BSM. The use of (|m|) instead
of (m) is necessary to introduce spontaneous symmetry breaking [41], i.e. for a finite
system, the odd moments of the order parameter remain at 0 after phase separation, in

contrast to the behavior of a corresponding infinitely large system.
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Figure F.1: Plot of (]1221 vs. « for N=16, 32, 64, and 128 of the BSM. The critical value
a. for each chain length was determined graphically by identifying a point where curves
obtained from three different sizes of the system intersect.
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